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Preface

The third International Symposium on Intelligent Informatics (ISI-2014) provided a
forum for sharing original research results and practical development experiences
among experts in the emerging areas of Intelligent Informatics. This edition was
co-located with third International Conference on Advances in Computing, Com-
munications and Informatics (ICACCI-2014), September 24–27, 2014. The Sym-
posium was hosted by Galgotias College of Engineering & Technology, Greater
Noida, Delhi, India.

ISI-2014 had two tracks: ‘Advances in Intelligent Informatics’ and a special track
on ‘Intelligent Distributed Computing’. In response to the call for papers, 134 pa-
pers were submitted for the Intelligent Informatics Track and 63 submissions for the
Intelligent Distributed Computing track. All the papers were evaluated on the basis
of their significance, novelty, and technical quality. Each paper was rigorously re-
viewed by the members of the program committee. This book contains a selection of
refereed and revised papers of Intelligent Informatics Track originally presented at
the symposium. In this track, 58 were accepted. The peer-reviewed papers selected
for this Track cover several intelligent informatics and related topics including sig-
nal processing, pattern recognition, image processing, data mining and intelligent
information systems.

Many people helped to make ISI-2014 a successful event. Credit for the quality of
the conference proceedings goes first and foremost to the authors. They contributed
a great deal of effort and creativity to produce this work, and we are very thankful
that they chose ISI-2014 as the place to present it. Thanks to all members of the
Technical Program Committee, and the external reviewers, for their hard work in
evaluating and discussing papers. We wish to thank all the members of the Steering
Committee and Organising Committee, whose work and commitment were invalu-
able. Our most sincere thanks go to all keynote speakers who shared with us their
expertise and knowledge. The EDAS conference system proved very helpful during
the submission, review, and editing phases.

We thank the Galgotias College of Engineering & Technology, Greater Noida,
Delhi for hosting the conference. Sincere thanks to Suneel Galgotia, Chairman, GEI,



VI Preface

Dhruv Galgotia, CEO, GEI, R. Sundaresan, Director, GCET and Bhawna Mallick,
Local Arrangements Chair for their valuable suggestions and encouragement.

We wish to express our thanks to Thomas Ditzinger, Senior Editor, Engineer-
ing/Applied Sciences Springer-Verlag for his help and cooperation.

September 2014 El-Sayed M. El-Alfy
Sabu M. Thampi
Hideyuki Takagi

Selwyn Piramuthu
Thomas Hanne
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Artificial Immune System Based Image 
Enhancement Technique 

Susmita Ganguli, Prasant Kumar Mahapatra*, and Amod Kumar 

Abstract. Artificial immune system (AIS) inspired by immune system of 
vertebrates can be used for solving optimization problem. In this paper, image 
enhancement is considered as a problem of optimization and AIS is used to solve 
and find the optimal solution of this problem. Here, image enhancement is done 
by enhancing the pixel intensities of the images through a parameterized 
transformation function. The main task is to achieve the best enhanced image with 
the help of AIS by optimizing the parameters. The results have proved better when 
compared with other standard enhancement techniques like Histogram 
equalization (HE) and Linear Contrast Stretching (LCS). 

Keywords: AIS, Image enhancement, parameter optimization, Histogram 
Equalization, Linear Contrast Stretching. 

1 Introduction 

The purpose of image enhancement is to improve the interpretability of information 
in images. The main aim of image enhancement is to modify parameters of an  
image to make it more relevant for a given task (Bedi & Khandelwal, 2013) (Maini & 
Aggarwal, 2010). According to (Gonzalez, Woods, & Eddins, 2009), image 
enhancement techniques can be divided into four main categories: point operation, 
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spatial operation, transformation, and pseudo-coloring. Here, image enhancement 
technique is done on the basis of spatial operation i.e. it directly operates upon the 
gray levels of image which includes gray-scale correction, gray-scale transformation, 
histogram equalization, image smoothing and image sharpening.  

Artificial Immune systems are inspired by theoretical aspects of immunology 
and observed immune functions (Ji & Dasgupta, 2007). Due to some of its 
properties like: self-organisation; learning and memory; adaptation; recognition; 
robustness and scalability, it has become a novel approach for solving complex 
computation problems. For image segmentation AIS methods such as NSA, 
Clonal Selection theory and Immune Network model have already been applied. It 
has been used for pattern recognition and image thresholding in (Wang, Gao, & 
Tang, 2009) and (Mahapatra et al., 2013), whereas in (Keijzers, Maandag, 
Marchiori, & Sprinkhuizen-Kuyper, 2013) it is used to find similar images.  

Several computational techniques have been applied to enhance images like 
genetic algorithm (Hashemi, Kiani, Noroozi, & Moghaddam, 2010; Shyu & Leou, 
1998) , evolution algorithm (Gogna & Tayal, 2012; Munteanu & Rosa, 2004), 
PSO (Gorai & Ghosh, 2009), (Braik, Sheta, & Ayesh, 2007), (Wachowiak, 
Smolíková, Zheng, Zurada, & Elmaghraby, 2004), Firefly algorithm 
(Hassanzadeh, Vojodi, & Mahmoudi, 2011), etc. In this paper, gray-level image 
contrast enhancement is proposed using AIS. The algorithm is applied on Lathe 
tool images and MATLAB inbuilt images. The enhanced images by AIS are found 
to be better when compared with other automatic enhancement techniques. The 
algorithm has been developed using MATLAB® software (version: 8.2.0.701 
(R2013b)). The detailed approach is discussed in methodology. 

2 Methodology 

2.1 Overview of Artificial Immune System 

Artificial Immune System is basically a bio-inspired technique which is used to 
develop new methods of computing for solving various problems. It uses learning, 
memory and associative retrieval to solve recognition and classification tasks. AIS is 
a diverse field of research which describes an interrelation between immune system, 
engineering and computer science. There are four models under AIS, viz : Negative 
selection algorithm (NSA), Clonal Selection Algorithm (CLONALG), immune 
network model and danger theory. In this paper, NSA is used for image enhancement. 

The purpose of negative selection is to provide self-tolerance to body-cells. It 
detects unknown antigens, without reacting with the self cells (Hormozi, Akbari, 
Javan, & Hormozi, 2013) (Thumati & Halligan, 2013). The main idea of NSA is 
to generate a detector set in order to detect anomaly. The algorithm works in the 
following manner: 

It defines a self string which defines the normal behavior of the system. A 
detector set is then generated which can recognize the elements which does not 
belong to self string (i.e. non-self string). According to NSA, a self string, which 
gives the normal behavior of the system, and a randomly generated string are 
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initialized. Then the affinity of all the elements of random string is calculated with 
respect to all the elements of self string. If the affinity of a random element is 
greater or equal to a given cross-reactivity threshold (De Castro & Timmis, 2002) 
then this random element is recognized as self element and is discarded; otherwise 
it is accepted and introduced to the detector set.     

2.2 Functions Used  

The image enhancement is done by enhancing the pixel intensities of the image. A 
parameterized transformation function is used to enhance the images (Gorai & 
Ghosh, 2009) which uses both local and global information of the images. These 
local and global information is similar to the statistical scaling given in (Gonzalez 
et al., 2009). The transformation function is defined as:  
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where,  f(i,j)=the gray value of the (i,j)th  pixel of the input image 
g(i,j)=the gray value of the (i,j)th  pixel of the enhanced image 
D=the global mean of the pixel of the input image 
σ(i,j)=the local standard deviation of  the (i,j)th pixel over an n×n window 
m(i,j)=local mean of the (i,j)th pixel over an n×n window 
a,b,c,k=parameters to produce large variations in the processed image. 

To check the quality of the images an objective function is defined which uses 
number of edge pixels, intensity of edges and entropy measure of images as 
parameters. For a good contrast enhanced image the value of these parameters 
should be high. The objective function is defined as: 
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Here, Ie is the enhanced image and Is is the edge image which is produced by 
an edge detector. E(Is) is the sum of M×N pixel intensities of the edge image, 
edgels(Is) is the number of edge pixels, whose intensity value is above a threshold 
in the edge image. H(Ie) is the entropy of the enhanced image. 

2.3 Proposed Method 

In this research work, the proposed NSA algorithm at first generates the detector 
set. By using the transformation function explained in eq. (1), it then processes the 
HE of the original image. The image is processed by changing the parameters used 
in the transformation function which are further optimized by the algorithm. A 
flowchart of the proposed method is shown in Fig. 3. 

The self and random sets are initialized at first. The original image is defined as 
the self set and the HE of the original image is considered as the random set of 
elements. The affinity between the elements of random in relation to the elements  
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of self is calculated by using eq. (6) (Aickelin & Qi, 2004; Zheng & Li, 2007)  
which is considered as the reactivity threshold (Rthreshold). 

 lueExpectedVa

lueExpectedValueObservedVa
measureAffinity

−
−=

1
_  (3) 

Then the image is enhanced using eq. (1) and its affinity is calculated. If the 
affinity of the enhanced image is less than reactivity threshold then they are 
accepted, otherwise discarded. This process is iterated a number of times to get the 
best solution. To check the quality of the resulted image the objective function 
value, given in eq. (2), of the images are found. In each and every case the 
objective function value of the image obtained from the proposed algorithm is 
found better than histogram equalization and linear contrast stretching. 

 
Fig. 1 Flowchart of the proposed NSA method for image enhancement 
3 Results and Discussions 

In this section, the result obtained from the newly proposed method is discussed. 
The new algorithm is applied on lathe tool and inbuilt MATLAB images. The 
lathe tool images were used because the tool is being used by the authors to carry 
out different experiments on micro and nano scale movements for desktop 
machining. The ultimate goal of the proposed algorithm is to increase the number 
of edgels (edge pixels), overall intensity of the edges and entropy values. For 
comparison purpose the results of standard techniques, i.e., HE and LCS are also 
considered. It is found that the images obtained from the new technique are much 
better than the other two. 

The gray scale images of lathe tool at different horizontal positions are captured 
using single AVT Stingray F125B monochrome camera mounted on Navitar lens, 
and their enhanced images obtained from different enhancement techniques are 
shown in Fig. 2. 
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Distance 
traversed 

by tool Original image HE image LCS image AIS (NSA) 
Image 

Reference 
image 

original image

 
histeq image stretc hed image

 
1mm 

original image

 
histeq image stretc hed image

 
5mm 

original image

  
10mm 

original image

  
Fig. 2 Images of lathe tool 

In order to evaluate the proposed method number of edgels and fitness function 
are considered as the criterions. The performances of the resulted images are 
indicated by the increasing value of these two parameters. Sobel edge detector is 
used to determine the number of edgels. The value of the objective function and 
number of edge pixels are shown in Table 1.  

Table 1 Fitness Value and number of edge pixels of enhanced images 

Images No of 
iterat
ions Parameters Original HE LCS AIS 

(NSA) 

 Refer 
ence 

52 Value of Objective Function 0.0287 0.2722 0.0301  0.4058 No of edgels 941 12269 941 12309 
1mm 52 Value of Objective Function 0.0296 0.2760 0.0309  0.4276 No of edgels 973 12475 973 12464 
5mm 55 Value of Objective Function 0.0304 0.2627 0.0321  0.4245 No of edgels 991 11964 991 12286 

10mm 55 Value of Objective Function 0.0309 0.2722 0.0324  0.4415 No of edgels 1005 12356 1006 12482 
 
To check the effectiveness of the algorithm, it has also been applied to 

MATLAB inbuilt images. Three images are considered viz. tire, liftingbody and 
cameraman on which the new algorithm is tested. Their enhanced image obtained 
from different enhancement techniques are shown in Fig. 3. 
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Images original HE LCS NSA 
Tire 

  
 
Lifting 
body 

 
Camera
man 

    

Fig. 3 MATLAB inbuilt images  

Table 2 Value of Objective Function and number of edge pixels of enhanced images 

Images No. of 
iterations 

Parameters Original HE LCS NSA 

Tire 55 Value of 
Objective 
Function 

0.4846 0.4323 0.4805 
 

0.5224 

No of Edgels 1859 1994 1844 2052 
Liftingbody 50 Value of 

Objective 
Function 

0.2239 0.2200 0.2137 
 

0.3040 

No of Edgels 4511 5281 4350 6186 
Cameraman 50 Value of 

Objective 
Function 

0.4826 0.4030 0.4800 
 

0.5075 

No of Edgels 2503 2430 2503 2740 

 

  
(a)                                                           (b) 

Fig. 4 Chart showing the variation of the value of objective function obtained from HE, 
LCS and NSA of (a): Lathe tool images (b): MATLAB inbuilt images 
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From the data shown in Table 1, 2 and the chart shown in Fig. 4, it can be 
concluded that the value of the parameters i.e. objective function and number of 
edgels obtained from the proposed technique is better, i.e. their values are higher, 
than the values obtained from HE and LCS.       

4 Conclusions 

In this paper, a new method of image enhancement using NSA has been proposed 
to enhance the contrast of images. The main objective of the algorithm is to 
enhance the gray intensity of the pixels of images by increasing the number of 
edgels, edge intensity and entropy of the images. The algorithm is applied on the 
images of a lathe tool at different horizontal positions and also to MATLAB 
inbuilt images. The results are compared with that of HE and LCS techniques. In 
each and every case the result of the proposed algorithm is found better. 

Acknowledgment. This work is supported by the Council of Scientific & Industrial 
Research (CSIR, India), New Delhi under the Network programme (ESC-0112) in 
collaboration with CSIR-CMERI, Durgapur. Authors would like to thank Director, CSIR-
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Grayscale to Color Map Transformation  
for Efficient Image Analysis on Low 
Processing Devices 

Shitala Prasad, Piyush Kumar, and Kumari Priyanka Sinha 

Abstract. This paper presents a novel method to convert a grayscale image to a 
colored image for quality image analysis. The grayscale IP operations are very 
challenging and limited. The information extracted from such images is 
inaccurate. Therefore, the input image is transformed using a reference color 
image by reverse engineering. The gray levels of grayscale image are mapped 
with the color image in all the three layers (red, green, blue). These mapped pixels 
are used to reconstruct the grayscale image such that it is represented in a 3 
dimensional color matrix. The algorithm is very simple and accurate that it can be 
used in any domain such as medical imaging, satellite imaging and 
agriculture/environment real-scene. The algorithm is implemented and tested on 
low cost mobile devices too and the results are found appreciable.  

Keywords: Digital Image Processing, Grayscale to Color Transformation, Image 
Analysis, Low Processing Devices. 

1  Introduction 

The technological advancements are contributing a major role in human society and 
colored cameras and scanners are becoming ubiquitous. There is a demand for better 
image analysis, in general. The growth of image processing from grayscale  
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uni-variant data analysis to a colored multi-variant data analysis is still challenging 
the researchers. The areas like biomedical imaging are still working with grayscale 
image and phase problems like segmentation, edge detection, and blob detection, in 
case of tumor detection. Enhanced medical imaging techniques have attracted 
attention after the advanced medical equipments used in medical field. Colored 
images are much easier to distinguish the various shades by human eye.   

Computer vision technologies are applied in various domains for image 
enhancements and automatic image summarization. The traditional process of 
identification involves lot of technical expert knowledge, lack of which misleads 
the results, particularly in medical cases. Therefore, the image is enhancement 
before the data is applied for any decision making analysis which increases the 
difference between the objects in image [1]. The aim of this paper is to present an 
algorithm to automatically transform a grayscale image to a colored image, which 
adds extra information in it making analysis easier.  

Barghout and Sheynin [2] used k-mean clustering algorithm to segment 
different objects in real-scene based on the pixel color intensity. The algorithm 
guaranteed to converge but highly depends on k-value. Since the real-scenes 
include irregular shapes the k-value selection may fail to return an optimal 
solution. Chang et al. [3] agreed with this and thus proposed a novel environment 
scene image analysis approach based on the perceptual organization which 
incorporates Gestalt law. This algorithm can handle objects which are unseen 
before and so used for quality image segmentation. Few authors have used object-
shape based models to overcome the segmentation problem with fixed objects [4], 
but it’s not the real case. The major problems with such algorithms are that, they 
results in over segmentation and under segmentation.  

A solution to over segmentation, in 2011, Prasad et al. [5], proposed a block-
based unsupervised disease segmentation algorithm which segment the sub-images 
into small classes that is later on combined to form a bigger class. While in 2013, 
Prasad et al. [6], used a cluster based unsupervised segmentation approach to 
identify the diseased and non-diseased portion from a colored natural plant leaf 
image, considering only a single disease attack at a time. This algorithm granted the 
best result in disease detection in L*a*b* color space. On the other side, Grundland 
and Dodgson [7] introduced a new contrast enhanced color to grayscale conversion 
algorithm for real-scenes in real-time. They used image sampling and dimension 
reduction for the conversion. They transformed a colored image to a high contrast 
grayscale for better understanding. But again losing information in this dimension 
reduction which creates problem of under segmentation.  

Sharma and Aggarwal [8] discuses the limitations of segmenting CT and MR 
scanned images due to its image type (i.e. grayscale images) [9]. The problem 
faced in segmentation may be due to its grayscale nature and so if it was in color 
space their might not be such case. Therefore, the aim of this paper is to transform 
grayscale image into colored (pseudo colored) image for better analysis and 
segment. This pseudo colored images may also be used in controlling various 
computer operations like operating power point presentation without using any 
statist input devices, as proposed and used by Prasad et al. [10-11]. Here, different 
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color markers are used to identify the objects; as a pointer and tracking the 
movements of these pointers they are mapped with the static mouse operations.  

Hence, color image processing bit complex but resolves many problems faced 
with grayscale processing and give users new dimensions to think and analysis the 
input image. This pseudo color transforms helps to gain color images from devices 
that are limited with intensity values only such as CT scanner and X-ray machines.  

In this paper, we represent a gray pixel with a color pixel value and map it with 
the color map to form color image with extra information. To be very specific and 
to the point, the paper is transformed into 4 phase: the section 2 discusses about 
the proposed grayscale to color transform and in section 3 results are highlighted 
in different domains. The last phase is the conclusion and future scopes.  

2 Proposed Grayscale to Color Transform 

As we know that a grayscale digital image, say ( , ), is a single dimension 
pixel intensity matrix whereas a colored image, ( , ) is a three dimension 
matrix. The first layer of matrix is red, second is green and third is blue layer 
because of these layers a gray image  is transformed to a color image . 
Figure 1 explains the concept of gray and color image. 

 

 

Fig. 1 Image, : (a) grayscale intensity image matrix, , where i=intensity; and (b) 
colored three  dimension (red, green , blue) image matrix,  

There are various devices that capture gray and colored images with different 
formats in different domain, such as CT scanner and mobile camera respectively. It is 
very simple and easy to convert a colored image to a single dimension grayscale 
image by losing any two layers information called single layer grayscale but the visa-
versa is bit difficult and challenging. Few the RGB to grayscale image conversion 
formulas are shown in equations 1-5, they are the most commonly used.  = (red + green + blue)/3                                                                          (1) = ∗ .3 + ∗ .59 + ∗ .11                                                                    (2) 
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12 S. Prasad, P. Kumar, and K.P. Sinha = ∗ .2126 + ∗ .7152 + ∗ .0722 (3) = ( ( , , ) + ( , , ))/2 (4) = (  / )( , , )  (5) 

Here, equation 1 is the average grayscale image formed from RGB. It is quick 
but results an inaccurate dirty image. Whereas by grayscale image formed by 
using equation 2-3, the result is good and it treats each color same as human eye 
perceive. Thus they are also called as Luma or luminance gray image. The 4th and 
5th formula results in a de-saturation and decomposition gray image respectively. 
There are many other methods and approaches to get a grayscaled image but it’s 
very difficult to convert a gray image to a colored one. These grayscale images 
from grayscale capturing devices are very challenging and involve many hurdles 
for image processing operations. This paper aims the same. A pseudo color image 
transformation is proposed for better IP operations. Below is the complete flow 
graph of the proposed system, see figure 2.  

 

 

Fig. 2 System flow graph – grayscale to color image conversion 

As in figure 2, a grayscale image,  is taken as an input image to be 
converted to a color image from a reference colored image, . The reference 
image  is again transformed into a grayscale image, _  such that the 
method of grayscale conversion for both  and _  images are same, 
but is not necessary. The next step is to cluster the gray levels of both the images 
and map it to the reference image, . That is, a single intensity pixel of 8-bits 
is represented by a three layer pixel of 24-bits, reversed engineered from _  to . In such a way, the single dimension (1D)  is transformed 
to a three dimension (3D) colored image, . This colored image can be used 
in-for segmentation or any other IP operations.  

Input Image 
(Gray) 

Reference Image
(Color) 

Convert to Gray 
Image 

Cluster the Gray Levels  
Pixel-to-Pixel Mapping 

Gray Pixel (1D) 
to Color Pixel 

(3D) 

Pseudo Color 
Image 

If possible use same 
gray conversion method
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The mapping of a single pixel for 8-bit grayscale image to 24-bit color image. 
That is, if a pixel from  with ith gray level then the pixel with same ith gray 
level from _  act as a reference pixel. Referring to  with the same 

coordinate value, say ( , ), as the ith gray level pixel in _  the ith gray 

pixel is mapped to this 24-bit pixel from . The mapping of pixels from 8-bit 

to 24-bit is shown in figure 3 for better explanation. The complete pseudo 
algorithm is presented in algorithm 1 below. 

 
Algorithm 1. Grayscale Image to Color Image Transformation. 

Assumptions: Input: 1D grayscale image,  and 3D reference color image,  of any size. 

                      Output: Pseudo colored image,  

1. Transform the referenced image  to grayscale using any of the methods from 

equations (1-5) or simply single layer gray image _  

2. Cluster the gray levels into 256 clusters for 0 − 255 levels for both _  and . 

K-Mean clustering algorithm is used here.  
3. For every ith gray level in  we map with the same ith level in _  such that the 

coordinate ( , ) of ith of _  refer to the coordinate ( , ) of  for the 

intensity values of different layers (red, green, blue), say ( , , )  
4. For every layer of  assign values ( , , ) 

5. Repeat till gray level reaches 255 

 
In mapping, there may be a case where many pixels are of ith gray level in _ , as in figure 3, so pixel p(x, y) in  is mapped with the first pixel 

p(x’, y’) in _ .  

 

 

Fig. 3 Pixel mapping from 8-bit to 24-bit, using reverse engineering 
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The  is the output pseudo color image with various extra details which a 
colored image has, without losing any other information.  now can be used 
in digital color image processing operation which was not possible in earlier case 
for . Note that the pseudo color image depends upon the reference color 
image inputted in the system, i.e. as the reference color image changes the 
resultant output pseudo color image changes. Therefore, a standard reference color 
image is chosen where all color shades are present, as in figure 2. 

In next section experimental results with different domains are presented and 
analyzed.   

3 Experimental Results and Analysis 

Since there are many datasets available in grayscale but are untested with digital 
color image processing operations and thus fails in proposing a general algorithm 
for grayscale and colored image, this paper points on this limitation. The algorithm 
proposed is very simple and thus implemented and tested on low cost computing 
devices such as mobile phones, ℳ . An application is designed for Android 
operating system version 2.3.x. The algorithm is resolution tolerant, that is, for any 
resolution of reference color image the output pseudo image has no effect or has 
very marginal change.  

The grayscale to color image transformation in a standard 512x512 grayscale 
test images [12] is applied and shown in figure 4, below. Here, figure 4(c)  
and 4(d) are the pseudo images formed by reference image 4(b). Figure 4(c)  
is formed by using red portion of 4(b) reference image and so output image is  
red-oriented.  

 

 

Fig. 4 Grayscale to color transformation: (a) original grayscale image; (b) original reference 
color image; and (c-d) pseudo color images (transformed) 

Using same reference image, figure 4(b), few more grayscaled images are 
transformed to pseudo color. In figure 5, the first row is the original grayscale 
images downloaded from [12] and the second row, figure 5(b) is the output 
colored image mapped to gray values of figure 4(b).  
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Fig. 5 Color image transformation of standard 512x512 grayscale images [12]: (a) original 
gray images; and (b) pseudo color images 

3.1 k-Means Clustering Algorithm 

The gray level of image is clustered using simple k-means clustering algorithm. k-
means is a vector quantization iterative technique to partition an image into k-selected 
clusters. The pixel intensity is used for computing mean cluster and distance is the 
squared difference between the intensity and the cluster center. The algorithm may 
not return optimal result but guaranties to converge and so is used in this paper.  

Since k-means is very common we must not discuss in details and move to test 
results of various other datasets and images.  

Figure 6(a), is a set of images recorded from satellite which is very difficult to 
analyze as which is what. The same is then transformed through our proposed 
system and tried for its pseudo images using same reference images, figure 4(b), 
we get the second row of figure 6 which is much more clear than the earlier one. 
Now, images from figure 6(b) can be easily clustered using unsupervised 
segmentation algorithm [6].  

 

 

Fig. 6 Satellite sample images: (a) original grayscale image; and (b) pseudo color image 
(segmented) 
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Over this, the proposed algorithm plays a better role in biomedical images such 
as CT scanned images and MRI images. Such images are very complicated and if 
a colored or pseudo colored images are provided by the physicians, it will be easy 
and fast way to diagnose the cases. In figure 7, few of the brain MRI images are 
captured in grayscale and the proposed color transform method is applied over it. 
The resulted output pseudo color image is much easier to understand and derive 
and decision. It clearly shows the portion where brain tumors are occurred by just 
seeing the color changes. It can be visualized by and layman too.  

Another CT scan grayscale image with its pseudo color transform is represented in 
figure 8. It’s clear that the proposed algorithm is very simple and accurate and can be 
used in any type of domain and also can be used to segment the image.  

3.2 Applications and Scopes 

The algorithm feasibility was tested under various different conditions and found 
to be positive. The robustness of proposed method is clearly visualized in this 
paper with the above results. The scope of this paper is mainly in segmentation 
and image analysis where the texture of an image is not so clear and unique. This 
method will also be used in biomedical and satellite image processing to classify 
various patterns and objects in the image. It also enhances the image.  

This paper processes grayscale images and represent it in a 3D pseudo color 
image format. It is not limited to and for any domain and any reference image. 
Changing the reference image will change the pseudo image but the 
transformation equation will be the same. Finally, the four concludes this paper 
with the future scope.  

 

 

Fig. 7 MRI images: (a) original grayscale image; and (b) pseudo colored transformed 
images  

The interesting point is that, if the reference color image,  is same, that is,   then the  image is approximately the same, that is, ≈ . Figure 9 shows the same. Where in figure 9(d) is a different 
image is which uses figure 9(a) as  image giving output to pseudo image 

shown in figure 9(e).  
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Fig. 8 CT scanned image: (a) original grayscale image; (b) reference color image 1; (c) 
pseudo color image from reference image 1; (d) reference color image 2; and (e) pseudo 
color image from reference image 2  

 

Fig. 9 (a) The original  image, (b) input  image from , (c) the output  
image, (d) input  image and (e) the output  image using . 

4 Conclusion and Future 

This paper aims to transform a grayscale image with 8-bit pixel representation to a 
pseudo color image with 24-bit pixel representation. The system proposed is 
robust and flexible with image resolution and reference color image used. 
Algorithm is so simple and less computationally cost that it can be deployed on 
and low processing devices such as mobile phones, ℳ . The algorithm is 
unsupervised. Firstly, the input gray image is mapped with the reference gray 
image formed by the reference color image and then applying k-mean clustering 
similar gray levels are clustered to 256 clusters. Then using reverse engineering 8-
bit pixel is transformed to 24-bit pixel. This method is used to enhance, segment 
and analyze the image in better way, even though they are of gray in nature. After 
some many experiments there is still gap between the output pseudo color image 
and actual color image. Thus, the work may include more realistic color image 
transformation and robust output.  

References 

1. Alparone, L., Wald, L., Chanussot, J., Thomass, C., Gamba, P.: Comparison of 
pansharpening algorithms. IEEE Trans. Geosci. Remote Sens. 45, 3012–3021 (2007) 

2. Barghout, L., Jacob, S.: Real-world scene perception and perceptual organization: 
Lessons from Computer Vision. Journal of Vision 13(9), 709 (2013) 

3. Chang, C., Koschan, A., Page, D.L., Abidi, M.A.: Scene image segmentation based on 
Perceptual Organization. In: IEEE Int’l Conf. on ICIP, pp. 1801–1804 (2009) 



18 S. Prasad, P. Kumar, and K.P. Sinha 

4. Borenstein, E., Sharon, E.: Combining top-down and bottom-up segmentation. In: 
Workshop. CVPR, pp. 46–53 (2004) 

5. Prasad, S., Kumar, P., Jain, A.: Detection of disease using block-based unsupervised 
natural plant leaf color image segmentation. In: Panigrahi, B.K., Suganthan, P.N., Das, 
S., Satapathy, S.C. (eds.) SEMCCO 2011, Part I. LNCS, vol. 7076, pp. 399–406. 
Springer, Heidelberg (2011) 

6. Prasad, S., Peddoju, S.K., Ghosh, D.: Unsupervised resolution independent based 
natural plant leaf disease segmentation approach for mobile devices. In: Proc. of 5th 
ACM IBM Collaborative Academia Research Exchange Workshop (I-CARE 2013), 
New York, USA, Article 11, 4 pages (2013),  
http://dl.acm.org/citation.cfm?id=2528240&preflayout=tabs 
(Cited April 10, 2014) 

7. Grundland, M., Dodgson, N.: The decolorize algorithm for contrast enhancing, color to 
grayscale conversion. Technical Report UCAM-CL-TR-649, University of Cambridge 
(2005), 
http://www.eyemaginary.com/Portfolio/TurnColorsGray.html 
(Cited April 15, 2014) 

8. Sharma, N., Aggarwal, L.M.: Automated medical image segmentation techniques. 
Journal of Medical Physics / Association of Medical Physicists of India 35(1), 3–14 
(2010) 

9. Kumar, P., Agrawal, A.: GPU-accelerated Interactive Visualization of 3D Volumetric 
Data using CUDA. World Scientific International Journal of Image and 
Graphics 13(2), 1340003–13400017 (2013) 

10. Prasad, S., Peddoju, S.K., Ghosh, D.: Mobile Augmented Reality Based Interactive 
Teaching & Learning System with Low Computation Approach. In: IEEE Symposium 
on Computational Intelligence in Control and Automation (CICA), pp. 97–103 (2013) 

11. Prasad, S., Prakash, A., Peddoju, S.K., Ghosh, D.: Control of computer process using 
image processing and computer vision for low-processing devices. In: Proceedings of 
the ACM International Conference on Advances in Computing, Communications and 
Informatics, pp. 1169–1174 (2012) 

12. Dataset of Standard 512x512 Grayscale Test Images,  
http://decsai.ugr.es/cvg/CG/base.htm (last accessed on May 20, 2014) 



  
© Springer International Publishing Switzerland 2015 
El-Sayed M. El-Alfy et al. (eds.), Advances in Intelligent Informatics, 

19 

Advances in Intelligent Systems and Computing 320, DOI: 10.1007/978-3-319-11218-3_3  

Automatic Classification of Brain MRI Images 
Using SVM and Neural Network Classifiers 

N.V.S. Natteshan and J. Angel Arul Jothi  

Abstract. Computer Aided Diagnosis (CAD) is a technique where diagnosis is 
performed in an automatic way. This work has developed a CAD system for au-
tomatically classifying the given brain Magnetic Resonance Imaging (MRI) image 
into ‘tumor affected’ or ‘tumor not affected’. The input image is preprocessed 
using wiener filter and Contrast Limited Adaptive Histogram Equalization 
(CLAHE). The image is then quantized and aggregated to get a reduced image 
data. The reduced image is then segmented into four regions such as gray matter, 
white matter, cerebrospinal fluid and high intensity tumor cluster using Fuzzy C 
Means (FCM) algorithm. The tumor region is then extracted using the intensity 
metric. A contour is evolved over the identified tumor region using Active Con-
tour model (ACM) to extract exact tumor segment. Thirty five features including 
Gray Level Co-occurrence Matrix (GLCM) features, Gray Level Run Length Ma-
trix features (GLRL), statistical features and shape based features are extracted 
from the tumor region. Neural network and Support Vector Machine (SVM) clas-
sifiers are trained using these features. Results indicate that Support vector ma-
chine classifier with quadratic kernel function performs better than Radial Basis 
Function (RBF) kernel function and neural network classifier with fifty hidden 
nodes performs better than twenty five hidden nodes. It is also evident from  
the result that average running time of FCM is less when used on reduced image 
data. 

Keywords: Computer aided diagnosis (CAD), Fuzzy C Means (FCM), Active 
Contour model (ACM), feature extraction, Neural network, Support vector ma-
chine (SVM), Magnetic Resonance Imaging (MRI). 
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1 Introduction 

Brain tumor is a solid neoplasm of uncontrolled cell division. CAD is a process of 
using computation capacity effectively to diagnose a condition from medical im-
ages or other medical related data. CAD is mainly used to provide a second opin-
ion thereby helping doctors while performing diagnosis. Image processing is a 
technique where the input is an image and the output being certain parameters 
related to image. Pattern recognition algorithms aim to assign a label to a given 
input feature vector. One of the most important applications of pattern recognition 
is within medical science where it forms the basis for CAD [16].  The process of 
interpreting a disease from a medical image is not hundred percent accurate. The 
reason is segmentation error involved in manual segmentation. Even for a highly 
skilled and experienced radiologist there will be inter-observer and intra-observer 
variation involved in diagnosis. These problems can be reduced by building a 
CAD system which performs the process of diagnosis in an automated way and is 
more accurate and reliable for diagnosis. It can also aid the physician in the diag-
nosis procedures by providing second opinion. This work aims at developing a 
CAD system that can classify the given brain MRI image as ‘tumor affected’ or 
‘tumor not affected’. The primary objectives of the CAD system are (1) to remove 
the noise and to enhance the contrast of the image, (2) to effectively and precisely 
separate the tumor region from the rest of the image, (3) to quantify the features 
from the tumor segment and (4) to train a classifier to classify the image as ‘tumor 
affected’ or ‘tumor not affected’. 

This paper is organized as follows. Section 2 deals with the literature survey 
where some of the related works in this area are discussed. Section 3 describes the 
overall design of the CAD system. Section 4 provides the description about  
the data set, experiments conducted, results and discussion. Section 5 concludes 
the work along with future enhancements. 

2 Related Works 

This section details about the previous works relating to Computer aided diagnosis 
of brain MRI images. Mahesh et al. have proposed the use of modified cluster 
center and membership updating function in the conventional FCM algorithm to 
segment the tumor region from brain MRI images [4]. Shasidhar et al. have pro-
posed a method for modifying the conventional FCM algorithm by using quantiza-
tion and aggregation as a result of which the dataset is reduced [8]. Fahran et al. 
have proposed a method for segmenting the given brain MRI image into three 
tissues gray matter, white matter and cerebrospinal fluid by using the ACM 
[2].Wang et al. have proposed the use of region based active contour model along 
with Local Gaussian Distribution (LGD) fitting energy for the contour to evolve 
[11]. Troy et al. performed gray level manipulation in which first they changed the 
gray level distribution within the picture and a method for extracting relatively 
noise free objects from a noisy back ground [15].  
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Ubeyli et al. proposed the automatic diagnostic system for Doppler ultrasound 
signals with diverse and composite features and classifiers like multi-layer percep-
tion neural network and combined neural network [12]. Qurat-ul-ain et al.  
extracted histogram features using Gray level co-occurrence matrix. In order to 
capture the spatial dependence of gray level values, which contribute to the per-
ception of texture, a two-dimensional dependence texture analysis matrix is taken 
into consideration in this system [10]. Fritz has discussed the GLCM method 
which is a way of extracting second order statistical texture features [13]. Gebejes 
et al. in their work analyzed the texture of the samples taken from the KTH-TIPS2 
data base through second order statistical measurements based on the GLCM pro-
posed by Haralick [3]. Dong et al. in their work proposes the volumetric texture 
analysis computation using Gray Level Run Length Matrix (GLRL) features [14].   

Kavitha et al. in their work have performed the classification of the given brain 
MRI image by using neural network to segment the brain tumor into benign or 
malignant tumor [7]. Sridhar et al. in their work proposed the use of neural net-
work to classify the brain MRI image as tumor affected or not [5]. Gladis et al. in 
their work proposed a technique by which feature selection is done according to 
the grouping class variable which reduces the features and increases the classifier 
accuracy [6]. Ibrahim et al. proposed classification of brain tumor using Magnetic 
resonance imaging using neural network [1]. Abdullah et al. have used SVM clas-
sifier to classify brain MRI images as tumor affected or not [9]. 

3 Design of the CAD System 

This section provides the overall design of the CAD system. The entire architec-
ture is divided into training and testing phase as shown in Fig.1. The system  
architecture consists of four steps namely preprocessing, segmentation, feature 
extraction and classification. During the training phase the training brain MRI 
image is given as input to the system and is subjected to all the steps mentioned 
above. A classifier model is chosen and the extracted features along with the class 
labels are used to train the classifier. The classifier now becomes a trained classi-
fier. During the testing phase a test brain MRI image is input to the system and the 
image passes through all the above mentioned steps. The trained classifier now 
accepts the features of the test image and with the knowledge it has already gained 
during the training phase will assign a class label to the test image as either ‘tumor 
affected’ or ‘tumor not affected’. 

3.1 Preprocessing 

Preprocessing is the first step in the CAD system. It preprocesses the input  
image such that there is a change in the output image. This change can be a reduc-
tion of noise and/or an enhancement of contrast. In this work wiener filter is  
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Fig. 1 System Architecture 

used to reduce the effect of noise in the image. This is because wiener filter has 
the highest Peak Signal to Noise Ratio (PSNR) as shown in Table 1 when calcu-
lated for the entire data set. The output after applying wiener filter is given as the 
input to the CLAHE. Contrast limited adaptive histogram equalization is used to 
enhance the contrast of the given input image. CLAHE does not considers the 
image in whole but separates it as tiles and enhances the contrast of each tile 
thereby enhancing the contrast of the entire image. 

Table 1 PSNR values of different filters for the entire data set 

SNO Filter Name PSNR value
1 Median Filter 19.35
2 Wavelet Filter 18.42
3 Weiner Filter 24.44

3.2 Segmentation 

Segmentation is a process of obtaining homogenous region from the input image. 
Generally in a brain MRI image the region which is affected by tumor occurs with 
high intensity. In this work two segmentation algorithms are used in order to lo-
cate the tumor segment exactly. This involves a FCM and an ACM algorithm.  
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3.2.1 Fuzzy C Means Algorithm 

FCM is an unsupervised clustering algorithm which partitions the image into de-
sired number of regions. It reduces the burden of providing ground truth data sets. 
The input to this algorithm consists of dataset and the required number of clusters. 
In this work the numbers of clusters are four which represents the gray matter, 
white matter, cerebrospinal fluid and the high intensity cluster. FCM works by 
assigning membership values to the pixels and assigns it to one of the cluster 
based on membership value. The membership values are given by the membership 
matrix which contains values between zero and one. The values zero and one indi-
cate no membership and complete membership respectively and values in between 
zero and one indicates partial membership. The problem with FCM is that it takes 
large time to perform the clustering. This is because the FCM algorithm is an iter-
ative algorithm and during every iteration each and every pixel of the input image 
is compared with every representative cluster center to calculate the distance of 
that pixel with the cluster center. The data point or pixel is then assigned a mem-
bership value based on its distance with the cluster center. Thus the number of 
comparisons in-order to cluster the input image is in turn proportional to the num-
ber of data points in the dataset. In order to reduce these comparisons and to de-
crease the running time of FCM two techniques quantization and aggregation are 
used in this work. This in turn helps to complete the clustering quickly.  

In quantization every pixel in the input image is converted into its equivalent 
eight bit binary representation. Usually a selected number of lower order bits are 
masked by making it as zero [4].  This process of quantization converts the input 
image in such a way that many of the pixel values in the given image become 
almost similar and thus instead of comparing all the intensity values with the clus-
ter center, only a representative intensity value is compared. i.e., if three intensity 
values are same then only one pixel is required for comparison. In this work the 
last three bits of the binary representation is replaced with zeroes. 

Aggregation is performed by selecting a reference pixel. If the absolute difference 
between the left and top pixel to the reference pixel does not exceed a threshold 
value, then the reference pixel value is left as such else the mean of the two pixels 
(i.e., top and left) is computed and the reference pixel is replaced with this value. In 
this project the threshold value is set to ten. Thus the process of quantization and 
aggregation reduces the time for the convergence of the FCM algorithm [8]. 

The concept of aggregation is explained by considering a sample dataset as in 
Table 2. It can be observed from Table 2 that by masking three lower bits certain 
intensity values become same in their binary value. The intensity values 11, 13, 
and 10 after quantization becomes 8 and the intensity values 16 and 18 after quan-
tization becomes 16. The quantization step is illustrated using Table 3 and Table 
4. Consider the pixel at second column fourth row which has an intensity value 13. 
Let this pixel be the reference pixel. The absolute difference between the top pixel 
and left pixel of this reference pixel is greater than the threshold value (i.e., 10). 
So the reference pixel value is changed as ‘19’ which is the mean of top pixel and 
left pixel. If absolute difference between the left and the top pixels is less than  
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the threshold value then there is no change in the reference pixel value. These 
processes make many intensity values to become similar and hence the image data 
becomes reduced thereby reducing the number of comparisons during the FCM 
iterations. The process is explained in fig.2. 

Table 2 Example to illustrate quantization of data 

Pixel value Binary value Quantized value Decimal value 

11 00001011 00001000 8 
16 00010000 00010000 16 

18 00010010 00010000 16 

13 00001101 00001000 8 

10 00001010 00001000 8 

Table 3 Pixel values before aggregation 

12 15 15 

16 12 14 

16 12 14 

25 13 15 

Table 4 Pixel values after aggregation 

12 15 15 

16 12 14 

16 12 14 

25 19 15 

3.2.2 Active Contour Model 

Active contour model is a method used to find the boundary of the ROI in an im-
age. Active contour model is of two types namely region based active contour 
model and edge based active contour model. In a region based active contour 
model there is a region stopping function which stops the contour evolution when 
it crosses the region. In an edge based active contour model there will be an edge 
indicator function which will stop the contour evolution when it crosses the edges. 
In this work a region based active contour model in a variation level set formula-
tion is used. The contour is initialized by locating the first non-zero pixel in the 
high intensity cluster and then plotting a circle with a definite radius. This contour 
is evolved around the tumor for hundred iterations. The contour evolves and fits 
the tumor segment at the end of hundred iterations. 
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Fig. 2 Process of quantization and aggregation 

The next step measures the feature values of the extracted Region of Interest 
(ROI). This feature extraction is used to train a classifier to predict the condition. 
Generally for an image color, texture, shape, edge, shadows, temporal details are 
the features that can be extracted. A total of thirty five features with the following 
composition are used in this work. 

Shape based features: Eccentricity, major axis length and minor axis length. 

GLRL features:  Short run emphasis, long run emphasis, gray level non uniformi-
ty, run percentage, run length non uniformity, low gray level run emphasis and 
high gray level run emphasis. 

GLCM features: Contrast, homogeneity, energy, correlation, inverse difference 
normalized, inverse difference is homomorphic, info measure of correlation-I, info 
measure of correlation-II, Difference entropy, Difference variance, sum entropy, 
sum variance, sum of squares, maximum probability, sum average, dissimilarity, 
cluster shade and cluster prominence. 

Statistical features: Mean variance, standard deviation, median, skew, kurtosis 
and entropy.  

3.3 Classification 

Classification is the next step after feature extraction and it is a supervised learn-
ing procedure. It involves two steps training and testing. During the training 
phase, the classifier is trained with features from training images. In testing phase, 
an unknown image’s features are given to the classifier and it has to classify the 
image as ‘tumor affected’ or ‘tumor not affected’. In this project two classifier 
models are used namely Support vector machine and neural network. 

Input Preprocessed Image 

Convert intensity into its binary value 

Quantize by masking the last three bits 

Perform aggregation 

Input this image to FCM algorithm 
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3.3.1 Neural Network Classifier 

A Neural network classifier mimics the processing ability of biological brain. 
They are mainly divided into two types namely feed forward network and recur-
rent or feedback network. The feed forward network is of three types’ namely 
single layer perceptron, multi-layer perceptron, and radial basis function nets [17].  

The Neural network used in this work is a feed forward neural network. The 
training algorithm considered here is a back propagation method. The number of 
nodes in the input layer is thirty five which corresponds to the total number of 
features extracted. The number of nodes in the hidden layer is kept as twenty five 
and fifty and the performance of the classifier is evaluated. The output layer con-
tains two nodes corresponding to the two classes namely ‘tumor affected’ or ‘tu-
mor not affected’. 

3.3.2 Support Vector Machine Classifier 

Support vector machine is a learning method used for classification. In this work a 
two class SVM classifier is used which finds a hyper plane which separates the 
data into two classes. A two class SVM contains two classes namely ‘tumor af-
fected’ and ‘tumor not affected’ as its two outputs. During the training phase the 
SVM classifier is trained with a training data set which contains feature vectors 
extracted from the training images and their respective class labels. During the 
testing phase if an unknown image’s feature vector is given as an input to the 
trained classifier, it classifies the test image as belonging to one of classes [18]. 
Experiments are conducted with support vector machine classifier using quadratic 
kernel function and RBF kernel function.  

4 Experimental Results 

4.1 Data Set Used 

The images for this work are taken from Cancer imaging archive [22]. There are 
83 tumor affected and 9 non tumor grayscale images in DICOM format. 

4.2 Performance Analysis of FCM on Original and Reduced 
Image Data 

The performance of FCM on original and reduced image data is analyzed by con-
sidering the time in seconds for the algorithm to complete. Every image in the 
dataset is segmented into four clusters using FCM. The time taken to perform the 
segmentation on original and reduced image data is measured. The average run-
ning time is calculated by repeating the segmentation process on every image for 
five times. Table 5 shows the comparison of average running time for FCM for 
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original and reduced image data for seven sample images. Table 6 shows the com-
parison of average time for FCM for original and reduced image data for the entire 
dataset. 

4.3 Parameters Used for Classifier Evaluation 

The following parameters are used for evaluating the performance of the classifi-
cation algorithms. They are sensitivity, specificity, precision, and accuracy.  

Table 5 Average running time of FCM for seven sample images 

SNO Image id FCM original image data
(time in sec)  

FCM reduced image data 
(time in sec) 

1 8.DCM 15.8 12.6 

2 9.DCM 33.4 29.4 

3 57.DCM 21.1 17.7 

4 58.DCM 27.4 22.3 

5 68.DCM 13.4 10.5 

6 74.DCM 32.7 26.3 

7 138.DCM 31.6 25.5 

Table 6 Average running time of FCM for the entire dataset 

Total no of images  FCM original image data 
(time in sec)

FCM reduced image data 
(time in sec)

92 22.96 22.14 
 

Sensitivity or Recall:  Sensitivity or recall measures the actual positives which are 
identified as [20] such and is given by equation 1. 

 Recall = /(( + ) )  (1)  

Specificity: Specificity measures the actual negatives which are identified as such 
[20] and is given by equation 2. 

 Specificity= /(( + ))   (2) 

Precision: Precision measures the positive predictive rate [21] and is given by 
equation 3. 

 Precision= /(( + ))  (3) 

Accuracy: Accuracy of a classifier can be defined as how well a classifier can 
predict a condition [21] and is given by equation 4. 

 Accuracy= (( + ))/(( + + + ))  (4)  
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True Positive (TP): The classification result of CAD system is positive in the 
presence of the tumor. 

True Negative (TN): The classification result of CAD system is negative in the 
absence of tumor. 

False Positive (FP): The classification result of CAD system is positive in the 
absence of tumor. 

False Negative (FN): The classification result of CAD system is negative in the 
presence of tumor [19]. 

4.4 Experiments Conducted 

Four experiments are conducted using SVM and neural network classifiers. Two 
third of the total images are taken for training and one third of the images are taken 
for testing. In first experiment neural network classifier with twenty five hidden 
nodes is used. Second experiment involves neural network classifier with fifty hid-
den nodes. Third experiment involves SVM with quadratic kernel function and the 
fourth experiment involves SVM with RBF as the kernel function. Table 7 shows 
the accuracy, specificity, precision, and recall values of the classifiers. From the 
results obtained from Table 5 and Table 6 it is found that there is a reduction in time 
when the FCM algorithm is run on the reduced image data. The accuracy of the 
neural network classifier increases when the number of hidden nodes increases. The 
increase in the accuracy comes at the cost of training time. In case of SVM classifier 
quadratic kernel function has better accuracy when compared to RBF kernel func-
tion. When comparing between the accuracy obtained from neural network classifier 
with fifty nodes and SVM classifier with quadratic kernel function the accuracy of 
SVM classifier with quadratic kernel function is better. 

Table 7 Performance analysis of neural network and SVM classifiers 

Description Accuracy Specificity Precision Recall 

Neural network with 25 hidden nodes 0.8058 0.76234 0.7229 0.8667 

Neural network with 50 hidden nodes 0.8433 0.7614 0.6800 1 

SVM with quadratic kernel function 0.8540 0.8471 0.819 0.88 

SVM with RBF kernel function 0.8361 0.8038 0.7831 0.8757 

5 Conclusion and Future Work 

In this paper a CAD system that classifies the brain MRI image as ‘tumor affect-
ed’ or ‘tumor not affected’ is developed with an emphasis to reduce the segmenta-
tion time. A two step segmentation process is considered to get the exact tumor 
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segment. This CAD system with the above mentioned preprocessing, segmenta-
tion and feature extraction steps can be coupled with a SVM classifier using quad-
ratic kernel function to aid the radiologists in the diagnosis procedures.  

As a future enhancement the number of bits masked in quantization step can be 
further varied depending upon the binary representation of the input image. The 
process of considering the pixels for the aggregation purpose can also be varied. 
The features can also be increased by considering other shape and statistical fea-
tures. The classifier’s accuracy can be enhanced by adding the adaptive boosting 
classifier. 
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An Investigation of fSVD and Ridgelet
Transform for Illumination and Expression
Invariant Face Recognition

Belavadi Bhaskar, K. Mahantesh, and G.P. Geetha

Abstract. This paper presents a wide-eyed yet effective framework for face recog-
nition based on the combination of flustered SVD(fSVD) and Ridgelet transform.
To this end we meliorate in the sense of computation efficiency, invariant to facial
expression and illumination of [21]. Firstly fSVD is applied to an image by mod-
elling SVD and selecting a proportion of modelled coefficients to educe illumination
invariant image. Further, Ridgelet is employed to extract discriminative features ex-
hibiting linear properties at different orientations by representing smoothness along
the edges of flustered image and also to map line singularities into point singular-
ities, which improves the low frequency information that is useful in face recogni-
tion. PCA is used to project higher dimension feature vector onto a low dimension
feature space to increase numerical stability. Finally, for classification five differ-
ent similarity measures are used to obtain an average correctness rate. We have
demonstrated our proposed technique on widely used ORL dataset and achieved
high recognition rate in comparision with several state of the art techniques.

Keywords: Face Recognition, fSVD, Ridgelet, Compounding argument, PCA,
Similarity Measures.

1 Introduction

Face recognition is one of the most dynamic areas of research with a wide vari-
ety of real-world applications, and in recent years a clearly defined face-recognition
furcates has egressed. Further, there are still open problems yet to be answered com-
pletely such as recognition under different pose, illumination, background, occlu-
sion and/or expressions[6]. Our work mainly concentrates on feature extraction or
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description and recognizing face under illumination and expressions. Vytautas Per-
libakas [13] developed a well-known subspace method based on Principal Compo-
nent Analysis (PCA) with modified sum mean square error (SMSE) based distance.
A rather more veritable 2DPCA algorithm was developed by Yang et.al[1], in which
covariance matrix is directly constructed using original image matrices. 2DPCA
needs more coefficients in representing an image and to overcome this problem,
a bidirectional projection based 2DPCA (Generalized 2DPCA) was coined by Hui
Kong et.al [2], which employed kernel based eigen faces to improve the recognition
accuracy. In counterpart to 2DPCA, DiaPCA [15] retains the correlations between
rows and those of columns of images by extracting optimal projective vectors from
the diagonal face images. Adaptively weighted Sub-pattern PCA (Aw-SpPCA) [14]
extracts the features from the sub patterns of the whole image, thereby enhancing
the robustness to expression and illumination variations.

Statistical techniques are used widthways in face recognition because of its
sinewy characteristic of extracting features. Kim et.al[8] proposed mixture of eigen-
faces to subdue the variations in pose and illumination. Second order mixture of
eigenfaces [7] combines the second order eigenface method and the mixtures to take
care of retrieval rank and false identification rate. Gaussian Mixture Model (GMM)
[16] in the Fourier domain makes the recognition system more robust to illumination
changes and thereby evidencing the importance of transforms in face recognition.
The use of wavelet transformation with sparse representation [12] of face images
slays the surplus data thereby making the algorithm conformable to achieve higher
recognition rate under occlusions. The Gabor wavelet transform [10] provides good
approximation to the sensitivity profiles of neurons found in visual cortex of higher
vertebrates. A Gabor based decorrelation transformation in the eigen space [11]
makes the recognition system illumination and expression invariant. Dual Tree-
Complex Wavelet Transform (DT-CWT) [9] provides shift invariance and better
directionality with oscillations and aliasing eliminated, which are required for effec-
tive feature representation and expression/ illumination invariant. Complex wavelet
moments with phase information [3] helps to achieve invariance attribute. Discrete
Cosine Transform (DCT) [4] helps to extract the required coarse features and there
by aiding in reduced feature size. Spectrum based feature extraction [5] uses a com-
bination of Discrete Fourier Transform (DFT), Discrete Cosine Transform (DCT)
and Discrete Wavelet Transform (DWT) with Binary Particle Swamp Optimization
(BPSO).

In many face recognition tasks, a sparse representation of a face image is used
in order to compact the image into a small number of samples. Wavelets are a good
example of sparse geometrical image representation. But regardless of the success
of the wavelets, they exhibit strong limitations in terms of efficiency when applied
in more than one dimension. Candies and Donoho has developed ridgelets: a new
method of representation to deal with line singularities of the image in 2D [20]. The
basic difference between ridgelets and wavelets is that wavelets relate the scales of
the point position and ridgelets relate the scales of the line positions as given by
[18, 19].
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Wth the facts in hand and due to the intrinsic benifits of using Ridgelets and
fSVD, we process the obtained highly discriminative invariant features in com-
pressed domain using PCA to improve the recognition rate. The anatomy of the
paper is as follows: Section 2 explains proposed feature extraction and classifica-
tion techniques. Section 3 confronts experimental results on ORL datasets and per-
formance analysis considering several standard techniques. Conclusion and future
work are delineated at the end.

2 Proposed Methodology

In this section, we key out the proposed face image depiction and classification
technique. We take into account the primal issues of face recognition and reduce the
effect of these in improving the accuracy of recognition. The proposed algorithm
derives a new face image by using flustered SVD, which reduces the illumination
problem. The features are extracted out of this image by applying ridgelet trans-
form, which are invariant to lighting, facial expressions (open / closed eyes, smiling
/ not smiling) and facial details (glasses / no glasses)[22]. The features obtained after
transformation are projected onto the low dimension subspace using PCA. Classifi-
cation is done by making use of five different similarity measures.

2.1 flustered SVD (fSVD)

The SVs (Singular Values) of an image have very good stability, i.e. when a small
noise is added to an image; its SVs do not vary rapidly. They represent algebraic
image properties which are intrinsic and not visual [21]. Making use of these prop-
erties, in order to effectively recognize the faces, we derive an image from the orig-
inal image by flustering the face matrix’s singular values. The intensity face image
I(x,y) of size (mxn) is initially normalized to reduce the effect of intensity variations
as given below

Inorm(x,y) =
I(x,y)

max(max(I(x,y)))
(1)

Applying Singular Value Decomposition on the normalized face image gives

[U,Σ ,V ] = SingularValuedecomp(Inorm(x,y)) (2)

The image D is derived by modelling SVD defined as

D(x,y) =U ∗Σγ ∗V T (3)

Where U and V are (mxm) left and (nxn) right singular matrices respectively
and Σ is (mxn) singular diagonal matrix. γ is a real value which takes on between
1 and 2. Finally the derived image is combined with the original image to get an
Illumination invariant image data set as given below
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I f lustered(x,y) =
I(x,y)+ ξ D(x,y)

1+ ξ
(4)

Where ξ is a compounding argument and plays a very crucial role in deciding the
recognition accuracy. For train and test set ξ is set to 0.5, so that it tries to minimize
any variations in the illumination.

2.2 Ridgelet Transform

Wavelets are very good at representing point singularities. However, when it comes
to line singularities wavelets fail and ridgelets are the solution [17]. The idea is to
map a line singularity into a point singularity using the Radon transform. A wavelet
transform can then be used to effectively handle the point singularity in the Radon
domain. Given an integrable bivariate function I(x,y), its Radon transform (RDN) is
expressed as:

RDNf (φ , t) =
∫

R2
(I(x,y)∗ δ (xcosφ + ysinφ − t))dxdy (5)

The radon transform operator plots the information from spatial domain to pro-
jection domain (φ , t), in which one of the directions of the radon transform coincides
and maps onto a straight line in the spatial domain. On a contrary each point in the
spatial domain turns out to be a sine wave representation in the projection domain.

The Continuous Ridgelet Transform (CRT) is merely the application of 1-D

wavelet ψi, j(t) = i−
1
2 ψ(t− j)/i

the slice of the radon transform.

CRT (i, j,φ) =
∫

R
ψi, j(t)RDNI(φ , t)dt (6)

Where ψa,b,θ (x) in 2-D is defined from a wavelet type function ψ(t) and given as

ψi, j,φ (x,y) = i−
1
2 ψ(

xcosφ+ysinφ− j
i ) (7)

Our aim of applying ridgelets to 2-D face image was simplified by Do and Vetterli
[19] by exploring Finite Ridgelet Transform (FRIT). FRIT is developed based on
Finite Radon Transform (FRAT) and can be defined as summation of image pixel
intensity values over certain set of predefined line in Eucledian space.

The FRAT of real discrete function f on the definite grid Z2P can be defined as

FRATI(k, l) =
1√
p

Σ(m,n)εLk,l
I(m,n) (8)

Where ’p’ is the prime number with modulus operation in finite field Zp & Lk,l

denotes the set of points that make up a line on the lattice Z2P and expressed as

Lk,l =

{
(m,n) : n = (km+ l)(mod p),mεZp i f 0 ≤ k ≤ p
(l,n) : nεZp i f k = p

(9)
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A fine number of energy information is found to be accumulated in the low-
pass band of the ridgelet decomposed image. It is also worth noting that ridgelet
coefficients include the information about the smoothness in t and φ of the Radon
transform. Radon transform exhibits a certain degree of smoothness in particular;
we can instantly see that the ridgelet coefficients decay rapidly as φ and/or j moves
away from the singularities (kindly refer equation 7).

2.3 Classification

Classification also plays a very important role in face recognition [23]. For clas-
sification, we use five distance measures such as: Weighted angle based Distance,
Weighted Modified Manhattan Distance, Minkowski Distance, Canberra Distance,
and Mahalanobis Distance to obtain a mean classification rate.

3 Experimental Results and Performance Analysis

This section presents the results grounded on widely used ORL face database con-
sisting of 40 classes. Fig. 1 shows few samples of ORL face database. We venture
into the recognition system by applying flustered SVD to the face image to derive
an illumination invariant face image. Ridgelet transformation is applied to extract
the salient features out of the derived face image and is projected onto the reduced
dimensionality eigen subspace. We have used five different distance measures to
validate the query face image.

To assess our proposed technique we espoused the standard experimental proce-
dure [1], where five random images from every class is used for training and rest of
the images are entailed for testing purpose. We performed experiments with differ-
ent γ holding ξ value in both train and test phase. In this case ξ was set to 0.5. Fig.
2 shows the graph of variation in number of feature vectors required to achieve ac-
curacy of 100%. Note that for γ = 1.75, the no of feature vectors required to achieve
100% accuracy is only 25.

In the next phase, γ was set to 1.75 and ξ of both test and train were varied. Fig.
3 shows the variation of number of feature vectors required to achieve accuracy of
100%. It is found that for ξ between 0.5 and 0.55, the no of feature vectors required
to achieve 100% accuracy is again 25.

Fig. 4 shows the variation of recognition accuracy with ξ of test while setting
γ=1.5 and ξ of train to 0.1. From the result it is very clear that with the deviation
in the value of ξ (test) away from ξ (train), accuracy comes down and more feature
vectors are required to achieve good accuracy.

From the preliminary experiments conducted we set the value of ξ to 0.5 and γ to
1.75 and achieved the accuracy of 100% with minimal feature vectors of 25. Table
1 shows the best performance for each method. The results of the experiments show
that our proposed method outdoes the other traditional face recognition methods in
terms of accuracy and dimension.
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Fig. 1 Sample images of ORL database Fig. 2 Graph of γ vs Feature Vector size

Fig. 3 Graph of ξ vs Feature Vector size Fig. 4 Graph of ξ vs RA

Table 1 Best Recognition Accuracy on ORL database

Method No of (train x test) images Fea Vec Dimension RA (in %)

(2D)2PCA[24] 5 x 5 27 x 26 90.5
SFA[25] 6 x 4 40 96.07
c Kmeans+NN[26] 6 x 4 - 96.97
PCA+LDA+SVM[27] 5 x 5 9 97.74
2FNN[28] 5 x 5 - 98.5
1D HMM+SVD[29] 5 x 5 - 99
Proposed System 5 x 5 25 100



An Investigation of fSVD and Ridgelet Transform for Illumination 37

4 Conclusion

The fSVD + Ridgelet based face recognition has been developed in this paper. The
main advantage of this technique is that it derives a new face image by using fSVD,
thereby retaining only the important features of the face image. The features are
extracted by ridgelet transform, which not only reduces the dimensionality but also
extracts salient features which are less affected by pose and expressions. The simula-
tion experiment suggests that the proposed technique outperforms the conventional
algorithms.
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Coslets: A Novel Approach to Explore Object
Taxonomy in Compressed DCT Domain
for Large Image Datasets

K. Mahantesh, V.N. Manjunath Aradhya, and S.K. Niranjan

Abstract. The main idea of this paper is to exploit our earlier work of image seg-
mentation [11] and to propose a novel transform technique known as Coslets which
is derived by applying 1D wavelet in DCT domain to categorize objects in large
multiclass image datasets. Firstly, k-means clustering is applied to an image in com-
plex hybrid color space and obtained multiple disjoint regions based on color ho-
mogeneity of pixels. Later, DCT brings out low frequency components expressing
image’s visual features and further wavelets decomposes these coefficients into
multi-resolution sub bands giving an advantage of spectral analysis to develop ro-
bust and geometrically invariant structural object visual features. A set of observed
data (i.e. transformed coefficients) is mapped onto a lower dimensional feature space
with a transformation matrix using PCA. Finally, different distance measure tech-
niques are used for classification to obtain an average correctness rate for object
categorization. We demonstrated our methodology of the proposed work on two
very challenging datasets and obtained leading classification rates in comparison
with several benchmarking techniques explored in literature.

Keywords: Image Retrieval System, k-means, Complex hybrid color space, DCT,
Wavelet, Coslets, PCA, Similarity Measures.

1 Introduction

The problem of facilitating machine to learn and recognize objects and its category
in images has turned out to be one of the most fascinating and challenging task
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in computer vision and machine learning applications. The recent approaches can
perform well for categories ranging from 101 through to 256 (e.g. the Caltech -
101/256 dataset for object), much more to a great extent leftover to be done to reach
30,000+ categories of human visual recognition [1].

In this paper, an effort toward designing highly invariant feature descriptor to
identify within the class variations by integrating transform techniques and subspace
model is addressed. Being motivated by the fact that none of the feature descriptor
has got the same discriminative power for all the classes, in [2] peter et al., used
combined set of diverse visual features such as color, shape and texture informa-
tion for between class discrimination. Since the Bag of Features (BoF) ignore local
spatial information, SPM method evaluates histograms of local features after par-
tioning image into progressively finer spatial sub-regions and computes histogram
intersection in this space provides better learning and increase in object recogni-
tion tasks [3]. Fei-Fei et al. making use of prior information developed incremental
Bayesian model in maximum likelihood framework for classifying images in large
dataset collection with very few training samples [4]. In [5], Nearest Neighbor clas-
sifier is remodeled by picking K nearest neighbors and computed pair wise distances
between those neighbors, further distance matrix is converted into a kernel matrix
and then multi-class SVM is applied to recognize objects on large scale multiclass
datasets outperforming nearest neighbor and support vector machines.

Retaining some degree of position and scale information after applying Gabor
and max pooling operations has increased the performance of model on Caltech-
101 dataset [6]. A plain but effective non-parametric Nearest Neighbor (NN) clas-
sifier proposed without using descriptor quantization and makes use of Image-to-
Class distance showed significant improvement compared to conventional classi-
fiers using descriptor quantization and Image-to-Image distances [7]. Discrete Co-
sine Transforms (DCT) and wavelet transforms are widely used in image and video
compression and for still images it is revealed that wavelets outperforms DCT by
1DB in PSNR where as for video coding it is less noticed [8]. DCT & Wavelets
with proper thresholding techniques shows significant improvement in compression
ratio in terms of MSE and PSNR [10]. Lower frequency DCT coefficients are con-
sidered neglecting high frequency components from normalized image patches, and
also selecting the number of DCT coefficients has shown the affect on retrieval per-
formance [9]. Malik & Baharudin considered 1 DC with first 3 AC coefficients in
DCT transformed matrix at different histogram bins and analyzed distance metrics
for classification in Content Based Image Retrieval (CBIR) [14].

Being motivated by the facts that DCT efficiently preserves local affine informa-
tion and robust to the variant factors such as illumination, occlusion & background
clutter present in an image. Wavelet transform provides sparse representation for
piecewise-linear signals. Our contribution is to integrate DCT and wavelets gen-
erating Coslet coefficients representing significant discriminative features in seg-
mented image, and further processing these features in compressed domain using
PCA to achieve better recognition rate. The rest of the paper is structured as fol-
lows: Section 2 explains proposed feature extraction and classification techniques.
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Section 3 presents experimental results on Caltech-101/256 datasets and perfor-
mance analysis considering several benchmarking techniques. Conclusion and fu-
ture work are drawn at the end.

2 Proposed Method

In this section, we describe the proposed Coslet transformation technique for better
image representation and classification. Addressing the crucial problem of learn-
ing and deriving discriminating image features to reduce the semantic gap between
low level semantics and high level visual features, we carried out image analysis in
frequency domain by integrating transform & subspace based techniques for bet-
ter image representation and classifying images in large image datasets. The pro-
posed model extracts features by applying Coslet transforms on segmented image
in complex hybrid color space, the feature vectors obtained after transformation are
projected onto reduced dimensional feature space using PCA. We make use of four
different similarity distance measure techniques for classification to obtain an aver-
age classification rate.

2.1 Segmentation in Complex Hybrid Color Space

We put together our earlier work of partioning image into significant disjoint regions
based on identifying color homogeneity of neighborhood pixels in complex hybrid
colorspace and further k-means clustering is applied for effectively discriminating
foreground pixels from background by retaining low frequency components [11].
The crucial steps involved in segmentation process are as given below:

Step 1: Input RGB image is transformed into YCbCr & HSI color spaces.
Step 2: Consider H component of HSI & CbCr components in YCbCr.
Step 3: Augmenting three higher dimensional matrices to generate hybrid color
space - HCbCr.
Step 4: Further HCbCr is transformed into LUV color space.
Step 5: Finally k-means clustering is applied.

Above steps are sequentially processed in supervised context to obtain segmented
image of highly coherent regions preserving low frequency components which will
be further exploited for better image representation.

2.2 Feature Extraction and Classification

In this section we describe the techniques related to frequency domain (DCT)
& combined time-frequency domain (Wavelets). DCT (Discrete Cosine Trans-
forms) is used to convert 2-D signal into elementary frequency components of
lower frequency and wavelets representing point singularities by isolating edge
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discontinuities and capturing maximum energy of the given image. Implementa-
tion details of combining DCT and wavelets to form Coslet are given in following
sections.

2.2.1 Discrete Cosine Transform (DCT)

DCT is a very popular transform technique used in image compression [12] and face
recognition [13]. For most of the images, much of the signal strength lies at low fre-
quencies and DCT significantly separates out image spectral sub-bands with respect
to image’s visual features. It transforms a signal from time domain to frequency
domain.

Let f (x),x = 0,1,2, ...,N−1, be a sequence of length N, Then 1D DCT is defined
by the following equation:

F(u) =

(
2
N

) 1
2 N−1

∑
x=0

Λ(x)cos

[
(2x+ 1)uπ

2N

]
f (x) (1)

Unlike 1D signal, the DCT of an m x n image f (x,y) is given by:

C(u,v) =
2√
mn

α(u)α(v)
m

∑
x=1

n

∑
y=1

f (x,y)cos

[
(2x+ 1)uπ

2m

]
cos

[
(2y+ 1)vπ

2n

]
(2)

where ∀u = 1,2, ...,m and ∀v = 1,2, ...,n are scaling factors.
Fig.1(a) shows 256 X 256 pixels size color airplane image, Fig.1(b) shows the

color map of log magnitude of its DCT signifying high energy compaction at the
origin and Fig.1(c) illustrates the scanning strategy of DCT coefficients for an image
using conventional zigzag technique.

Fig. 1 (a) Original image; (b) Color map of quantized magnitude of DCT; (c) Scanning
strategy of DCT coefficients

DCT coefficients preserve low frequency coefficients to identify the local infor-
mation which is invariant to illumination, occlusion, clutter and almost nullifying
the effect of high frequency coefficients.
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2.2.2 Wavelets

Wavelets are increasingly becoming very popular due to its significant property of
analyzing 2D signal in multi-resolution domain. DCT co-efficients obtained from
previous section are analyzed using wavelets & proved very effective for identifying
information content of images. Since choice of wavelet bases is highly subjective in
nature as it depends on data in hand, we selected ’Haar’ as the best wavelet basis for
image representation [15]. The information difference between the approximation of
signals at 2 j+1 & 2 j can be obtained by decomposing the signal on orthogonal Haar
basis. Let ψ(x) be the orthogonal wavelet, an orthogonal basis of H2 j is computed
by scaling the wavelet ψ(x) with a coefficient 2 j and translating it on a lattice with
an interval 2− j. Haar wavelet is given as:

ψ(x) =

⎧⎨⎩
1 if 0 ≤ x < 1

2
−1 if 1

2 ≤ x < 1
0 otherwise

It is noticed that selecting basis, scaling function and wavelet we can obtain good
localization in both spatial and Fourier domains. Let ′x′ be a given 1D signal, wavelet
consists of log2 N stages at the most. At the first step, we obtain two sets of coef-
ficients: Approximation coefficients CA1 and Detailed coefficients CD1. These co-
efficients are obtained by convolving ′x′ with low-pass filter for approximation, and
with the high-pass filter for detail, followed by dyadic decimation.

The resultant decomposition structure contains the wavelet decomposition vec-
tor C and vector length L. Fig.2(a) shows the structure of level-2 decomposition.
Fig.2(b) exhibits an example of original signal and its 1-level wavelet decompo-
sition structure. To brief this section, 1-D wavelet is applied to DCT transformed
feature space to obtain highly discriminative coslet features.

Fig. 2 (a) Level-2 Decomposition of wavelet; (b) Original signal & Wavelet Decomposition
structure

2.2.3 Classification

Due to the advantage of considering low frequency coefficients as discriminating
features for representing the actual information in an image by nearly eliminating
the background information, we obtained huge amount of observed data to be pro-
cessed during classification. In this regard, observed data is transformed onto the
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reduced orthogonal feature space using PCA [16]. For further classification, we use
four distance measures such as: Manhattan distance, Euclidean distance, Modified
squared Euclidean distance, Angle-based distance to improve the average classifi-
cation rate.

To conclude this section, we introduced a novel transformation technique known
as Coslet transform by applying 1D wavelet to DCT transformed feature space and
increased the numerical stability of the model using PCA for better image analysis
and classification.

3 Experimental Results and Performance Analysis

This section presents the results based on two widely used benchmarking image
datasets: Caltech-101 [4] and Caltech-256 [17] consisting of 101 & 256 various ob-
ject categories respectively. We initialize our system by applying k-means technique
for the image in complex hybrid color space into a collection of fuzzy clusters based
on the color homogeneity of the pixels. Fig.3 shows few samples of original image
and its resultant segmented image. Lower frequency coefficients are collected from
segmented image by applying 1-D wavelet in compressed DCT domain and vector-
izing each image coefficients (with at least 2500 coefficients from intermediate sub-
bands) from 2-D to 1-D using zigzag scan strategy. Since resultant feature vector is
extensively high, PCA is applied to reduce the dimension. Further, for classification
four different distance measure techniques are applied in reduced feature space to
measure the similarity between train feature dataset and query feature vector.

We have followed the standard experimental procedures mentioned in [17, 18,
19, 20] by dividing the entire dataset into 15 and 30 images/category as training
phase and remaining images for testing. We also experimented our proposed method
in four stages with above mentioned two different procedural settings. We have
considered four different similarity distance measures to obtain an average of per
class recognition rate under each category for all runs in each stage. Performance
analysis for state-of-the-art techniques with benchmarking datasets are explained in
the following sub-sections.

Fig. 3 Samples of Original and Resultant segmented image of Caltech-101 dataset
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3.1 Caltech - 101 Dataset

Caltech - 101 dataset comprises of 9,144 images of 101 different categories of nat-
ural scenes (animals, butterfly, chandelier, garfield, cars, flowers, human face, etc.).
Categories ranging from 31 to 800 with most of the images centered, occluded, af-
fected by corner artifacts, and with large intensity variations have made this dataset
most challenging [4]. We demonstrated our method by labeling first 15 & 30 images
per category as nlabels and generated train feature dataset and remaining images for
testing generating query feature vector. Fig. 4 illustrates few samples of Caltech -
101 dataset with high and low classification rates for nlabels = 30. An experimental
results revealed in Table 1 proves that the proposed model with fuzzy segmented
image is superior compared with the most popular state-of-the-art techniques found
in the literature considering similar dataset and experimental procedures.

With reference to Table.1, we notice that proposed method with k-means has ob-
tained leading classification rates of 46% & 54.7% for 15 & 30 images per category
respectively in comparison with conventional methods and classifiers mentioned in
[18, 19, 22] and found aggressive with spatial pyramid feature technique [20] &
sparse localized features [6].

Fig. 4 Few sample images of Caltech - 101 dataset with (a) High classification rates (b) Low
classification rates (at nlabels = 30)

Note: We have considered first 15 and 30 images respectively in all categories
for labeling; whereas benchmarking techniques mentioned in [6, 20] has randomly
selected them for training dataset.

3.2 Caltech - 256 Dataset

Griffin et al. [17] created challenging set of 256 object categories containing 30,607
images in total by downloading Google images and manually screening out with dif-
ferent object classes. Images possess high variations in intensity, clutter, object size,
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Table 1 Performance analysis for Caltech - 101 dataset (Average of per class recognition for
four runs in %)

Model 15 Training
images/cat

30
Training
images/cat

Serre et al. [18] 35 42
Holub et al. [19] 37 43
Berg et al. [5] 45 -
Mutch and Lowe [6] 51 56
Lazebnik et al.[20] 56.4 64.6
Coslets 37 43.1
Coslets + segmentation 46 54.7

Fig. 5 Few sample images of Caltech - 256 dataset with (a) High classification rates (b) Low
classification rates (at nlabels = 30)

location, pose, and also increased the number of category with at least 80 images
per category.

In order to evaluate the performance of proposed method we followed the stan-
dard experimental procedure mentioned in [17], labeled first 15 & 30 images per
category for generating train feature vector and remaining as test. Fig.5 exhibits few
sample images of Caltech - 256 dataset with high and low classification rates and
average recognition rates for four different runs are tabulated in Table.2. Proposed
method with segmentation leads by 3.43% compared to [21] and achieved highly
competitive results in contrast with the techniques mentioned in [17, 22, 23] which
has used not more than 12,800 (viz. not exceeding 50 images per category) images
for testing.
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Table 2 Performance analysis for Caltech - 256 dataset (Average of per class recognition for
four runs in %)

Model 15 Training
images/cat

30
Training
images/cat

Van et al. [21] - 27.17
Griffin et al. [17] 28.3 34.1
Sancho et al. [22] 33.5 40.1
Jianchao et al. [23] 27.73 34.02
Coslets 16.9 21
Coslets + segmentation 24.3 30.6

Note: We have considered the entire set of images for testing purpose; whereas
benchmarking techniques mentioned in [22, 23] uses not more than 50 images per
category in testing phase.

4 Discussion and Conclusion

Several benchmarking techniques mentioned in literature failed to connect user’s
query specification to the image representation. We investigated a novel transform
technique of preserving local affine & sparse information for better image repre-
sentation and gained importance by producing excellent results on large multi-class
dataset. Experimental results revealed that Coslet transform is first of its kind in
the literature and gained competence by recognizing low frequency components in
segmented image and recorded highest classification rate in reduced feature space.

We demonstrated our method on two widely used challenging datasets along
with different similarity distance measure techniques in compressed domain and
achieved high correctness rate compared to the hybrid model of [5] which mainly
concentrated on color, shape & texture features. Our approach exhibits best perfor-
mances over biologically inspired visual cortex feed forward computer vision model
[18], generative semi supervised Fisher score model [19] and kernel visual codebook
[21]. It is important to develop methods describing discriminative features taking an
advantage of both local and global information in highly variant datasets.
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AI Based Automated Identification  
and Estimation of Noise in Digital Images 

K.G. Karibasappa and K. Karibasappa 

Abstract. Noise identification, estimation and denoising are the important and 
essential stages in image processing techniques. In this paper, we proposed an 
automated system for noise identification and estimation technique by adopting 
the Artificial intelligence techniques such as Probabilistic Neural Network (PNN) 
and Fuzzy logic concepts. PNN concepts are used for identifying and classifying 
the images, which are affected by the different type of noises by extracting the 
statistical features of noises, PNN performance is evaluated for classification ac-
curacies. Fuzzy logic concepts such as Fuzzy C-Means clustering techniques have 
been employed for estimating the noise affected to the image are compared with 
the other existing estimation techniques.  

Keywords: Fuzzy cluster, Noise Estimation, Noise identification, Neural Network 
Homogeneous blocks, variance, standard deviation. 

1 Introduction  

Image noise is unwanted information in an image and noise can occur at any mo-
ment of time such as during image capture, transmission, or processing and it may 
or may not depend on image content. In order to remove the noise from the noisy 
image, prior knowledge about the nature of noise must be known else noise re-
moval causes the image blurring. Identifying nature of noise and estimation of 
noise is a challenging problem. The different categories of noise present are film 
grain noise, thermal noise, photoelectron noise, Gaussian noise and salt-pepper 
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noise etc. Noise identification techniques are broadly classified into different cate-
gories  based on statistical parameters [3], soft computing approach [4], graphical 
methods [5,6] and  gradient function methods [8] etc. Similarly noise estimation 
techniques are classified into different categories based on block based method 
[11,12,14,15,16], filter based method[17,7], hybrid method[13,18] and texture 
based[18] noise estimation method. These techniques are based on certain as-
sumptions with some advantages and limitations. Although these techniques are 
very useful for applications where manual image de-noising is acceptable, they 
fall short of their goals in many other applications that call for automated image 
identification and estimation techniques. In view of above, automated techniques 
for identification and estimation of image noise are of considerable interest, be-
cause once the type of noise and amount of effect on the image is identified,  
an appropriate algorithm can then be used to de-noise it. In this paper, we pro-
posed a new methodology based on Artificial Intelligence (neural network and 
fuzzy logic) for identifying and estimating the noise.  

This paper is organized as follows; Section 2 describes the general architecture 
of the Probabilistic neural network, which is the background for the proposed 
methodology discussed in Section 3. Implementation details and results have  
discussed in section 4. Paper concluded with the section-5. 

2 Probabilistic Neural Network (PNN)[2]  

Neural network is an Artificial intelligence tool widely used for pattern classifica-
tion [20]. There are different kinds of neural network architectures such as  
multilayer perceptron, radial basis function, self organizing maps and probabilistic 
neural network which are proposed by various researchers. Probabilistic neural 
network model is most effective and efficient in pattern classification because of 
ease of training and strong statistical foundation in Bayesian model. Even though 
with these advantages it lacks in addressing other issues like determining the  
network structure such as size, number of pattern layer neurons and smoothing  
parameter. 

Probabilistic neural network was proposed by Donald Specht. The general  
architecture of the PNN is shown in the Fig 1. The PNN is multi layered feed for-
ward network with four different layers: the input layer, pattern layer, summation 
layer and decision layer called as output layer. 

Pattern layer of the PNN computes the output based on the input distributed by 
the input layer using the equation 1 
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Fig. 1 Architecture of Probabilistic Neural Network 

Where d is the pattern vector dimension, σ is the smoothing parameter, x i.j is the 
neuron. Summation layer computes the pattern xi is classified into class ci by 
summing and averaging the neurons of the same class as given in equation 2  

 

   (2) 

Where Ni is the number of samples in the class ci. Based on output of neurons of 
summation layer, decision layer classifies the pattern x as per the Bayesian deci-
sion as follows. 

 
   (3) 

3 Methodology 

Principle architecture of the proposed methodology is shown in the Fig.2 and is 
classified into two main stages called identification [22] and estimation stage.  
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Fig. 2 Architecture of Proposed Methodology 

3.1 Noise Identification Stage 

Proposed noise identification method consists of the following steps 

Step1. Extract some representative noise samples from the given noisy image, 
Three filters called wiener, median and homomorphic filters are used to the noisy 
image f (i, j)   get the three estimates yˆ wiener (i, j) , yˆmedian (i, j) and yˆhomo (i, j) as 
given below.   

 
   (4) 

 
  (5) 

 
 (6) 
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Where, * denotes the spatial filtering operations. Estimate the three noise esti-
mates based on (4), (5) and (6) as given  

 
 (7) 

 
 (8) 

 
 (9) 

Noise type is identified based on the output of the three estimators in equations (7) 
to (9)  

Step2. Estimate some of their statistical features [1, 19] 
Two features called Skewness and Kurtosis extracted for each of the ωWiener, ωMedian 

and ωMedian for Gaussian or uniform, salt and pepper and speckle noise respective-
ly. These values are compared with reference obtained from by filtering the ap-
propriate noise sequence and Skewness and Kurtosis of the filtered outputs. 

Step3. Apply PNN for identifying the type of noise with 6 input nodes, 8 pattern 
layer nodes, 4 nodes in summation layer and a node in decision layer. 

3.2 Noise Level Estimation Stage 

The noise level estimatiion technique consistes of the stps 

Step1. Identify the homogeneous blocks using fuzzy clustering method 
Fuzzy C-means clustering technique [21] is the best technique for image homoge-
neous region classification.  Algorithm classifies the input set of data D into m 
homogeneous regions denoted as fuzzy sets S1, S2, ..., Sm. to obtain the fuzzy  
m-partitions S = {S1, S2, .., Sm} for data set D = {d1, d2 ..., dn} and the clusters m 
by minimizing the function J 

 

   (10) 

Where  is the membership value of the kth data dk  Y={C1, C2, ..Cm }  are the 
fuzzy cluster centers. 

 is m x n matrix i.e., membership function of the kth input data in 

the ith cluster with the following conditions 
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l is called weighting factor. Its value is varies from 0 to ∞. However common 
choice is 2.  

The Cluster centers are iteratively updated as follows 

      where i= 1,2,…k                            (11) 

The membership value of the kth sample data dk to the ith cluster is given in the 
equation 3. 

                          (12) 

Step2. Identify the Mean and Variance of the each homogeneous blocks 
Step3. Select the most homogeneous blocks 
Step4. Find the Average variance of the selected homogeneous blocks 

4 Implementation and Results 

All experiments were carried out using MATLAB. MATLAB function “imnoise” 
is used to generate Gaussian white noise, speckle noise and salt-and-pepper noise 
pre determined variance to an input image. Input images are classified into images 
with more homogeneous regions and less homogeneous. Noise identifier had to 
identify the type of noise and the estimator estimates the amount of noise.  

We used basic MATLAB PNN model for identifying the nature of noise with 6, 
8, 4 and 1 nodes at input, pattern, summation and decision layers respectively. 
Gradient descent back propagation with adaptive learning rate is used. We  
have conducted simulations on many different image sequences. Fig  (3a)-(3d) 
represent one of the noisy image sequences as an example with four different 
noise inputs, the calculated kurtosis, skewness and identified noise types are 
shown in Table 1. 
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Fig. 3 (a) Gaussian White Noise, (b) Speckle Noise, (c) Salt and Pepper Noise, (d) Non-
Gaussian White Noise 

Table 1 An Example of Kurtosis, Skewness and Identified Noise Types 

. Noise input Standard 
Kurtosis  

Standard  

Skewness  

Calculated  

Kurtosis  

Calculated 
Skewness  

Noise 
type  

Gaussian  2.8741  0.0320  2.7058  0.0487  1  

Speckle  2.6953  0.2066  2.8958  0.1322  2  

Salt-and-pepper  30.240  1.2400  29.9806  1.8384  3  

Non-Gaussian  2.4184  -0.0191  2.6187  -0.0187  4  

Table 2(a) Identification Accuracy of Salt and pepper Noise in Images with more 
homogeneous and less homogeneous regions  

% of  

Noise  

Images 
Tested  

Salt and Pepper Noise 

More homogeneous Less homogeneous 

Correct  Wrong  Accuracy  Correct  Wrong  Accuracy  

10  36 35  01  97.2  32  04  88.9 

20  36 30  06  83.8  28 08  77.9 

30  36 24  12  66.6  23 13  63.8 

40  36 16  20  44.4  16 20 44.4 

50  36 09  27  25  16 20 44.4 
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Table 2(b) Identification Accuracy of Speckle Noise in Images with more homogeneous 
and less homogeneous 

% of  

Noise  

Images 
Tested  

Speckle Noise 

More homogeneous Less homogeneous 

Correct  Wrong  Accuracy  Correct  Wrong  Accuracy  

10  36 30  06  83.4 30 06 83.4 

20  36 26  10  72.2  25 11  69.5 

30  36 18  18  50  20 16  55.6 

40  36 06  30  16.6  08 28 22.3 

50  36 02  34  5.50  04 22 11.2 

Table 2(c) Identification Accuracy of Gaussian Noise in Images with more homogeneous 
and less homogeneous regions 

% of  

Noise  

Images 
Tested  

Gaussian Noise 

More homogeneous Less homogeneous 

Correct  Wrong  Accuracy  Correct  Wrong  Accuracy  

10  36 32 04  88.9 30 06 83.4 

20  36 32 04  88.9 32 04 88.9 

30  36 28  06 77.8 25 11  69.5 

40  36 24 12 66.7 16 20 44.4 

50  36 24 12 66.7 17 19 47.2 

Table 2(d) Identification Accuracy of Non Gaussian Noise Identification more 
homogeneous and less homogeneous regions 

% of  

Noise  

Images 
Tested  

Non-Gaussian Noise 

More homogeneous Less  homogeneous 

Correct  Wrong  Accuracy  Correct  Wrong  Accuracy  

10  36 31  05  86.1  30 06  83.4 

20  36 31  05  86.1  30  06 83.4 

30  36 30  06  83.8  30  06  83.4 

40  36 28  08  77.7  24 12 66.7 

50  36 27  09  75  25  11 69.4 

 



AI Based Automated Identification and Estimation of Noise in Digital Images 57 

We also conducted testing, for the same training set to different  image by add-
ing varies percentage of noise for all the four types. The obtained results are 
shown in table 2(a) to (d) and few screen shots of the results are also shown in Fig. 
4.   

From Table2 (a)-(d), we can notice that the Identification accuracy for classify-
ing different types of noise is efficient for less percentage of noise. But, since the 
values of kurtosis and skewness will vary by adding more noise, the performance 
at higher rate of noise decreases. 

 

 
 

 

Fig. 4 Snapshots of Results for Noise identification 
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Noise Level Estimation  
Second stage of the proposed method estimates the noise level of the input image 
affected with Gaussian noise. The performance is mainly depends on the detection 
of homogeneous regions. Results are also compared with the conventional meth-
ods [8, 9, 10] and shows good performance for the images with less and more 
homogeneous regions as shown in Fig.5 and Fig. 6 respectively.  
 

 
Fig. 5 Comparison  for the images with less Homogeneous regions 

 

          
Fig. 6 Comparison  for the images with less Homogeneous regions 

From the Fig. 5 and Fig. 6, it is observed that the proposed method is almost  
inline. Fig.7. shows the efficiency of the proposed method compared with the 
conventional methods [8, 9, 10] by using the following equation  

   (13) 
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Fig. 7 Performance Comparison of homogeneous and Less homogeneous images 

 

5 Conclusion  

From the results it is observed that, performance of the proposed methodology 
goes on decreases as the noise levels increases i.e., performance is inversely pro-
portional to noise levels for all four types of noises affected to the images which 
are having more and less homogeneous regions and estimate the noise level of the 
images which are affected with Gaussian noise only.  
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SV-M/D: Support Vector Machine-Singular
Value Decomposition Based Face Recognition

Mukundhan Srinivasan

Abstract. This paper presents a novel method for Face Recognition (FR) by
applying Support Vector Machine (SVM) in addressing this Computer Vision (CV)
problem. The SVM is a capable learning classifier capable of training polynomi-
als, neural networks and RBFs. Singular Value Decomposition (SVD) are used
for feature extraction and while SVM for classification. The proposed algorithm
is tested on four databases, viz., FERET, FRGC Ver. 2.0, CMU-PIE and Indian Face
Database. The singular values are filtered, sampled and classified using Gaussian
RBF kernal for SVM. The results are compared with other known methods to es-
tablish the advantage of SV-M/D. The recall rate for the proposed system is about
90%. The colossal augmentation is due to the simple but efficient feature extraction
and the ability to learn in a high dimensional space.

1 Introduction

Humans have the perpetual ability to recognize fellow beings through their faces.
In Computer Vision (CV), the challenge is to make a machine (non-human) recog-
nize a face and identify the person. Research in this field dates back to the early 70’s.
Through the course of time, Face Recognition has gained predominance by address-
ing this issue through many perspectives like Pattern Analysis, Machine Learning
and Statistics. Recognition of face from static and dynamic sequences is an active
area of research with numerous applications. A survey of such applications and
methods are given in [5].

As shown in fig.1; two important processes that are key for a good recognition
system, viz., feature extraction and classification. On the other hand, a good clas-
sifier should be able to differentiate between various face image with high accu-
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Fig. 1 An outline of the proposed system

racy and computational simplicity. In this paper we present a method using Support
Vector machines (SVM) [1, 2, 3, 4] and Singular Value Decomposition (SVD) to
efficiently recognize human face images. SVM is an avant garde method to train dif-
ferent kernels like polynomials, neural networks and Radial Basis Function (RBF)
classifiers. There are several FR systems and methods developed since the inception
pattern analysis. Many systems relied on the geometry like Geometrical Feature
Matching. Kanade [6] in the early 70’s showed that this method used the concept
of matching the geometrical features based on the extraction and achieved close to
70% accuracy. Another developed method known as Eigen faces method [7, 8] used
Principal Component Analysis (PCA) to project faces. These methods reported ap-
proximately 90% recognition rate on the ORL database. In summary, Eigen faces
method is a fast, simple and practical method. With this came the learning per-
spective to FR systems. The Neural Networks (NN) have been used multiple times
in tackling pattern recognition problems. This can be attributed to their non-linear
mapping. The methods described in [9, 10] use Probabilistic Decision - Based Neu-
ral Network (PDBNN) for recognizing faces with a recall rate of 96%.

The recent methods are the Support Vector Machines (SVM) and Hidden Markov
Model (HMM) applied to FR. The SVM is new method for training polynomial as
described in [11, 12]. References [13, 14, 15, 16, 17] showed that a probabilistic
Markov method would yield much better result and perform the computation in
lesser amount of time. The current and contemporary researches are in Bayesian
models. A comparison of SVM and HMM is presented in [18]. In [19], a new tech-
nique using a probabilistic measure of similarity, based primarily on a Bayesian
(MAP) analysis was presented which resulted in a significant increase in computa-
tional speed for implementation of very large data sets.
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2 Methodology

In this section we describe, in detail the modelling of the SVM and the feature vector
extraction procedure.

2.1 Support Vector Machine (SVM)

A framework has been established through statistical learning models by applying
methods of machine learning in small sample interval [19, 20]. With the foundation
on these lines, the Support Vector Machine (SVM) classifier is developed which is
a fast and efficient learning technique to address the classification of faces in a FR
system. The underlying principle of SVM is the implementation of structural risk
minimization whose goal is to minimize the upper bound on the generalization error.

Definition: A two-class linearly seperate classifier with N observations is defined
as

{(xi,yi)|xi ∈ Rd ;yi = (−1,1); i = 0,1,2...N} (1)

This maximizes the error margin which is equal to the distance from the hyper-
plane w : x ·w+ b = 0 from the immediate positive observation plus the immediate
negative observation distance. A hyperplane with maximized margin yields better
generalization. To achieve this,

∥∥w
∥∥2

is minimized with the following constraints

yi(x ·w+ b)− 1≥ 0, i = 1, · · · , l (2)

i.e. every observation is classified based on a specific distance metric from the seper-
ating hyperplane with least distance equal to 1.

We now reformulate this problem in terms of Lagrange multiplier αi.

Lp =
1
2

∥∥w
∥∥2 −

l

∑
i=1

αi(x ·w+ b)+
l

∑
i=1

αi (3)

This Lagrange has to be minimized subjected to the above constraint in (2). The
minimization of primal problem Lp can also be expressed as the maximization of
the dual problem Ld

1.

Ld =
l

∑
i=1

αi − 1
2

l

∑
i=1

l

∑
j=1

αiα jyiy j(xi · x j) (4)

with constraints ∑αiyi = 0 and αi > 0. ∀ αi corresponds to a data point that are
included into the solution. These data points shall be the ‘support vector’ lying on
the margin.

When the data points are not linearly seperable, the mapping of input vector space
x ∈ R

l to higher dimensions Φ(x) ∈ Rh is required. Instead of an explicit feature

1 Refer Appendix I.
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space, a kernal function is defined as k(a,b) such that it is a positive symmentric
function of the feature space.

ΦT (x1) ·Φ(x2) = ∑βiφ(x1
i )φ(x

2
i ) = K(x1 · x2) (5)

where the equality is derived from the Mercer-Hilbert-Schmidt theorem2 for
K(x,y)> 0 [25]. Replacing (xi · x j) with the kernal function in (4), we have

Ld =
l

∑
i=1

αi − 1
2

l

∑
i=1

l

∑
j=1

αiα jyiy jK(xi,x j) (6)

This quadratic problem has to be solved and as a result, the SVM is defined as:

f (x) =

{
sign

( N

∑
i=1

αiyiK(si,x)+ b

)}
(7)

In (7), si is the number of support vector data point with non-zero Lagrange
multiplier.

The contribution of this work is that, the Singular Value Decomposition (SVD)
is used for feature extraction and is an input to the SVM. This compliments in find-
ing the best classifying hyper-plane for various inputs. Using SVD with some initial
processing gives a better margin between the classifying classes. This linear classi-
fier with an acceptable margin and a classifying hyper-plane is shown in the below
fig. 2.

Fig. 2 Classifying plane in a linear SVM

2 Refer Appendix II.
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2.2 Singular Value Decomposition (SVD)

In signal processing and statistical data analysis, SVD is considered to be an impor-
tant tool. The SVD matrix will contain energy levels, noise, rank of the matrix and
other useful details. Since the singular value matrices are orthonormal, few charac-
teristic patterns embedded in the signal can be extracted. The singular values of the
image vectors are used here because of the following point of views of SVD:

• Transforming correlated data points into uncorrelated ones which better bring
out the relationships between the orginal variables.

• The variations of the data points can be identified and ordered.
• Can be used to find the best approximation of the data point without the curse of

dimensionality.

Definition: Consider a matrix A to be m× n. The singular values of this matrix are
the square root of the eigen values of the n× n matrix AT A. Let the singular values
be denoted by σ1,σ2, ...,σn which implies σ1 ≥ σ2 ≥ ...≥ σn.

Theorem 1: A m× n matrix can be expressed as below

A =UΣV T (8)

where U(m× n) and V (m× n) are orthogonal matrices and Σ(m× n) is a diagonal
matrix of singular values with components σi j = 0, i 	= j and σi j > 0.

Σ(m,n) =

⎛⎜⎜⎜⎝
σ(1,1) 0 · · · 0

0 σ(2,2) · · · 0
...

...
. . .

...
0 0 · · · σ(m,n)

⎞⎟⎟⎟⎠ (9)

The stability of SVD, that is, being invarient to small perturbations in face images
plays a vital role in selecting this method for extraction. This is shown in the below
theorem.

Theorem 2: Consider A(m×n) and X(m×n) ∈ Rm×n with singular values σ1,σ2, ...,σn

and τ1,τ2, ...,τn respectively. Then,∣∣σi − τi
∣∣≤ ∥∥A−X

∥∥
2 (10)

As described above these properties are used to extract features for images with
noise, pose, illumination and other variations.

2.2.1 Extraction of Features

The singular value can be used to describe feature vectors as the following: If

A =
k

∑
i=1

σiuiv
T
i ; B =

k

∑
j=1

τ ju jv
T
j (11)
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then,∥∥A
∥∥= 2

√
σ2

1 +σ2
2 +σ2

3 + . . .+σ2
k ;

∥∥B
∥∥= 2

√
τ2

1 + τ2
2 + τ2

3 + . . .+ τ2
k (12)

From Theorem 1 and 2,∥∥A
∥∥+∥∥B

∥∥≥ ∥∥A−B
∥∥≥ ∥∥A

∥∥−∥∥B
∥∥ (13)

2
√

σ2
1 +σ2

2 + . . .+σ2
k +

2
√

τ2
1 + τ2

2 + . . .+ τ2
k ≥ ∥∥A−B

∥∥≥∣∣∣ 2
√

σ2
1 +σ2

2 + . . .+σ2
k − 2

√
τ2

1 + τ2
2 + . . .+ τ2

k

∣∣∣ (14)

Once the face images are pre-processed these vectors can be used as features to
distinguish between classes. Many FR systems commonly use pre-processing to
improve the performance. In this proposed system we implement a order static filter
which directly affects the speed and recognition rate.

2.2.2 Order Static Filtering

The order-static filters are non-linear filter that work on the spatial domain. The
OSF is used to reduce the salt noise in face images. A sliding window is moved side
ways, up and down with a pixel increment. At each iteration, the center pixel value
is replaced by the pixel value of the adjacent cell from the sliding window. To apply
the OSF, one typically uses 3 × 3 window. The 2D-OSF can be represented as the
following equation

f (x,y) = MIN(s,t)∈Sxy{g(s, t)} (15)

Figure 3 shows a simple example demonstrating how minimum order-static filter
works. Here a min filter using a 3×3 window operates on a 3×3 region of an image.
It is evident that this filter has smoothening effect and reduces the information of the
image.

Fig. 3 Filtering an image using OSF
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2.2.3 Quantization

SVD coefficients are continuous values. These coefficients built the observation vec-
tor. As the proposed method implements a SVM classifier, these continuous values
need to be quantized. This is carried out by the process of rounding off, truncation,
or by other nonlinear process.

Consider a vector X = {x1,x2,x3, ,xN} as the continuous component. Suppose X
needs to be quantized into D levels. Thus the difference between any two successive
values will be:

Δi =
xmax − xmin

D
(16)

Once the values of Δi are known, it can be replaced by the quantized values

xquantized =
xmax − xmin

Δi
(17)

Hence, all the components of X will be quantized. These quantized values are the
input feature vectors for the SVM.

3 Results and Discussion

The proposed system is tested against four standard databases viz., FERET [28],
FRGC [31], Indian Face Database [30] and CMU-PIE [29] database. We do this
experiment to validate that this proposed method yields satisfactory results on vari-
able environments and standard databases. Major part of this work was carried out
in MATLAB with few patches in Octave and DLLs in C as some of the previous
work was available only in different formats.

The results of this proposed method are evaluated against three other methods.
The performance is reported in terms of two important quantities, viz. Verification
Rate (VR)3 at False Error Rate (FER)4 = 0.001 and Equal Error Rate (EER)5. Tables
I and II describe these in detail. Table III and IV deal with the results of CMU-PIE
and Indian Face Database.

To conduct the experiments on the proposed system, 40 face image containing
20 male and 20 female were picked at random from FERET, FRGC, CMU-PIE and
Indian Face Database. The testing dataset contained 20 face images also picked at
random. The feature vector space is obtained by SVD and classified using their data
point. The kernal function used is the Gaussian RBF.

3 A statistic metric used to measure the performance whilst at verification.
4 A statistic metric used to measure the performance of a FR system whilst operating in the

verification process.
5 It is the point on the ROC curve when False Acceptance Rate (FAR) and False Rejection

Rate (FRR) are equal. As a FR system isn’t set to operate at EER, it is used to benchmark
with other existing systems.
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Figure 6(a) graphically states the relation between the number of samples re-
quired and the number of Support Vector Machine required for classification of face
images from their respective classes. In Fig. 6(b), we compare the time required
to train the proposed sysem with other contemporary methods. We have compared
this SVM+SVD method with HMM+SVD [26] and the HMM+Gabor [14] tech-
nique. Evidently, the time required to train the learning algorithm for this proposed
method is much lesser than the corresponding time.

It is clear from the above state results that, SVM is supreme in classification using
SVD when compared to Hidden Markov Model as in [26]. The choice of using a
rather simple and basic feature extraction method is validated to yield satisfactory
results due the excellent classification mechanism of SVM.

(a) FERET Database (b) FRGC Database

(c) CMU-PIE Database (d) Indian Face Database

Fig. 4 Databases used for testing
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(a) FERET Database (b) FRGC Database

(c) CMU-PIE Database (d) Indian Face Database

Fig. 5 Receiver Operator Characteristics

(a) Number of SVMs required for training. (b) Training Time compared with other meth-
ods.

Fig. 6 SVM Results
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Table 1 Result For FERET Database [28](FER = 0.001)

FR Method Verification Rate (VR) Equal Error Rate(EER)

HMM + SVD [27] 0.7784 0.2357
HMM + Gabor [15] 0.7982 0.2161
SVM + 3D Model [12] 0.8121 0.1947
SVM + SVD 0.8977 0.1221

Table 2 Result For FRGC Database [31](FER = 0.001)

FR Method Verification Rate (VR) Equal Error Rate(EER)

HMM + SVD [27] 0.4578 0.1978
HMM + Gabor [14] 0.5291 0.1765
SVM + 3D Model [12] 0.7232 0.1027
SVM + SVD 0.8957 0.0929

Table 3 Result For CMU-PIE Database [29] (FER = 0.001)

FR Method Verification Rate (VR) Equal Error Rate(EER)

2D Gabor + HMM [14] 0.8457 0.0758
SVM + SVD 0.9741 0.0664

Table 4 Result For Indian Face Database [30] (FER = 0.001)

FR Method Verification Rate (VR) Equal Error Rate(EER)

ICA [26] 0.6245 0.0987
SVM + SVD 0.9874 0.0456

4 Conclusion

It is clearly evident that, addressing Face Recognition from a Machine Learning
perspective yields promising results. As proposed, the SVD is more beneficial to
extract features as it is easy to recognize algebraic patterns in the vectors matrices.

This also proves that, SVM is a very stable and efficient classifier for Face Recog-
nition among many other statistical learning models. When compared with other
methods, the combination of SVD-SVD stands out by giving appreciable results as
shown in Fig. 5 and Fig. 6. It is also noted that, the recognition rate increases with
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number of samples from each class. A class containing large number of feature vec-
tores can be condensed into much smaller number of SVMs, hence saving memory
and improving accuracy. This proposed method yields 90% recognition rate. The
novelty of the SV-M/D method is the high recall rate and fast computational speed.

Appendix I - Solving for Dual Optimization Problem6

Let us consider the problem defined as:

minw f (w)

s.t. hi(w) = 0, i = 1, · · · , l (18)

Thus the Lagrangian for this problem would be

L (w,β ) = f (w)+
l

∑
i=1

βihi(w) (19)

where βi is the Lagrange multiplier. We then find the partial derivatives of L and
equate them to 0:

∂L

∂wi
= 0 ;

∂L

∂βi
= 0 (20)

We solve for w and β as discussed in [47].
Consider the primal optimization problem as:

minw f (w)

s.t. gi(w) ≤ 0, i = 1, · · · ,k
hi(w) = 0, i = 1, · · · , l

(21)

Generalizing the Lagrangian, we obtain

L (w,α,β ) = f (w)+
k

∑
i=1

αigi(w)+
l

∑
i=1

βihi(w) (22)

αi and βi are Lagrange multipliers. Let us consider the quantity θp(w) defined as:

θp(w) = max
α ,β ;α≥0

L (w,α,β ) (23)

Assume some w be given subjected to the constraints gi(w) ≥ 0 or hi(w) 	= 0 ∀ i,
then:

θp(w) = max
α ,β ;α≥0

f (w)+
k

∑
i=1

αigi(w)+
l

∑
i=1

βihi(w)

= ∞
(24)

6 Readers interested may refer [46] for an elaborate and detailed proof.
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Converseley, if the constraints are satisfied for a specific value of w then θp(w) =
f (w) Hence,

θp(w) =

{
f (w) if w satisfies primal constraints
∞ otherwise

Suppose f and gi are convex7 and hi is affine8. Considering the minimization prob-
lem:

min
w

θp(w) = min
w

max
α ,β ;α≥0

L (w,α,β ) (25)

Now, when we minimize w.r.t w, we pose a dual optimization problem as below:

max
α ,β ;α≥0

θd(α,β ) = max
α ,β ;α≥0

min
w

L (w,α,β ) (26)

Constructing the Lagrangian for the optimization problem in hand:

L (w,α,b) =
1
2

∥∥w
∥∥2

+
l

∑
i=1

αi[y
i(wT xi + b)− 1] (27)

To find the dual form of the optimization problem, we need to minimize L (w,b,α)
w.r.t. w and b to obtain θd . Following standard procedure, we take the derivatives of
L w.r.t. w and b to 0. Then we obtain,

∇w L (w,b,α) =w−
l

∑
i=1

αiy
ixi = 0 (28)

⇒ w =
l

∑
i=1

αiy
ixi

∂
∂b

L (w,b,α) =
l

∑
i=1

αiy
ixi = 0

(29)

Substituting (29) in (27) and simplyfing, we get

L (w,b,α) =
l

∑
i=1

αi − 1
2

l

∑
i, j=1

yiy jα iα j(xi)T x j − b
l

∑
i=1

yiα i (30)

But from (29), w.k.t. derivative w.r.t. b is zero. Then,

L (w,b,α) =
l

∑
i=1

αi − 1
2

l

∑
i, j=1

yiy jα iα j(xix j) (31)

We obtain the following dual optimization problem as

7 While f has a Hessian (SOPD square matrix [44]), then it is convex iff the Hessian is
positively semi-definite.

8 hi(w) = aT
i w+bi , i.e. linear with intercept term bi.
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max
α

W (α) =
l

∑
i=1

αi − 1
2

l

∑
i, j=1

yiy jα iα j〈xix j〉

s.t. αi ≥ 0, i = 1, · · · , l
l

∑
i=1

yiα i = 0

(32)

Appendix II - Mercer-Hilbert-Schmidt Theorem

• Definition: If
∫
X

∫
X K2(s, t) ds dt < ∞ for a continuous symmentric non-

negative K, the there shall exist an orthonormal sequence of eigen function
Φ1,Φ2, · · · in L2[X ] and eigen values λ1 ≥ λ2 ≥ ·· · ≥ 0 with ∑∞

i=1 λ 2 < ∞ s.t.

K(s, t) =
∞

∑
i=1

λiΦi(s)Φi(t) (33)

• The inner product of H in function f with ∑i(
fi

λi
)< ∞ then

( f ,g) =
∞

∑
i=1

(
figi

λi
) (34)

where fi =
∫
X f (t)Φi(t)dt.

• Then, feature mapping may be defined as:

Φ(x) = (
√

λ1Φ1(x),
√

λ2Φ2(x),
√

λ3Φ3(x) · · ·∞) (35)
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A New Single Image Dehazing Approach Using 
Modified Dark Channel Prior* 

Harmandeep Kaur Ranota* and Prabhpreet Kaur  

Abstract. Dehazing is a challenging issue because the quality of a captured image 
in bad weather is degraded by the presence of haze in the atmosphere and hazy 
image has low contrast in general. In this paper we proposed a new method for 
single image dehazing using modified dark channel prior and adaptive Gaussian 
filter. In our proposed method, hazy images are first converted in to LAB color 
space and then Adaptive Histogram Equalization is applied to improve the 
contrast of hazy images. Then, our proposed method estimates the transmission 
map using dark channel prior. It produces more refined transmission map than that 
of old dark channel prior method and then Adaptive Gaussian filter is employed 
for further refinement. The quantitative and visual results show proposed method 
can remove haze efficiently and reconstruct fine details in original scene clearly.  

Keywords: Dark Channel, Image dehazing, Adaptive Histogram Equalization, 
LAB color space.  

1 Introduction 

Images of outdoor scenes are degraded as a result of known phenomena which 
take account of absorption and scattering of light by the atmospheric particles such 
as haze, fog etc. Haze removal is a critical issue because the haze is dependent on 
the unknown depth information. Dehazing is the process of removing haze in 
captured images and to reconstruct the original colors of natural scenes. If the 
input is only a single haze image, then problem is taken under constraint. Many 
methods have been proposed by using multiple images. In [1, 2] scene depths can 
be estimated from two or more images of the same scene that are captured in 
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different weather conditions. S. Shwartz [4] and Y.Y. Schechner [5] removed haze 
using different polarization filters. The major drawback of these methods is that it 
requires multiple images for dehazing. But in some applications it is not always 
possible to obtain multiple images.  

In order to overcome the drawback of multiple image dehazing methods, single 
image dehazing methods have been proposed [3, 6, 7]. Tan [3] proposed an 
automated method that only requires a single input image for dehazing. His 
proposed method removes haze by maximizing the local contrast of the images. 
The main drawback of Tan’s proposed method generates overstretches contrast. 

Fattal [8] proposed a refined image formation model that accounts for surface 
shading as well as the transmission function under the constraint that the 
transmission and surface shading are locally not correlated. The drawback of 
Fattal’s method is that this approach cannot well handle heavy haze images. 

He et al. [7] proposed a new method based on dark channel prior for single 
image haze removal and removed the drawbacks of [3,8] methods. In He et al. 
Proposed method , estimation of the thickness of the haze can be done directly by 
using dark channel prior and  then  soft matting algorithm is used  to refine 
transmission value of each pixel to achieve high quality haze-free image. He[7] 
compared proposed method with various state-of-art methods and showed the 
superiority of  proposed method. The main drawback of these methods is that their 
results are not much effective. 

In our proposed method, dark channel prior [7] is further modified and 
improved contrast and can handle heavy hazy images. Section 2 reviews the related 
work. Section 3 presents the proposed methodology. Section 4 discusses result and 
discussions and section 5 describes the conclusion. 

2 Related Work 

In this section, we presented Optical model of hazy image [1,2,7] and dark channel 
prior  that are closely to our proposed method. 

2.1 Optical Model of Hazy Images 

The attenuation of image due to fog can be represented as: 

              Iatt(x) =J(x) t(x)                                                (1) 

Where J(x) is input image, I(x) is foggy image, t(x) is the transmission of the 
medium. 

The second effect of fog is Airlight effect and it is written as: 

               Iairtight(x) =A (1 - t(x))                                      (2) 

Where A is the Atmospheric light. 
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As fogy image is degraded by a combination of both attenuation and 
atmospheric light effect, it is expressed as: 

              I(x) = J(x) t(x) + A (1- t(x))                                    (3) 

When atmosphere is homogeneous, transmission t(x) is represented as: 

               t(x) = e -β d(x)                                                                                      (4) 

Where β is the scattering co-efficient of the atmosphere and d(x) is the scene 
depth of x. This equation describes an exponentially decaying function with depth 
and its rate is calculated using the scattering coefficient. 

2.2 Dark Channel Prior 

Statistical data of outdoor images reveal that at least one of color channel values 
(RGB) is often close to zero in some objects in a haze-free image [4]. The dark 
channel for an arbitrary image J can be expressed as:            

            J (x) = min∈Ω( )( min∈ , ,  J (y))                                     (5) 

In this Jdark is the dark channel of J, Jc is the color channel,(x) is the patch 
centred at x.  

2.3 Transmission Estimation 

If J is a haze-free image, the dark channel of J is assumed to be zero.  

             Jdark(x)                  0                        

The transmission t(x) is calculated as                                                                                         

          t(x)=1 − min∈Ω( )( min∈ , , I ( )A  )                                             (6) 

The variable w reduces the dark channel and it increases t(x) at a pixel x 
producing less subtraction in the restored image. Value of w is application 
dependent and it lies between 0 and 1. 

2.4 Restoration of Input Image 

After implementing Dark Channel prior and Estimation of transmission map, haze 
free image can be restored using:  

 

             J(x)   =          I(x)-A         + A                           (7)                              

                                                                      max (t(x), to)  

A typical value of to is taken as zero or 0.1as it is prone to noise. 
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3.3 Apply Histogram Stretching and Adaptive Gaussian Filter 

Histogram stretching helps to stretching the range of intensity values of image 
uniformly and further improves the quality of images. Adaptive Gaussian filter 
preserve edge information of input hazy images and avoid generation of halo 
effects produced by dark channel prior and we get reconstruct fine details in 
original scene clearly as shown in figure 2. 

 

                                        
                     (a)                                       (b) 

Fig. 2 (a) Image after step B and Input Image (b) Final Image  

4 Experiment Results and Discussions  

Our proposed technique has been tested on several different images. Figure 5 
shows the input hazy images, dehazed images using classical definition of dark 
channel prior and images obtained by our proposed method.  It is clear that the 
resultant images using the proposed technique are of good quality and contrast 
than the old dark channel prior. Not only visual comparison but also quantitative 
comparisons are confirming the superiority of the proposed method. Peak signal-
to-noise ratio (PSNR), mean square error (MSE) and Normalised Absolute Error 
(NAE) have been implemented in order to obtain some quantitative results for 
comparison. PSNR is a mathematical measure of image quality based on the pixel 
difference between two images. Large value of PSNR indicates the high quality of 
image. PSNR can be calculated by using the following formula [9].  

PSNR=10 log10 ( 
RMSE  )                                             (8) 

Where R represents the maximum variation in the input image and MSE 
represents the MSE between the given input image Iin and the original image Iorg 
which can be obtained by the following[9]: 

MSE =∑ (, Iin(i, j)-Iorg(i, j))2                                              (9) 

Normalised absolute error (NAE) is a measure of how far is the output image 
from the original image. Low value of NAE means good quality of the image. 
NAE can be calculated using following formula [9]: 

                       NAE =  ∑ ∑ |[  (i , j ). ′(i , j)]|                             (10) 

                                                 ∑ ∑ |[  (i , j )] 
Figure 4 shows the estimation of transmission map and calculated refined 

transmission map by our method and dehazed output image. The results in Tables 
1, Table 2, Table 3 show the comparisons of PSNR, MSE, and NAE values.        
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Fig. 3 The Flow Chart of Proposed Method 
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5 Conclusion 

A new dehazed method is presented using modified dark channel Prior and 
Gaussian filter for the single haze image. In this paper, we improved contrast of 
haze images using adaptive Histogram Equalization on LAB color space. Then we 
calculated refined transmission map of the image and adaptive Gaussian Filter 
employed for preservation of edge information. Performance of the proposed 
technique has been compared with the classical dark channel technique. The 
experimental results show that the proposed technique gives better quality dehazed 
images. The quantitative measurements such as PSNR, MSE and NAE confirming 
the superiority of proposed technique over classical dark channel method. 
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A Fuzzy Regression Analysis Based No 
Reference Image Quality Metric* 

Indrajit De and Jaya Sil 

Abstract. In the paper quality metric of a test image is designed using fuzzy 
regression analysis by modeling membership functions of interval type 2 fuzzy set 
representing quality class labels of the image. The output of fuzzy regression 
equation is fuzzy number from which crisp outputs are obtained using residual 
error defined as the difference between observed and estimated output of the 
image.  In order to remove human bias in assigning quality class labels to the 
training images, crisp outputs of fuzzy numbers are combined using weighted 
average method. Weights are obtained by exploring the nonlinear relationship 
between the mean opinion score (MOS) of the image and defuzzified output.  The 
resultant metric has been compared with the existing quality metrics producing 
satisfactory result.   

1 Introduction 

Correlation describes the strength of association between two random variables. 
Whether the variables are positively or negatively correlated is determined by the 
slope of the line, representing relation between the variables. Regression goes 
beyond correlation by adding prediction capabilities. Classical regression analysis 
is used to predict dependent variable when the independent variables are directly 
measured or observed. However, there are many situations where observations 
cannot be described accurately and so an approximate description is used to repre-
sent the relationship. Moreover, the classical regression analysis deals with precise 
data while the real world data is often imprecise. In classical regression model, the 
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difference between the measured and expected values of the dependent variable is 
considered as random error, which can be minimized using different statistical 
methods. However, the random error may occur due to imprecise observations and 
in such a situation the uncertainty is due to vagueness, not randomness [1] and so 
statistical methods fail to provide accurate results.  

Uncertainty in image data has been modeled in this paper using fuzzy regres-
sion technique where quality of the test image is evaluated as fuzzy number. To 
quantify the subjective quality class labels of the test image represented by 
interval type 2 fuzzy sets, corresponding membership functions are modeled by 
best fitted polynomial equations. The random error is mapped as residual error, 
defined as the difference between observed and estimated output.  The residual 
error is used to calculate spreads of the fuzzy number that defuzzifies the outputs. 
The crisp outputs are fused by weighted average method to reduce human biasness 
in assigning quality class labels to the training images. The resultant quality metric 
has been compared with the existing quality metrics producing satisfactory result.   

2 Modeling Image Quality Classes by Fuzzy Regression  

Fuzzy regression analysis involves fuzzy numbers and the general form is  
described by equation (1) [4]. = + + ⋯                                               (1) 

Where  is the fuzzy output,  , i = 1,2,….n are fuzzy coefficients and X = 
(x1,…., xn) is non fuzzy input vector. The fuzzy coefficients are assumed triangular 
fuzzy numbers (TFN) and characterized by membership function  ( ) as  

defined in figure 1. 
             
 = , , = ( , , ) 

 
 
 
 
 
 
            

 

Fig. 1 Membership function Illustrating Triangular Fuzzy Number 
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(a)     (b) 

Fig. 4 (a) UMF and LMF for (a) good quality class and (b) bad quality class 

The membership functions of quality classes are modeled to fifth degree poly-
nomial equations (illustrated in figure 5) and used as fuzzy regression equations.  

 
(a)    (b) 

 
(c)    (d) 

Fig. 5 Fuzzy Regression Equations Modeled (a) UMF and (b) LMF for good quality Imag-
es; (c) UMF and (d) LMF for bad quality Images 

3 Fuzzy Regression Analysis Based Image Quality Metric  

Fuzzy regression technique has been applied to quantify the quality metric of an 
image from the quality class label evaluated by interval type 2 fuzzy based no  
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Example:  

Evaluation of quality metric of the test image (Fig. 7(b)) has been explained 
below. 

Say, fifth order polynomial equation which is best fitted with figure 5 (a) given 
as: = 0.00027 − 0.01 + 0.1 − 0.38 + 0.44 + 0.33 

Mean_local_entropy of the test image (kp2320) is used as input x for which re-
spective y value is calculated representing centre of a STFN. Defuzzified outputs 
YTFN  = (-0.0174, y, 0.0174) are obtained by adding left spread and right spread to 
y, where 0.0174 is the average residual norm for the image.  

4 Combination of Fuzzy Numbers 

Output of fuzzy regression equation is a fuzzy numbers with left and right spread 
therefore, for each membership function two crisp values are evaluated. Thus for 
an image in a particular quality class, four crisp values are emerged (UMF and 
LMF), which are fused to remove human biasness in assigning quality classes to 
the training images.  

4.1 Weight Computation 

Evaluation of combined image quality metric using defuzzified outputs of fuzzy 
numbers are presented here considering the test image of TOYAMA database 
(Fig. 7(b)). Eight defuzzified crisp values of fuzzy numbers are combined by 
weighted average method where the weights are determined using a cubic poly-
nomial equation as plotted in figure 8. Nonlinearity between defuzzified values 
and the normalized MOS of the test image is best fitted with the cubic polynomial 
equation and therefore, the coefficients of the equation are considered as weights 
for the particular test image (kp2320). The weighted average value is computed 
using equation (3). 

=  ∑ ∏ ×/ , /,∑                                              (3) 

Where  is the weighted average,  is respective weight of  which is the 
concerned fuzzy number, N is the no. of fuzzy numbers (eight here) and M is the 
number of weights equal to the number of coefficients (four here). 
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Fig. 8 Polynomial equation for computing weights of image kp2320 

Using the coefficients of the equation given in figure 8, which are weights: 
0.8270, -2.2542, 1.2446, 0.2263, the quality metric is computed below. 

∑ ∏ ×/ , /,∑    = 

. .. .. .. . × . .. .. . . . = 0.8124 

5 Results of Fuzzy Regression Technique 

For sample test images the no reference image quality metrics are evaluated using 
Fuzzy Regression analysis (FRANRIQA) as shown in table 1. Table 1 provides 
the normalized values of the FRANRIQA metrics, which is necessary to compare 
the said metric with others whose scales are different. Table 2 and table 3 provide 
PPMCC as prediction accuracy [9] and SROCC as prediction monotonicity [9] 
while comparing with MOS and other quality metrics. From the tables it is evident 
that the correlation between FRANRIQA metric and MOS of the test images is 
significantly better compare to other no reference quality metrics and even 
benchmark objective quality metric, like MSSIM. 

Table 1 Comparison between Fuzzy regression based Quality Metric and Other Quality 
Metrics 

Image 
Name 

Normalized 
FRANRIQA 
Metric 

Normalized 
MOS 

Normalized 
BIQI 

Normalized 
JPEG 
QUALITY 
SCORE 

Normalized 
PSNR 

Normalized 
MSSIM 

kp0837 0.9387 0.9778 0.6031 0.8764 
 

0 0.6031 

kp22 1.0000 1.0000 0.5067 0.4032 1 0.5067 
kp1315 0.8893 0.5222 1.0000 1.0000 0 1.0000 

kp 2320 0.8774 0.3079 0.7115 0.8884 0 0.7115 
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Table 2 PPMCC between MOS and Other Quality Metrics 

Pearson product 
moment correlation 
coefficient(PPMCC) 
between Normalized 
MOS and other quality 
metrics 

Normalized 
FRANRIQA 
Metric 

Normalized 
BIQI 

Normalized 
JPEG 

QUALITY 

SCORE 

Normalized 
PSNR 

Normalized 
MSSIM 

0.8939 -0.6504 -0.6161 0.5796 -0.6504 

Table 3 SROCC values between MOS and Other Quality Metrics 

Spearman rank order 
correlation 
coefficient(SROCC) 
values between 
Normalized MOS and 
other quality metrics 

Normalized 
FRANRIQA 
Metric 

Normalized 
BIQI 

Normalized 
JPEG 

QUALITY 

SCORE 

Normalized 
PSNR 

Normalized 
MSSIM 

1.0000 -0.8000 -0.8000 0.7746 -0.8000 

6 Conclusions 

An interval type 2 fuzzy regression analysis based quality metric has been 
described in this paper to assess quality of distorted images using Shannon 
entropies of visually salient regions as features. Uncertainty in image features are 
measured using Shanon’s entropy and modelled by Interval type2 fuzzy sets to 
remove the limitation of selecting type-1 fuzzy membership value. Human 
perception on visual quality of images are assigned using five different class labels 
and the proposed method removes human biasness in assigning class labels by 
combining the crisp outputs of quality metrics. The variation of features are wide 
enough for capturing important information from the images. The proposed 
FRANRIQA metric has been compared with the existing quality metrics 
producing satisfactory result. 
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Application of Fusion Technique in Satellite 
Images for Change Detection* 

Namrata Agrawal, Dharmendra Singh, and Sandeep Kumar  

Abstract. The identification of land cover transitions and changes occurred on a 
given region is required to understand the environmental monitoring, agricultural 
surveys etc. Many supervised and unsupervised change detection methods have 
been developed. Unsupervised method is the analysis of difference image by au-
tomatic thresholding. In this paper, an approach is proposed for automatic change 
detection that exploits the change information present in multiple difference imag-
es. Change detection is performed by automatically thresholding the difference 
image thereby classifying it into change and unchanged class. Various techniques 
are available to create difference image but the results are greatly inconsistent and 
one technique is not applicable in all situations. In this work, expectation maximi-
zation (EM) algorithm is used to determine the threshold to create the change map 
and intersection method is selected to fuse the change map information from mul-
tiple difference images. MODIS 250-m images are used for identifying the land 
cover changes. 

Keywords: change detection, unsupervised techniques, expectation maximization 
(EM), information fusion, MODIS data. 

1 Introduction 

Requirement and advancement of monitoring the dynamics of land cover has led to 
the development of change detection techniques in remote sensing field. Change 
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detection has so many applications that include forest and environment monitoring, 
land use and land cover change, damage assessment, disaster monitoring and other 
environmental changes [1]. It is the process of analyzing the multi-temporal images 
of same geographical area to identify the land cover changes on the earth surface. It 
is basically of two types: supervised (requires the ground truth information as train-
ing data for the learning process of the classifier) and unsupervised (It performs 
change detection by making a direct comparison of two multi-temporal images 
considered without using any additional information) [2]. Unsupervised approach is 
adopted in the paper because it eliminates the expensive and difficult task of  
collecting the ground truth data. 

Typically used automatic change detection techniques adhere to these three 
phase procedure: (i) data pre-processing, (ii) pixel-by-pixel comparison of multi-
temporal images, (iii) image analysis. Pre-processing is performed to reduce noise 
and improve the visibility of objects (water, urban, grassland, etc.) on the earth 
surface. After this for pixel-by-pixel comparison difference image is created. Image 
analysis is then performed to automatically select a threshold to classify the differ-
ence image into change and unchanged pixels. Several unsupervised change detec-
tion techniques are present in the literature which follows these three steps.  

Main challenges of unsupervised change detection technique that are main focus 
of the paper are 1) it should be fully automatic, unlike some methods [3][4] that 
require manual parameter tuning, 2) selection of optimal image differencing meth-
od is difficult task, 3) context-insensitive techniques [2] are prone to isolated noise 
pixels, 4) use of MODIS data for change detection is difficult because of low reso-
lution but preferred as it is free and easily available, 5) it should be robust against 
noise. The proposed technique overcomes all the above problems. 

Various combinations of difference image method and thresholding methods  
exist but there is no existing optimal approach for all cases [5]. Difference image is 
rich in information and the selection of one of the difference image is a difficult 
task. Hence the information fusion is performed on the results to get the advantage 
of all the difference images. Main advantage behind this step is that it gives the 
common pixels that are assigned changed class in all of the four outputs. “sure 
change” pixels will be the output after the information fusion. 

2 Study Area and Data Used 

Study site on which the experiment is performed and the satellite database is dis-
cussed. 

2.1 Study Area 

Study site is the Roorkee region of Uttarakhand and Muzaffarnagar region  of 
western Uttar Pradesh and its nearby area located at 29˚35’7.5” N, 77˚44’6.17”E. 
This study area is considered due to its richness in varied landscapes.  Two major 
rivers (Ganga and Yamuna) are present in the study area which is prone to the  
abrupt changes. 
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2.2 Data Used 

The approach is applied on two sets of MODIS/Terra Surface Reflectance 8-day 
L3 global 250m data of same geographical area acquired in February 2010 and 
February 2011. Data of February 2010 and 2011 is selected because river width is 
changed between this time period. It consists of spectral band 1 with bandwidth of 
red light (620-670nm) and band 2 with bandwidth of near infra-red light (842-876 
nm). Red light is absorbed by the vegetation region and near infra red light is ab-
sorbed by the water bodies. So these two bands can distinguish water and vegeta-
tion area easily. Figure 1. shows footprint of the data set location on the Google 
earth LANDSAT image. MODIS image of the region bounded by the black solid 
boundary is used in the experiment. 

 

3 Methodology 

For unsupervised change detection, a hybrid approach is proposed in which the 
change map outputs obtained after the analysis of four main difference image 
creation techniques are fused for reliable change pixels. Experiment is performed 
on MODIS data which has low visibility due to low resolution of images. Conse-
quently, to extract the information about the land cover from the images, combina-
tion of spectral band is performed which is called the vegetation index calculation. 
Following four vegetation indexes are used as given in literature [6]: Normalized 
Difference VI (NDVI), Modified Soil Adjusted VI (MSAVI), Global Environment 
Monitoring Index (GEMI) and Purified Adjusted Vegetation Index (PAVI). These 
are helpful in clear identification of different objects on earth surface. 

Unsupervised change detection techniques are based on difference image. Pixel 
by pixel comparison of two images which gives an image is called “difference 
image”. Simple mathematical operations are performed to create difference image.   
Four techniques used in paper to create difference image are discussed below. 
Consider two images of same geographical area, X1={ x1(i,j) } and X2={ x2(i,j) } 
such that 1≤i≤H,1≤j≤W, with a size of H×W, acquired at two different time in-
stances, t1 and t2, respectively. Let the output difference image is represented by 
Xd. 

Fig. 1 Google earth image of 
data set used in the experi-
ment  

Ganga 

Yamuna 
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1.  Image Differencing: 

 Xd=|X2 –X1 | (5) 

Simple absolute valued pixel based intensity values subtraction is performed. If 
there is no change then it gives a zero value and larger values for higher change 
[7]. 

2. Image Ratioing: 

 Xd=| X1 /X2 | (6) 

Pixel-by pixel division is performed to obtain the difference image. This helps in 
enhancing low intensity pixels and it does not depend on a reference intensity 
level. It also reduces the common multiplicative error [7]. 

3. Change Vector Analysis: 
This method can process multiple spectral bands of image by creating a feature 
vector for each pixel. Difference image is calculated by calculating the magnitude 
of spectral change vector that is created by performing feature vector subtraction 
[8][9]. In experiment vegetation index is used as band1 and near infra-red spec-
trum is used as band2, representing greenness and brightness in image, respective-
ly. This method also gives information about the direction of change as given in 
eq.8 

 )).....()()(( 2
)(2)(1

2
)2(2)2(1

2
)1(2)1(1 bandNbandNbandbandbandbandd XXXXXXX −−−−−=  (7) 

 (ϴ) ))/()((tan )2(1)2(2)1(1)1(2
1

bandbandbandband XXXXAngle −−= −  (8) 

4. Image Regression: 
It is assumed that X2 is a linear function of X1 image in image regression. X2 is 
hence can be estimated using least-squares regression: 

 baXX += 12
~  (9) 

Parameters a and b are estimated using squared error of measured and predicted 
data. Difference image is then calculated as: 

 |
~

| 22 XXXd −=  (10) 

Image analysis of difference image is performed to automatically detect the 
threshold that classifies the pixels into change and unchanged class. Expectation 
maximization algorithm is used for image analysis. 

3.1 Expectation Maximization Based Change Detection 

Expectation maximization algorithm is basically used to estimate incomplete data. 
It is used as the parameter estimation of probability distribution function. When 
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the data required for the estimation is missing or impossible to use then EM is 
used. As given in [2] EM follows the same steps on all four difference images. 
Figure 2. shows the steps followed by image analysis technique to create change 
map.  
 
 

                                                        

Change map gives the change and no-change pixels. Positive and negative 
changes are also determined based on the increase and decrease in intensity values 
in later date image. EM algorithm is fully automatic technique and does not re-
quire manual parameter tuning. 

EM algorithm is applied on all four types of difference images resulting into 
different outputs except some common changed areas pixels which are present in 
every difference image. All differencing techniques have their some disad-
vantages. For example: Image differencing technique gives the absolute difference 
but same value may have different meaning depending on the starting class. In 
image ratioing, scale changes according to a single date so same change on ground 
may have different score. CVA technique may result in the computation of high 
dimensional data and it is complex to extract information from such data. Image 
regression is better for modeling conversion type of change (e.g. Vegetation to 
non-vegetation change modeling) [9]. Hence experiment is performed to fuse the 
output of all the four methods to minimize the limitations of the techniques.  

3.2 Selection of Common Change 

Fusion is performed on the outputs of EM algorithm of all four differencing meth-
od to select the common change. Intersection operator is applied for the fusion 
process. This will give those pixels that are changed in all the outputs. These pix-
els are sure change pixels. Figure 3 shows all the steps followed in the proposed 
approach.  

 

Fig. 2 General scheme of 
image analysis using EM 
algorithm 
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Fig. 3 Architecture of the proposed framework 

4 Experiment Results and Discussion 

Two MODIS 250m images of Roorkee region are used for change detection. Im-
ages of size 400x400 pixels are selected and co-registered to correctly align the 
images. NDVI, MSAVI, GEMI and PAVI images are obtained by applying these 
vegetation indexes on the pair of input image using ENVI software. Change detec-
tion algorithm is applied in MATLAB environment. 

Then four difference images are computed for each type of vegetation indexed 
input images. After the application of EM algorithm on all four types of difference 
images, four change maps are obtained for each type of VI images. Figure 4. 
shows the input image of February 2010 and February 2011. Result of EM algo-
rithm is shown in figure 5. In Figure 5(a)-(l) Red pixels are showing the positive 
change means intensity of pixel is increased in February 2011 compared to Febru-
ary 2010. Green pixels are showing the negative change i.e. intensity of pixel is 
decreased in February 2011 compared to February2010. In Figure 5(m)-(p) blue 
pixels are showing decreased greenness and brightness, red pixels are increased 
greenness and brightness; white pixels are decreased greenness and increased 
brightness. 

It is seen in the output images that the changes are mostly present near the 
Ganga River and Yamuna River. There is decrement of vegetation near the river in 
February 2011. 
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Fig. 5 EM change detection result applied on difference image of (a)-(d) Image Differenc-
ing, (e)-(h) Image Ratioing, (i)-(l) Image Regression, (m)-(p) CVA, where input image is 
Column1: NDVI, column2: MSAVI, column3: GEMI and column4: PAVI 

 

(a) (b) (c) (d) 

(e) (f) (g) (h) 

(i) (j) (k) (l) 

(m) (n) (o) (p) 

(a) (b) 

Fig. 4 Band 1 of MODIS 
input Image of (a) Feb-2010 
and Feb-2011  
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It is clear from the EM outputs that all the outputs are giving different results. 
So, to reduce this inconsistency, common change pixels selection from all these 
images is performed in next step. Intersection is performed to get “sure change” 
pixels. Pixel that is labeled as “change” pixel in all four outputs is marked as 
“change” in final output. But the pixel that is labeled as “change” in one change 
map and “no-change” in another change map is marked as “no-change”. Figure 6, 
shows the output of intersection operation where green pixels are sure negative 
change and red pixels are sure positive change. 

 

    
 

Fig. 6 (a)-(d)Output of intersection operation when NDVI, MSAVI, GEMI and PAVI im-
age is given as initial input, respectively 

This final output helps in inferring the pixel of image that has changed with the 
period of time. Most of the change is around water area. The reasons behind the 
water region showing changes are the shifting of river from its original path, wid-
ening or narrowing of river, etc. The intersection operator confirms the reliability 
of ‘change’ pixels obtained by the proposed approach. 

5 Conclusions 

In this work for change detection purpose February 2010 and February 2011 
MODIS data was used. Unsupervised change detection approach is proposed 
which automatically creates the change map with change and no-change pixels. 
Fusion approach is proposed in the thesis which helps in removing the difficulty 
of selection of one type of difference image. Also this approach does not require 
any apriori information. Intersection operation helps in removing the isolated 
noise change pixels that might be present because EM algorithm does not consider 
the contextual information. Experiment is performed on MODIS data and it is 
giving satisfactory results. This shows the feasibility of low resolution image for 
change detection operations. MODIS data is free, easily and very regularly availa-
ble, hence is encouraged to use. Four difference image algorithms are used  
namely, image differencing, image ratioing, change vector analysis and image  
regression. Four difference images are created using these algorithms. The auto-
matic threshold technique is applied on all four difference images separately 
which results in four change maps. All these change maps are similar with slight 
differences. So the aim was to obtain a fused change map having “sure-change” 

(a) (b) (c) (d) 
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pixels. Expectation maximization technique is used for automatic thresholding and 
Intersection is used for the data fusion in the thesis. Final fused change map tells 
the change and no-change pixels. 
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A Survey on Spiking Neural Networks  
in Image Processing* 

Julia Tressa Jose, J. Amudha, and G. Sanjay  

Abstract. Spiking Neural Networks are the third generation of Artificial Neural 
Networks and is fast gaining interest among researchers in image processing  
applications. The paper attempts to provide a state-of-the-art of SNNs in image 
processing. Several existing works have been surveyed and the probable research 
gap has been exposed. 

Keywords: Spiking Neural Networks, Computer Vision, Image Processing. 

1 Introduction 

The mind boggling performance of the biological neural structure has always been 
a topic of extensive research. Artificial Neural Networks (ANNs) were developed 
to mimic the behaviour of biological neurons; the first ideas and models are over 
fifty years old. Even a simple mathematical model, such as the McCulloch-Pitts 
threshold model was found to be computationally powerful and has been used to 
solve a wide variety of engineering problems. 

This paper focuses on the third generation of Artificial Neural Networks 
namely, Spiking Neural Networks (SNNs), which has been recently gaining popu-
larity in Image Processing and Computer Vision applications. A survey of the  
existing works on Spiking Neural Networks in the field of Image Processing is 
presented to the reader. An attempt is also made to expose the research gap. 

Section 2 introduces the concept of Spiking Neural Networks and its advan-
tages. The various mathematical models of SNNs, which are computationally 
feasible, are presented in section 3. Section 4 highlights the major works done in 
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the field of Image Processing using these networks and finally Section 5 concludes 
the survey. 

2 Spiking Neural Networks – The Third Generation of ANNs 

Biological neurons communicate through action potentials or spikes which are 
transmitted from one neuron to the other via their chemical junction called syn-
apse. A spike is generated only when the membrane potential of a neuron exceeds 
a certain threshold. The shape of the action potential is always the same and hence 
does not carry any relevant information. Thus a main question is how neurons  
encode information in the sequence of action potentials that they emit. Several 
theories have evolved as an answer to this question. 

The evolution of ANNs can be classified into three generations [1]. The first 
generation of McCulloch-Pitts threshold neurons, assumes that the mere occur-
rence of a spike carries relevant information. Thus neurons are considered as a 
binary device, where a ‘high’ denotes spike occurrence and low denotes absence. 
They have been successfully applied in powerful artificial neural networks like 
multi-layer perceptron and Hopfield nets. The second generation neuron, called 
sigmoidal gate, considers that the number of spikes per second (known as firing 
rate) encodes relevant information. They are more powerful than their predeces-
sors and can approximate any analog function arbitrarily well. 

Experiments reveal that the human nervous system is able to perform complex 
visual tasks in time intervals as short as 150ms [2]. Furthermore, the firing rates of 
the areas involved in such complex computations are well below 100 spikes per 
second (see Figure 1). These results indicate that biological neural systems use the 
exact timing of individual spikes and that the firing rate alone does not carry all 
the relevant information. 

 

Fig. 1 Simultaneous recordings of 30 neurons in the visual cortex of a monkey. The bar 
marks a time interval of 150–ms. This short time interval suffices to perform complex com-
putations. However, one sees that there are only a few spikes within this time interval[1]. 
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The third generation, called the Spiking Neuron model, incorporates the timing 
of individual spikes and hence is more biologically plausible. It can compute the 
same functions as the sigmoidal gate, which in principle means any function, us-
ing a smaller network compared to the former. The computational time required is 
~ 100ms. It is also said to be more flexible for computer vision applications [3].  

3 Spiking Neuron Models 

There are many different schemes for incorporating spike timing information in 
neural computation. Alan Lloyd Hodgkin and Andrew Huxley received the Nobel 
Prize in 1963, for their Hodgkin-Huxley (HH) Model which gives the best approx-
imation of a biological neuron. However, the model is too complicated to be used 
in artificial neural networks. Hence, simplified implementable models, which are 
close to the HH model, began to be developed. The Integrate and Fire (IF) model 
[5], and the Spike Response (SRM) model [6] are the most commonly used SNNs 
for Image Processing. 

The IF model and SRM are classified under threshold based SNN models [6], 
which are based on the fact that, a neuron fires when its membrane potential ex-
ceeds a threshold.  The IF model is the basic model and is most well-known. It is 
approximately 1000 times faster than the HH model. However it disregards the  
refractory capability of neurons. 

The SRM model, on the other hand, includes refractoriness. It approximates the 
very detailed Hodgkin-Huxley model very well and captures generic properties of 
neural activity. In a public competition of spike-time prediction under random 
conductance injection, the Spike Response Model was one of the award winning 
models[7] whereas a standard leaky integrate-and-fire model performed signifi-
cantly worse. A simplified variant, SRM0 needs less data and is easier to fit to 
experimental data than the full Spike Response Model. 

A variation of the IF model is the conductance based Integrate and Fire model 
[8,9]. It simulates the behavior of ionic channels in neurons. The conductance 
based IF is also said to approximate the HH model. 

Most of the works presented in this paper are based either on the conductance 
based IF or the SRM (SRM0) model. However, no literature has been found on a 
direct comparison of these two models to indicate the better model. 

4 SNNs in Image Processing 

It has been observed that two main SNN architectures have been repeatedly used 
in computer vision applications. We name them informally as – Structure I and 
Structure II. There is a small section on other networks as well; however they have 
not been explored in detail. 
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4.1 Structure I 

This architecture, based on conductance based IF neurons, was first introduced in 
[10] for edge detection in images, after which it was extended to include several 
other applications such as colour segmentation [11], corner detection [13] and 
visual attention [14].   

Structure I is inspired by the nature of the primate visual cortex. It consists of 
various receptive fields (RFs) for orientation or colour selectivity. For example, 
figure 2 shows the architecture used for edge detection [10]. The different weight 
matrices are used for filtering different orientations –up, down, left and right. 

 

Fig. 2 Structure I: Spiking Neuron Model for edge detection [10] 

The neuron firing rate map obtained using this architecture provides better  
results in comparison with Sobel and Canny edges, shown in fig. 3. 

 

 
       (a)            (b)             (c)            (d) 

Fig. 3 Comparison of SNN with Canny and Sobel edges [10]. (a) Original image (b) Sobel 
edge (c) Canny edge (d) Neuron firing rate map. 

In [12], hexagonal shaped receptive fields (HSNN) are used instead of the rec-
tangular RFs shown in fig. 2. The processing time was faster compared to the 
previous model and edge detection was found to be better as the RF size in-
creased, see fig. 4. 
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In [11], structure I was used to filter RGB images to different colour ON/OFF 
pathways. In conjunction with a back propagation network, the model could suc-
cessfully segment images. Corner detection [13] was achieved using an IF model 
implementation of the structure. It consisted of 4 processing layers: receptor layer, 
edge detection, corner detection & output layer. 

 

Fig. 4 (a)SNN [10]  (b) 37- point HSNN [12] 

The authors of [14] propose a hierarchical spiking neural model which uses 
spike-rate maps from the retina-inspired models of [10, 11] and combines it with a 
new top–down volition-controlled model to obtain visual attention areas. The 
saliency index was compared to the Multi-scale model and Itti’s model and was 
found to produce desirable results (see fig.5). 

 
                        (a)                   (b)         (c)                     (d) 

Fig. 5 Column a: Sample Image, Column b: Itti’s model, Column c: Multi-scale model,        
Column d: SNN model for visual attention [14] 

4.2 Structure II 

The network architecture consists of a feed-forward network of spiking neurons 
with multiple delayed synaptic terminals as in fig. 6. It was introduced in [6], 
where spiking neuron behaviour is considered to be similar to a Radial Basis 
Function (RBF). A neuron fired earlier if the incoming spikes coincided more. 
Synapses act as a spike pattern storing unit which makes the neuron fix to a  
certain pattern by adjusting time delays so that all incoming spikes reach the soma 
simultaneously. The structure is implemented using SRM0 model. 
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The hidden layer consists of Gaussian receptive field units responsible for con-
verting real values to temporal values (spikes). These temporally encoded values 
are then transmitted through a multi-synapse network to the output layer. Such 
synapses are used in brain areas like the neocortex. Each connection from the 
hidden unit to output neuron consists of multiple connections, each with its own 
delay and weight, as shown in fig. 6(b). Such a structure enables an adequate de-
lay selection for learning purposes [6]. 
 

 

Fig. 6 (a) Structure II  (b) Multiple synapse architecture [15] 

 
Fig. 7 Image processing using self-learning Fuzzy spiking neural networks. a) Original 
image; b) Training set (30% of the original image); c)1st epoch of self-learning fuzzy spik-
ing neural network learning; d) 3rd epoch of self-learning fuzzy spiking neural network 
learning; e) 3rd epoch of fuzzy cmeans learning; f) 30th epoch of fuzzy c-means learning 
[16] 

In [15], structure II is implemented to perform edge detection and colour segmen-
tation. The colour segmentation results are compared with those using Kmeans and 
SOM network. Edge detection was compared with Prewitt, Black top hat and Canny 
edge detection. The spiking neural network was found to perform better in both 
cases. In [16], a self-learning fuzzy spiking neural network was proposed that  



A Survey on Spiking Neural Networks in Image Processing 113 

 

combined Structure II with fuzzy probabilistic and fuzzy possibilistic clustering 
algorithms. It was shown that (see fig.7) this system could reduce the number of 
learning epochs as compared to conventional fuzzy clustering algorithms. 

The author of [6] also talks about replacing the multiple synapse architecture 
with a single synapse. However this structure has not been experimented much in 
image processing applications. Table 1 summarizes the features of both the struc-
tures and the image processing applications in which they have been used. 

Table 1 Comparison of Structure I and Structure II 

Model SNN model Biological Basis Applications in Image Processing 

Structure I Conductance based 
IF 

Filtering using Receptive 
fields 

• Edge Detection 

• Colour segmentation 

• Corner Detection 

• Visual Attention 

Structure II SRM0 Learning using Multi 
synapse 

• Edge Detection 

• Colour segmentation 

4.3 Other Structures 

In [17] a distributed network of IF neurons was proposed for salient region extrac-
tion considering only the luminance feature. The model performed a bit slower 
and had issues with synchronization. [18] integrates a network of IF neurons with 
K means clustering for colour segmentation. Several other structures [19-20] 
based on IF neuron model have also been developed for image segmentation.  
Table 2 summarizes the major works in image processing using SNNs, in a 
chronological manner. 

Table 2 Summary of major works 

Application Year Model Other features 

Edge Detection[10] 2007 Structure I - 

Colour segmentation[16] 2009 Structure II using IF Combination with Fuzzy system 

Saliency extraction[17] 2009 Other structures, IF Distributed network, Only considers 
bottom up saliency. 

Colour segmentation[11] 2010 Structure I Combined with BP network 

Edge Detection and colour 
segmentation[15] 

2010 Structure II - 

Edge detection[12] 

 

2011 Structure I Hexagonal receptive  field (mimics 
arrangement in retina) 

Corner Detection[13] 2011 Structure I using IF 4 processing layers: receptor layer, edge 
detection, corner detection, output layer. 

Colour segmentation[18] 2012 Other structure, IF  Integrated with Kmeans clustering 

Visual Attention[14] 2013 Structure I Top down approach, Hierarchical  
architecture 
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5 Conclusion 

The paper presented several works on Image processing using Spiking Neural 
Networks. The following research gaps have been identified: 

• Most of the works swirl around edge detection and colour segmentation. Other 
areas like object recognition have been less explored. 

• No literature was found providing a direct comparison of the performances of 
Structure I and Structure II. 

• A detailed performance evaluation of spiking neural models in comparison 
with other existing models for image processing has to be done, especially in 
terms computational time. This would help in identifying the disadvantages of 
the models, if any. 

• The models have not been compared with each other. For example, there are 
four different models for colour segmentation which have not been evaluated 
against each other. 

As a future enhancement, the survey can be extended to include literature on mod-
els using various learning algorithms and coding schemes of SNNs. A survey of 
the works containing hardware implementation of these networks can also be 
done. 
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Moving Human Detection in Video Using     
Dynamic Visual Attention Model* 

G. Sanjay, J. Amudha, and Julia Tressa Jose 

Abstract. Visual Attention algorithms have been extensively used for object de-
tection in images. However, the use of these algorithms for video analysis has 
been less explored. Many of the techniques proposed, though accurate and robust, 
still require a huge amount of time for processing large sized video data. Thus this 
paper introduces a fast and computationally inexpensive technique for detecting 
regions corresponding to moving humans in surveillance videos. It is based on the 
dynamic saliency model and is robust to noise and illumination variation. Results 
indicate successful extraction of moving human regions with minimum noise, and 
faster performance in comparison to other models. The model works best in 
sparsely crowded scenarios. 

Keywords: Moving Region Extraction, Visual Attention, Video Surveillance. 

1 Introduction 

Surveillance cameras are inexpensive and everywhere these days. However, 
manually monitoring these surveillance videos is a tiresome task and requires  
undivided attention. The goal of an automated visual surveillance system is to  
develop intelligent visual surveillance which can obtain a description of what is 
happening in a monitored area automatically, with minimum support from an  
operator, and then take appropriate actions based on that interpretation [1]. Auto-
matic visual surveillance in dynamic scenes, especially for monitoring human  
activity, is one of the most active research topics in computer vision and artificial 
intelligence. 
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Extracting regions corresponding to moving humans is one of the most crucial 
initial steps in visual surveillance. It involves two steps – detection of moving 
regions and then extracting regions corresponding to humans. A typical approach 
first models the complex background, and then subtracts the background from 
each input frame to obtain foreground objects. Although the existing methods 
have achieved good detection results, most of them are computationally expen-
sive. This factor is of utmost importance and should be kept to the minimum when 
a system has to be deployed in real time. 

In the past few years, Visual Attention algorithms [2,3,4] have been extensively 
used in image and video processing as they are regarded to be computationally 
cost effective. These algorithms identify salient regions as foreground, allowing 
unimportant background regions to be largely ignored. By doing this, they enable 
processing to concentrate on regions of interest analogous to our human visual 
system.  

Visual Attention has been extensively researched in images but there are rela-
tively few works on video processing. Many models for images can be extended to 
include video data, however, not all approaches are fast, especially when the video 
content to be analysed has a large number of frames. Moreover, motion plays a 
crucial role in video and is more salient compared to other features such as colour 
and intensity.  

This paper proposes a simplified technique for detecting moving humans in a 
video footage using dynamic visual attention model. The model processes more 
than a few hundred frames in less than thirty seconds and is robust to environ-
mental noise and illumination.  

Section 2 presents a literature survey on the existing visual attention models for 
moving object detection in video. The proposed model is presented in section 3, 
followed by results and conclusion in sections 4 and 5 respectively. 

2 Visual Attention Models for Object Detection in Video 

There are relatively few works which focuses on object detection in video using 
visual attention models. Salient objects in a video are identified using either static 
or dynamic attention cues. In a static saliency based model [5], the object stands 
out from its neighbours based on colour, intensity, orientation etc. No motion is 
considered. On the other hand, dynamic saliency based models [9, 10] give 
prominence to objects whose motion is salient to its background. Some models [6, 
8], deploy a combination of static and dynamic cues to identify salient objects. 

Some models [5, 6], rely on keyframe extraction as the initial step for video 
processing and object identification. This method summarizes the video content 
producing only the frames where relevant activity is found. In [5], this process is 
performed using the histogram keyframe extraction technique. A saliency map is 
then generated for the key frame using static attention cues based on the extended 
Itti Koch model [2]. This map indicates regions of relevance in a frame. The 
model selects human entities in the map through aspect ratio analysis. The average 
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aspect ratio of all salient objects forms the threshold value Th. Regions having 
aspect ratios that exceed Th.are identified as most salient by the system. The model 
has some difficulty in distinguishing objects having aspect ratio similar to humans.  

There are models [6], which extract key frames through a combination of static 
and dynamic visual attention models (VAM), and thereby produce dynamic and 
static saliency maps. A VAI (Visual attention index) curve is obtained with the 
help of these maps. The peaks of the curve become the key frame candidate. For 
motion extraction from the frame, hierarchical gradient based optical flow method 
is used [7]. Finding two attention maps for each of the video frames becomes 
computationally expensive. 

In contrast to the two methods discussed above, [8] does not use the concept of 
keyframe extraction at all. Instead, a motion attention map is generated by taking 
the continuous symmetry difference of consecutive frames. In addition to it, a 
static feature attention map and a Karhunen-Loeve transform (KLT) distribution 
map is computed. The final spatiotemporal saliency map is calculated as the 
weighted sum of these three maps. Each frame requires three attention maps to be 
obtained and summed which becomes a complex process when the number of 
frames is large. 

In [9], a background reference frame is first created by averaging a series of 
frames in an unchanging video sequence. Motion vectors corresponding to moving 
regions are then found by calculating the intensity difference between current and 
reference frame. A second stage then applies a region growing and matching tech-
nique to these motion vectors to obtain motion segmentation. The method relies 
on an accurate background reference frame which may not be feasible in many 
cases. In the Mancas Model [10], motion features are extracted by making use of 
Farneback's optical flow algorithm. However, most optical flow methods are re-
garded as computationally complex and sensitive to noise.  

Though the approaches discussed so far are based on visual attention, they still 
require extensive computations and a lot of time for processing large number of 
frames. Moreover only [5] discusses a method to extract humans from a video 
footage. 

Therefore the aim of this paper is to propose a fast, simple yet robust technique 
to detect moving objects from a video and then segment regions corresponding to 
humans. The first step uses a modified version of the motion attention map pro-
posed in [8]. For segmenting humans, aspect ratio analysis of [5] is used. 

3 Moving Human Detection Using Visual Attention 

This paper uses a modified version of the motion attention map, generated by  
using the continuous symmetry difference method [8]. It considers only motion 
features; no static cues about colours, grey levels or orientations are included in 
the model. The block diagram of the proposed approach is depicted in Figure 1. 
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Fig. 1 Block Diagram of Proposed method 

The difference of adjacent images is calculated using the following formula: 

 dif(i,j)(x,y) = |w* Ii(x,y) – w* Ij(x,y)|  (1) 

where j = i+n, n, the frame difference, is chosen from 7-9 and w is a Gaussian 
filter function. Choosing such a high frame difference, does not lead to loss in 
information as the number of frames to be analyzed is more than a few hundred. 
This also speeds up the processing. The choice ofσ value of the Gaussian filter is 
also significant. A lower value reduces the overall noise; however there might be 
more holes in the moving region detected. A higher value reduces the holes but 
leads to increase in overall noise. The typical value of σ  ranges from 0.5-4. 

The differenced image sequence is converted from RGB to binary. A few mor-
phological operations (such as the imfill and imclose functions of MATLAB) are 
performed to fill the holes generated in the moving regions.  To reduce output 
noise, values of difference less than a threshold ε are set to zero. For noise re-
moval and to avoid missing moving object, ε is set to 1-2, 

Sal(i,j)(x,y) =    1, otherwise (2) 

                                0, if dif(i,j)(x,y) < ε  
 
The next important step is to separate moving regions corresponding to hu-

mans. Blobs having area greater than 100-150 are preselected to perform aspect 
ratio analysis. This value may vary depending on how far the camera is positioned 
from the actual scene. Aspect ratio of each detected blob can be calculated from 
its bounding box parameters.  

 Aspect_Ratio(Ri) = x

y

Δ
Δ

 
(3) 

where, Δy = Difference between two y extremes for the ith blob in a frame,  
Δx = Difference between two x extremes for the ith blob in a frame. 
This method is adapted from [5] where it is observed that human aspect ratio 

falls in the range 1 – 1.5. Blobs having lower aspect ratios are masked and thus 
eliminated. 
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In some cases an additional threshold θ  (eqn. 2) can also be applied to the dif-

ference before conversion to binary, for further noise reduction.θ can be in the 
range 7-9. This alternate method is depicted in figure 2. 

 
 
 
 
 
 
 
 

Fig. 2 Alternate Block diagram (for improved noise reduction) 

4 Results and Analysis 

Four video sequences are chosen for evaluating the proposed method – video1, a 
video sequence of a public park [13]; video2, a part of PETS2001 dataset [12], and 
video3 with low lighting [10]; video4, a crowded scenario from the UCSD anom-
aly detection dataset [14]. All the experiments were conducted using MATLAB 
R2013a on an Intel Core i5-3210M CPU, running at 2.50 GHz.   

Figure 3 shows the results of the proposed method. Regions corresponding to 
moving humans were successfully extracted from the first three videos in mini-
mum time. The method provides good results even in dim lighting, as indicated by 
the second last row in fig. 3. The use of frame difference method contributes to the 
increased computational speed and better performance in low lighting. Setting a 
threshold value and filtering of detected blobs based on area and aspect ratio are 
the main factors which lead to decreased noise. However, as the crowd density 
increases, the model is not able to detect all the regions corresponding to moving 
humans, depicted in the last row of fig. 3. It works best in sparsely crowded  
scenarios. 

Figure 4 shows a comparison of the execution times of the proposed method 
with [5], [6] and [10]. The proposed method took approx. 40 seconds for process-
ing 700 frames of video1, whereas even a partial implementation of the other 
methods took more than a few minutes. This reduced execution time makes our 
method more suitable for real time applications. 

Some models [5,6] identify relevant objects in a scenario by computing sali-
ency map of the video frames. This approach was tested using two static attention 
models - Itti Koch[2]and Global rarity attention map[11]. The results in figure 5 
indicate that the saliency maps contain other objects in the frames, in addition to 
moving objects. Extracting relevant moving objects from them proves to be a 
difficult task. 
 

 

Input 
video 

Continuous sym-
metry difference  

Convert to binary 
images 

Apply Threshold 
 ε  

 Motion  

    saliency map 

Aspect Ratio  
Analysis  

Morphological  
operations 

Apply Threshold 

 θ  



122 G. Sanjay, J. Amudha, and J.T. Jose 

 

      
 

      
 

       
 

      
            (a)                                              (b) 

Fig. 3 Column (a)-Input: Moving Regions in video (indicated by yellow boxes); Column 
(b)-Output: Regions detected by proposed method. Each row indicates one of the four video 
datasets. 
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Fig. 4 Comparing execution times of various models 
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        (a)                        (b)                                       (c) 

Fig. 5 (a) Original Frame, (b) Itti Koch map, (c) Global Rarity Map                      

5 Conclusion 

A visual attention system for segmenting regions corresponding to moving hu-
mans is proposed in this paper. It is based on the dynamic saliency model where 
attention is mainly based on motion. The results obtained indicate that the model 
requires less time for computation compared to other models. It is quite robust to 
illumination and environmental noise. The model is more suited for simple and 
sparsely crowded scenarios. The values of the parameters: σ of Gaussian filter 
and n, the frame difference may have to be adjusted for different scenarios. As a 
future enhancement the system can be implemented in hardware, for example in 
robotic vision applications and tested for computational efficiency. 
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Comparative Analysis of Radial Basis Functions 
with SAR Images in Artificial Neural Network* 

Abhisek Paul*, Paritosh Bhattacharya, and Santi Prasad Maity 

Abstract. Radial Basis Functions (RBFs) is used to optimize many mathematical 
computations. In this paper we have used Gaussian RBF (GRBF), Multi-Quadratic 
RBF (MQ-RBF), Inverse-Multi-Quadratic RBF (IMQRBF) and q-Gaussian RBF 
(q-GRBF) to approximate singular values of SAR (Synthetic Aperture Radar) 
color images. Simulations, mathematical comparisons show that q-Gaussian RBF 
gives better approximation with respect to the other RBF methods in Artificial 
Neural Network. 

Keywords: Neural network, Gaussian, Inverse-Multi-Quadratic, Gaussian,  
q-Gaussian, Radial Basis Function. 

1 Introduction 

Different Radial Basis Functions (RBFs) of Artificial Neural Network (ANN) are 
utilized in various areas such as pattern recognition, optimization, approximation 
process etc. We have chosen few Radial Basis Functions such as Gaussian, Multi-
Quadratic, Inverse-Multi-Quadratic and q-Gaussian RBFs for calculation. [2,3,4]. We 
have take image as input trained with various Radial Basis Functions to 
approximate the maximum singular value of the matrix of the given image. In 
Singular value decomposition the singular values of a matrix are arranged in 
decreasing order gradually. Even most of the time we found the difference of first 
singular value and second singular value is large. Normally rest of the singular 
values are very small in size. So, we took maximum singular value for 
approximation. Synthetic Aperture Radar (SAR) image are generally very large in 
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memory size and pixels. We can ignore some smaller singular value of those 
images for better storage issue. In section 2 architecture of RBF neural network is 
described. Section 3 shows the analysis. Simulations are given in section 4 and 
finally conclusion is given in Section 5.     

2 Architecture of Radial Basis Function Neural Network 

As shown in Fig. 1 Radial Basis Function (RBF) network architecture consist of   
input layer, hidden layer and output layer respectively. In Fig. 1 inputs are X = {x1,... 
xd} which enter into input layer. Radial centres and width are C = {c1......... ,cn}

T and σi 
respectively. In hidden layer Φ = { Φ1,......, Φn }are the radial basis functions. 
Centres are of n×1 dimension when the number of input is n. The desired output is 
given by y which is calculated by proper selection of weights. w = 
{w11,...,w1n,....,wm1,....wmn} is the weight. Here, wj. is the weight of ith centre. [2,3]. 

                                                  (1) 

Radial basis functions like Linear, Cubic, Thin plane spline and Gaussian are 
given in the in the Eqn.2, Eqn.3, Eqn4, and Eqn.5 respectively.  

 

• Multi Qudratic:                                                                (2) 

• Inverse Multi Qudratic:                                                  (3) 

• Gaussian:                                                                          (4) 

• q-Gaussian:                                                            (5) 

 

Fig. 1 Radial basis function neural network architecture 
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3 Analysis  

We have taken some colour images. After that we extracted the red, green and 
blue colour components from the colour images. After that we calculated Y colour 
component [1] from the Eqn.7. Relation between Y, components and R, G and B 
colour component is given in Eqn.6. As we have applied Gaussian, Multi-Quadratic, 
Inverse-Multi-Quadratic and q-Gaussian RBF in artificial neural network, RBF needs 
optimal selections weight and centres. We have calculated all the method with 
pseudo inverse technique [5]. As in put we have chosen Flower and Butterfly 
images. Matrix sizes of all the input images are of 256×256 pixels for every 
analysis and experiment.  

 

                              (6) 

                                    (7)    

a   b  

Fig. 2 SAR1 image (a) Original Color Image, (b) Y Color Component 
 

Table 1 RMSE, MAPE and SD of singular values of SAR2 image compared with different 
Radial Basis Functions when number of hidden layer is 50 

 

RBF function 
RMSE MAPE SD 

GRBF 4.2325169e-006 1.5186503e-008 72.309781650489356 

MQRBF 4.1046928e-004 2.8562641e-005 72.309784747336607 

I MQRBF 2.7684453e-005 1.5431996e-006 72.309777267616923 

qGRBF 1.3381840e-007 6.1880884e-010 72.309784937495991 
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a   b  

Fig. 3 SAR2 image (a) Original Color Image, (b) Y Color Component 

Table 2 RMSE, MAPE and SD of singular values of SAR2 image compared with different 
Radial Basis Functions when number of hidden layer is 50 

RBF function 
RMSE MAPE SD 

GRBF 1.8744234e-006 8.9032985e-009 84.902307224873539 
MQRBF 4.0761931e-004 2.1262857e-005 84.902306530010890 

I MQRBF 2.5833886e-005 1.2128748e-006 84.902306930706260 

qGRBF 2.1812254e-019 3.6899619e-022 84.902307072489975 

4 Simulation 

Colour images with Y colour components are taken for the simulation. In this 
paper we have experimented through two different colour images which are SAR1 
and SAR2 respectively. We have simulated Singular value of matrixes of these 
images with normal method, Gaussian, Multi-Quadratic, Inverse-Multi-Quadratic and  
q-Gaussian. We have used MATLAB 7.6.0 software [6] for the analysis and 
simulation process.  

In Fig.2. SAR1 image and its corresponding Y colour component images are 
shown. In Fig.3. SAR2 image and its corresponding Y colour components are 
given. In Fig. 4 image SAR2 with hidden layer 30 is p with all these RBF methods 
.Singular values of all these images are compared and Root Mean Square Error 
(RMSE) Mean Absolute Percentage Error (MAPE) of singular values of matrixes 
of all these images with Gaussian, Multi-Quadratic, Inverse-Multi-Quadratic and q-
Gaussian are calculated, simulated and compared. In Table.1 and in Table.2 
comparative result of maximum singular values is shown. 
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a.  

b.  

Fig. 4 Singular values of SAR2 image when number of hidden layer is 30. (a) GRBF, (b) 
MQRBF (c) IMQRBF (d) q-GRBF. 
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c.  
 

d.  

Fig. 4 (continued) 

5 Conclusion 

In this paper various RBF methods like Gaussian, Multi-Quadratic, Inverse-Multi-Quadratic 
and q-Gaussian RBF methods are utilized for the computation of singular values of 
various colour images and their corresponding Y colour component matrixes. 
Simulation results give better result and lesser RMSE, MAPE for q-Gaussian RBF 
method. So, it can be conclude that q-Gaussian RBF method could be used for 
calculation compared to the other relative methods in Artificial Neural Network. 
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Blending Concept Maps with Online Labs  
for STEM Learning 

Raghu Raman, Mithun Haridas, and Prema Nedungadi  

Abstract. In this paper we describe the architecture of an e-learning environment 
that blends concept maps with Online Labs (OLabs) to enhance student 
performance in biology. In the Indian context, a secondary school student’s 
conceptual understanding of hard topics in biology is at risk because of a lack of 
qualified teachers and necessary equipments in labs to conduct experiments. 
Concept map provides a visual framework which allows students to get an 
overview of a concept, its various sub concepts and their relationships and 
linkages.  OLabs with its animations, videos and simulations is an interactive, 
immersive approach for practicing science experiments. The blended e-learning 
environment was tested by systematically developing a concept map for the 
concept “Photosynthesis” and by successfully integrating it into the OLabs 
environment. Our blended approach to concept understanding has interesting 
implications for the teacher who is engaged in training programs. 
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1 Introduction 

Concept maps are now popularly used as a tool in K 12 education where they are 
used as linkages in science standards and concept growth dynamics.  It is seen that 
often students get confused between the relationship of various subjects to each 
other [1] and one of the major educational challenges of modern times is to 
provide a framework where subjects can be linked to each other. Educators use 
concept maps as an assisted tool for providing accurate instructions, learning 
objectives and evaluator criteria. Because of their multi –usability, concept  
maps have evolved to become an effective productivity booster and a quick 
accomplisher [2]. Concept maps are actually founded on the principle that it’s 
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easier to make sense of new information when it’s presented in a visual way. 
Novak first categorized concept maps in his cutting edge article and gave them a 
purpose and nomenclature [3]. These maps are great for summarizing information 
and presenting them as a holistic linked unit. When a student uses concept maps to 
derive relationships between apparently unlinked subjects, the higher order 
thinking skills are being utilized. A concept map is an educational tool that 
follows the idea of meaningful learning. Concept maps are graphical tools for 
organizing and representing knowledge and they include concepts, usually 
enclosed in circles or boxes of some type, and relationships between concepts 
indicated by a connecting line linking two concepts [3]. Blooms taxonomy 
actually classifies these skills as synthesis and evaluation [5]. Concepts are 
defined as perceived regularity in events, objects and the sequential flow is 
represented by symbolic aids like + or % [6]. When multiple concepts are linked 
together they form a proposition or a semantic map. Stakeholders in education 
have begun to realize the importance of addressing student difficulties in 
comprehending the linkages between different subjects [7]. Interestingly concept 
maps are now integrated into teacher training programs which help incorporate the 
principles of modern educational culture. Many educational practitioners believe 
that K 12 education concept maps can be used to strengthen the academic 
understanding of students and teachers at least in the field of biology [8]. 

Biology is a core science subject which deals with all the biological process in 
the biosphere. Considering its fundamental characteristics and importance, biology 
is today a standard subject of instruction at all levels of our educational systems. 
From our literature survey we believe that most of the students show poor 
performance in biological science because of the lack of meaningful learning, and 
lack of equipment in labs to do experiments.  The research done by Tekkaya [9] 
on high school students found that the students have misconceptions in various 
areas of biology like osmosis, diffusion etc. The findings of Ajaja [10] suggest 
that concept mapping when efficiently used as a study skill could enhance post 
achievement test scores and retention of biology knowledge well over other study 
skills used by students. In our traditional method we are teaching students in a 
linguistic way.  Research suggests that information is processed and stored in 
memory in both linguistic and visual forms. Research in both educational theory 
and cognitive psychology tells us that visual learning is among the very best 
methods for teaching and learning. If students start learning using visual ways 
then they are forced to draw the ideas that they have learnt like how the different 
concepts are connected to each other, relationships between the concepts and 
organize their knowledge in a graphical way. 

We have online labs (OLabs) for science experiments to perform biological 
lab experiments that are available to students who have no access to physical labs 
or where equipment is not available. OLabs comes with detailed theory, 
interactive simulations, animations and lab videos. We enhance OLabs to improve 
the students learning skills by incorporating tools to create concept maps and the 
process of designing concept maps to create a more effective virtual learning 
environment. 
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2 Online Labs (OLabs) for Science Experiments  

With all the advances in communicative technology that came into prominence 
during the last few decades, there evolved a simulation based eLearning called 
online labs [11]. Students may conduct virtual experiments that mimic the features 
of real life experiments. There are several advantages of using virtual environment 
such as OLabs. There is a relaxation on time constraints as each student has 
sufficient time in the lab and the geographical constraints are eliminated. There is 
an increased economy of scale as the cost of setting up a sophisticated learning 
environment is reduced. Enhanced safety and security is another big advantage of 
the simulated environment as per [12].  
 

 

Fig. 1 OLabs Concept Map for Photosynthesis 

A concept map typically contains concepts which are represented using circles 
or boxes.  Each related concept can be connected by using lines, and labels on these 
lines define the relationship between the two concepts. If two or more concepts are 
connected using linking words and forms a meaningful statement then it known as 
a preposition. If there is any relationship between concepts in one domain to a 
concept in another domain then we can connect these concepts using an arrow with 
linking words. This type of relationship is known as crosslink’s. Fig. 2 is an 
example of a concept map that shows the above characteristics. 

In Fig. 2, "Biology", "Animals", “Plants", “living organism” etc. are examples 
of concepts, and “can be”, “made up of”, “are capable” etc. are examples of 
linking words.  The relationship between concepts "Plants", “sunlight” and 
"photosynthesis" is expressed through the linking words "use the energy from" 
and “to carry out” for forming the proposition "Plants use energy from sunlight to 
carry out photosynthesis". In Fig. 2, the concept “Animals” and “Plants" are two 
separate domains and are connected to each other to forms a crosslink.  
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Fig. 2 A concept map about Biology 

There are different kinds of concept maps such as hierarchical, linear, circular 
spider and so on, which helps to facilitate meaningful learning and improve 
student achievement. The study carried out by Bamidele and Oloyede [13] 
indicates that “there was no significant difference in the performances of the 
students with respect to the kind of concept map used and it implies that the 
concept mapping strategies were not all that different in their superiority”.  
Concept map applications or educational innovation may benefit immensely from 
proper usage of interactive table top technology [15]. Mostly students in science 
lab collaborate because there is lack of space and facilities in the laboratory. 

3 Making Concept Map for OLabs Biology Experiment 

Constructing concept maps is a structured process which is based on a specific 
topic, revision and re-positioning of the concepts, thus helping to construct a good 
concept map having a pictorial view of the topic. It helps the students to think 
efficiently and to reduce complexity of the study. Teachers can take feedback 
from the students after they finish each step of making the concept map. Concept 
mapping is also a valuable theory of learning that teachers can use to evaluate a 
student’s level of understanding. This will help to reduce the mistakes of students 
and to understand each part of the concept map and their reasoning behind the 
concepts and connections they made. 

A. Constructing a good focus question 

Novak and Cañas [3] suggested that a helpful way to determine the context of 
your concept map is to choose a focus question, that is a question that clearly 
specifies the problem or issue the concept map should help to resolve. Fig. 5 was 
constructed from the focus question “What is Photosynthesis?” and described all 
the main concepts related to photosynthesis. Derbenseva et.al [16] found that the 
structure of the map influences not only the focus question but also the type of 
relationships that are likely to be constructed in a proposition that links two 
concepts together. So for constructing good concept map we need specific focus 
questions and proper concepts. 
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B. Choose relevant concepts 

The next step is to identify the relevant concepts that relate to our main idea or the 
focus question. Make a list of all the relevant concepts, usually 10 to 25 concepts 
is sufficient. In Fig. 3(A) it shows that all the main concepts that are related to the 
topic photosynthesis. From the list, give rank for each concept and place each 
important concept at the top of the page and arrange all other concepts in a 
hierarchy underneath that one.  Fig. 3(B) shows the ranked list of concepts. 

 

Fig. 3 (A). Focus question and relevant concepts. (B) An example image for arranging 
important concept at the top and less important below that concept. 

 

Fig. 4 A preliminary concept map about “Photosynthesis” 

C. Construct a preliminary concept map 

After choosing relevant concepts we can start making a draft copy of concept map. 
This will give an overall idea of how the concept map looks.  After making a 
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preliminary concept map, a review is essential to improve the map. We can also 
add, rearrange or remove the concept from the preliminary concept map. In Fig. 4 
we can see a preliminary concept map. 

D. Choose linking words to connect concepts 

Using the appropriate linking words to clearly express the relationship between 
two concepts is possibly the most difficult task during the construction of concept 
maps.  Linking words usually contains 1-3 words appropriate for relationship of 
the two concepts.  In Fig. 5 it shows that the linking phrase “takes place in” is 
used to connect the concept “Photosynthesis” and “Leaves” for making a 
meaningful relationship. 

E. Finding cross-links 

One of the important features of concept map is the usage of cross links. Cross 
links helps students to identify that all concepts are in some way related to one 
another. According to Novak and Cañas [3] there are two features of concept maps 
that are important in the facilitation of creative thinking: the hierarchical structure 
that is represented in a good map and the ability to search for and characterize new 
cross-links. In Fig. 5 we observe how the concept "Chemical energy" is linked to 
"Glucose"; both are separate sub domains of the concept map, forming cross-links.  

F. Use colors to group concepts  

Colors help to structure the concept map by separating groups of concepts thereby 
helping to recall the content of the map after a long time. The left cerebral 
hemisphere is specialized for linguistic and cognitive processes, whereas the right 
cerebral hemisphere is specialized for visuospatial processing [17]. If we are using 
different colors for each group of concepts, together with text then it will help 
both cerebral hemispheres to work together and place the information in long term 
memory.  In Fig. 5 we grouped the “factors effecting photosynthesis” using one 
color and “needs for photosynthesis” using another color. Research shows that 
color coded concept maps improve the performance of students [18].  

 

Fig. 5 A Completed concept map about “Photosynthesis” 
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G. Usage of images, website links, other concept and explanatory notes 

Adding images or examples to the map can clarify the meaning of concepts  
and help to remember the information. We can click on the icon below the 
concepts to open the images. In Fig. 6 it shows the image of chloroplast inside  
the concept map. For getting more information about each main concept we also 
added website links for important concepts. We gave two sample resources  
from “Amrita” (OLabs) and “Arizona University” for the main concept 
“Photosynthesis” shown in the Fig. 6.  

 

Fig. 6 A Concept map representing “Photosynthesis” with some of the resources  

 

Fig. 7 OLabs simulation for “Importance of Light in Photosynthesis” 
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We also added sub concept maps for important concepts like “Photosynthesis” 
and “Chloroplast” as shown in Fig. 6 thus providing further details about the topic. 
Explanatory notes are used to explain some important concepts in the map. The 
explanatory notes for the concept “water” is shown in Fig. 6. To integrate concept 
maps and OLabs simulation we have some of the links in concepts that will 
directly lead to the OLabs simulation environment. Hagemans et.al [18] 
suggesting that concept map-based learning is relevant for improving student 
learning in simulation based environments.  The completed concept map in Fig. 5 
gives overall idea of how different colors like green, blue and red affect the rate of 
photosynthesis. To experimentally check how different colors are affecting the 
rate of photosynthesis, students can click on the link below the concept “Green 
light” to view the OLabs simulation page as shown in the Fig. 7. 

4 Conclusion 

The paper discusses the theoretical background for concept maps and describes 
the step by step process in designing a concept map for biology in OLabs. Concept 
mapping is an effective tool to provide a global picture; as it divides a subject into 
various branches while showing the connectivity between their subparts, thereby 
enhancing students’ comprehension. Our framework captures all the necessary 
elements for the concept map to make it more interactive and integrated with the 
OLabs simulation environment.  Students can use the OLabs concept map as the 
central element and go to the other resources and get information related to a 
particular topic.  Our framework allows other resources such as videos, 
simulations, images, website links, and sub concept maps and so on to be elements 
of the OLabs concept map thus providing a complete reference of the subject. The 
color coded concept map helps students to remember information about a 
particular subject for longer terms. We thus provide an easy to use system for 
educators to design concept maps and publish them using the rich media OLabs 
resources. We are conducting controlled surveys using the concept enriched 
OLabs pedagogy in enhancing the understanding of students’ comprehension, ease 
of learning, and knowledge on subject matter and attitudes. 
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Cognitive Load Management in Multimedia 
Enhanced Interactive Virtual Laboratories  

Krishnashree Achuthan, Sayoojyam Brahmanandan, and Lakshmi S. Bose 

Abstract. Learning in multimedia enhanced interactive environments has distinctly 
impacted the cognitive processing of information. Theoretical learning requires 
conceptual understanding while experimental learning requires cognition of under-
lying phenomena in addition to a firm grasp of procedures and protocols. Virtual 
laboratories have been recently introduced to supplement laboratory education. In 
this paper, an outline of the modes of knowledge representation for virtual laborato-
ries is presented. The results from this work show how the combination of physical 
and sensory representations in virtual laboratories plays a key role in the overall 
understanding of the content. Information processing through visual, auditory, pic-
torial as well as interactive modes offers unique pathways to cognition. An analysis 
of comprehension for N=60 students showed a significant change in the time taken 
to answer questions as well as an overall improvement in scores when exposed  
to multimedia enhanced interactive virtual laboratories (MEIVL). This study also 
portrayed a reduction in the perception of difficulty in understanding physics exper-
iments. Statistical tests on various modes of assessments were done both online and 
in classroom quantify the extent of improvement in learning based on the enabling, 
facilitating and split attention aspects of MEIVL. 

Keywords: cognitive load theory, multimedia, enabling, facilitating, split attention. 

1 Introduction 

A majority of today’s youth undergoing higher education continue to learn in tra-
ditional settings with little exposure of revolutionary changes predominating the 
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developed countries. One such revolution relates to ICT based learning techniques 
that has shown prominent impact in the educational system [1]. The integration of 
ICT into classrooms has improved pedagogic processes significantly [1]. What 
used to be a difficult and monotonous experience in teaching complex phenomena, 
has been completed overturned with the introduction of newer tools and tech-
niques. Rote learning which is so prevalent in higher education and traditional 
classroom teaching has several limitations in delivering the concept to the  
students. In most cases the students learn only what is exposed to them by the 
teachers. ICT has facilitated the teachers to tap into the larger expanse of 
knowledge and empowered them to enhance their teaching methodologies.  

Knowledge and comprehension are the fundamental metrics of learning. Appli-
cation of this knowledge to real problems is the ultimate goal of higher education. 
Practical education is primarily offered in the form of laboratory sessions in the 
areas of sciences and engineering. Although the number of hours devoted to prac-
tical education is insufficient to expose them to diverse scientific problems, it is 
expected to provide real world experience. Due to limited lab hours, and inability 
to repetitively perform the experiments, the cognitive load on the students to learn 
the underlying phenomena is high within the stipulated time. Additionally, since 
most laboratory experiments are done in groups, the grasp of critical details by all 
students within the group can be subpar. One of the practical ways to address  
the cognition issues have been with enhancing teaching using visual media. Com-
munication through words and pictures helps enrich learning technique [2]. The 
cognitive loads experienced by students as they are exposed to new information 
have been studied in detail by several researchers [3-4]. According to the cogni-
tive theory of multimedia learning (CTML) human information systems includes 
dual channels for visual or pictorial and auditory or verbal processing and each 
channel has a limited capacity [2] of information adsorption. The use multimedia 
enhanced interactive virtual laboratory (MEIVL) has resulted in a new dimension 
to laboratory education [5]. There are various means of reducing the cognitive 
load during instructional design [3]. MEIVL provides visualization of concepts, 
and emphasizes enhancing skills by allowing repetition. This work relates to the 
characterization of MEIVL features and their impact of cognitive load.  

2 Related Work 

How we learn and process the information is described by the two essential com-
ponents of human cognitive architecture, i.e., long term memory and working 
memory. The long term memory relates to information repository that can be ex-
ercised without conscious effort and the working memory relates to acquisition of 
knowledge [6]. The development of working memory includes learning skills that 
are learnt through human interaction without outstanding effort and those that 
have to be taught as in a classroom environment. The cognitive load theory (CLT) 
defines the influence and effective use of resources within the learning technique 
[7]. Cognitive load is most associated with design and development of instruction-
al materials and their regulation or flow of information into the learner’s memory 
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[3], [8]. Based on the different sources for cognitive load, Sweller et al [9] classi-
fied cognitive loads as intrinsic, extraneous or germane. Intrinsic cognitive load 
arises from the complexity of concepts requiring to be processed. Germane cogni-
tive load, on the other hand, is determined by the degree of effort involved in pro-
cessing the knowledge. Extraneous cognitive load is derived from the difficulties 
resulting from the instructional design. Both intrinsic and extraneous loads con-
tribute to the total cognitive loads. Historically, education was imparted first orally 
which was followed by print media or text books. Pictures improved the cognition 
and became a regular feature of all learning material. It is impossible to imagine 
teaching science without the use of pictures and words. On the other hand, com-
plex concepts which may be hard to explain through pictures and text can be 
taught with the integration of multimedia [6]. Thus visual presentation of any 
content forms the foundation of multimedia learning. 

As mentioned by Mayer [2] dual code learning through sensory mode includes 
presenting information in multiple states i.e. static and dynamic content with pic-
tures and words. Pictures can be static as well as dynamic. Static graphics includes 
illustrations and photos, while dynamic graphics includes animations or video. The 
CLT indicates that the sources of extraneous cognitive load such as split attention, 
redundancy and transiency should be reduced in multimedia based learning. The 
work on designing of online learning based on the cognitive load theory has been 
reported in the paper [10]. When Schar and Zimmerman [11] investigated means to 
reduce the cognitive load, they showed the presentation of content affected learning 
of dynamic concepts. They suggest presenting animated content in small chunks as 
an effective way to reduce the cognitive load. Finkelstein et al [12] in their compar-
ative study between the students showed distinct differences in the influence of 
multimedia between groups that underwent educational training multimedia and far 
outnumbered in performance compared to those that did not.  

This paper examines relatively unexplored educational innovation i.e. MEIVL 
from the cognitive load perspective. Some of key advantages of MEIVL are that it 
enables a learner to conceive invisible phenomena [13] and concepts. With inter-
activity integrated on individualized learning platform, MEIVL provides a pletho-
ra of possibilities in reducing the cognitive exertion required of students over time.  

3 Multimedia Enhanced Interactive Virtual Labs (MEIVL) 

The significant limitations of traditional laboratories for its inability to impart 
meaningful learning that allows substantial cognitive processing led to the devel-
opment of MEIVLs. This was developed as part of a consortium where in over 
1500 experiments in nine disciplines of engineering and sciences were designed 
for students pursuing higher education [5]. MEIVLs have a number of components 
such as description of the experiment, procedural listing of steps, videos 
exemplying the overall objectives and methods, a simulator with experimental 
parameters and an interactive animation. Although the comprehensive nature of 
MEIVLs make it an attractive supplement to theory and laboratory education, 
using multimedia for instruction can affect the cognitive load [1], [5]. Challenges 
in design of MEIVLs include understating if the cognitive processing required 
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exceeds the learner’s cognitive capacity. Fig 1 displays the modes of knowledge 
representation where in the relationship between various sensory elements to the 
MEIVL components are portrayed. The theory component of MEIVL includes 
words as well as pictures. Here pictorial representation of the concept behind the 
experiment given is in congruence with the text. Pictorial representations captivate 
the learners and grab their visual sensations. Simplicity of style in terms of presen-
tation of the text assists with coherency.  

 

Fig. 1 Modes of Knowledge Representation in MEIVL 

In the procedural component, each step for doing the experiment is systemati-
cally organized with static pictures. The simulator utilizes four memory factors, 
mainly focused on the appearance of the whole apparatus mimicking the real lab 
equipment. This is not only a visual representation but also interactive as the user 
can handle the apparatus virtually (e.g., adjusting knob). Instructions are given as 
words besides visual representations. The animations play instrumental role in 
expanding the imaginative thinking to perceive what may be invisible, and diffi-
cult to understand. Video aspects of MEIVL on the other hand does not interac-
tivity, yet does utilize most sensory memory channels. Although all of these com-
ponents for MEIVLs can be offered in a scalable fashion, the capacity to contain 
the information in the working memory can be very challenging. The next sections 
describe the characterization of the impact of components on cognitive load.  

4 Methodology  

In this study a sample of 60 undergraduate and graduate students pursuing their 
second year of engineering education were selected. Three experiments that were 
targeted for the study included measurement of refractive index by spectrometer, 
characterization of material property from Kundt’s tube apparatus and gauging the 
thermal conductivity from Lee’s disc experiment. These experiments were chosen 
based on the prior knowledge of the difficulty faced by most students in under-
standing the concept, procedure and significance of experiments. MEIVL compo-
nents for the former two experiments included animations, theory, procedure,  
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results and applications and the latter had them all except that it had a video in-
stead of animation. The undergraduate students were divided into separate groups 
of 15 and were exposed to 1) traditional labs wherein the students performed the 
three experiments in groups or 2) MEIVLs that allowed individualized learning of 
the experiment on the computer. This was followed with different cognitive tests 
for perception and conceptual understanding.  

4.1 Coefficient of Thermal Conductivity by Lee’s Disc 
Experiment  

Lee’s Disc experiment computes the coefficient of thermal conductivity of a poor 
conductor such as glass, cardboard etc. The procedure involves placing the poor 
conductor, with certain dimension i.e. radius r and thickness x, between a steam 
chamber and two highly conductive identical metal discs. Once in equilibrium, the 
heat lost by the lower disc to convection is measured and equated to that flowing 
through the poor conductor. The upper disc temperature T2 and the lower disc 
temperature T1 are recorded. The poor conductor is removed and the lower metal 
disc is allowed to heat up to the upper disc temperature T2. Finally, the steam 
chamber and upper disc are removed and replaced by a disc made of a good insu-
lator. The metal disc is then allowed to cool through T1 < T2 and toward room 
temperature T0. The temperature of the metal disc is recorded as it cools, so a 
cooling curve can be plotted. Then the slope s1 =ΔT/Δt of the cooling curve at 
temperature T1 is recorded. This description, however still lacks step-wise proce-
dure to perform experiment. But by looking at the simulator and video in MEIVL 
version of Lee’s Disc experimental as shown in Fig 2, the learning outcomes can 
be significantly influenced.  

 

Fig. 2 Simulation and Video of Lees Disc Experiment 

4.2 Refractive Index of a Prism  

The aim of the experiment was to determine the refractive index and angle of a 
given prism. A detailed explanation of this experiment is given elsewhere [14]. In 
the MEIVL version, the visual representations like animation and simulation to 
explain how the light rays strikes on one surface and how the ray is transmitted 
and reflected through prism (Fig. 3). 
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Fig. 3 Top View of MEIVL Spectrometer Fig. 4 Kundt’s tube Apparatus Simulation 

4.3 Sound Velocity and Young’s Modulus of Materials  

The objective of this experiment is to find the velocity of sound waves and the 
Young’s modulus of the material of the rod. Knowing the speed of sound in air, 
the speed of sound v in a solid rod can be calculated based on the measurement of 
sound wavelength, λ. If the frequency of the sound wave, f is known, then the 
speed of sound can be calculated from v=fλ. The apparatus consists of a long 
transparent horizontal pipe, which contains a fine powder such as cork dust or talc. 
At the Simulator Screenshot Video Screenshot ends of the tube, there are metal 
fittings. At one end of the tube, a metallic rod, of uniform radius having one or 
two meter length is introduced. This rod is clamped at the middle and carries a 
circular disc, rigidly fixed at one end. The radius of the disc is slightly smaller 
than the radius of the glass tube. The rod is inserted inside the tube, without touch-
ing it, while its other end is plugged by a metallic piston. The position of the pis-
ton can be adjusted by moving it in or out. The whole apparatus is tightly clamped 
on a table, so that there are no jerks on the tube while performing experiment. The 
MEIVL version of this experiment displays instant changes with change in length 
of the rod.  

5 Distinct Attributes of MEIVLs  

This section describes a few of the distinct attributes of MEIVLs and their direct 
impact on the cognitive load.  

5.1 Enabling Effect  

The definition of an enabling effect of MEIVLs is that its features are fundamen-
tally responsible in allowing students to understand specific concepts with clarity. 
As an example, Fig 5 shows a part of spectrometer called the telescope which  
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is used to view image. For viewing the image we need to adjust the telescope for 
getting the clear image. So we tried to check whether the student will be able to 
understand the concept of how light rays travel through the telescope on moving 
the eye piece of telescope. In the traditional lab, it would be impossible to visual-
ize these ray diagrams. By exposing students to MEIVLs, students were assessed 
on their understanding of correlation between the eyepiece movement and the 
flow of light 

 

Fig. 5 Telescopic Positions and Eyepiece Movements 

5.2 Facilitating Effect   

Facilitating effect of MEIVLs demonstrate as how a task which was previously 
difficult to perform became far more effortless with the help of MEIVL. To exem-
plify, the procedural aspects of laboratory experiments are extremely critical to the 
successful performance of an experiment. Viewing and interacting with the anima-
tion and simulation respectively, the understanding of spectrometer adjustments 
that is done to determine the angle of prism was done by asking students to sort 
randomizing pictures (Fig 6) in the right order.  

5.3 Split Attention Effect  

Split attention effect enhances cognitive load by causing learner distraction from 
the exposed sources of information. This could result from lack of coherent organ-
ization of pictorial and textual content. This work investigated if split attention 
effect was induced by MEIVL. One of the examples that were used to measure 
this effect, based on Kundt’s tube experiment is elaborated here. One set of stu-
dents completed this experiment in traditional lab, while the other set using Eye-
piece movement MEIVLs. Both sets of students were then asked to label the pic-
tures shown in Fig 7 with a title based on their understanding. 
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Fig. 6 Random Arrangement of Spectrometer 
Adjustments 

Fig. 7 Sequential Steps in Kundt’s 
Tube Experiment 

6 Results and Discussions 

The students that were subjected to both traditional physical lab (PL) and MEIVLs 
were assessed for 1) their cognition of governing principles of three experiments 
detailed above 2) their understanding of procedural aspects of the experiments and 
3) the speed of recollection. These assessments reflected the cognitive demand on 
the students from both approaches.   

6.1 Difficulty Rating  

Prior to analyzing the differences in the performance between the labs, the percep-
tion of difficulty amongst the students was first ascertained. Ten questions were 
given as part of a questionnaire. The questions given were of three types:  
1) Theory - questions pertaining to theoretical aspects of physics phenomena that 
governed the experiments 2) Procedure – questions that only related the sequence 
of practical steps required to perform the experiments and 3) Application – ques-
tions that required understanding the concepts and applying them to solve prob-
lems. Fig 8a and 8b show the distribution of difficulty rating in these questions  
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between the two sets of students that went through PL or MEIVL. The students 
that went through MEIVL found most questions in all three categories easier than 
those that went through PL. Another implication is that application oriented prob-
lems were twice as hard for the PL students than the MEIVL.  
 

 

Fig. 8a Difficulty rating of Questions by MEIVL Students 

 

Fig. 8b Difficulty rating of Questions by PL Students 

6.2 Speed of Recollection  

An indirect measure of conceptual understanding is the speed of factual recollec-
tion. In this section, an online instrument that contained twenty questions that 
included multiple choice questions and pictorial ones were included. Students 
were divided into two groups those that underwent only PL and those that were 
exposed to MEIVL. A maximum time of three hours were given to answer the 20 
questions or tasks. This being an online test, the time taken by individual students 
to complete the assessment was individually monitored. Fig 9 shows a plot of the 
percentage of students completing the task and the time taken to do the same.  
A significant advantage in terms of completion time is seen with MEIVL.  
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Fig. 9 Speed of Recollection 

6.3 Cognition of Technical Content  

Although there is significant improvement in the time taken by students to answer 
questions as seen in the previous section, it is more important to gauge their level 
of comprehension. Towards this, the scores from the assessed are plotted in  
Fig 10. Students that went through PL and MEIVL were first assessed and then 
compared to students that underwent both PL & MEIVL. The performance was 
monitored at the end of first hour and then again at the end of second hour. Three 
observations are made from this study. The PL students have poor understanding 
of the experiments average 20% scores while MEIVL demonstrate a much better 
performance averaging over 70%. Secondly extending the time for completion did 
not significantly help the students. Thirdly, subjecting students to both PL and 
MEIVL had similar performance as MEIVL alone. 
 

 

Fig. 10 Cognition of Technical Content 
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An independent t-test was conducted to examine the effect of MEIVL’s attrib-
utes described in section 5. The results are tabulated in Table 1. To evaluate the 
enabling effect, the groups of students that went through MEIVL were able to 
easily identify the path of light rays through the telescope easily compared to 
those that did not. This is because unlike in MEIVL, the lab instructor in PL 
would not be able to show the movement of light rays. So it will be hard for a 
learner to conceive the idea of diagram without the help of MEIVL. When the 
facilitating effect of MEIVL was assessed on students by randomizing a sequence 
of procedural images, they had no issues in ordering them correctly. The challenge 
remained with students that were exposed to PL. The cognitive load in processing 
the information presented in the PL was too high and students performed poorly in 
spite of visual and textual information given to them. The split attention effects 
from MEIVL were also found to be low based on the high scores from this group. 
The PL group that was devoid of multimedia enhanced interactive features has to 
mentally integrate the picture with the text, a process that is cognitively demand-
ing. In spite of the solution for the picture provided to them, the students found it 
hard to find a suitable answer by analysing the picture. So viewing the picture and 
there after reading the text or vice versa can imposes a load on the students. Tak-
ing an average of all students, the MEIVL group had a much higher mean score 
(N=15, M=18.52, SD=3.16) compared to the students that went through PL. 
(N=15, M=11.19, SD=3.09).  

Table 1 Comparison of groups with and without animation in three different cases 

Case 
 

Group 
 

N 
 

Mean 
 

SD 
 

t Test 
 

Enabling MEIVL 
PL 

15 
15 

4.86 
2.2 

1.03 
0.76 

t=2.048407 

df=28, 
p=0.00000001106 

Facilitating MEIVL 
PL 

15 
15 

5.13 
3.46 

0.83 
0.89 

t=2.048407 
df=28, 

 p=0.000013 
Split  

Attention 
MEIVL 

PL 
15 
15 

8.53 
5.53 

1.30 
1.44 

t=2.048407 
df=28, 

p=0.00000196 

7 Conclusions  

Laboratory education in most institutions is not given sufficient prominence and 
this in turn has resulted in scientists with poor laboratory skills. MEIVLs have 
brought in a much needed disruptive intervention in laboratory education practic-
es. Based on the cognitive load theory and its influence on learning and adapta-
tions to MEIVL, this work finds strong correlations to the quality of learning  
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experiences and the cognitive load associated with it. From the various studies 
conducted MEIVLs have strong influences on the grasp of content due to the inte-
grated visual, auditory, pictorial as well as interactive modes of engaging the stu-
dents. Over 60% of students found the presentation, organization and delivery of 
MEIVL so effective in that the average mean score changed by over 50% on 
learning from MEIVL. The time to learn and present the learning in a coherent 
fashion is indicative of the enormous impact MEIVLs can have in the landscape of 
ICT based innovations. Irrespective of the type of assessment i.e. whether online 
or in the classroom, with limited or extended times, with type of questions asked 
in descriptive, definitional or multiple choice format, MEIVL group of students 
always did better by scoring 30% over the PL group of students. One of the rea-
sons for such a large change in the performance is due to the reduction in the ex-
tent of difficulty that student faced in comprehending the phenomena with 
MEIVL. The cognitive loads can be greatly reduced with introduction of MEIVLs 
in mainstream laboratory education.  
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The Exploitation of Unused Spectrum  
for Different Signal’s Technologies 

Ammar Abdul-Hamed Khader, Mainuddin Mainuddin, and Mirza Tariq Beg 

Abstract. Technological advances and market developments in the wireless com-
munication area have been astonishing during the last decade and the mobile 
communication sector will continue to be one of the most dynamic technological 
drivers within comparative industries. This paper extend our previous work for 
detection and discrimination signals, and  deals with a cognitive radio system 
(CR) to improve spectral efficiency for three signals (WiMAX, Frequency Hop-
ping and CDMA2000) by sensing the environment and then filling the discovered 
gaps of unused licensed spectrum with their own transmissions. We mainly fo-
cused on energy detector spectrum sensing algorithm. The simulation shows that 
the CR systems can work efficiently by sensing and adapting the environment, and 
showing its ability to fill in the spectrum holes then serve its users without causing 
harmful interference to the licensed user.   

Keywords: Cognitive Radio (CR), Primary User (PU), Secondary User (SU), 
Cognitive User (CU), Spectrum sensing, Energy Detector. 

1 Introduction 

Wireless technology has become part and parcel of our daily life. Wireless spectrum 
is a precious and scarce resource in communication technology. Hence efficient 
utilization of spectrum is essential. It has been observed by several surveys that a 
significant portion of licensed spectrum remains unutilized. Conventional fixed  
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assignment of spectrum results in severe under utilization (as low as 10%) of limited 
licensed/regulated spectrum. So there is a need for innovative techniques that can 
exploit the wireless spectrum in a more intelligent and flexible manner [1, 2]. 

Dynamic spectrum access (DSA) techniques have been developed for efficient 
utilization of regulated spectrum. In DSA, secondary users (who have no spectrum 
license) can be allowed to use un-utilized licensed spectrum temporarily in oppor-
tunistic manner. However primary users (PUs) retain priority in using the spectrum. 
Cognitive Radio (CR) is a technology that makes use of DSA to utilize the spectrum 
more efficiently in an opportunistic fashion without interfering with PU [3,4,5].  

In CR technology, secondary user’s (SU) transmitter changes its parameters 
based on active monitoring of environment. CR enables SU to sense the empty 
portion of spectrum, select the best available channel within this portion, coordi-
nate spectrum access with other users and vacate the channel when the primary 
user enters the environment [6, 7].  Since SU are allowed to transmit data simulta-
neously through a spectrum meant for PU, it should be aware of the presence or 
reappearance of it. Thus detection of already existing or entry of new PUs is the 
first task of CR device. There are various detection techniques such as energy 
detection, feature detection and matched filter detection [2, 8]. Each detection 
method has its pros and cons. Signal to noise ratio (SNR) can be maximized using 
matched filtering but it is difficult to detect signal without signal information.  
Feature detection approach is based on cyclostationarity; it must also have infor-
mation about received signal. But in the CR scenario, the devices do not know 
about primary signal structure and information. Energy detection method does not 
require any information about the signal to be detected, but it is prone to false 
detection as it depends on the signal power. Due to simplicity and independence of 
prior knowledge of signals in CR environment, energy detection approach has 
been selected here.  

In this paper we extend our previous work [9] that deals with the detection and 
discrimination of the three different signals (CDMA2000, WiMAX and FH sig-
nals) only. On this work, we opportunistically utilize the unused spectrums of 
these signals for unlicensed user. 

2 Related Work 

An algorithm [10] for detecting mobile WiMAX signals in cognitive radio sys-
tems is based on preamble-induced second-order cyclostationarity. They derive 
closed form expressions for the cyclic autocorrelation function and cyclic frequen-
cies due to the preamble, and use these results in the proposed algorithm for signal 
detection. In paper [11] of the same authors they proposed a cyclostationarity 
based algorithm for joint detection and classification of the mobile WiMAX  
and LTE OFDM signals. The algorithm exploits a priori information on the 
OFDM useful symbol duration for both signals. Four different approaches for 
spectrum pooling at the instance of spectrum crunch in the designated block are 
considered in [12]. In first approach, channel occupancy through random search in 
complete pooled frequency spectrum is simulated. In second, the channel occu-
pancy through existing regulations based on fixed spectrum allocation (FSA) is 
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simulated. In third, FSA random i.e., allocation of resources to different technolo-
gies in the designated slots only through randomized search is simulated. Lastly 
the channel occupancy in designated slots through Genetic Algorithm (GA) based 
optimized mechanism is simulated to achieve the desired grade of service (GoS). 
Paper [13] propose an adaptive spectrum sharing schemes for code division  
multiple access (CDMA) based cognitive medium access control for uplink com-
munications over the CR networks. The proposed schemes address the joint prob-
lems of channel sensing, data transmission, and power and rate allocations. Under 
this scheme, the SUs can adaptively select between the intrusive spectrum sharing 
and the non-intrusive spectrum sharing operations to transmit data based on the 
channel utilization, traffic load, and interference constraints. 

3 Spectrum Sensing Schemes 

The spectrum sensing feature of CRs introduces techniques for detecting commu-
nication opportunities in wireless spectrum by the employment of SUs with  
low-priority access to the spectrum. Three signal processing methods used for 
spectrum sensing are discussed below [13,14,15]:  

3.1 Matched Filter Detection  

Matched filter (MF) provides optimal detection by maximizing SNR but requires 
demodulation parameters. An optimal detector based on MF is not an option since 
it would require the knowledge of the data for coherent processing. This means 
that CR has a priori knowledge of PU signal at both PHY and MAC layers, e.g. 
modulation type and order, pulse shaping, packet format. The main advantage of 
MF is that, due to coherency it requires less time to achieve high processing gain. 
The MF correlates the known signal s(n) with the unknown received signal x(n), 
and the decision is made through: 
 

T(x) ≜ ∑ ( ) ∗ ( ) −                                              (1) 
 

The test statistic T(x) is normally distributed under both hypotheses: 

T(x) ~    
(0,   )        0(  ,   )    1                                    (2) 

 

Where N is the number of samples and    is the noise variance and    is the  
average primary signal power [16].  

3.2 Cyclostationary Feature Extractions  

In general, modulated signals are characterized by built-in periodicity or cyclosta-
tionarity such as pulse trains, repeating spreading, hoping sequences, or cyclic 
prefixes. This feature can be detected by analyzing a spectral correlation function. 
The main advantage of feature detection is robustness to uncertainty in noise 
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power. However, it’s computationally complex and requires significantly long 
observation times [8]. A random process x(t) can be classified as wide sense cyc-
lostationary if its mean and autocorrelation are periodic in time with some period 
T0. Mathematically they are given by [17], 

Ex(t) = μ(t + mT0)                                                 (3)     

Rx(t, τ) = π(t + mT0, τ)                                              (4) 
 

where, t is the time index, τ is the lag associated with the autocorrelation function 
and m is an integer.  

3.3 Energy Detection 

Energy detection (ED) technique is applied by setting a threshold for detecting the 
existence of the signal in the spectrum. If the receiver cannot gather sufficient  
information about the PU signal, the optimal detector is an ED. However, the per-
formance of the ED is susceptible to uncertainty in noise power [2,8,13,14,15,16]. 
Conventional ED consists of a low pass filter to reject out of band noise and adja-
cent signals, Nyquist sampling A/D converter, square-law device and integrator. 
The detection is the test of the following two hypotheses: H0: Y [n] = W[n]   signal absent                                     (5) 

 H1: Y [n] = X[n] +W[n]   signal present  (n = 1,…, N)             (6)  
Where N is observation interval. The noise is assumed to be additive white and 

Gaussian (AWGN) with zero mean and variance σw
2.  

A decision statistic for energy detector is: = ( [ ])                                                       (7) 

Note that for a given signal bandwidth B, a pre-filter matched to the bandwidth 
of the signal needs to be applied. This implementation is quite inflexible, particu-
larly in the case of narrowband signals and sine waves.  

An alternative approach could be devised by using a Periodogram Energy  
Detector (PED) to estimate the spectrum via squared magnitude of the Fast Fou-
rier Transform (FFT). It can be implemented similar to a spectrum analyzer by 
averaging frequency bins of FFT. Processing gain is proportional to FFT size N 
and observation/averaging time T. Increasing in value of N improves frequency 
resolution which helps narrowband signal detection. This architecture also pro-
vides the flexibility to process wider bandwidths and sense multiple signals simul-
taneously [14]. 

4 The Energy Detection Algorithms 

The input signal x (t) is a periodic signal if there exist a constant T0 > 0 such that: 
 ( ) = ( + 0)   − ∞ < < ∞                                 (8) 
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Where t denotes time, the smallest value of T0 that satisfies this condition is the 
period of x (t). And the period of T0 defines the duration of one complete cycles  
of x (t). 

In analyzing communication signals, it is often desirable to deals with the 
waveform energy. We classify x (t) is an energy signal if and only if, it has non 
zero but finite energy and (0 < Ex <∞) for all time, where: 

 =  ( )                                                 (9) 

The Energy Spectral Density (ESD) is: 

 = | ( )|                                              (10) 

And: ( ) = ( ) = ( )                                 (11) 

If {x (n)} is a sampled data sequence which is available for only a finite time 
window over   n = 1, 2, 3,……, N,  then the discrete Fourier transform (DFT) of  
x(n) is: 

{ }
N 1

( j2 nk / N )

n 0

DFT x(n) X(k) x (n)e
−

− π

=

= =   (12) 

From Parsevel theorem:   
2 2N 1 N 1

n 0 n 0

x(n) t X(k) f
− −

= =

⋅ Δ = ⋅ Δ                (13) 

 
Also the power spectral density (PSD) estimation SN(k) for a random signal xN is 
the DFT of the autocorrelation function estimate RN(k) i.e: 

( j2 nk/N)
N NS (k) R (k)e

∞
− π

−∞

=      (14) 

 

This definition relates the two estimates, it is motivated by the fact that the true 
PSD  and autocorrelation function obeys the similar  DFT  relation:  
 

( j2 nk/N)S (k) R (k)e
∞

− π

−∞

=      (15) 

 

The spectral density estimation of (14), can be defined in terms of the sample 
autocorrelation function, and can be related directly to the observed data. It can be 
shown that  SN(k)  has the following simple relationship to the  DFT  XN(k) of the 
data samples: 

2N 1
2( j2 nk/N)

N n N
n 0

1 1
S (k) x e X (k)

N N

−
− π

=

= =            (16) 
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Equation (16) can be derived by substituting RN  into (14) where: 

N n n k
n

1
R (k) x x

N

∞

+
=−∞

= ⋅       (17) 

then  SN(k)  become:  

( j2 nk/N)
N n n k

k n

1
S (k) x x e

N

∞ ∞
− π

+
=−∞ =−∞

= ⋅ ⋅     (18) 

When a factor of 1 = e (-j2πnk/N). e (j2πnk/N)  is introduced into (18), the following can 
be obtained: 

( j2 nk/N) ( j2 (n k)/N)
N n n k

n k

1
S (k) x e x e

N

∞ ∞
− π − π +

+
=−∞ =−∞

= ⋅  (19) 

Changing the summation variable to m = n + k in the second sum, it can be seen 
that: 

2

N N N N

1 1
S (k) X (k) X (k) X (k)

N N
∗= ⋅ =      (20) 

This spectral density estimate is called a periodogram. The periodogram is seen to 
be the magnitude squared of the DFT of the data divided by N [18]. 

5 Simulation Model 

Fig.1 shows a simulation model system for IEEE 802.16 (WiMAX), frequency 
hopping (FH) and CDMA2000-1xRTT systems. The WiMAX (802.16-2004) con-
sist of: data source, forward error correction (FEC) and modulator, IFFT, OFDM 
transmitter and nonlinear amplifier in the transmitter. While the receiver’s blocks 
are: OFDM receiver, gain and phase compensator, FFT, demodulator and FEC. 
The signal parameters are: Frequency Band-2GHz, OFDM carriers-256, Adaptive 
Modulation  QPSK, 16QAM, 64QAM, Duplexing TDD and Channel Bandwidth 
3.5MHz.  

The transmitter in the FH system consists of two important parts, the PN code 
generator and the frequency synthesizer. The length of m-sequence is (27 – 1). The 
frequency synthesizer generates frequencies that are integer multiple of reference 
frequency (fref) corresponding to binary coded decimal (BCD) of the contents of 
the shift register of PN code generator. The generated frequency will hop over a 
bandwidth of (0.7 MHz) with the channel spacing (fref) of  (0.1 MHz). The overall 
hopping signal’s bandwidth (BWss) is approximately: 

         

 BWss  =   m * fref  + BWFSK                                       (21) 
         

The data stream from Bernoulli binary generators applied to binary MFSK 
modulator with carrier frequencies (1MHz).  Here the non spread signal has a 
bandwidth (BWFSK) is approximately  
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  f1 + rate = 1 MHz  + 0.1MHz  =   1.1 MHz                         (22) 

and        
BWss =7 * 0.1 MHz k +1.1 MHz =1.8 MHz 

CDMA2000-1xRTT has: radio frequency (RF) bandwidth of (1.25 MHz) radio 
channels. Adding 64 more traffic channels to the forward link, orthogonal to 
(in quadrature with) the original set of 64. It supports packet data speeds of up to 
153 Kbit/s with real world data transmission averaging 80–100 Kbit/s.  

 

 
Fig. 1 Matlab Block Diagram for the Entire System  

CDMA 2000 1xRTT systems, uses 42-bit PN (Pseudo-Random Noise) Se-
quence called “Long Code” to scramble voice and data. On the forward link (net-
work to mobile), data is scrambled at a rate of 19.2 Kilo symbols per second 
(Ksps) and on the reverse link, data is scrambled at a rate of 1.2288 Mega chips 
per second (Mcps) with Data Capability 9.6/14.4 kbps. Then separate EDs are 
used after these signals crossing noisy channel (Multipath & Rayleigh Fading 
Channel with AWGN) and three Bouncy Detectors (details in [9]). EDs is popular 
for signal detection due to its simple design and small sensing time. The total sig-
nal power (energy per unit time) is proportional to the average magnitude squared. 
A power spectrum describes an energy distribution of a time series in the fre-
quency domain. The results of energy detectors categorize which channel(s) is 
busy and which is idle by displaying the sorted amount (1) or (0) respectively. 
Where (1) is used for licences user’s signal presence (the amount of energy meas-
ured above the threshold level) or (0) is for absent signal (the amount of energy 
measured below threshold level). The SUs frequently sense the channel. And this 
information is used in CR system in order to be able to exploit the idle channel 
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case and transmit a signal (unlicensed user) within this period of time. If the in-
formation is changing and the PU appeared in any channel, the CR leaves this 
channel to license user and stop transmitting on it.  

Depends on the current information all channels can be classified into three 
types of spectrum holes [16]:  

1. Black spectrum holes, which are fully used, 
2. Gray spectrum holes, which are partially used and  
3. White spectrum holes, which are not used. 

After the sensing operation is completed, the users are allowed to access freely 
the white holes and partially use the gray holes in such a way that does not disturb 
the primary user. But they will not use the black holes, because they are assumed 
to be fully used and any extra use will interfere with the ongoing communication. 

6 Results and Discussion  

Fig. 2 shows the variation in Bit Error Rate (BER) with respect to SNR for the 
three signals (WiMAX, FH and CDMA2000). The highest BER (49%) is observed at 
low value of SNR (-10 dB) and it decreases rapidly with increase in SNR (about 
0.1% BER for CDMA2000 at 15 dB SNR). Fig. 3 illustrates the delay time for 
leaving or occupying the channel of SU with respect to SNR. We can see that the 
system is suffered from more delay at lower values of SNR. The channel occupa-
tion and vacation delay time decreases with increasing SNR. Fig. 4 shows the 
behaviour of PED (in the upper) and the CR system (in the lower). The PED 
senses the spectrum and gives (1) when the PU signal is present and (0 or NO) 
when the PU signal is absent. It is reverse in the CR, in which it gives (0) that 
means no signal should be transmitted when the PU is present and stay in sensing 
state (Se. S), then change its state to (1 or SU T(transmit)) and gives an indica-
tion to the SU to opportunistically use the spectrum when the PU is absent.  
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

Fig. 2 BER vs. SNR for the WiMAX, FH 
and CDMA2000 Systems  

Fig. 3 Delay time vs. SNR for the WiMAX, 
FH and CDMA2000 Systems 
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Fig. 4 to Fig. 7 are divided into three time slots (in x axis), where each slot 
takes about 30 sec. (0-30, 31- 60 and 61- end sec.). That means PU change its state 
every 30 sec. In Fig. 4, first slot is for the case when WiMAX PU signal is present 
and has 20 dB SNR. The second slot indicates (NO) transmitted signal, where the 
processed signal contains noise only. The final slot starts after 60 sec and contains 
WiMAX PU signal with 10 dB SNR. We can notice that there is no error occurs in 
the detection of PU because of high SNR values.  

Fig. 5 and Fig. 6 also show the behaviour of PED and CR but for FH signals. In 
Fig. 5, different SNR values for the three time slots are (-1 dB) signal, noise only,  
(-2 dB) signal, whereas in Fig. 6, these values for three time slots are (-4 dB) signal, 
noise only, (-8 dB) signal respectively. Also same SNR values for CDMA2000 sig-
nal and noise have been used in Fig. 7. It is clear from these Figures that the error in 
detecting PU (probability of detection Pd) and false alarm error (Pf) is observed 
when the SNR is too low (under (-2dB)) and in same time an error occur in a lower 
side (CR) and labelled as (Se. S Er and SU T Er) respectively because the PED 
threshold gets confused between two cases signal presents or absents. 
 

 

Fig. 4 PED (in the upper) and CR (in the 
lower) when the WiMAX PU present, ab-
sent and present 

Fig. 5 PED (in the upper) and CR (in the 
lower) when the FH signal with -1 dB, 
Noise only and FH with -2 dB 

 

Fig. 6 FH signal with -4 dB, Noise only and 
FH signal with -8 dB 

Fig. 7 CDMA2000 signal with -1 dB, Noise 
only and CDMA2000 signal with -2 dB 
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7 Conclusions 

This paper discusses the problem of detecting the presence and absence of PUs in 
IEEE 802.16 OFDM, FH signal and CDMA2000 and exploits the idle spectrum(s) 
for CU(s). It extend our previous work for detection and discrimination signals, 
and deals with a cognitive radio system (CR) to improve spectral efficiency for 
three signals. As the knowledge of the authors it is the first time happened in the 
literature that the behaviour of these three systems are examined together in one 
system. The Periodogram Energy Detectors have been used to detect the presence 
of the PUs after these signals pass through bouncy detector. The SUs stay in sens-
ing period and try to exploit the spectrum when the channel is idle. Then vacate 
the channel as fast as possible when the detectors detect the presence of PU. The 
simulation results of detection and the exploitation of an idle channel have been 
done without error at high value of SNR. Simulation results show that an error 
occurs only with low values of SNR and negligible amount of delay time has been 
observed between PU and SU changing state. 

Acknowledgments. The authors take this opportunity to express a deep sense of 
gratitude to the Ministry of Higher Education and Scientific Research in Iraq and 
Jamia Millia Islamia in India, which helped us in completing and supporting this 
work through various stages.  

References 

1. Kennington, J., Olinick, E., Rajan, D.: Wireless Network Design Optimization Models 
and Solution Procedures. Springer Science & Business Media, LLC (2011) 

2. Antonio De, D., Emilio, C.S., Benedetto, M.-G.: A Survey on MAC Strategies for 
Cognitive Radio Networks. IEEE Communications Surveys & Tutorials (2010) 

3. Liu, Y., Wan, Q.: Enhanced compressive wideband frequency spectrum sensing for 
dynamic spectrum access. EURASIP Journal on Advances in Signal Processing (2012) 

4. Yoon, S., Li, L.E., Liew, S., Choudhury, R.R., Tan, K., Rhee, I.: QuickSense: Fast and 
Energy-Efficient Channel Sensing for Dynamic Spectrum Access Networks. In: IEEE 
INFOCOM (April 2013) 

5. Hossain, E., Dusit, N., Zhu, H.: Dynamic Spectrum Access and Management in Cogni-
tive Radio Networks. Cambridge University Press (2009) 

6. Mitola III, J., Maguire Jr., G.Q.: Cognitive radio; making software radios more person-
al. IEEE Personal Communications Magazine 6(4), 13–18 (1999) 

7. Song, C., Lan, Z., Sean, S.C., Wang, J., Baykas, T., Harada, H.: Autonomous Dynamic 
Frequency Selection for WLANs Operating in The TV White Space Communications 
(ICC). In: 2011 IEEE International Conference (June 2011) 

8. Marinho, J., Monteiro, E.: Cognitive radio, survey on communication protocols, spec-
trum decision issues, and future research directions. Springer Science & Business Me-
dia, LLC (2011) 

9. Khader, A.A.H., Shabani, A.M.H., Beg, M.T.: Joint Detection and Discrimination of 
CDMA 2000, WiMAX and Frequency Hopping Signals. American Journal of Scien-
tific Research (89) (July 2013) 



The Exploitation of Unused Spectrum for Different Signal’s Technologies 167 

10. Al-Habashna, A., Dobre, O.A., Venkatesan, R., Popescu, D.C.: WiMAX Signal Detec-
tion Algorithm based on Preamble-Induced Second-Order Cyclostationarity. In: IEEE 
Globecom (2010) 

11. Al-Habashna, A., Dobre, O.A., Venkatesan, R., Popescu, D.C.: Joint Signal Detection 
and Classification of Mobile WiMAX and LTE OFDM Signals for Cognitive Radio. 
In: Signals, Systems and Computers (ASILOMAR), Conference Record of the Forty 
Fourth Asilomar Conference (2010) 

12. Sridhara, K., Nayak, A., Singh, V., Dalela, P.K.: Enhanced Spectrum Utilization for 
Existing Cellular Technologies Based on Genetic Algorithm in Preview of Cognitive 
Radio. Int. J. Communications, Network and System Sciences 2 (2009) 

13. Gorcin, A., Qaraqe, K.A., Celebi, H., Arslan, H.: An Adaptive Thresh-old Method for 
Spectrum Sensing in Multi-Channel Cognitive Radio Networks. In: 17th International 
Conference on Telecommunications (2010) 

14. Cabric, D., Tkachenko, A., Brodersen, R.W.: Experimental Study of Spectrum Sensing 
based on Energy Detection and Network Cooperation. In: TAPAS 2006 Proceedings of 
the First International Workshop on Technology and Policy for Accessing Spectrum, 
Article No. 12. ACM, New York (2006) 

15. Tabassam, A.A., Ali, F.A., Kalsait, S., Suleman, M.U.: Building Cognitive Radios in 
MATLAB Simulink– A Step Towards Future Wireless Technology. In: IEEE Confer-
ence UKSIM International Conference on Computer Modelling and Simulation (2011) 

16. Satyanarayana Eerla, V.V.: Performance Analysis of Energy Detection Algorithm in 
Cognitive Radio. M.Sc. thesis, NIT Rourkela, India (2011) 

17. Baldini, G., Giuliani, R., Capriglione, D., Sithamparanathan, K.: A Practical Demon-
stration of Spectrum Sensing For Wimax Based on Cyclostationary Features. Chapter 
of book. INTECH (2012) (online March 16) 

18. Khuder, A.A.H.: Spectrum Estimation of Frequency Hopping Signal. AL-Mansour 
Journal, No.14 Special Issue, Part two (2010) 



A Sphere Decoding Algorithm for
Underdetermined OFDM/SDMA Uplink System
with an Effective Radius Selection

K.V. Shahnaz and C.K. Ali

Abstract. Multiuser Detection (MUD) Techniques for orthogonal frequency divi-
sion multiplexing/space division multiple access (OFDM/SDMA) system remain a
challenging area especially when the number of transmitters exceed receivers. Max-
imum Likelihood (ML) detection is the optimal one, but infeasible due to the high
complexity when large number of antennas are used together with high order mod-
ulation scheme. Sphere Decoding (SD) algorithm with less complexity but perfor-
mance near to ML has been explored widely for determined and overdetermined
MIMO channels. Very few papers that efficiently deal with an underdetermined
OFDM/SDMA channel have been published so far. In this paper a simple pseudo-
antenna augmentation scheme has been employed to utilize SD in a rank-deficient
case. An effective radius selection method is also included.

1 Introduction

Combination of orthogonal frequency division multiplexing (OFDM) with smart
antenna designs have emerged in recent years [1]. They are applied with the main
objective of combating the effects of multipath fading on the desired signals, there
by increasing both the performance and capacity of wireless systems. An applica-
tion of smart antennas is space division multiple access (SDMA). Here the users are
identified with the help of their spatial signature. Channel distortion due to multi-
path propagation is easily mitigated with OFDM, while bandwidth efficiency can be
increased with use of SDMA. The performance improvement of OFDM/SDMA has
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become an attractive research topic for emerging future wireless systems. Channel
estimation and multiuser detection are two major tasks to be handled effectively. In
this paper, focus is on multiuser detection (MUD), assuming perfect channel knowl-
edge at the receiver. To solve the problem of multiuser detection in OFDM/SDMA
systems, various classical solutions are available, having varying complexity, like
zero forcing (ZF), minimum mean square error (MMSE), successive interference
cancellation (SIC), parallel interference cancellation (PIC) [2].

OFDM/SDMA systems confront with three channels. Underloaded (number of
BS antennas (Nr) larger than transmitters (Nt)), fullyloaded (Nr same as Nt ) and
overloaded (Nr less than Nt ) which is also called a rank-deficient or underdeter-
mined channel. In rank-deficient systems, the Nr ×Nt dimensional OFDM/SDMA
channel matrix becomes singular and, hence, noninvertible, thus making the degree
of freedom of the detector insufficiently high for detecting the signals of all the
transmitters. Above detectors perform well for the first two cases but exhibit very
poor performance in the third case which we know is the practical scenario.

We use an efficient Sphere Decoding (SD) algorithm to tackle this problem. SD
algorith was introduced by Finke and Phost [3] in 1985. Since then it has been
widely used in various communication applications. It searches a lattice point in a
hypershere centred at a given vector, there by reducing the search space and hence
the tedious computations required for ML detection. There are a few papers in lit-
erature that treat underdetermined MIMO channels. But all require some detailed
procedures. The pseudo-antenna augmentation scheme in [5] gives a simple and
powerful approach to treat rank-deficient MIMO channels and has been extended
to an OFDM/SDMA system. The linearly reducing radius selection based on noise
variance is also simple and effective.

2 System Model

The multiuser OFDM/SDMA system considered supports Nt mobile stations (MSs)
simultaneously transmitting in the Up Link (UL) to the Base Station (BS). Each
of the users is equipped with a single transmit antenna, whereas the BS employs
an array of Nr antennas. It is assumed that a time division multiple access protocol
organizes the division of the available time domain resources into OFDM/SDMA
time slots. Instead of one, Nt MSs are assigned to each slot that is allowed to simul-
taneously transmit their streams of OFDM-modulated symbols to the BS [1].

At the kth subcarrier of the nth OFDM symbol received by the Nr - element BS
antenna array we have the received complex signal vector y[n,k], which is consti-
tuted by the superposition of the independently faded signals associated with the Nt

mobile users and contaminated by AWGN, expressed as:

y = Hs+ n (1)

where the Nr × 1 dimensional vector y, the Nt × 1 dimensional vector s and the
Nr × 1 dimensional vector n are the received, transmitted and noise signals, re-
spectively. The indices [n,k] have been omitted for notational convenience. Here,
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Fig. 1 Schematic of the OFDM/SDMA Uplink System

y = (y1,y2,y3...yNr)
T , s = (s(1),s(2),s(3)...sNt ))T and n = (n1,n2,n3...nNr)

T . Nr ×Nt

dimensional matrix H contains the frequency domain channel transfer functions
(FD-CHTF) of Nt users.

3 Sphere Decoding Algorithm

Any multiuser detection technique for single carrier MIMO can be used for the
latest proposed OFDM/SDMA also, as it is done on per-carrier basis. It is intuitive
that the ML Detector gives the optimum result as it searches through all possibility
of transmitted symbols. Exhaustive search by optimum ML detector requires 2mNt

evaluations of the decision metric for finding the most likely transmitted Nt user
symbol vector ŝ.

ŝ = arg
{

mins∈MNt ‖y−Hs‖2
}

(2)

The set of MNt number of trial vectors are elements of Mc that denotes the set con-
taining the M = 2m number of legitimate complex constellation points associated
with the specific modulation scheme employed, while m denotes the number of bits
per symbol.

To reduce the complexity of ML, SD limits the searching space by radius r. Then
the decision criterion of ML detection will be

‖y−Hs‖2 < r2 (3)

By QR decomposition of channel matrix H, Eqn. 3 can be decomposed as fol-
lows.

‖y−Hs‖2 = ‖y−QRs‖2 < r2 (4)

which again can be written as∥∥QHy−Rs
∥∥2

= ‖z−Rs‖2 < r2 (5)



172 K.V. Shahnaz and C.K. Ali

Q is Nr×Nr orthogonal matrix and R is Nt ×Nt upper triangular matrix. z is QHy
and a Nt ×1 vector. By the property of upper triangular matrix R, the rule of ML de-
tection can be mapped to a tree-searching problem. Metric for tree search is defined
as Partial Euclidian Distance (PED) which is given by

PED : Ti
(
si)= ∥∥bi+1 − riis j

∥∥2
+Ti+1

(
si+1) (6)

where bi+1 = zi −∑Nt
j=i+1 ri js j and TNt+1

(
sNt+1

)
= 0

Tree searching is started at level i = Nt . After calculating PED, the next node to
visit is determined by SD algorithm. Various SD algorithms can be classified into
three categories according to their tree searching stategies which are Fincke and
Phost (FP), Schnorr-Euchner (SE) and K-Best(KB) Algorithm. This paper consider
SE-SD since it can guarantee fixed throughput without severe performance degra-
dation [4].

The complexity of SD also depends on the radius r of the hypersphere. If r is
too large, the hypersphere contains too many lattice points, if r is too small, the
hypersphere may contain no lattice point at all. There are no general guidelines for
selecting r and it depends on the particular application. Next section discusses a
simple method to choose an appropriate r.

3.1 Radius Selection

A deterministic method for selecting an initial hypershere radius has been proposed
by Qiao in [8]. This method is designed for communication application.

The steps involved are:

1. Solve z = Rs.
2. Round the entries of s to their nearest integer, s̃ = �s�
3. Set r = ‖Rs̃− z‖2

This s̃ is known as Babai estimate. The Sphere ‖Rs− z‖2 = r contains atleast one
lattice point, namely s̃, the integer vector closest to the real least squares solution s.
In communication application, this procedure is nothing but ZF equalization.
Let us examine the size of r.
Take d = s̃− s,

then Rs̃− z = R(s+ d)− z = Rd, as z = Rs

Since d = �s�− s, ‖d‖2 ≤
√

Nt/2.

Thus, r = ‖Rd‖2 ≤ √
Nt/2‖R‖2 =

√
Nt/2‖H‖2 = ‖H‖2 as we take Nt = 4 for

simulation.
In this paper, the channel considered is a multipath wi-fi indoor channel mod-

elled by Rayleigh fading. Due to channel power constraint, ‖H‖2 is not large. Con-
sequently the radius of the search sphere is not large. The SD algorithm using
r = ‖Rs̃− z‖2 will find the integer least square solution in this sphere, possibly on
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its surface. Due to imperfection in channel estimation and rounding errors in calcu-
lation of r, the SD algorithm fails to find a lattice point in the computed hypersphere
at low SNR. So a value greater than the computed r which does not compromise the
complexity and yet give a good performance has to be selected for the simulation.

3.2 Pseudo-antenna Augmentation Scheme

The sphere decoders designed for the case where Nr ≥Nt fail when Nr <Nt since the
channel matrix H does not have full column rank and therefore cannot be QR fac-
torized. In paper [5], a modification has been done to the channel matrix estimated,
as

H̃ =

⎡⎣ eI(Nt−Nr) 0(Nt−Nr)×Nr

H

⎤⎦ (7)

to make it a matrix with full column rank.
Here the bottom Nr rows comprise the original channel matrix. I is the identity

matrix. e is either a small real or complex number depending on the modulation
scheme.

Zeros are augmented to first Nt −Nr rows of final received vector

ỹNt×1 =

[
0(Nt−Nr)×Nr

yNr×1

]
(8)

Then the psudo received vector may be defined as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

es1
...

esNt−Nr

∑Nt
i=1 h1isi + n1

...
∑Nt

i=1 hNr,isi + nNr

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(9)

and the noise vector as ⎡⎢⎢⎢⎣
−es1

...
−esNt−Nr

0(Nr×1)

⎤⎥⎥⎥⎦ (10)

H̃ has full column rank by this augmentation and can be decomposed using standard
QR factorizing algorithms.
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The effect of value taken by e has been analyzed in [5]. If e is small, lower bound
on the radius with which correct symbol vector included is essentially independent
of e. But if e is large, radius needs to be large. With very small e, complexity of SD
is independent of e and same as that of usual SD algorithm which is roughly O(N3

t ).
So value of e was selected as 0.01.

4 Complexity Comparison

Complexity of ZF, MMSE, ML and SD are given in terms of number of complex
operations involved, in Table 1. For easiness of presentation we take Nr = Nt . N
is the number of sub carriers used in OFDM. The computational complexity of
calculating ‖y−Hs‖2 is determined in [7] to be

Co = 2N2
t + 2Nt − 1 (11)

Since ML detection searches entire symbol alphabet, its complexity is 2mNtCo

for single ofdm carrier, where 2m is the number of legitimate complex constella-
tion points associated with the specific modulation scheme as mentioned. The paper
[6] examine complexity of SD analytically. We know that the complexity is mainly
due to number of lattice points in hypershere with selected radius, and dimensions
k = 1, . . .Nt . Let the number of search points searched by the algorithm in the hyper-
shere of a given radius considering all the influencing factors be ro. Then the com-
plexity per carrier will be proportional to roCo. The worst case value of complexity
is exponential, but we always select radius in such a way to restrict the complex-
ity proportional to an integer multiple of of Nt . It is true especially when radius is
calculated using Babai estimate. In such case, complexity is almost same as ZF. So
let us assume that the complexity will not go beyond 2NtCo. By using Gauss-Jordan
Elimination algorithm to compute matrix inversions, complexity of ZF and MMSE
per ofdm carrier is given in [7] and this has been used to compute the number of
complex operations required.

Table 1 Computational Complexity Comparison of ZF, MMSE, ML and SD

OFDM/SDMA detector Numer of Complex Operations

ZF N((14/3)N3
t +5N2

t − (8/3)Nt )

MMSE N((14/3)N3
t +5N2

t − (2/3)Nt +1)

ML N(2mNt Co)

SD N(2NtCo)
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Fig. 2 BER vs SNR performance comparison of SD aided OFDM/SDMA with ML, MMSE,
and ZF when Nt = Nr = 4
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Fig. 3 BER vs SNR performance comparison of SD aided OFDM/SDMA with ML, MMSE
and ZF when Nt = 4, Nr = 3, 2

5 Simulation Results

A schematic of multiuser OFDM/SDMA uplink system has been shown in Fig. 1,
based on which simulation was performed in MATLAB. IEEE 802.11n high speed
WLAN standards are used for the simulation. Bandwidth is 20 MHz. Table 1 give
the parameters used for the simulation. MATLAB inbuilt commands (’poly2trellis’,
and ’convenc’ with [133 171] as generator polynomial) was used for half-rate error
control coding. Input data was scrambled before convolutional encoding and inter-
leaved after encoding. All these schemes improved the overall perfomance but with
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some increase in data overhead and complexity. Perfect Channel State Information
(CSI) is assumed at the receiver and more focus is given to multiuser detection when
channel is underdetermined.

Figure 2 shows the performance comparison of of SD with ML, ZF and MMSE.
As explained in Subsect. 3.1, initial radius was calculated using Babai estimate. At
low SNRs the performance of SD seems to be very much degraded compared to all
other detectors as the algorithm doesnt find any lattice point inside this sphere due
to some practical errors as discussed before. The complexity nears that of ZF at this
radius. At a radius 50 times that of r, the performance of SD is almost same as ML.
It is intuitive that complexity also nears that of ML. At a value less than this, say
when radius is 10 times r, the performance was still closer to ML but at a lower
complexity for sure. A bit error rate (BER) of 10−3 is achieved at SNR 3.5dB.

Next, Fig. 3 shows the performance of SD when number of receivers are less than
transmitters. The radius was chosen as 20 times r as it gives a good performance
at lower complexity than ML. Performance of ZF and MMSE keep on degrading
severely as the channel become more underdetermined. But performance of SD was
found closer to ML, which is really a notable advantage for implementing a practical
system.

From the above two plots it is clear that performance of SD algorithm is poor
at low SNRs. So selecting large radii at low SNRs and small radii at High SNRs
will improve the overall performance of the algorithm. In Table 3, a comparison is
shown between two simulations performed when radius is constant for all SNRs, and
a linearly reducing radii. The simulation is done for Nr = 3 and Nt = 4. There was
a slight improvement in the initial BER. The significant advantage is the reduced
simulation time for linearly varying radii. Simulation time is the time taken to run
the MATLAB simulation keeping all other parameters same for both cases. The
values of radii vary slightly in each simulation as value of R and s̃ vary.

Table 2 Simulation Parameters of OFDM/SDMA

Parameters Specifications

FFT size N = 64

cyclic Prefix length L = 16

modulation BPSK

channel model Multipath Rayleigh fading

number of multipaths selected 10

channel State Information Perfect

number of BS Antennas Nr = 4,3,2

number of simultaneous users Nt = 4
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Table 3 Performance Comparison of SD algorithm for constant and varying radii

Radius Simulation Time BER at SNR 0dB

18 (on an average) for all SNR 211 seconds 0.2375

[82.7532 18.9945 17.1404 15.6659 12.2056
9.6533 7.2722 6.2088 5.3234 5.0695 3.2076 1.2024] 188 seconds 0.1803

6 Conclusion

At full-load, complexity of ZF and MMSE are far less than ML and give acceptable
performance. But we can see that SD works far better than them at a complexity
less than ML, and nears the performance of ML. Performance of MMSE and ZF are
completely degraded when channel is underdetermined. A simple pseudo-antenna
augmentation scheme incorporated in SD algorithm makes it an efficient detection
scheme for an over-loaded OFDM/SDMA system where the conventional detectors
fail severely. The linrarly varying radii selection adopted ensures better BER at an
acceptable complexity.
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Design of Multiband Metamaterial Microwave 
BPFs for Microwave Wireless Applications 

Ahmed Hameed Reja and Syed Naseem Ahmad 

Abstract. This work proposes an end-coupled half wavelength resonator dual 
bandpass filter (BPF). The filter is designed to have a 10.9% fractional bandwidth 
(FBW) at center frequency of 5.5GHz. Dual-band BPF with more drastic size 
reduction can be obtained by using metallic vias act as shunt-connected inductors 
to get negative permittivity (-ε). The process of etching rectangular split ring reso-
nators (SRRs) instead of open-end microstrip transmission lines (TLs) for planar 
BPF to provide negative permeability (-µ) is presented. The primary goals of these 
ideas are to get reduction in size, dual- and tri- bands frequency responses. These 
metamaterial transmission lines are suitable for microwave filter applications 
where miniaturization, dual- and tri-narrow passbands are achieved. Numerical 
results for the end-coupled microwave BPFs design are obtained and filters are 
simulated using software package HFSS.  All presented designs are implemented 
on the Roger RO3210 substrate material that has; dielectric constant εr=10.8, and 
substrate height h =1.27 mm. 

Keywords: Bandpass filter, end coupled, metamaterial, microwave, multiband, 
split ring resonator. 

1 Introduction 

Microwave bandpass filters are vital components in a wide range of microwave 
systems, including satellite communications and radar. Transmission line resonator 
structures consist of a combination of multi-lines of at least one quarter guide  
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wavelength (λg/4), these structures are used as components in different types of 
filters with different filtering characteristics.  

The most popular of various design structures for RF/microwave filters include 
end-coupled, edge-coupled, hairpin and interdigital filters. Fig. 1 shows a third 
order end-coupled microstrip filter [1]. 
 

 

Fig. 1 Three poles end-coupled bandpass filter structure 

End-coupled line filters consist of open-end microstrip resonators of approxi-
mately half wavelength. The resonators are coupled between them through a  
gap-spacing (S) for designing of bandpass filters. But it has the disadvantage of 
consumes more space compared to other microwave filters.  In planar technology, 
filters with small fractional bandwidth (FBW) could be implemented in case of 
end-coupled resonators, since the coupling between resonators have to be weak. 
So, this topology cannot be used for the design of wider band filter [1]. There are 
many advantages of this type of filter such as; low cost, fairly high tolerance, and 
ease of fabrication. To miniaturize the filter size, the metamaterial idea is present-
ed in this paper. Metamaterials (MTMs) are defined as artificial, effectively ho-
mogeneous (average cell size p is much smaller than the guided wavelength, λg) 
and exhibiting highly unusual properties (negative values of effective permittivity 
εr, and effective permeability µr) not readily available in nature [2, 3].  

The electromagnetic properties of metamaterials were already predicted by 
Veselago in 1968 [2]. Split-ring resonators (SRRs) were one of the first particles  
for metamaterial structure which were proposed by Pendry in 1999 [4]. The metal-
lic metamaterials comprises double SRRs are the main artificial structures to real-
ize magnetic responses above gigahertz frequencies [5, 6, 7, 8]. The double SRRs 
topologies depicted in Fig. 2 are used to obtain a negative value of effective  
 

 

Fig. 2 SRR topologies (a) circle shape, (b) square shape. The relevant dimensions are  
indicated. (Metal regions are depicted in brown color) 
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permeability over a desired frequency range. In planar technology, one-
dimensional left handed metamaterials and negative permeability transmission 
lines based on SRRs have been proposed [9, 10]. 

A dual-band, tri-band and quad-band as a multiband of frequencies are neces-
sary in telecommunication applications.  All communication devices which have 
many channels use multiband frequencies. The need for the design of compact, 
low-cost, and robust radio frequency (RF) devices operating at multiband frequen-
cy to facilitate and develop the next generation wireless systems. These devices 
are used rather than; complexity, high cost and power demand of multiband paral-
lel transmit and receive signal path circuits. In literature, there are various  
approaches reported for dual- and tri- bands of BPFs. All these approaches depend 
on the change of substrate material parameters such as thickness and dielectric 
constant or change of geometrical parameters of resonators such as unit cell di-
mensions, strip and split widths, gap widths and separation between the rings. The 
design of planar dual-band BPFs using modified SRRs as a metamaterial compo-
nent is presented. The resonance frequencies are analytically derived, and the field 
distribution on each SRR is studied [11]. A dual-band microstrip filter depending 
on double resonant property of the complementary split ring resonators (CSRRs) 
as a resonant unit and T-shaped stub as feeding structure is designed. This filter 
has two passbands of (2.4 - 2.6) GHz and (3.8 - 4.3) GHz with low insertion loss 
inside band and high rejection out-of-band [12]. A compact dual-band microstrip 
filter with equal-length SRRs and zero degrees-feed structure is proposed. A zero 
degrees-feed structure is applied to realize additional transmission zeros at finite 
frequencies [13]. A miniaturized dual-band BPF module using double-split (DS)-
CSRR and SRR is presented. Two passbands are individually printed on two sides 
of a substrate material (Rogers 3010) as a compact integration [14].  

A compact dual-band BPF using side-coupled octagonal SRRs is proposed. The 
filter employs two sets of SRRs operating at different frequencies to generate two 
passbands and provide facilities to control the bandwidth of the two passbands 
[15]. A compact dual-band substrate integrated waveguide (SIW) filters based on 
two different types of CSRRs loaded on the waveguide surface is presented.  
Compact size, good selectivity, stopband rejection and easy fabrication are 
achieved [16]. A dual-band BPF using SRRs and defected ground structure (DGS) 
with constant absolute bandwidth is proposed. The inner and outer SRRs are oper-
ated for respective passband. DGS can control the coupling coefficient of the  
filter. This kind of filter with compact size and high selectivity is designed and 
fabricated [17]. Three SRRs used to obtain a triple-band response is proposed. 
Two topologies to design triple-band filters with controllable responses and a 
systematic filter design approach based on a filter coupling model are presented 
[18]. Miniaturized multiband filters using CSRRs is proposed. A multiple 
passbands can be generated by loading different types of CSRRs on the waveguide 
surface. Two types of dual-band filters, a triple-band and a quadruple-band filter 
are designed and fabricated. The advantages of these filters are compact size, good 
selectivity and high stopband rejection [19]. A technique based on combination  
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of two parallel multimode resonators and single CSRR to design multi-notch 
bands ultra-wideband (UWB)-BPF is discussed. The mechanism of realizing the 
notch-bands is mathematically presented and a triple notch-bands UWB-BPF is 
designed, simulated and fabricated. The size reduction of around 35% is demon-
strated compared to the conventional filter [20].  

In this paper, an end-coupled dual- and tri- bands microwave BPF design has 
been presented. Dual-band filter with size reduction can be obtained by using vias. 
To enhance the magnetic coupling and obtain multiband, the preferred structure 
used is etching rectangular SRRs instead of traditional open ended transmission 
lines at same external dimensions. It will be shown that the designed metamaterial 
structures can found applications to the design of dual- and tri-bands microwave 
filters. These metamaterial structures interest in compact microwave filters design 
used in wireless applications. 

2 End-Coupled, Half-Wavelength Resonator Filter Design 

2.1 Traditional End-Coupled Filter Design 

Fig. 3 shows the general configuration of three poles (n = 3) end-coupled 
microstrip BPF, where each open-end microstrip resonator is approximately a half 
guided wavelength (λg/2) long at the resonant frequency (fo) of the bandpass filter. 
A microstrip gap (S) can be represented by an equivalent circuit, as illustrated in 
Fig. 4 [21].  

 
 
 

 
 

The shunt (Cp) - and series (Cg) - capacitances may be determined by using 
equations in [22]. These capacitances depend on the width of microstrip (W), die-
lectric constant of substrate material (εr), gap between two adjacent resonators (S), 
and the thickness of substrate material (h).  

 CPj,j+1=0.5 Cej,j+1                                                                        (1) 
 Cgj,j+1=0.5Coj,j+1-0.25Cej,j+1                                                      (2) 

The components Co and Ce are expressed as        

Fig. 3  Three poles configuration of end-
coupled microstrip BPF 

Fig. 4 Microstrip gap and its equivalent  
 circuit  
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Coj,j+1W =( εr9.6 )0.8.( Sj,j+1W )mo .eko             ( PF m )                         (3)  

                          
Cej,j+1W =12 εr9.6 0.9 . Sj,j+1W me  .eke        PF m                           (4) 

where 

        mo= Wh 0.619. log(W h⁄ ) -0.3853       
                                                                          for  0.1≤ s W⁄ ≤1               (5) 

        ko=4.26-1.453.log( W h⁄ )      
               me=0.8675         

                                                                       for  0.1≤ s W≤0.3                (6)⁄  
              ke=2.043( W h⁄ )0.12 
 

The capacitive coupling in open-ends from one resonator structure to the other 
is through the gap between them, this gap can be represented by J- inverters, 
which are of the form in Fig. 5 [21]. These J-inverters go about to reflect high  
impedance levels to the ends of each resonator, and this causes the resonators to 
exhibit a shunt-type resonance [23]. A third order (n = 3) Chebyshev low pass 
filter (LPF) prototype with a normalized cutoff Ωc = 1 and 0.1dB passband ripple 
is chosen. Whose order of the filter and element values (gn) are listed in Table 1. 

 

 

Fig. 5 J-inverters with respect to lumped and transmission line elements  

Table 1 The order of filter with element values 

n go     g1   g2    g3 g4 
3 1  1.0316 1.1474 1.0316 1 

 
A microstrip end-coupled BPF is designed to have a fractional bandwidth 

(FBW) of 10.9% at 5.5 GHz central frequency (fo) related to upper (ω2) and lower 
(ω1) cutoff frequencies and expressed as [21]. FBW= ω2-ω1√ω1.ω2                                                       (7) 

Thus, the filter under consideration operates as a shunt-resonator. The Jj,j+1 are 
the characteristic admittances of J-inverters and Y0 is the characteristic admittance 
of the microstrip line. Whose general design equations are given as follows [21].  J01Y0 = π.FBW2.go.g1                                                          (8) 
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Jj,j+1Y0 = π.FBW2. gj.gj+1  ,          j=1 to n-1                            (9) 

Jn,n+1Y0 = π.FBW2.gn.gn+1                                                            (10) 

The susceptance Bj,j+1 under  perfect series capacitance condition for capacitive 
gaps act as in Fig. 5 and expressed as Bj,j+1Yo = Jj,j+1Yo1-( Jj,j+1Yo )2                                                           (11) 

The electrical lengths of half wavelength resonators are expressed as 
 

  θj=π- 12 tan-1 2Bj-1,jYo +tan-1( 2Bj,j+1Yo ) ,    radians                             (12) 
 

The effective lengths of the shunt capacitances on the both ends of resonators 
with guided wavelength (λgo) and angular frequency (ωo = 2π.fo) can be found by 
using the following expressions. 

Δlje1= λgo.ωo.CPj-1,j2π.Yo                                                              (13) 

Δlje2= λgo.ωo.CPj,j+12π.Yo                                                            (14) 
 

The physical lengths of resonators are given by [21] 
 lj= λgo.θj2π -Δlje1-Δlje2                                                       (15)                         

2.2 Filters Simulation 

For microstrip filters simulation, a substrate material with a relative dielectric 
constant εr = 10.8, substrate height h = 1.27mm and conductor thickness t = 
0.035mm. The line width for microstrip half-wavelength resonators is also chosen 
W = 1.85mm. The simulation was conducted using high frequency structure simu-
lator (HFSS) software package. The procedure design of end-coupled filter has 
been completed, and the final results are listed in Table 2 depending on Fig. 3. The 
layout dimensions of this design are (10.8mm x 32.411mm). 

Table 2 The dimensions of filter components 

W 

(mm) 

S0,1 = S3,4 

(mm) 

S1,2 = S2,3 

(mm) 

l1= l3 

(mm) 

l2 

(mm) 

l (PI/P=PO/P) 

(mm) 

1.85 0.057 0.52 8.15 8.7 3.123 
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Several width values of strip lines were taken so as to know which is better to 
get suitable results of filter design at the desired frequency. It is noted that the 
preferable value is 1.8mm or 1.85mm. Fig. 6 and Fig. 7 show the return (S11) and 
insertion (S21) losses frequency response, respectively and related to width of strip 
line. The return losses are 30dB in the first resonance at 5.5GHz and 20dB in the 
second resonance at 10.5GHz. The insertion losses at same points of resonances 
approach to 0.1dB and 2dB, respectively. One of the important parameters in filter 
design is the group delay, which is expressed as [21]. τd= d∅21dω            Seconds                                             (16) 

Where, Ø21is the phase angle of S21 in radians, and ω is an angular frequency in 
radians per second. Fig. 8 shows the group delay for different microstrip width 
values, and it is observed that the group delay remains almost constant out of the 
passband interval and approximate to 0.12ns, whereas in the passband interval 
there is a sharp rise in group delay.  

 

Fig. 6 Return loss responses (S11) of BPF 

 

Fig. 7 Insertion loss responses (S21) of BPF 

Finally the simulated (through HFSS software, including losses) frequency re-
sponse of the BPF with better results by taking 1.85mm width of strip line is 
shown in Fig. 9. The central frequency (fo) of the filter is 5.5GHz and fractional 
bandwidth (FWB) equal to 10.9%, and the other resonance at 10.5GHz has FWB 
of 11.45%. 
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Fig. 8 Group delay variation in different microstrip width values of BPF 

 

Fig. 9 Frequency response of dual-band BPF 

Fig. 10 shows the group delay for dual-band BPF design and it is observed that 
the group delay remains almost constant out of the passband interval and approx-
imate to 0.12ns, whereas the sharp rise in passband interval. 
 

 

Fig. 10 Group delay variation for conventional dual-band BPF 



Design of Multiband Metamaterial Microwave BPFs  187 

 

3 Metamaterial Structures  

3.1 Via Structure  

In filter design more size reduction and dual-band frequencies can be obtained by 
using metallic vias at periodic positions. This metallic vias act as shunt-connected 
inductors, whereas metallic vias provide the required negative permittivity (-εr). 
Fig. 11 shows the geometric design of via intersects the upper conductor and the 
ground plane. The radius (r) of via in this design is equal to 0.005λg. 

 

Fig. 11 Geometric design of via structure 

3.2 Rectangular SRR Structure  

The double SRR structure and its equivalent circuit are shown in Fig. 12. This 
structure is etching instead of an open-ended transmission line which acts as a 
shunt capacitance to get miniaturization and multiband resonances. In the double 
ring configuration, capacitive coupling (C’1, C’2) and inductive coupling (L’1, L’2) 
between the external and internal rings were connected by a coupling capacitance 
(Cm) and a transformer that has transformed ratio (T) [3].  

The electromagnetic properties of SRRs structure were studied [4]. The SRRs 
structure has a negative permeability at specific resonant frequency (fo) and can be 
calculated in case of circle shape SRRs as follows 

μeff= πr2 A2⁄1+ 2l.σw.r.μo i- 3l.coπw2ln 2c.r3d
                                                   (18) 

Where σ is the resistance per unit length, A, l, are the periods of z- and  
y-directions, respectively, and co is the light velocity. Thereafter changing from 
circle type parameters to rectangular type parameters with many approximations 
to get SRRs used in our design as shown in Fig. 12.  
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The external dimensions of rectangular SRRs have the same external dimen-
sions of open-ended transmission lines. The rectangular type parameters for all 
resonators are (g = 0.15mm, d = 0.145mm, and c = 0.15mm). The lengths of inter-
nal resonators (r1 and r2) can be calculated easily from upper parameters. 

 

 

Fig. 12 SRRs topology a) Structure and equivalent circuit model b) Rectangular SRR 

4 Metamaterial BPF 

To obtain good electrical performances from the proposed filters, the design pa-
rameters were tuned and optimized using HFSS software based on finite element 
method. The layout of conventional filter is modified to get metamaterial filters 
with new results. 

4.1 BPF Using Vias 

The end-coupled microstrip poles are connected to the ground plane through  
metallic vias at periodic positions as shown in Fig. 13. This metallic vias act as 
shunt-connected inductors, whereas the distance between two adjacent vias is 
8.95mm, and the internal radius of each via equal to 0.085mm. 

 

Fig. 13 End-coupled filter design contains vias (a) front view, (b) side view 

The frequency response of this filter is shown in Fig. 14. We see that the new 
resonant frequencies are created in 3.58GHz and 5.58GHz respectively, and re-
jected at 10.5GHz. The return loss at new resonance frequencies are 22dB and 
18dB, respectively. Fig. 15 shows the group delay and it is observed that the group 
delay remains almost constant approximate to 0.1ns along the stop-band interval, 
whereas beyond the passband there is a sharp rise in group delay.  
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Fig. 14 Frequency response of dual-band BPF contains metallic vias 

 

Fig. 15 Group delay of dual-band BPF contains metallic vias 

4.2 BPF Using SRRs 

The modification of end-coupled filter based on SRRs concept is shown in Fig.16. 
This idea is achieved by etching rectangular SRRs instead of open-ended trans-
mission lines (l1, l2, l3) in a conventional filter design to get reduction in size up  
to 20%, and tri-band frequencies at 4.4GHz, 7.9GHz, and 10.5GHz. Compact, 
low-cost and robust multiband microwave components are obtained when many 
communication standards are collected in one microwave wireless device. The 
disadvantage of this design is low return losses and less FBW compared to con-
ventional counterpart. Fig.17 shows the frequency response of modified end-
coupled filter. Fig.18 shows the group delay variation of the tri-band filter, and it 
is observed that the group delay remains almost constant out of the passband in-
terval and approximate to 0.12ns.  

 

Fig. 16 Layout of three pole microstrip end-coupled split ring resonators filter 
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Fig. 17 Frequency response of tri-band filter contains SRRs 

 

Fig. 18 Group delay variation of tri-band filter Contains SRRs 

The comparison between traditional and metamaterial filters with respect to reso-
nance frequencies, fractional bandwidths and return losses are listed in Table 3. 

Table 3 Comparison between conventional and metamaterial filters 

Filter type         Resonance frequency (GHz)            FBW  % RL (dB) 

fo1 fo2 fo3 at    fo1,  fo2,  fo3  respectively 

Conventional 5.5 - 10.5 10.9, -, 11.45 28,  -,  18 

Metamaterial -Vias 3.58 5.58 - 7, 8, - 22, 18, - 

Metamaterial-SRRs 4.4 7.9 10.5 8.7,3.9,12.35 16, 17, 16 

5 Conclusions 

The end-coupled, half wavelength resonator, bandpass filter is presented for  
the first time in this paper. A new design achieved by using vias act as shunt in-
ductors between microstrip lines and the ground plane. This idea gives a reduction 
in size and dual-band frequencies at lower and upper resonance frequency in con-
ventional one. The MTM microstrip lines as periodic SRRs with deliberately 
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manufactured gaps between them have been designed. The main contribution of 
this work is that proposed structure can be used as a narrow bandpass filter with 
reasonably good performance. The group delay of BPFs remains almost constant 
out of the passband interval and is approximately 0.12ns. The advantages of the 
end-coupled resonator type of filters that they are fairly high tolerance, ease of 
fabrication and low cost. The disadvantages are that they consume more space  
and cannot be used for the design of wideband filters. After modification, more 
advantages are obtained, such as reduction in size, dual- and tri-bands frequency 
responses, but it exhibits low return losses at resonance frequencies and less value 
of fractional bandwidth (FBW) in the first resonance frequencies.  
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Studying the Effects of Metamaterial 
Components on Microwave Filters 

Ahmed Hameed Reja and Syed Naseem Ahmad 

Abstract. This paper presents a compact stopband filters and bandpass filters 
using microstrip transmission lines coupled with two parallel sides of square split 
ring resonators (SRRs) and metallic vias holes. SRRs etched on the upper plane of 
microstrip line to provide negative value of effective permeability (µ < 0) to the 
medium in a narrow band above their resonance frequency. Narrow bandpass filter 
with more drastic size reduction can be obtained by using metallic via holes to get 
negative effective permittivity (ε  < 0) with negative effective permeability (µ < 0) 
which is generated by using SRRs. Backward wave propagation is achieved as a 
LHM when SRRs and via holes are applied together. These metamaterial compo-
nents (SRRs and metallic via holes) are useful for compact narrow stopband and 
narrow bandpass filters applications at 3GHz resonance frequency. The process of 
adding many numbers of SRRs and taking many widths of strip conductor (W) 
with gap variations between resonators and strip line are studied and simulated. 
The length (l) of the structures can be as small as 0.3 times the signal wavelength 
at resonance frequency. 

Keywords: Bandpass, stopband, via hole, microwave filter, split ring resonator. 

1 Introduction 

In microwave wireless systems, different microwave filters are used such as 
stopband filters (SBFs) and bandpass filters (BPFs) in different applications. The 
miniaturization and the device performance are the key issues when metamaterials 
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(MTMs) are used to design microwave devices such as antenna, filter and diplex-
er. The first theoretical assumption on the existence of double negative media and 
prediction of its fundamental properties was mentioned by Russian physicist V. 
Veselago in 1967 [1]. There are several equivalent terms which have been used as 
MTMs with negative permittivity and permeability, such as; left-handed (LH) 
media [1-7], media with negative refractive index (NRI) [1-4], [6], backward-
wave media (BW) [8], double-negative (DNG) metamaterials [9], Veselago medi-
um, or negative phase velocity medium (NPV) [1]. Left-handed metamaterial 
(LHM) presents new structures in modern microwave science; by which the de-
sign of novel microwave components such as filters with advantageous character-
istics and small dimensions are achieved. Many research groups are studying  
various aspects of metamaterials, and several ideas, concepts and suggestions for 
future applications of these materials. 

Metamaterials (MTMs) are used due to the possibility for the design of new mi-
crowave devices such as filters with more compact size, low insertion loss, high 
selectivity, low cost and better performance. For compact SBFs design, the split 
ring resonators (SRRs) which was previously proposed by Pendry et al [10] is the 
first attractive structure that capable to generate negative magnetic permeability 
(µ). There are many new filters using SRRs and other structures have been intro-
duced [11], [12]. SRRs are formed by two metallic open-rings separated by a  
pre- determined distance which is excited by an axial time-varying magnetic field 
in z-direction (see Fig.1), that induces the electric current inside metallic rings. The 
gaps or splits (g) present in rings are resistive to the current flow between them. So, 
the current loop will close through the distributed capacitance that appears between 
the inner and the outer rings as predicted in Fig.1 [13]. The capacitance 0.5Co is 
related with each two SRR halves and depends on per unit length capacitance (Cp) 
and circumference with average radius (r) between rings. This relation can be writ-
ten as in (1). The self inductance (Ls) of resonator between two metallic rings in-
duces flux density (Фm) when the current flows inside rings. Therefore, the angular 
frequency which results from this circuit model can be calculated from (2) [14]. 

Co=2π.r.Cp                                                             (1)  

ωo=
1

Ls.Cs

                                                            (2) 

where,     = 2 . , and  fo is the resonance frequency. 
The realization of backward wave propagation using SRR and thin wire (TW) 

to get negative permeability and negative permittivity, respectively, and several 
other electrically small resonators was presented by Pendry et al [10], [15]. The 
double SRR structure and its equivalent circuit shown in Fig. 1 are used to obtain 
a negative variation of effective permeability to prevent wave propagation at the 
resonant frequency [16], [17]. Composite medium with simultaneously negative 
permeability and permittivity as LHM is synthesized and demonstrated by Smith 
et al [2]. The negative permeability transmission lines based on SRRs and left hand-
ed materials based on SRRs and metallic vias have been recently proposed [18], 
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[19]. The possibility of implementing and manufacturing microstrip lines with 
negative permeability by etching square SRRs in two parallel sides in the upper 
conductor line is presented by J. Garcia et al [20]. 

 

Fig. 1 Unit cell of SRR a) Square shape SRR, b) Equivalent circuit model, c) Simple equiv-
alent circuit model 

In this paper two types of filters are proposed depends on SRRs and metallic 
via holes as metamaterial components. SBFs are presented by adding SRRs in two 
parallel sides and adjacent to strip line (feed line). This filter transferred into BPFs 
by drilling holes and adding metallic vias intersect the upper strip line and the 
ground plane. The process of adding many numbers of SRRs and taking many 
widths of strip conductor (W) are studied and simulated. To enhance magnetic 
coupling between line and square SRRs, the distance between strip line and square 
SRRs must be close as possible.  Narrow BPF with more drastic size reduction can 
be obtained by using metallic vias holes. Backward wave propagation is achieved 
in presence of two metallic structures (SRRs, vias). The designed filters are  
applied on Rogers RO3010 substrate with a dielectric constant, εr of 10.2 and a 
substrate height, h of 1.27mm. 

2 Synthesis of Negative Permeability Stopband Filter  

The narrow stopband filter depicted in Fig. 2 contains microstrip transmission line 
loaded n-cells of SRRs in two parallel sides with a deliberately simulated gap (S) 
between resonators and strip line (feed line). The distance (p) between two adja-
cent cells of SRRs are chosen and it is varies from design to other, but it is  
constant between cells in one design. The length (l) of the designed filters is the 
reason of using maximum number of SRRs till 5 cells. 

 

Fig. 2 Geometry of negative permeability metamaterial SBF filter Structure 
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The better insertion loss performance is achieved when the gap (S) is closed as 
far as possible to get a strong electromagnetic coupling between the transmission 
line and adjacent resonators. In this work the optimum value of this gap is 
1.25mm. Practically the minimum value of gap is 0.1mm, where the implementa-
tion of a gap less than 0.1mm is challenging to achieve by the printed circuit board 
(PCB) machine. 

3 Synthesis of Double Negative (DNG) Metamaterial Filter  

In filter design more drastic size reduction can be obtained by using metallic vias 
at periodic distances. This metallic vias have been represented as shunt connected 
inductors in equivalent circuit model and provide the required negative permittivi-
ty (ε). Fig. 3 shows the geometric design, where a single via intersects the upper 
(feed line) and lower (ground plane) conductors of microstrip line. The radius (rint) 
of the metallic via hole in this design is approximately λg/150 and the metallic 
thickness equal to 0.035mm.  

 

Fig. 3 Geometric design of the metallic via hole structure 

Fig. 4 shows the double negative metamaterial narrow band BPF structure. In 
which the transmission line loaded n-cells of SRRs etched in the upper plane of 
microstrip line and metallic via holes intersect the feed line and ground plane 
through the substrate material [18]. Fig. 5 represents an equivalent circuit model 
of n-cells double negative narrow band filter. The SRRs are modeled by means of 
inductance (Ls) and capacitance (Cs), which are coupled to the line through a mu-
tual inductance (M). L and C are the per-section inductance and capacitance of the 
line, respectively, whereas the metallic vias are described as inductance (Lp).  

 

Fig. 4 Double negative metamaterial BPF filter structure 
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Fig. 5 The double negative metamaterial narrow band BPF equivalent circuit  

This periodic structure supports backward waves in a narrow band above the 
resonant frequency. The lower (ωL) and upper (ωH) angular cutoff frequencies are 
expressed as [18], [21].      

ωL=
1

Cs
' (2L+8Lp)

+
1

Ls
' .Cs

'                                                    (3) 

ωH=
1

2Cs
' .L

+
1

Ls
' .Cs

'                                                                (4) 

where,    Cs
' =

Ls

M2.ωo
2   ,     Ls

' =Cs.M
2.ωo

2   and    ωo
2=1/( Ls

' .Cs
' )  and  = 2 . . 

There are many important parameters in filter design such as; selectivity (ξ), 
fractional bandwidth (δ) and group delay (τd). The selectivity or roll-off rate is 
expressed in (5) [22], [23]. The value of selectivity depends on 3dB attenuation 
(αmin), 20dB attenuation (αmax), 20dB stop-band cutoff frequency (fs) and 3dB  
cutoff frequency (fc). The fractional bandwidth (δ) depends on the upper cutoff 
(fH)-, lower cutoff (fL)- and center (fo) frequencies and expressed as in (6) [24]. 
The group delay (τ ) is expressed as in (7) [25]. 

= −−              /                                  (5) = −                                                                       (6) 

 

τ = d∅dω                         Seconds                                  (7) 

Where Ø21is the phase angle of S21 in radians and ω is the angular frequency in 
radians per second. 

4 Simulation Results 

In the electromagnetic simulations, all designs are applied on the Rogers R03010 
substrate that has dielectric constant, εr = 10.2, substrate height, h = 1.27mm. The 
commercial Ansoft has been used is high frequency structure simulator (HFSS) 
software as assisted tool for simulation to get results. The important results in this 
paper are transmission (S21)-, reflection (S11) parameters and group delay (τd).  
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From the resultant, the possibility of designing narrow stopband filters and narrow 
bandpass filters operate in the microwave frequency region. High frequency selec-
tivity has been obtained in all designs, while the length (l) of the filter approxi-
mately to 0.3 of signal wavelength at fo (l = 0.3λ). The optimized dimensions of a 
SRRs structure at 3GHz resonance frequency are; a = b = 5mm, g = c = 0.2mm, 
and d = 0.4mm as described in [14]. In this paper the optimum width of the trans-
mission line (W) is 1.45mm for a characteristic impedance of 50Ω and the opti-
mum distance (S) between SRRs and strip line is 0.125mm. 

4.1 Stopband Filters (SBFs) Results 

A SBF design is shown in Fig. 6, which has two parallel sides of two SRRs cells 
and the length of filter (l) is 30mm. The distance (p) between two adjacent cells of 
SRRs is 20mm. The variation of S-parameters and group delay are shown in Figs. 
7 and 8, respectively. Fig. 7 shows the simulated insertion loss (S21) and return 
loss (S11) of this filter. The maximum attenuation of |S21| is approximately 18dB at 
3GHz and the bandwidth of stopband is equal to 200MHz. Fig. 8 shows the group 
delay variation, which is constant and equal to 0.5ns in passband interval. 

 

Fig. 6 SBF contains two cells of SRRs at 1.1mm strip width 

 

 

 

In case of using two parallel sides of three SRRs cells at 1.3mm strip width, the 
distance between two adjacent SRRs is equal to 7.5mm and the gap between strip 
line and SRRs is 0.2mm as shown in Fig 9. The variation in S-parameters and 
group delay are depicted in Figs. 10 and 11, respectively, where the maximum 
attenuation of |S21| is approach to 35.2dB at 3GHz and bandwidth of stopband 
equal to 400MHz. The group delay in passband interval approximate to 0.5ns.  

 

Fig. 7 Frequency response of two cells 

of SRRs SBF  
Fig. 8 Group delay of two cells of SRRs SBF  
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Fig. 9 SBF contains three cells of SRRs at 1.3mm strip width 

 

 

In case of using two parallel sides of four SRRs cells with 3.333mm distance 
between them as shown in Fig.12, the optimum value of maximum attenuation of 
|S21| at resonance frequency equal to 65dB. The gap (S) equal to 0.125mm and the 
strip width equal to 1.45mm.  

 

Fig. 12 SBF contains four cells of SRRs at 1.45mm strip width 

The transmission S21-dB and reflection S11-dB response are shown in Fig. 13, in 
which the selectivity is very high and the insertion loss equal to 0.01dB in 
passband interval. Fig. 14 shows the group delay variation and it is approximately 
constant and equal to 0.5ns in passband interval. 

 
  

 

 
Fig. 10 Frequency response of SBF con-
tains three cells of SRRs 

Fig. 11 Group delay of SBF contains three 

cells of SRRs  

Fig. 13 S-Parameters of SBF contains four 

cells of SRRs 

 

Fig. 14 Group delay of SBF contains four 

cells of SRRs  



200 A.H. Reja and S.N. Ahmad 

In case of using two parallel sides of five SRRs cells with 1.25mm distance be-
tween two adjacent SRRs as shown in Fig. 15, the width of feed line is 1.1mm and 
the gap between strip line and SRRs is 0.3mm, where the variation with respect to 
frequency in S-parameters and group delay are illustrated in Figs. 16 and 17.  

 

Fig. 15 SBF contains five cells of SRRs at 1.1mm strip width 

 
 

 
 

The relationship between the strip width (W), the gap (S) between resonators 
and feed line and different numbers of resonators (SRRs) between two to five cells 
to get approximated values of maximum attenuation of |S21| at resonance frequen-
cy are listed in Table 1. From the results, the optimum values of maximum attenu-
ation of |S21| at resonance frequency are obtained when the strip width equal to 
1.45mm and the gap (S) equal to 0.125mm. 

Table 1 Maximum value of |S21 | at resonance frequency with respect to width of strip line 
and gap (S) at different numbers of SRRs cells 

       W 

    (mm)  

    S 

 (mm) 

 Maximum attenuation of  |S21 | (dB) in stopband  

at resonance frequency  

2 Cell 3 Cell 4 Cell 5 Cell 

1.1 0.3  18  15.6  49 55  

1.2 0.25  22.19  25.18  58  58.3  

1.3 0.2  27.52  35.2  63.31  58.3  

1.4 0.15  42.95  54.23  64.3  60.9  

1.42 0.14  51.75  54.24  63.45  59.2  

1.45 0.125  57.6  61.6  65  65.3  

 
 

 

Fig. 17 Group delay of SBF contains five 

cells of SRRs 

Fig. 16 S-parameters of SBF contains five 

cells of SRRs 
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4.2 Band-Pass Filters (BPFs) Results 

In microstrip technology, the SRRs etched as close as possible to the strip line to 
enhance magnetic coupling. The process of adding metallic via holes with pres-
ence of SRRs is appropriate for the design of a narrow band filter obtained above 
the resonance frequency of the SRRs. The SRRs and metallic vias provide the 
required negative permittivity and negative effective permeability, respectively, as 
a DNG media.  From the previous design of stopband filters, the transmission line 
loaded two parallel sides of SRRs with deliberate dimensions for all components 
in designs. By drilling periodically holes into microstrip line (upper conductor, 
ground conductor and dielectric) and insert metallic via hole inside it to convert 
the previous responses into narrow bandpass at resonance frequency. Two cells 
contain SRRs and metallic vias hole is depicted in Fig. 22.  All dimensions of 
metallic via are indicated in Fig. 3. The metallic cylindrical via has thickness (t) of 
0.035mm and height (h+2t) of 1.34mm, whereas the radius of hole inside the me-
tallic cylinder (rint) is of 0.215mm and strip width (W) of 1.1mm. The response 
obtained from this design is shown in Fig. 23, in which the bandpass is observed 
at 3GHz and 4.35GHz with 1dB insertion loss and more than 18dB return loss at 
resonance frequencies.  

 

 

 

In case of BPF, it contains three cells of SRRs and metallic vias as in Fig. 24. 
The bandpass at 3GHz, 3.8GHz and 4.35GHz resonance frequencies have 1dB 
insertion loss and more than 17dB return loss as illustrated in Fig. 25.    

 

 

Fig. 23 BPF response contains two cells include 
SRRs and metallic vias at 1.1mm strip width  

Fig. 22 BPF contains two cells include 
SRRs and metallic vias at 1.1mm strip 
width  

 

 

Fig. 24 BPF contains three cells 
include SRRs and metallic vias at 
1.3mm strip width 

Fig. 25 Frequency response of BPF contains 
three cells include SRRs and metallic vias 
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In case of BPF contains four cells of SRRs and metallic vias as in Fig. 26, by 
which the bandpass at 3GHz and 4.75GHz with 1dB insertion loss and more than 
23dB return loss at resonance frequencies is as shown in Fig. 27.    

 
 

 

 

Finally, in case of BPF contains five cells of SRRs and metallic vias as in  
Fig. 28, in which the bandpass is at 3GHz and 5.6GHz with 1dB insertion loss and 
more than 15dB return loss at resonance frequencies is as shown in Fig. 29.    

 

 

 

The relationship between the strip width (W), the gap (S) and different numbers 
of resonators (SRRs) to get maximum approximated values of |S11| at the first 
resonance frequency are listed in Table 2. 

Table 2 Maximum value of |S11| at first resonance frequencies in different strip width (W), 
gap (S) and different numbers of cells 

    W 

  (mm) 

     S 

  (mm) 

Maximum |S11| (dB)  at first resonance frequency 

2 Cell 3 Cell 4 Cell 5 Cell 

1.1 0.3 24 32 17 18 

1.2 0.25 26.8 20 19       16.3 

1.3 0.2 20.67 32 19.5 20 

1.4 0.15 16.1 17 14 21 

1.42 0.14 22.1 13 19 20 

1.45 0.125 20 14.5 17 17.5 

 

Fig. 26 BPF contains four cells include 
SRRs and metallic vias at 1.45mm strip 
width  

Fig. 27 Frequency response of BPF contains 
four cells include SRRs and metallic vias 

 
Fig. 28 BPF contains five cells include 
SRRs and metallic vias at 1.1mm strip width 

Fig. 29 Frequency response of BPF contains 
five cells include SRRs and metallic vias 
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5 Conclusions 

This work is focused on the study of the effects of metamaterial components on 
the design of microwave filters. The filters are based on two parallel sides of peri-
odically split ring resonators (SRRs) and periodically metallic vias holes as a 
LHM.  These particles are useful for the design of narrow SBFs and narrow BPFs 
at different results depending on the number of these components, the distance 
between them and the gap between strip line and SRRs.  A left handed transmis-
sion line loaded periodic SRRs and metallic vias has been designed and simulated. 
The main relevant contribution of this work is the fact that this structure can natu-
rally be used as a narrow SBF and narrow BPF with reasonably good perfor-
mance. The fractional bandwidth is approximately 5%. A very sharp slope at the 
lower band edge that indicates high frequency selectivity has been achieved. Fi-
nally, the dual- band can be obtained by using metallic via holes. 
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Incorporating Machine Learning Techniques  
in MT Evaluation 

Nisheeth Joshi, Iti Mathur, Hemant Darbari, and Ajai Kumar 

Abstract. From a project manager’s perspective, Machine Translation (MT) Eval-
uation is the most important activity in MT development. Using the results pro-
duced through MT Evaluation, one can assess the progress of MT development 
task. Traditionally, MT Evaluation is done either by human experts who have  
the knowledge of both source and target languages or it is done by automatic eval-
uation metrics. These both techniques have their pros and cons. Human evaluation 
is very time consuming and expensive but at the same time it provides good and 
accurate status of MT Engines. Automatic evaluation metrics on the other hand 
provides very fast results but lacks the precision provided by human judges. Thus 
a need is being felt for a mechanism which can produce fast results along with a 
good correlation with the results produced by human evaluation. In this paper, we 
have addressed this issue where we would be showing the implementation of ma-
chine learning techniques in MT Evaluation. Further, we would also compare the 
results of this evaluation with human and automatic evaluation. 

1 Introduction 

Since the beginning of the time, translation has been the most important activity as 
the traders, who travelled distant places, needed to communicate with local popu-
lation in their own language. Moreover while framing strategic alliances, the  
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rulers of different countries needed translators, so that they may communicate 
with each other. In modern times this task has become even more important as the 
world have shrunk down to a global village. Now, not only governments, but also 
multinational corporations require translations of text from one language to anoth-
er. Employing human translators for the job is very expensive and time taking. 
Moreover, skilled human translators are also very hard to find. Since the dawn of 
computers, computer aided translation or machine translation has been seen as the 
alternate to human translation. With initial MT engines being just dictionary 
matchers, current state of the art MT engines have come a long way. Today MT 
Engines can produce good and comparable results as that of human translators. 

For rapid development of an MT Engine, it is required that we get quick and 
precise evaluation of the outputs of an engine, so that the development process 
could run smoothly. A manager of an MT system needs this information, so that 
he man according plan the future course of action. Getting an evaluation result of 
an MT engine can be achieved by two different approaches: Human Evaluation or 
Automatic Evaluation. Human evaluation is done by human expert who has an 
understanding of both source as well as target languages. In this evaluation the 
human judge is provided with a subjective questionnaire. Based on this question-
naire the judge is required to rate the outputs of an MT engine. Figure 1 shows the 
working of this approach. Automatic evaluation as the name suggests uses tech-
niques which are independent of human evaluations. In this technique we employ 
a computer algorithm (popularly known as an evaluation metric) to ascertain the 
quality of MT output. In this technique, MT output is provided to an evaluation 
metric which compares the output with a reference translation which has been 
provided by a human translator. The quality of MT output is assessed by the 
checking its closeness to the reference translation. Figure 2 shows the working of 
this approach. This approach although termed as an automatic approach, is not 
entirely automatic as still it requires human intervention. Until we do not have a  
 

 

Fig. 1  Human Evaluation Process 



Incorporating Machine Learning Techniques in MT Evaluation 207 

translation for a sentence, it cannot be evaluated by an automatic evaluation met-
ric. At times this tends to be a major bottleneck. Thus a need is being felt to have a 
completely automatic evaluation process. Several researchers are looking into 
various different techniques where they are trying to develop measures which  
are completely automatic and could provide evaluation results without any human 
intervention. 

The rest of paper is organized as follows: Section 2 gives a brief review of the 
evaluation measures that have been used by different researchers. Section 3 shows 
our experimental setup for a completely automatic MT evaluation. Section 4 
shows the evaluation results and its comparison with human and automatic evalua-
tion metrics. Section 5 concludes the paper. 

 

 

Fig. 2 Automatic Evaluation Process 

2 Related Work 

During the first formidable years of MT development, evaluation process was 
completely manual also known as human evaluation process. Miller & Beebe-
Center[1] and Pfafflin[2] were the first researchers who proposed methodologies 
for MT evaluation. Their approach was simple, to provide MT outputs to humans 
and ask them questions based on the syntax and semantics of the target language. 
This approach was further modified by Slype[3], who evaluated SYSTRAN MT 
system. Instead of looking for correctness of the translation, he adjudged 
SYSTRAN for acceptability. He provided multiple outputs of the system to the 
evaluators and asked them if translation A is better than translation B. The prime 
objective of this evaluation was to distinguish between correct translations from 
incorrect ones. This evaluation, not only gave a measure to check the output of the 
system, but also found the cost of post editing the incorrect translations. This 
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evaluation changed the view of the people towards MT evaluation. Now, people 
started looking at the cost of post-editing translations instead of looking for correct 
translations. In 1980, a more detailed evaluation was carried out for English-
French TAUM-Aviation MT system[4]. Here raw MT outputs and post-edited MT 
outputs were compared with human translations and the results were analyzed in 
terms of quality and cost of producing such translations. 

By the dawn of the current century, automatic evaluation metrics started to 
emerge, providing an alternate to human evaluation. They gained popularity be-
cause they were fast and could provide repeatable results in very less time and in 
cost effective manner. The very first automatic evaluation metric which caught an 
eye of research community was BLEU (Bilingual Alignment for Evaluation 
Undestudy)[5]. The Basic goal of this metric was to calculate similarity between 
MT output and one or more human reference translations based on n-gram preci-
sion. A special measure called brevity penalty (BP) was introduced in this metric 
which penalized the MT outputs which were too shorter than their human counter-
parts. Looking at the success of BLEU, a plethora of automatic evaluation metrics 
followed. Some of the most successful metrics are discussed below. 

National Institute of Standards Technology (NIST) came up with their own ver-
sion of MT Evaluation metric[6]. This metric was named after them and incorpo-
rated slight modifications in BLEU. The main difference between BLEU and 
NIST was the method of their averaging n-gram scores. While BLEU relied on 
geometric mean, NIST performed an arithmetic mean. Another unique feature of 
NIST was its calculation of weights based on reliance upon n-grams which oc-
curred less frequently, as this was an indicator of their higher informativeness. 

Turian et. al.[7] proposed another metric which also claimed to perform better 
than BLEU. Here, Turian attempted to model movement of phrases during transla-
tion by using the maximum matching size to compute the quality of a translation. 
It could find the longest sequence of words that matched between human reference 
translation and MT output. Here precision and recall were computed as the size of 
the matches divided by the length of lexicons in MT output or human reference 
translation. Then, the harmonic mean of these two measures was computed for 
calculation of final GTM score. Snover et.al.[8] proposed another metric which 
was based on edit distance algorithm proposed by Levenshtein[9]. This metric 
accounted for no. to shifts along with no. of insertions, deletions and substitutions 
to compute the results. This metric tried to measure the amount of post editing that 
a human would have to perform on the machine output so that it exactly matches 
the reference translations. 

Meteor[10] was a major breakthrough in MT evaluation research as this metric 
not only measured the performance of MT output on lexical level, but also looked 
at deeper linguistic levels (shallow syntactic and semantic). Meteor was a tunable 
alignment oriented metric while BLEU was simply a precision oriented metric. 
This metric used several stages of word matching between the system output and 
the reference translations. 

The major drawback with all these metrics was that they all required one or 
more human reference translations. The very first completely automatic evaluation 
was performed by Gammon et.al.[11] where they applied their technique in  
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ascertaining MT quality and fluency. They employed SVM based classifier and 
used several features from syntactic and semantic levels. Specia et. al.[12] used 
machine learning techniques in identification of  features which can be used for MT 
evaluation and post editing. They applied a SVM based classifier which was trained 
in 74 features which were from lexical, shallow syntactic and semantic levels. They 
concluded that given a trained model, a classifier can work well for a particular 
language pair and can produce better correlations with human judgments. 

3 Experimental Setup 

For development of our evaluation system, we used a 3,300 sentence corpus that 
was built during ACL 2005 workshop on Building and Using Parallel Text: Data 
Driven Machine Translation and Beyond[13], as the training corpus. The statistics 
of this corpus is shown in Table 1. 

Table 1 Statistics of training corpus used 

Corpus English-Hindi Parallel Corpus 

Sentences 3,300 

 English Hindi 

Words 55,014 67,101 

Unique Words 8,956 10,502 

 
We also focused on using supervised machine learning in evaluation of MT en-

gine outputs without using human reference translations. For this we used Deci-
sion Tree (DT) based classifier which used J48 algorithm which is a java version 
of C4.5 decision tree algorithm[14]. We used WEKA toolkit[15] for training this 
classifier. We also trained a Support Vector Machines (SVM) based classifier 
which was developed using LIBSVM package developed by Chang and Lin[16]. 
We used 27 features for training our classifiers. These features were as follows: 

1. Length of the source sentence. 
2. Length of the target sentence. 
3. Average source token length. 
4. LM probability of source sentence. 
5. LM probability of target sentence. 
6. Average no. of occurrences of a target word within a target sentence. 
7. Average number of translations per source word in the sentence (as given by 

IBM 1 table threshold so that prob(t|s) > 0.2). 
8. Average number of translations per source word in the sentence (as given by 

IBM 1 table threshold so that prob(t|s) > 0.01) weighted by the inverse frequen-
cy of each word in the source corpus. 

9. Percentage of unigrams in quartile 1 of frequency (lower frequency words) in a 
corpus of the source language (SMT training corpus). 
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10.Percentage of unigrams in quartile 4 of frequency (higher frequency words) in 
a corpus of the source language. 

11.Percentage of bigrams in quartile 1 of frequency of source words in a corpus of 
the source language. 

12.Percentage of bigrams in quartile 4 of frequency of source words in a corpus of 
the source language. 

13.Percentage of trigrams in quartile 1 of frequency of source words in a corpus of 
the source language. 

14.Percentage of trigrams in quartile 4 of frequency of source words in a corpus of 
the source language. 

15.Percentage of unigrams in the source sentence seen in a corpus. 
16.Count of punctuation marks in source sentence Count of punctuation marks in 

target sentence. 
17.Count of punctuation marks in target sentence. 
18.Count of mismatch between source and target punctuation marks. 
19.Count of content words in the source sentence. 
20.Count of context words in the target sentence. 
21.Percentage of context words in the source sentence. 
22.Percentage of context words in the target sentence. 
23.Count of non-content words in the source sentence. 
24.Count of non-content words in the target sentence. 
25.Percentage of non-content words in the source sentence. 
26.Percentage of non-content words in the target sentence. 
27.LM probabilities of POS of target sentence. 

To test the classifiers, we were also required to have MT Engines. Thus we 
trained three MT toolkits on tourism domain. These engines were 

1. Moses Phrase Based Model[17] (PBM) where phrases of one language are 
statistically aligned and translated into another language. Moses PBM uses 
conditional probability with linguistic information to perform the translation. 

2. Moses Syntax Based Model[18] (SBM) which implements a Tree to String 
Model. In this system an English sentence is parsed and its parsed output is 
matched with the target string and thus transfer grammar is generated which 
has a parsed output at one end and the string at the other. 

3. An Example Based Machine Translation[19] (EBMT) model where examples 
in the training data which are of higher quality or are more relevant than others 
are produced as translations. 

We registered the outputs of the training corpus against all these three MT en-
gines and asked a human evaluator to judge the outputs. The judging criteria was 
same as used by Joshi et. al.[20]. All the sentences were judged on ten parameters 
using a scale between 0-4. Detailed discussion on use of these parameters have 
been discussed by Joshi et al. [21]. Table 2 shows the interpretation of these 
scales. The ten parameters used in evaluation were as follows: 
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1. Translation of Gender and Number of the Noun(s). 
2. Identification of the Proper Noun(s). 
3. Use of Adjectives and Adverbs corresponding to the Nouns and Verbs. 
4. Selection of proper words/synonyms (Lexical Choice). 
5. Sequence of phrases and clauses in the translation. 
6. Use of Punctuation Marks in the translation. 
7. Translation of tense in the sentence. 
8. Translation of Voice in the sentence. 
9. Maintaining the semantics of the source sentence in the translation. 
10.Fluency of translated text and translator’s proficiency.  

Table 2 Interpretation of HEval on Scale 5 

Score Description 

4 Ideal 

3 Perfect 

2 Acceptable 

1 Partially Acceptable 

0 Not Acceptable 

 
Once the human evaluation of these outputs was done, we used these results 

along with the 27 features that were extracted from the English source sentences 
and Hindi MT outputs. We tested the classifiers using another corpus of 1300 
sentences. Table 3 shows the statistics of this corpus. 

Table 3 Statistics for Test Corpus 

Corpus English Corpus 

Sentences 1,300 

Words 26,724 

Unique Words 3,515 

 
These 1300 sentences were divided into 13 documents of 100 sentences each. 

We registered the output of the test corpus on all three MT engines and performed 
human evaluation on them. Further we also used some of the popular automatic 
evaluation metrics on the output produced and then we evaluated the results of the 
systems using the two classifiers. We used BLEU and Meteor metrics for the 
evaluation. For incorporating automatic evaluation we were also required to have 
reference translations so we used single human references to be used with auto-
matic evaluation metrics. Since Meteor works on shallow syntactic and semantic 
levels, we were required to develop tools for this metric. For syntactic matching, 
we developed a Hindi stemmer based on the light weight stemming algorithm 
proposed by Rangnathan and Rao [22] and for semantic matching we used Hindi 
WordNet[23]. For generation of paraphrases we used Moses PBM’s phrase table. 
Moreover, we also compared the results of these evaluations. 
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4 Results 

We correlated the results of the output produced by the MT engines. We used 
spearman’s rank correlation as it produces the unbiased results. Table 4 shows the 
results of correlation at document level between Human and BLEU & Meteor 1.3 
which matches for exact, stem, synonym and paraphrase matches and both the 
classifiers (DT and SVM). In all the cases EBMT had better correlation with  
human judgments while Moses PBM showed the poorer results. Correlation of 
human evaluation with automatic metrics was very low as compared to the results 
of correlation with classifiers. 

Table 4 Document level correlation between human and different automatic evaluation 
measures 

 BLEU Meteor DT SVM 

Moses PBM 0.011 0.297 0.089 0.750 

Moses SBM 0.181 0.313 0.139 0.773 

EBMT 0.490 0.352 0.161 0.781 

Table 5 Sentence level correlation between human and different automatic evaluation 
measures 

 BLEU Meteor DT SVM 

Moses PBM 0.063 0.045 0.579 0.682 

Moses SBM 0.077 0.048 0.635 0.707 

EBMT 0.106 0.040 0.590 0.600 

Table 6 System level average scores of the all the evaluations 

 Moses PBM Moses SBM EBMT 

Human 0.393300 0.356000 0.464000 

BLEU 0.017666 0.012901 0.026553 

Meteor 0.069900 0.061205 0.102117 

DT 0.538077 0.505577 0.589615 

SVM 0.526154 0.492500 0.589038 

 
At sentence level this phenomenon was repeated. In all the cases except for me-

teor EBMT showed best results and Moses PBM showed poor results. For Meteor, 
Moses SBM’s results were better than EBMT’s results.  Table 5 shows the results 
of this study. Here again the correlations of automatic metrics were very low as 
compared to classifiers. Table 6 shows the average system scores of all the evalua-
tions incorporated. In all the cases EBMT had the best scores and Moses SBM had 
the poorer scores. 
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5 Conclusion 

In this paper we have discussed the use of machine learning techniques in MT 
evaluation. We have also compared the results of our study with human and auto-
matic evaluation metrics. By looking at the results we can confidently say that 
machine learning techniques can prove to be an alternate to human evaluation as it 
produces consistent results with human evaluations which at times, is not possible 
with automatic evaluations. Moreover, using machine learning techniques we can 
have minimum human intervention. In machine learning based MT evaluation, 
humans are involved only during the training of classifiers while in automatic 
evaluation human are required every time the evaluation corpus is changed as we 
would require human reference translations for the new corpus. Thus by looking at 
these points we can say that machine learning based MT evaluation can be a very 
good alternative for human and automatic evaluation metrics. 
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Multi-output On-Line ATC Estimation in 
Deregulated Power System Using ANN 

R. Prathiba, B. Balasingh Moses, Durairaj Devaraj, and M. Karuppasamypandiyan 

Abstract. Fast and accurate evaluation of the Available Transfer Capability 
(ATC) is essential for the efficient use of networks in a deregulated power system. 
This paper proposes multi output Feed Forward neural network for on line estima-
tion of ATC. Back Propagation Algorithm is used to train the Feed Forward neural 
network. The data sets for developing Artificial Neural Network (ANN) models 
are generated using Repeated Power Flow (RPF) algorithm. The effectiveness of 
the proposed ANN models are tested on IEEE 24 bus Reliability Test System 
(RTS). The results of ANN model is compared with RPF results. From the results, 
it is observed that the ANN model developed is suitable for fast on line estimation 
of ATC. 

Keywords: Artificial Neural Network, Available Transfer Capability, Bilateral 
transaction, Repeated Power Flow. 

1 Introduction 

Transition of electric industry from its vertically integrated structure to horizontal 
structure poses many problems to power system engineers and researchers [1].In 
the environment of open transmission access, US Federal Energy Regulatory 
Commission (FERC) requires that Available Transfer Capability (ATC) infor-
mation be made available on a publicly accessible Open Access Same Time In-
formation System (OASIS) [2]. Methods based on DC load flows [3] are faster 
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than the AC load flow [4], since no iterations are involved. Complexity in compu-
tation is also less as the number of data to be used is less. The DC-Power Transfer 
Distribution Factors (DC-PTDF) [5] are easy to calculate and can give quick esti-
mate of ATC. But the ATC values calculated using them are not very accurate as 
DC power flow neglect reactive power effects. AC-PTDFs for transfer capability  
calculation is investigated in [6].AC-PTDFs are based on derivatives around the 
given operating point and may lead to unacceptable results when used at different 
operating points to calculate ATC. Also, neither DC nor AC PTDFs based method 
considers generator limits and bus voltage limits when used to determine ATC. 
The continuation power flow(CPF)based methods[7] perform full-scale ac load 
flow solution, and is accurate but due to the complexity involved in the computa-
tion it is difficult to be implemented for large systems. The optimal power flow 
and RPF based methods [8-9] determine ATC formulating an optimization prob-
lem in order to maximize the power transmission between specific generator and 
load subject to satisfying power balance equations and system operating limits. 
The conventional methods are not applicable for fast estimation of ATC. Neural 
Network for Estimation of ATC between two areas was developed using ACPTDF 
[10].MLP Neural network was designed with Quick Prop algorithm to train the 
network for IEEE 30 bus system and was useful for reliability assessment [11].  A 
novel MLP with input feature selection and Levenberg-Marquardt algorithm was 
designed for both bilateral and multilateral transactions in [12] for single and mul-
ti-output ATC and the performance is compared with Optimal power flow. 

A new model employing multi-output artificial neural networks to calculate 
transfer capability is developed in this paper. Based on the power flow formula-
tion for calculating real power transfer capability and with the strong generalizing 
ability of the neural networks, the new model can calculate ATC quickly for a 
given power system status. This paper is organized as follows. Section 2 provides 
the methodology for computation of ATC. In section 3 proposed method for ATC 
estimation and training algorithm to formulate the input-output data set for the 
ANN is discussed. Section 4 discusses the review of ANN and BPA algoritham. 
Simulation results are discussed in Section 5.  The outcome of the proposed meth-
od is concluded in section 6. 

2 Computation of ATC 

The objective is to estimate the Available Transfer Capability (ATC) for a bilat-
eral contract by increasing the generation at a seller bus/buses and at the same 
time increasing the same amount of load at the buyer bus/buses, until the power 
system reaches system limits 

Mathematically, each bilateral transaction, between a seller at bus-i and pow-
er purchaser at bus-j, satisfies the following power balance relationship. 

                                                     
(2.1) 0− =gi djP P
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Where, Pgi and Pdj are the real power generation at bus-i and real power con-
sumption at bus-j. 

ATC for a bilateral contract can be calculated by increasing the generation at a 
contracted seller bus/buses and at the same time increasing the same amount of load 
at the contracted buyer bus/buses, until the power system reaches system limits.  

ATC value is given by                             (2.2) 

Where, 

TTC-Total Transfer Capability 

ETC - base case transfer 

Provided TRM and CBM are assumed to be zero for the sake of simplicity. 
Subject to the following operating conditions. − ∈ cos + − = 0                                   (2.3) 

− ∈ sin + − = 0                                    (2.4) 

≤ ≤                                                                            (2.5) ≤ ≤                                                                    (2.6) 

Where 
N- Set of all buses 
Pi , Qi  - Real and reactive power at the ith bus 
Yij ,   -  Bus matrix elements 
Vi ,    - Magnitude and angle of ith bus 

The testing and training data generation for  ANN is done using RPF. 

3 Proposed Approach for ATC Estimation 

The ATC for real time application by ANN approach is proposed. The objective is 
to estimate the ATC for bilateral transactions under different loading conditions. 
The real and reactive power for different loading condition is given as the input 
for NN and the output of NN is the ATC value in MW for different transaction. 
The schematic diagram of learning stage of neural network is shown in Figure 1. 
Neural network approach for any application has three stages: Normalization of 
inputs, training and testing stages. While training the network, the input and out-
put are first normalized between 0 and 1. The input variables after normalization 
are presented to the neural network for training.  

After training, the networks are evaluated through a different set of input– out-
put data. Once the training and testing of the network is over, then the network 
will be ready for on-line application. 

 ETC - TTC = ATC
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Fig. 1 Schematic diagram of NN learning stage 

The various steps involved in the development of multi output ANN – based 
ATC estimation model are  

3.1 Training Set Generation 

For generating the training set, a large number of load patterns were generated by 
perturbing the loads randomly (70 % to 130%) at all the buses. The transaction 
depends on various factors such as load level, generation level, line status, genera-
tor status etc., the frequently changing parameter is the load and so it is taken as 
input to the ANN. The training set generation is done in off-line mode .The di-
mension of inputs used in this model is 34x250, where both real and reactive pow-
ers are taken with 250 varying load conditions. In the proposed model the ANN 
will estimate the ATC values for different transactions. 

3.2 Normalization of the Data 

Normalization of the data is an important aspect for training of the neural network. 
Without normalization, the higher valued input variables may tend to suppress the 
influence of smaller ones. To overcome this problem, neural networks are trained 
with normalized input data. The value of input variables is scaled between some 
suitable values (0 and 1 in the present case) for each load pattern. In case of output 
variables, if the value varies over a wide range, the neural network is not able to 
map it correctly. The remedy is to scale the output between some suitable range (0 
and 1 in the present case). 

Training Data Generation 

Data Normalization 

Neural Network Training 
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                             (3.1) 

Where x n is the normalized value, and, x min, x max   are the minimum and max-
imum values of the variable x. 

3.3 Training and Testing of Neural Network 

The neural network used for ATC estimation consists of three layers. The input 
layer has neurons equal to the number of inputs selected and output layer has six 
neuron. The activation functions used in the hidden layer neurons have tangent 
hyperbolic function and the output neurons have linear activation function. The 
number of hidden units depends on the input units. Best number of hidden unit is 
determined by training several networks and estimating the generalization error. 
Large networks require longer training time. Trial and error procedure is followed 
to select the suitable number of neurons in the hidden layer. The generated varia-
bles after normalization are given as input to the neural network for training. After 
training, the networks are evaluated through a different set of input–output data. 
Now the developed multi-output ANN can estimate ATC values for different op-
erating conditions. 

4 Review of Artificial Neural Network 

An ANN is defined [13,14] as a data processing system consisting of a large num-
ber of simple, highly interconnected processing elements (artificial neurons).This 
architecture is inspired by the structure of the cerebral cortex of the brain. 

A structure of multi-layer feed forward network is shown in figure 2. 

 

Fig. 2 Artificial Neural Network Structure 
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The ANN used here consists of three layers, the input vector, hidden layer and 
output vector. A network is trained so that application of a set of inputs produces 
the desired (or at least consistent) set of outputs. Each such input (or output) set is 
referred to as a vector. Training is accomplished by sequentially applying input 
vectors, while adjusting network weights according to a predetermined procedure. 
During training, the network weight gradually converts to values such that each 
input vector produces the desired output vector. 

To reduce the computational effort by the conventional method, Back-
Propagation Algorithm (BPA) based on Feed forward Neural Network has been 
utilized to compute the ATC. During the training phase, the training data is fed 
into the input layer. The data is propagated to the hidden layer and then to the 
output layer. This is called the forward pass of the Back Propagation Algorithm. 
In the forward pass, each node in hidden layer gets input from all the nodes of 
input layer, which are multiplied with appropriate weights and then summed. The 
output of the hidden node is the non- linear transformation of the resulting sum. 
Similarly each node in output layer gets input from all the nodes of hidden layer, 
which are multiplied with appropriate weights and then summed. The output of 
this node is the non-linear transformation of the resulting sum. 

This is mathematically represented as,      

                            (4.1) 

Where outi is the output of the ith neuron in the layer under consideration. outj is 
the output of the jth neuron in the preceding layer. wij are the connection weights 
between the ith neuron and the jth inputs and bi is a constant called bias. 

The output values of the output layer are compared with the target output val-
ues. The target output values are those that we attempt to teach our network. The 
error between actual output values and target output values are calculated and 
propagated back toward hidden layer.  This is called the backward pass of the 
back propagation algorithm. The error is used to update the connection strengths 
between nodes, i.e. weight matrices between input-hidden layers and hidden-
output layers are updated.  

Mathematically it is written as, 

                                 (4.2) 

Where is the weight from hidden unit i to output unit j at time k and ∆  

is the weight adjustment. 
During the testing phase, no learning takes place i.e., weight matrices are not 

changed. Each test vector is fed into the input layer. The feed forward of the test-
ing data is similar to the feed forward of the training data. 
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5 Simulation Results 

This section presents the details of the simulation study carried out on IEEE 24-
bus Reliability Test System [15,16] for ATC estimation using the proposed  
approach. For this system ANN model was developed to estimate the ATC for  
different bilateral transactions. Neural network toolbox in MATLAB was used to 
develop the ANN models. The details of the ANN models developed are presented 
here 

5.1 ATC Assessment in IEEE RTS 24 Bus System 

IEEE RTS 24 bus system consists of 11 generator buses, 13 load buses and 38 
transmission lines. For generating training data for the ANN, the loads at the load 
buses are varied randomly between 70% to 130% of base load. Based on the algo-
rithm presented in section 3, a total of 250 input-output pairs were generated with 
150 for training and 100 for testing. The real and reactive power loads at all load 
buses are given as input of the neural network and respective ATC values are the 
output. 

The parameters of the network used here are given below: 

No. of input – 34 
No. of output – 6 
No. of hidden neurons – 10                  
Mean Square Error – 7.730x10-5 

The network took 44.38sec to reach the error goal.  

Table 1 shows training and testing performance of the network for bilateral 
transaction between 23-3 under normal operating condition. The ATC value ob-
tained at 115% loading condition is 75.95MW.The mean square error is6.116x105. 

The time taken by the network is 1.546s. No. of hidden nodes used are 10 Nos. 

Table 1 Training and Testing performance of the Network 

Test case Transaction 
type 

No of Hidden 
Nodes 

Training 
time(Sec) 

Testing Error 
(mse) 

1 23-3 10 1.5756 6.116x10 -5 

 
 
Table 2 shows ATC values for bilateral transaction (23-3), generated by the 

ANN for different loading condition. In transaction 23-3, bus 23 is source bus and 
bus 3 is sink bus. ATC obtained from RPF, ANN and the percentage of error in 
estimating ATC are also given here. 
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Table 2 ATC values estimated for bilateral transaction (23-3) 

% Loading condition ATC(MW) %  Error 

ANN RPF 

80.82 159.83 159.00 0.005 

86.95 148.39 147.30 0.742 

90.95 139.93 139.00 0.006 

96.85 126.34 126.00 0.271 

100.59 116.92 117.15 0.213 

105.2 104.61 105.50 0.84 

115.37 75.91 77.20 1.67 

119.0 65.31 66.00 0.01 

126.07 42.97 42.75 0.51 

Table 3 Comparison of RPF and ANN output 

Set of Transactions No of Hidden 
Nodes 

Training time 
(Sec) 

Testing 
Error 
(mse) 

23-3,21-6,22-5,23-15,18-5 10 44.38  
7.73X10 -5 

 

 

Fig. 3 Comparison of ATC values of RPF with ANN 
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Table 3 shows training and testing performance of the multi output network for 
a set of bilateral transaction between 23-3, 21-6, 22-5, 23-15, 18-5 under normal 
operating condition. The mean square error for the developed model is7.73x10-5. 
The time taken by the RPF is approximately between 30 to 60 minutes depends on 
different bilateral transaction and for the developed ANN network it is 44.38s thus 
validating the objective of on line estimation of ATC. 

The Fig 3 shows the ANN estimate accurately in comparison with RPF hence, 
the proposed ANN is computationally efficient and hence it is suitable for on-line 
estimation of ATC in real time applications for a set of bilateral transaction. 

Table 4 Multi-Output ATC Values for set of Transactions 

% Loading condition Transaction ATC(MW) %Error 

ANN RPF

80.82 
23-3 159.1055 159.0000 0.0663 

21-6 159.6060 159.8500 0.1526 

22-5 220.5404 220.2500 0.1318 

23-15 983.2275 978.4000 0.4934 

22-9 217.7627 218.7500 0.4513 

18-5 212.3887 211.9500 0.2069 

86.95 
23-3 147.2438 147.3000 0.03815 

21-6 145.7208 145.6000 0.0829 

22-5 243.5330 244.1500 0.2527 

23-15 942.2427 943.2000 0.1014 

22-9 271.7608 268.8500 1.0826 

18-5 147.2438 147.3000 0.0381 

90.95 
23-3 138.8436 139.0000 0.1125 

21-6 136.0366 136.2000 0.1199 

22-5 237.5142 237.2500 0.1113 

23-15 923.8467 919.8500 0.4344 

22-9 296.9590 301.8000 1.6040 

18-5 237.8198 237.1500 0.2824 

100.59 
23-3 117.2028 117.1500 0.0450 

21-6 113.8265 113.7500 0.0672 

22-5 218.1531 218.2000 0.02149 

23-15 860.3805 863.8000 0.3958 

22-9 281.5755 279.5000 0.7425 

18-5 217.9468 218.1500 0.0931 
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Table 4 (continued) 

105.2 
23-3 105.5046 105.500 0.0043 

21-6 102.9265 102.900 0.0257 

22-5 207.6826 207.6500 0.0156 

23-15 832.9591 836.4500 0.4173 

22-9 259.5942 259.1000 0.1903 

18-5 207.4827 207.6500 0.0805 

115.37 
23-3 77.2100 77.2000 0.0129 

21-6 78.8982 78.9500 0.0656 

22-5 181.0146 181.0500 0.0195 

23-15 781.8435 775.4500 0.8244 

22-9 203.4577 204.3500 0.4366 

18-5 181.1349 181.1000 0.0192 

 
The Table 4 shows Multi-output ATC values for six sets of bilateral transaction 

obtained using ANN and RPF for different loading condition. The percentage 
error between ANN output and RPF is calculated and presented in Table 4. 

6 Conclusion 

In a real time operation of deregulated power system, the ISO has to estimate ATC 
values for many possible proposed transactions. As the ANN can estimate ATC 
value for more than one proposed transactions simultaneously, the ISO can evalu-
ate many transactions in short time. This enhances the performance of ISO. This 
paper has presented an ANN-based multi-output ATC estimation method for  
on-line applications.Simulation was carried out on the IEEE 24-RTS bus system. 
Results shows that the ANN model with BPA based approach provides estimation 
of Multi-output ATC for set of transactions under different loading conditions. 
Hence for large scale practical power systems the proposed ANN model can esti-
mate ATC in lesser computation time with reasonably good accuracy. This makes 
the ANN model suitable for real time applications. 
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Benchmarking Support Vector Machines 
Implementation Using Multiple Techniques 

M.V. Sukanya, Shiju Sathyadevan, and U.B. Unmesha Sreeveni 

Abstract. Data management becomes a complex task when hundreds of petabytes 
of data are being gathered, stored and processed on a day to day basis. Efficient 
processing of the exponentially growing data is inevitable in this context. This 
paper discusses about the processing of a huge amount of data through Support 
Vector machine (SVM) algorithm using different techniques ranging from single 
node Linier implementation to parallel processing using the distributed processing 
frameworks like Hadoop. Map-Reduce component of Hadoop performs the paral-
lelization process which is used to feed information to Support Vector Machines 
(SVMs), a machine learning algorithm applicable to classification and regression 
analysis. Paper also does a detailed anatomy of SVM algorithm and sets a 
roadmap for implementing the same in both linear and Map-Reduce fashion. The 
main objective is explain in detail the steps involved in developing an SVM algo-
rithm from scratch using standard linear and Map-Reduce techniques and also 
conduct a performance analysis across linear implementation of SVM, SVM im-
plementation in single node Hadoop, SVM implementation in Hadoop cluster and 
also against a proven tool like R, gauging them with respect to the accuracy 
achieved, their processing pace against varying data sizes, capability to handle 
huge data volume without breaking etc. 

Keywords: SVM, Hadoop, Map-Reduce, Classification, Accuracy. 

1 Introduction 

The amount of data in our world has been exploding, and analyzing large data sets 
will become a difficult task. Parallel processing of data in a distributed framework 
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offers efficient data processing in less time. We are familiar with distributed 
frameworks such as Hadoop, Spark, and Storm etc. Hadoop is a framework for 
processing parallelizable problems across huge datasets using a large number of 
commodity hardware, collectively referred to as a cluster. Map-Reduce and 
Hadoop Distributed File Systems (HDFS) are the key components of Hadoop.  

The Map-Reduce paradigm has frequently proven to be a simple, flexible and 
scalable technique to distribute algorithms across thousands of nodes and 
petabytes of information. Classic data mining algorithms have been adapted to 
Hadoop framework for handling the exponential growth in data. 

Support Vector Machines (SVMs) is a supervised machine learning algorithm, 
used to develop a classifier. Here we are using SVM as a tool to classify large data 
sets into two classes. There are many reasons to prefer SVMs, because they are 
conceptually easy to understand and solving an SVM is simply solving a convex 
optimization problem. Parallel SVM loads training data on parallel machines re-
ducing memory requirements through approximate factorization of matrix. It loads 
only essential data to each machine to perform parallel computation. Training an 
SVM can easily be broken into parts making it a class of problem well-suited to 
Hadoop map-reduce. 

Apache Hadoop provides the power of scanning and analyzing terabytes of data 
using a collection of commodity servers working in parallel with the help of ma-
chine learning algorithm like Support Vector Machines. The main objective of this 
paper is the comparison study of the implementation of SVM algorithm in three 
different leading to the Time and Accuracy findings of three different data sets 
that are being given into the algorithm. 

Among the four different scenarios that is presented in this paper, framework R 
is a proven data mining analysis tool which has the SVM algorithm implemented 
in it and is taken as a reference point for the analysis of SVM algorithm against 
Hadoop cluster, single node Hadoop and Linear SVM. A study of the maximum 
size of the dataset that can be given as input to SVM algorithm under each of the 
four different scenarios run on identical configurations was done and the results 
are presented in this paper. We also present a time complexity analysis of SVM 
across all the four different test scenarios. 

2 Related Works 

Distil network is an internet company (Virginia) that specializes in web content 
protection systems handling large amount of data in their network. They use SVM 
as a tool to detect botnet's based on their behavior and statistical features [1]. A 
trained SVM is a set of vectors and much easier to understand than a trained neu-
ral network because they are conceptually easy to understand. One big downside 
to SVMs is their computational complexity with the growing size of the data set 
used for training. It will take days to train an SVM. 

They broke SVM training into subsets and as it suits well to Map-Reduce and 
train an SVM on each subset [1]. Trained SVM yields Support Vectors which are 
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used in classification. This is again divided into parts and then global SVs are 
added into it. A new set of SVs is derived from this and it continues. Somewhere 
along the process SVs provably converge to global optimum. Main advantage of 
this is that by increasing processing speed via parallelism and divide and conquer 
makes the problem less intimidating and much more manageable. 

Support Vector Machines (SVM) are powerful classification and regression 
tools. For applying SVM to large scale data mining, parallel SVM methods are 
proposed. Parallel SVM methods are based on classical MPI model. Map-Reduce 
is an efficient distribution computing model to process large scale data mining 
problems. In [2] parallel SVM model based on iterative Map-Reduce is proposed. 
It is realized with Twister software. Through example analysis it shows that the 
proposed cascade SVM based on Twister can reduce the computation time greatly. 

In the Map task sample data are loaded from local file system according to the 
partition file. Trained support vectors are sent to the Reduce jobs. And in reduce 
task all support vectors of Map jobs are collected together and feed back to client. 
Through iteration, the training process will stop when all sub SVM are combined 
to one SVM. The efficiency of the method is illustrated in [2] through analyzing 
practical problems like adult data analysis, forest cover type classification, heart 
disease classification etc. Parallel SVM based on iterative Map-Reduce is efficient 
in data intensive problems. 

A methodology that could be used to solve management problems involving 
large data sets using Support Vector Machines [3]. They develop a methodology 
to help identify the data sets to be deleted when there is a requirement for storage 
space. Large data is stored using HDFS. HDFS logs give information regarding 
file access operations. Hadoop Map-Reduce was used to feed information in these 
logs to SVMs. 

Time elapsed in data set classification is dependent on the size of the input 
HDFS log file. The SVM methodology produces a list of data sets for deletion 
along with their respective sizes. This methodology was also compared with a heu-
ristic called Retention Cost RC which was calculated using size of the data set. Ac-
curacies of both were compared by calculating the percentage of data sets predicted 
for deletion which were accessed at a later instance of time. The methodologies 
using SVMs proved to be more accurate than using the Retention Cost heuristics. 

Clustering-Based SVM (CBSVM) integrates a scalable clustering method with an 
SVM method and effectively runs SVMs for very large data sets [4]. The existing 
SVMs are not feasible to run such data sets due to their high complexity on the data 
size or frequent accesses on the large data sets causing expensive I/O operations. 

CB-SVM applies a hierarchical micro-clustering algorithm that scans the entire 
data set only once to provide an SVM with high quality micro-clusters that carry 
the statistical summaries of the data such that the summaries maximize the benefit 
of learning the SVM. In [4] CB-SVM tries to generate the best SVM boundary for 
very large data sets given limited amount of resource based on the hierarchical 
clustering. Experiments on synthetic and real data sets show that CB-SVM is very 
scalable for very large data sets while generating high classification accuracy. 

The paper [5] explains about some mathematical properties of support vectors 
and show that the decision surface can be written as the sum of two orthogonal 
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terms. For almost all values of the parameter, this enables to predict how the  
decision surface varies for small parameter changes. The important case of feature 
space of finite dimension m, they also show that there are at most m + 1 margin 
vectors and observe that m + 1 SVs are usually sufficient to fully determine the 
decision surface. For relatively small m this latter result leads to a consistent re-
duction of the SV number. 

Support Vector Machines (SVMs) suffer from a widely recognized scalability 
problem in both memory use and computational time. To improve scalability, the 
paper [6] proposes a parallel SVM algorithm (PSVM), which reduces memory use 
through performing a row-based, approximate matrix factorization, and which 
loads only essential data to each machine to perform parallel computation. Let n 
denote the number of training instances, p the reduced matrix dimension after 
factorization (p is significantly smaller than n), and m the number of machines. 
PSVM reduces the memory requirement from O (n2) to O (np/m), and improves   
computation time to O (np2/m). From [6] we can show that SVMs can be parallel-
ized to achieve scalable performance. PSVM solves IPM in parallel by cleverly 
arranging computation order. 

3 System Design 

3.1 Linear SVM Implementation 

As part of the research effort in order to fine tune the performance of the algorithm, 
SVM was developed from scratch using java in eclipse platform. Accuracy across 
all four implementations of SVM was also computed by running it against different 
input data sets of varying sizes. This works for any input dataset given to SVM 
algorithm, and predict the accuracy of the algorithm by classifying the data. This 
involves executing a learning algorithm on a set of labelled examples, i.e., a set of 
entities represented via numerical features along with underlying category labels. 

The algorithm returns a trained model that can predict the label for new entities 
for which the underlying label is unknown. Following section will illustrate the 
same with the aid of an example. 

 

Input test data set used for classification 
         x1     x2     Class label 

0      0           1 
3      4           1 
5      9           1 

        12      1           1 
8      7           1 
9      8          -1 
6    12          -1 

        10      8          -1 
8      5          -1 

        14      8          -1 
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Intermediate Results obtained from the given input are: 
Normalize the given input matrix using Standard Deviation and mean for each 

columns of the matrix. 
The Normalized input Matrix (A)     H= D [A –e] 
 
           -1.798     -1.673   1                -1.7986    -1.673      -1.0 
           -1.079     -0.594   1                -1.0791    -0.5937    -1.0 
           -0.599      0.756    1                -0.5995     0.7556    -1.0 
            1.079     -1.403    1    1.0791    -1.4032    -1.0 
            0.119      0.215    1    0.1199      0.2159   -1.0           
            0.359      0.486   -1                -0.3597    -0.4857     1.0 
           -0.359      1.565  -1    0.3597    -1.5651     1.0 
            0.599      0.485   -1                -0.5995    -0.4857     1.0 
            0.119     -0.324   -1                -0.1199     0.3238     1.0 
            1.558      0.485   -1                -1.5588    -0.4857     1.0 

 
I/v + HT* H Matrix 

u=Margin spread*Temp*e: 
 

19.0001    2.34       0.0    0.00193 
  2.3296   19.0        0.0    0.00622 
  0.0           0.0       20.0    0.01071   
      0.00862 
      0.01081 
      0.00800 
      0.00670 
      0.00750 
      0.01059 
      0.00550 
 
Matrix w= ATDu                 Y= -eT *D*u: 

 
-0.02081       0.000   
-0.02585 

 
Decision Function: f(x) = wTx-Y  Classification Output: 
 

0.081    -1.7986   -1.6730     0.0807         1.000 
0.038    -1.0791   -0.5937     0.0378         1.000 

          -0.007                 -0.5995    0.7556    -0.0071        -1.000 
0.014     1.0791   -1.4032     0.0138         1.000 

        -0.008     0.1199    0.2159    -0.0081        -1.000 
        -0.020                                                 0.3597    0.4857    -0.0200        -1.000 
        -0.033    -0.3597    1.5651    -0.0330        -1.000 
        -0.025     0.5995    0.4857    -0.0250        -1.000 
         0.006     0.1199   -0.3238     0.0059         1.000 
        -0.045     1.5588    0.4857    -0.0450        -1.000 
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From this output result we can see that 3rd 5th and 9th data points are misclassi-
fied. Thus we can say that this dataset has 70% accuracy as there are three mis-
classifications in the data points. The classification function f(x) determines the 
class of each input data. Sign of this function decides whether a particular data fall 
under the class positive or negative. If the value of f(x) is positive then it belongs 
to +1 class and if it is negative then it belongs to -1 class. 

3.2 Porting SVM onto Hadoop Cluster 

For reducing the time and processing complexity of linear SVM, we port SVM 
into Hadoop distributed framework. Parallelization features in Hadoop helps to 
improve the speed of the algorithm. The main advantage of Hadoop is that the 
data is replicated multiple times on the system for increased availability and relia-
bility. Also the Map process is implemented in all these distributed nodes at the 
same time and is applied to all data sets in parallel which will increase the speed 
of the processing. 

Map-Reduce programs should be written in such a way that the input data can 
be processed effectively within a short time. It is not very easy to rewrite linear 
implementation of an algorithm to Map-Reduce programs as Hadoop and Map-
Reduce were initially developed to speed up search engines. So it is not necessary 
that all algorithms can be translated to Map-Reduce implementations using its on 
linear equations. Some algorithms can be Map-reduced using its regular linear 
equations where in which it’s corresponding, map and reduce phases has to be 
written. K-Means is an example of such an algorithm. In the case of SVM, linear 
equations could not be translated into Map-Reduce. Instead parallelizable equa-
tions need to be identified from the lot and its equivalent equations that can  
be Map-Reduced need to be worked out. Core challenge in SVM is in finding a 
suitable parallelizable equation with better optimization. 

Next key issue was to identify which of the equation should be given to mapper 
and reducer. This should be picked so that all the map values can be aggregated 
somehow within the reducer for doing further changes. Again emitting these  
values from Mapper we need a Custom Writable to pass our values. In Map-
Reduce jobs we can only emit a single key-value pair. Inorder to emit more than 
one key-value we need to go for custom classes. Key and Value should imple-
ments using Hadoop WritableComparable and Writable data types respectively.  
In this particular scenario we need to emit 2 parameters as value which is only 
possible by writing a Custom Writable class. Setting up Custom Writable for two 
matrix value is a difficult task because the Reducer follows a line by line proce-
dure instead of processing it as a whole 2D matrix. In order to parse these matrices 
in reducer along with Custom Writable we need to set Identifiers to mark the be-
ginning and end of the two matrices so as to differentiate between them so that it 
will be easier to parse them in reducer for further processing. 
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3.2.1 Algorithmic Implementation of SVM in Hadoop Cluster  

Classification is an everyday task, it is about selecting one out of several outcomes 
based on their features. We can use Map Reduce to parallelize a linear machine 
learning classifier algorithm for Hadoop Streaming. Parallel approach encourages 
computational simplicity in training classification algorithms. 

Here we use the parallel processing method for efficient classification of input 
datasets into two classes. Linear SVM algorithm classifies data based on the clas-
sifier function. f (x) = w T x-Y 

Instead of using this equation, we come up with a parallel equation for Map-
Reduce. 

For training the classifier assumes numerical training data where each class is 
either negative or positive and features are represented as vectors of positive float-
ing point numbers. 

D -a matrix of training classes  
A -a matrix with feature vectors 
e -a vector filled with ones, 
E = [A -e] 
mu= scalar constant used to tune classifier 
D -a diagonal matrix with -1.0 or +1.0 values (depending on the class) 
Training the classifier using the expression: 
(Omega, Gamma) = (I/mu + ET*E)-1*(ET*D*e) 

 
Fig. 1 Functionality of Mapper and Reducer in Hadoop 

Classification of an incoming feature vector x can then be done by calculating 
xT *Omega – Gamma, which returns a number, and the sign of the number corre-
sponds to the class, i.e. positive or negative. The size of the matrices ET*E and 
ET*D*e given as input to the reducer is independent of number of training data, 
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but dependent on the number of classification features. Reducer calculates the 
partial sums of matrices. Adding more intermediate reducers are useful in calculat-
ing the sums of ET*E and ET*D*e before sending the sums to the final reducer, 
means that the final reducer gets fewer matrices to summarize before calculating 
the final answer. See Fig.2 

4  Comparison of SVM Implementation across Linear, Single 
Node Hadoop, Hadoop Cluster and R 

Linear SVM is implemented using the traditional matrix calculation method. In 
this method, if the training dataset is having high feature dimensions, then the 
matrix inversion can become a real bottleneck since such algorithms typically has 
a time complexity of O(n3) where n is the number of features. In case of SVM in 
R, where linear SVM is already implemented, it could handle only a dataset which 
is half the size of the corresponding system’s RAM. Comparing linear SVM im-
plementation and single node Hadoop implementation against its implementation 
in Hadoop cluster, the later is far too efficient in terms of accuracy, performance 
and handling large data sets. This is because the Hadoop Cluster implementation 
can support parallel matrix based inversion and we could make the algorithm more 
efficient with improved time complexity. 

When comparing Map-reduce SVM with linear SVM, we found that Map-
Reduce SVM gives higher accuracy with fewer execution times. We have ana-
lyzed the comparison results based on three different input datasets.  

 

Table 1 Lists the accuracy and time comparison of three datasets chosen in Linear SVM, 
SVM in Single node Hadoop, and Hadoop Cluster and in R (with Small dataset size) 
(* refers to number of attributes) 

 Hadoop Cluster Single node 
Hadoop 

Linear SVM SVM in R 

Dataset Dataset 
size in 
MB 

Accu-
racy 
(%) 

Time in 
minutes 

Accu-
racy 
(%) 

Time in 
minutes 

Accu-
racy 
(%) 

Time in 
minutes 

Accu-
racy 
(%) 

Time in 
Minutes 

Spam 
(8)* 

52.4 100 1.31 100 3.85 98 14.2 99.5 4 

Wine 
(12)* 

55.8 99 3.75 99 4.2 82 14.6 92 4.4 

Heart 
(22)* 

629 82 4.83 82 11.32 -- -- 80 6.2 

 
From the accuracy and time comparison table, the following things could be in-

ferred. Accuracy and execution time of each of three datasets, namely Spam, Wine 
and Heart using Linear SVM, R, SVM in Single node and SVM in Hadoop im-
plementations are compared. 
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Comparison study shows that in linear SVM performs poorly with respect to 
accuracy and performance. It also failed to process Heart data set successfully 
because of its data size. Hadoop Map-Reduce performed well in terms of execu-
tion time and accuracy across all the three data sets hence can be rated as the best 
suited solution for this analysis. We did tested the trio against even smaller data 
sets (KB size) where R and Linear implementations outperformed Hadoop Map-
Reduce implementation as expected because of its known processing overheads. 
This is also due to the fact that the implementation mainly relies on matrix calcu-
lations which involves finding inverse matrices which greatly increases the time 
complexity of the algorithm. 

In Table 1, there is a tendency of accuracy reduction with increasing dimen-
sion/attributes in the dataset. This is because the matrix calculation method used 
for implementing the algorithm does not apply any optimization techniques as 
such. Matrix inversion steps are needed in the implementation procedure of SVM 
and it really makes the algorithm more time complex and henceforth less efficient. 
Also in map reduce implementation we are using more than one mapper and a 
single reducer to perform the classification. We can improve the performance of 
the algorithm by increasing number of reducers. 

Table 2 Accuracy and time comparison of three datasets chosen in Linear SVM, Single 
node Hadoop and in Hadoop Cluster (with larger dataset sizes) (* refers to number of 
attributes) 

 Hadoop Cluster Single node Hadoop Linear SVM SVM in R 

Dataset Dataset 

size in 

GB 

Accu-

racy 

(%) 

Time in 

minutes 

Accura-

cy (%) 

Time in 

minutes 

Accu-

racy 

(%) 

Time in 

minutes 

Accu-

racy 

(%) 

Time in 

minutes 

Spam 

(8)* 

2.5 100 1.31 100 12 -- -- 100 30 + 

Wine 

(12)* 

2.3 98.8 3.75 98.8 13.4 -- -- 97 30 + 

Heart 

(22)* 

2.2 82 4.83 82 12.3 -- -- 80 30 + 

 
In Table 2, larger datasets are considered. System had 4GB of RAM. Spam data 

set was 2.5GB and had 5486496 records. The size of wine dataset was 2.3 GB 
with 40960000 records and Heart data was 2.2 GB with 51200000 records. Linear 
SVM failed against all the three datasets as it could not handle the dataset size. 
SVM in single node Hadoop as expected took considerably more time but man-
aged to produce identical accuracy levels against SVM run on Hadoop Cluster. 
Map-Reduce could handle datasets of any size without any failures using the help 
of their functional parts; Mapper and Reducer. 
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Fig. 2 Comparison of maximum allowable input dataset size for SVM in different frame-
works running on a RAM of 4 GB 

When comparing the size of the input data with three different frameworks 
Linear SVM, SVM in R and SVM in Hadoop Cluster, Linear SVM algorithm can 
run only those datasets within the size of 90 MB. It failed against all datasets larg-
er than 90MB as shown in fig 2. Also in R, the algorithm failed if the size of the 
dataset is more than half of the corresponding system’s RAM size whereas  
Hadoop implementations could scale itself to handle larger datasets. 

Figure 3 plots the average accuracy achieved across all the data sets shown in 
Table 2. Linear SVM implementation failed to process larger datasets and hence 
marked in red. 

 

Fig. 3 Average accuracy of SVM in four different frameworks 

The time complexity in various SVM implementations is depicted in Figure 4. 
Off the three implementations that could successfully process the datasets, SVM in 
single node Hadoop performs considerably well against R with an average execu-
tion time complexity clocking at 12.57 minutes as opposed to 30 minutes clocked 
by R. When the same datasets were presented to the Hadoop cluster implementa-
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tion (cluster of eight Hadoop nodes), the time complexity sharply dropped bringing 
the time complexity to almost one eighth of R. Hence it can be concluded that 
SVM in Hadoop node has a higher efficiency which can be further improved by 
implementing the same in larger clusters. This validates the fact that parallelizing 
classification algorithms for larger datasets results in much better performance. 

 

Fig. 4. Average time of execution for SVM implementation in Hadoop cluster, single node 
Hadoop and SVM in R 

5 Conclusion and Future Work 

The Map-Reduce programming model has been successfully used for many differ-
ent purposes. We attribute this success to several reasons. First, the model is easy 
to use, even for programmers without experience with parallel and distributed 
systems, since it hides the details of parallelization, fault-tolerance, locality opti-
mization, and load balancing. Second, a large variety of problems are easily  
expressible in Map-Reduce computation. For example, Map Reduce is used for 
the generation of data for  

Google’s production web search service, for sorting, for data mining, for ma-
chine learning, and many other systems. Third, the implementation of Map Re-
duce scales to large clusters of commodity machines. The implementation makes 
efficient use of the machine resources and therefore is suitable for use on many of 
the large computational problems encountered. 

Map reduce is easy to parallelize and distribute computations and to make such 
computations fault tolerant. Parallelization techniques are required to process large 
collection of data. Parallelizing algorithms is a complex task. Using machine 
learning algorithms like SVM brings simplicity in data processing in distributed 
environment. 
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The current implementations can be further improved by using novel optimiza-
tion techniques such as Sequential Minimal Optimization (SMO), through which 
time complexity can be greatly improved and higher accuracy can be achieved. 
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Software Analysis Using Cuckoo Search 

Praveen Ranjan Srivastava 

Abstract. Software analysis includes both Code coverage as well as the 
Requirements coverage. In code coverage, automatic test sequences are generated 
from the control flow graph in order to cover all nodes. Over the years, major 
problem in software testing has been the automation of testing process in order to 
decrease overall cost of testing. This paper presents a technique for complete 
software analysis using a metaheuristic optimization technique Cuckoo Search. 
For this purpose, the concept of Cuckoo search is adopted where search follows 
quasi-random manner. In requirement coverage, test sequences are generated 
based on state transition diagram. The optimal solution obtained from the Cuckoo 
Search shows that it is far efficient than other metaheuristic techniques like 
Genetic Algorithm and Particle Swarm optimization. 

Keywords: Software testing, code coverage, requirements coverage, control flow 
graph, state transition diagram, xml files. 

1 Introduction 

Software engineering [1] is a scientific discipline which focuses on cost-effective 
and high quality development of software systems. Development of a system is 
controlled by a Software Development Life Cycle (SDLC) model which comprises 
of Requirement Analysis, Design, Implementation, Testing and Maintenance. 

Among all the phases, Software testing [2] [3] is most crucial because it 
consumes approx. 50% of the total development effort. It also serves as a tool to 
determine and improve software quality.  

In order to implement good software coverage which means covering all the 
requirements during implementation phase, an optimal set of paths are needed 
which has to be evaluated based on test data generated automatically [4]. Another 
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factor that lies in the path of software analysis is an optimal generation of test 
cases because if test data is generated using brute force method, there is a high 
possibility of generating redundant test cases. Thus, an optimal technique is to be 
employed. Such techniques which aim at providing optimal or near optimal values 
are known as metaheuristic techniques [5]. 

A metaheuristic technique [5] describes a computational method which aims at 
providing an optimal solution based on some pre-defined quality values. Although 
many techniques don’t guarantee an optimal solution still they implement a 
stochastically optimal solution. Since test data generation is an optimization 
problem, metaheuristic techniques can be put to good use. Many metaheuristic 
techniques [6] [7] [8] [9] [10] have been designed to perform software analysis as 
well. Typical examples are genetic algorithms [7], particle swarm optimization 
(PSO) [8], Tabu search [9], Ant colony optimization [10] etc. 

In this work, test case generation has been automated by means of a 
metaheuristic search technique called Cuckoo Search [11], which has not been 
used for software analysis as yet. The algorithm uses random behaviour of cuckoo 
bird generally described by Levy’s flight and parasitic breeding behaviour of 
cuckoo bird [12]. 

The parasitic breeding behaviour of cuckoo bird allows it to lay eggs in the nest 
of other birds. Some cuckoo birds lay eggs which resemble to great extent eggs of 
host nest in order to avoid being discovered. If the eggs are discovered by host 
bird it can destroy its nest with finite probability and lay its eggs on a different 
location [11] [12] [13]. 

Division of the paper is as follows: Next section talks about the background of 
metaheuristic techniques available and flaws associated with them. Third section 
describes about the Cuckoo Search and the proposed algorithm. Following this 
proposed methodology is described which is verified in the analysis and 
conclusion part. Finally the list of references is provided. 

2 Background 

The test case design holds the central importance for testing, a large number of 
testing methods designed and developed in last one decade. Existing test case 
design methods can be differentiated as Search-based method [6], Random test 
case generation method, Static method [14], and Dynamic method [15]. 

In software analysis, test data generation too needs to be optimized. This is 
achieved using one or other metaheuristic techniques. It is common to use Search-
Based Software Engineering (SBSE) [6] for test case generation rather than the 
other existing techniques. It is an application of optimization techniques (OT) in 
solving software engineering problems. It is most suitable for software coverage 
because generation of software tests is an indecisive problem because due to the 
large program’s input space, exhaustive enumeration is infeasible [9].  

 
Some Meta-heuristic techniques: 
One such technique is proposed [16] using Genetic Algorithm and Tabu Search 
for Automatic Test Case Generation. Genetic Algorithm is an optimization 
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heuristic technique, uses selection, recombination and mutation operators to 
generate new candidates (chromosomes) from existing population. The main 
problem of GA is fitness function and their chromosome length, even increasing 
the chromosome length has no effect, hence GA based approach is not suitable for 
strong level software coverage. 

Another approach of generating test sequences for software coverage is Particle 
Swarm Optimization discussed in [17]. It has good exploration abilities, but  
weak exploitation of local optima. It has weak ability for local search as the 
convergence rate is slow. This is in contrast with the Cuckoo Search [11] which 
has quicker convergence rate. 

Cuckoo Search in combination with L´evy flights [12] is very efficient for 
almost all kinds of test problems. It is also a population based algorithm as GA 
and PSO, but is different in the mode of search as it resembles with the harmony 
search. It has heavy-tailed step length, which means, it can take steps as large as it 
wants. Cuckoo search can be applied for one-dimensional as well as for 
multidimensional problems.   

Various optimization problems have been solved using Cuckoo search 
effectively as it has a quicker convergence rate. The welded beam design problem 
and spring design optimization is already done by using Cuckoo search 
optimization [3]. When it employs the L’evy flights, it becomes capable of 
searching large spaces.  

This effective algorithm has been taken for the Software Coverage problem as 
work has not been done in this aspect yet and results obtained are better than the 
other metaheuristic techniques discussed above. 

3 Cuckoo Search 

Cuckoo search is one of the latest nature-based metaheuristic optimization 
techniques. The detailed description about Cuckoo Search can be get from [11] 
[12]. Here, a brief description of Cuckoo Search is presented. 

A. Overview 
The proposed algorithm is based on some species of Cuckoo which lay their eggs 
in other birds’ nest in a quasi-random manner. If the cuckoo’s eggs are fit enough 
then they will survive in the nest by throwing out the host’s eggs out of the nest. 
Otherwise, host mother throw these alien eggs. This process of survival of the 
fittest is the essence of cuckoo search. 

B. L’evy Flight 
The efficiency of Cuckoo search is due to the concept called L’evy Flights. L’evy 
Flights gives scale free search pattern which, in turn, helps to explore a large 
search space. It uses L’evy distribution in order to find step length. It gives local 
optimum results for the search mostly but sometimes goes to farther places and 
hence can explore the search space quicker. So the optimization in cuckoo search 
is because of the L’evy Flights.   

Considering the same large search space for the software coverage, in our case, 
which has to be covered efficiently, this type of behaviour will be beneficial. 
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C. Description of Algorithm 
The basic working of Cuckoo is as follows: Given the fixed no. of nests, the 
solution is represented by the nests with eggs. It starts with the initially chosen 
nests by a random walk and lays an egg in it. Then the fitness value of each nest is 
evaluated. The best nest is chosen and the worst nests are discarded. The best nest 
will have high quality eggs which will carry over to the next generations. a host 
can discover an alien egg with a probability pa  [0, 1]. In this case, either the eggs 
are thrown away or the nest is destroyed by the host bird and it can lay eggs on 
some different location. 

Based on this algorithm, the searching of the next best node in a particular 
iteration can be summarized as: 

Next_node = Old_node + α* L’evy (λ), α represents the step-size >0 which is 
mostly O (1), but can be scaled for mathematical calculations. 

To determine the random steps, L’evy distribution is used, mainly for the large 
steps. 

L´evy, u = t-λ, (1 < λ ≤ 3), where t represent the iteration number and λ denotes 
a constant with value ranging between 1 and 3.   This power function described 
the probabilistic nature thereby providing randomness to cuckoo breeding 
behaviour. Since we have to deal with integer values we cannot use this formula 
directly. Instead we have to use random function which can be limited to work 
between 0 and n number of nodes. 

4 Proposed Methodology 

4.1 Architecture  

Above shown architecture (Figure 1) describes the complete flow of events in the 
system. Application implies the interface where user interacts with the system. 
Operations start with user providing xml file (denoted by half headed arrow from 
user to application) which contains CFG for the source code to be tested. 
Moreover, user is asked to input constant weights through an interface, these 
weights describe the importance of a node in the CFG according to user. These 
weights are user driven, and can be justified by him/her only. After taking all the 
inputs Application first calls PARSER to parse through xml file and prepare the 
CFG. PARSER is a java code which decodes xml file and converts it into 
adjacency matrix. XML file format is defined by the application itself. Further, 
application makes a call to Cuckoo Search mechanism which in turn calculates the 
in-degree and out-degree of each node. Once it finishes with all the parameters, 
path calculation procedure is invoked which returns all the possible paths in N 
number of iterations. N can be given as input by user through an interface or 
chosen by application to some default value. 

Next in the process is fitness value calculation for all the calculated set of paths. 
The set with maximum fitness is the one shown to the user. Now the test data are 
generated and fired on the instrumented code. The instrumented code contains 
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information about the CFG mapping. The paths covered by fired test cases and the 
one obtained from calculations are compared and finally the total coverage 
percentage is shown. 

 

 

Fig. 1 Basic architecture of software analysis using cuckoo search 

4.2 Algorithm 

First part shows Code Coverage and in next part, Requirement Coverage is 
discussed. 

Part-1  
The proposed algorithm is for complete software analysis. It generates a number 
of test cases and fire them on the paths generated using the maximal fitness 
criteria. Control Flow Graphs are used as inputs embedded in xml files. These xml 
files are generated by user according to specified format of the application. 
Following are the stages involved after taking the inputs: 

 
Stage 1: XML parser parses the graph given as input. From this parsed graph an 
adjacency matrix is populated which contains all the nodes linked to a particular 
node thereby giving information about in-degree and out-degree. 

 
Stage 2: In this stage Cyclomatic complexity value is calculated for the CFG 
using standard formula:   CC = E-N+2, where E denotes number of edges, N 
denotes total number of nodes. This formula gives an upper limit on the total 
number of independent paths available with the given CFG. 

 
Definition of fitness function is given as a product of constant weights provided 

by user and weights depending on in-degree and out-degree of nodes. Fitness of ith 
node in a path is given as: 

Fitnessi = - ∑(constant weights * (in-degreei+2 * out-degreei)) 
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The value calculated by this formula is an indication for the cost as well as 
fitness value. More is the value in the positive form more will be the cost which 
implies less will be the fitness. Hence, negative values of fitness are taken which 
implies smaller costs. Less will be the cost more will be the fitness of the set of 
paths generated. 

 
Stage 3: Using N value as stopping criterion, all the possible sequences are 
generated. The need for stopping criterion arises from the fact that, algorithm may 
keep on generating infinite set of paths for the CFG given. Thus, a need to keep a 
check on the number of sets calculated. While calculating a set of paths the 
algorithm flows as below: 

i. Firstly a path from start to end is calculated. 
Here all the sequential nodes are taken as they appear. Whenever a 
branch is encountered, random behaviour of cuckoo is used and any one 
of the following node is selected randomly. All the nodes selected in the 
path are marked as visited. This gives us one complete path. 

ii. To calculate other sub paths, only the branches and loops are checked and 
the nodes which aren’t visited yet are selection again via random 
procedure. 

iii. Self loops are also handled in the same way with the exception that node 
containing the self loop can appear at max twice in the same path.  

 
Stage 4: For all the sets generated in N iterations, first the number of paths 
generated is compared with the Cyclomatic Complexity (CC) measure calculated 
during the stage 2. One by one total fitness is calculated for each set of paths using 
the formula in stage 2. This calculation too is done in a random manner as any set 
can be processed earlier without giving value to its iteration number. Calculations 
for the invalid sets too are done to check if any of them can give maximum fitness. 

 
Stage 5: Once all the sets have their corresponding fitness value, the one with 
maximum is selected and taken for further processing. 

 
This completes the path generation from CFG. Following this, sequences for 

the state diagram are calculated which are included under requirement coverage.  
 

Requirement Coverage: For the requirement coverage part, same algorithm is 
applied. Only difference lies in place of CFG, state diagrams are used. An 
adjacency list is created containing all the linked states using the XML parser. 
Flow of events is same as that in code coverage. 

Once the sequence generation is over, next process is test case generation. 
Algorithm proposed for generation of test cases is Genetic Algorithm [18]. Use of 
random values is discarded because it will create redundancy by generating same 
similar set of values thereby triggering same path again and again. Two main 
aspects of Genetic Algorithm are Mutation and Crossover which are used for 
generating newer population from older ones.  
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First, a random set of test cases is generated and fired on the instrumented code 
which is mapped to the CFG. Test cases which cover maximum number of nodes 
are taken for new generation and others are discarded based on mutation 
percentage decided automatically by the code. Based on mutation and crossover 
criteria new population is generated and fired again. This process is repeated 
unless all the paths are covered which is shown in Analysis section. All the 
covered paths are compared with sequences generated from state diagrams to 
satisfy all the requirements. If all the sequences from requirement part are found in 
the paths obtained from CFG. The coverage is complete. The nodes which are 
uncovered after all the test cases are fired are added to uncovered list and 
consequently percent coverage is calculated. This percentage coverage is shown 
on the interface. We show the series of steps in the complete process flow in the 
following section. 

5 Analysis and Comparison  

To determine the ability and effectiveness of the proposed strategy, the algorithm 
is implemented in Java and is tested on a widely used benchmark Triangle 
Classifier Problem taken as case study [23]. The Triangle Classifier estimates the 
type of a triangle with given edges’ length as Scalene, Isosceles, Equilateral, No 
triangle or invalid input. The automated test data are given as input and results are 
generated for the specified range of values for edges. A Control Flow Graph 
(CFG) for the above problem [23] is shown in the Figure 2.   

 
 

var 
a,b,c : integer 

1. begin: 
2. if(a<=0|| b<=0|| c<=0) 
3. printf(“Side can not be Zero”); 

   3     else if(a+b<=c|| a+c<=b|| b+c<=a) 
4     printf(“Not Triangle/n”); 
5     else  if(a==b&&b==c) 
6     printf(“Equilateral Triangle”); 
7     else  if(a==b||b==c||c==a) 
8    printf(“Isosceles Triangle”); 
9    else 
10  printf(“Scalene Triangle”); 
11  end; 

 
 

Calculation Steps: 
The CC value calculated by the code for above shown graph (Figure 3) is 5. Also 
the table generated for in-degree and out-degree is shown as: 
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NODE      IN-DEGREE             OUT-DEGREE 
0  0    1 
1  1  2 
2  1  1 
3  1  2 
4  1  1 
5  1  2 
6  1  1 
7  1  2 
8  1  1 
9  1  1 
10  1  1 
11  5  0 

 
 

 

Fig. 2 CFG for triangle classifier problem 

The sequences generated are shown as: 

Step 1: Find a Path from Start node to end node, name it as main Path 
[0, 1, 3, 5, 7, 8, 11] 

Step 2: Search for a predicate node in main path or sub path and discover other 
possible sub paths using constants and varying weights. 

[[1, 2, 11], [3, 4, 11], [5, 6, 11], [7, 9, 10, 11]]  

Step 3: Form set of all the paths and calculate Cost. 
Set 1: [0, 1, 3, 5, 7, 8, 11], [[1, 2, 11], [3, 4, 11], [5, 6, 11], [7, 9, 10, 11]]  
Number of Path = 5 
Cost = 59 
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Step 4: Repeat Step 1 to 3 to obtain different set of main path and sub paths. 
Set2: [0, 1, 2, 11], [[1, 3, 5, 7, 9, 10, 11], [3, 4, 11], [3, 5, 7, 9, 10, 11], [5, 6, 11], 
[5, 7, 9, 10, 11], [7, 8, 11], [7, 9, 10, 11]] 
Number of paths = 8 
Fitness= 

 
Set2: [0, 1, 3, 5, 6, 11], [[1, 2, 11], [3, 4, 11], [5, 7, 9, 10, 11], [7, 8, 11], [7, 9, 10, 
11]] : 6 

 
Set3: [0, 1, 3, 4, 11], [[1, 2, 11], [3, 5, 6, 11], [5, 6, 11], [5, 7, 8, 11], [7, 8, 11], [7, 
9, 10, 11]] :7  

 
Set4: [0, 1, 3, 5, 7, 9, 10, 11], [[1, 2, 11], [3, 4, 11], [5, 6, 11], [7, 8, 11]] :5  

 
Set5: [0, 1, 2, 11], [[1, 3, 5, 7, 8, 11], [3, 4, 11], [3, 5, 6, 11], [5, 6, 11], [5, 7, 8, 
11], [7, 8, 11], [7, 9, 10, 11]] :8  

 
Step 5: Select path having maximum fitness whose number of nodes is equal to 
cyclomatic complexity. 

 
Set 1 and set 5 are selected as they have 5 nodes (Equal to cyclomatic complexity) 
and having fitness 59. 

 
Here at each branch a decision is taken via the levy flight. Algorithm implements 
levy flight using random function. Also the number of paths generated for a 
particular set is given which explains the validation of a set. It can be observed 
clearly than only Set 4 and Set6 satisfies the CC criteria for independent paths.  

Calculations of fitness for a set are shown as: 

Assuming user inputs for all edges is 1 for constant weights. 
 

Randomly selected set 3: 
Fitness3= -[( 1*1*1 + 1*2*1+1*2*5+1*1*1) + (1*2*5+1*1*1) + 
(1*2*1+1*2*5+1*1*1) + (1*2*5+1*1*1) + (1*2*1+1*2*5+1*1*1) + 
(1*2*5+1*1*1) + (1*2*1+1*1*5+1*1*1)] = -81 

 
Next random set is 4: 
Fitness4= [(1*1*1+1*2*1+1*2*1+1*2*1+1*2*1+1*1*5+1*1*1) +(1*1*5+1*2*1) 
+(1*2*5+1*2*1) +(1*2*5+1*1*1) +(1*1*5+1*2*1)] = -59 

 

And so on all the calculations are done by selecting sets randomly. It can be 
observed easily that sets with number of independent paths equal to CC value only 
give us maximum fitness. Any of these sets can be selected again randomly for 
further processing with test cases. 

Automated test case generation is used here and genetic based approach [15] 
[16] is applied to make the test case generation process more efficient. This also 
talks about the fact that generating all the test cases randomly will lead to more 
redundancy and waste of time. Thus a GA based approach is needed. Initially a  
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number of test cases are generated randomly. Out of the initial population, most 
efficient test cases are taken and mutated to generate more no. of test cases. At 
every stage test cases equal to CC are generated and future populations are also 
generated equal in number to CC. 

For the range 0-5:  
Randomly generated values of variables are: 1 2 1   
Triggered path: 0-1-3-4-11 
Randomly generated values: 3 4 5 
Triggered path: 0-1-3-5-7-9-10-11 
Randomly generated values: 3 3 4 
Triggered Path: 0-1-3-5-7-8-11 
Randomly generated values: 4 1 0 
Triggered Path: 0-1-2-11 
Randomly generated values: 0 4 4 
Triggered Path: 0-1-2-11 
 
Ideally we can take random generations upto CC only as it defines the 

independent paths available with the given CFG. Thus, next in the procedure is 
Genetic mutation and crossover.Assigning probabilities to all the test cases we can 
generate new population. Here probability assigned to all the test cases is 0.2. 
They appear on the scale as based on shorted path they cover: 

0....0.2...0.4...0.6...0.8...1.0 

Next, random numbers are generated in the range [0,1) and values obtained 
from them are used to decide which all test cases will be a part of new generation 
and will participate in mutation and crossover that is to be performed. 

Random values generated are: 0.1, 0.2, 0.7, 0.4, 0.9. 
 
Bases on these we take (4 1 0), (0 4 4), (3 3 4), (1 2 1), (3 4 5) 
Now we use 40% for crossover and rest 60% for mutation. 
Crossing over with 4 1 0 and 0 4 4 after 1st index we get (4 4 4) and (0 1 0). 

While mutation at the same point in rest 3 test cases return (3 4 3) (2 1 1) and  
(4 5 3) 

Firing 4 4 4 gives us a new path i.e. 0-1-3-5-6-11 which is the final path of our 
CFG. With this all the paths are covered. The number of iterations used is 6 which 
are shown in Table1. 

Table 1 shows the results obtained from testing of the algorithm and compared 
with the two popular approaches Tabu Search and Genetic Algorithm [16]. It is 
clear that the proposed strategy is more efficient than the other two as it can cover 
all paths with less no. of test cases. The Cuckoo Search is giving 100% software 
coverage while GA is unable to cover node 8 which is for classifying equilateral 
triangle. Tabu search is also giving 100% coverage but requires more no. of test 
cases. 
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Table 1 Number of test cases required to cover all nodes for different set of range  

Range  
Cuckoo 
Search 

 
 
Node Coverage 

Range Tests Nodes Un-covered 
0-5 6 None 
0-10 47 None 
0-15 62 None 
0-50 483 None 
0-100 600 None 

 
The results obtained from the Table 1, are plotted on the graph and compared 

with results obtained in [16]. Graph confirms that the proposed approach is 
efficient than other meta-heuristics algorithms. It shows the no. of test cases used 
for finding the complete software coverage within a specified range. 

 

 

Fig. 3 Comparison graph between CS, TABU and GA 

Here Y axis represents number of test cases used to cover all the nodes or 
maximum number of nodes. X axis represents the Range of input variables.The 
generation of optimal path given in “Test Sequence Optimization: An Intelligent 
Approach via Cuckoo Search”[19] is similar to present  approach, the differences 
in both approaches are listed in Table 2. 

Comparison study of the performance of CS with GA and Tabu Search leads to 
the fact that Cuckoo Search working on the concept of randomness [11] is very 
efficient and proves to be better than other optimization algorithms. The reason 
behind this is there are very few parameters to be polished in CS than in GA and 
Tabu search. There is only one parameter pa, denoting the probability of 
discovering an alien egg by host bird, having a constant value while in Genetic 
Algorithm population size n is a varying parameter. 
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Table 2 Comparison of Proposed Approach with Test Sequence Optimization: An 
Intelligent Approach via Cuckoo Search 

Factors Proposed Approach Approach Followed in: Test Sequence 
Optimization: An Intelligent Approach 
via Cuckoo Search 

Fitness The strength of each path is 
measured in terms of fitness. 

Only cost is calculated for each path, no 
fitness involved. 

Test Case 
Generation 

Test cases are generated to verify 
whether all paths covered. 

No test case generation. 

Requirement 
Coverage 

Along with code coverage, 
requirement coverage is also done. 

No Requirement Coverage. 

Path Validation Generated Paths are validated 
using Cyclomatic Complexity  

No such validation 

 
According to our assumptions, in Cuckoo Search convergence rate [11] is 

insensitive to the parameters depending on algorithm i.e. we do not have to 
calibrate these parameters for a specific problem. The use of CC values in the 
paper further improves the convergence as it restricts the possible number of paths 
calculated for a particular set. This provides an additional improvement over the 
test sequence optimization by cuckoo search where only the paths are generated 
for the CFG and cost of iteration is the only criteria for calculating the best 
possible set of paths. Instead of cost, fitness is used which is the basic criteria 
behind implementing the cuckoo search. Finally the test cases are fired based on 
test data generation discussed earlier.  

Moreover, L´evy flights concept [12] is used to represent the search space 
effectively so that new solutions to be generated are diverse enough. If the search 
space is large, L´evy flights are unremarkably efficient.  
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6 Conclusion 

This paper presents a technique for complete software coverage using Cuckoo 
Search. By applying this technique on the problem used, the results are very 
remarkable. This paper demonstrates the software coverage by generating optimal 
test sequences for CFG as well as for STT and then comparing it so as to get 
complete software coverage.  The coverage level is verified by applying various 
test cases generated automatically. By analysing our approach on the case study 
and statistical data, we conclude that the results incurred using Cuckoo Search is 
far efficient.  

Furthermore, the Cuckoo Search is more generic than any other optimization 
algorithm. Hence, this potential algorithm can be extended to multiobjective 
optimization applications. Since a no. of complex problems can be solved by CS 
efficiently, so lot of work can be done in the future. 
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Memory Based Multiplier Design in Custom and
FPGA Implementation

M. Mohamed Asan Basiri and S.K. Noor Mahammad

Abstract. The modern real time applications like signal processing, filtering, etc.,
demands the high performance multiplier design with fewer look up tables in FPGA
implementation. This paper proposes an efficient look up table based multiplier de-
sign for ASIC as well as FPGA implementation. In the proposed technique, both
the input operands of the multiplier are considered as variables and the proposed
LUT based multiplier design is compared with other schemes like LUT counter,
LUT of squares and LUT of decomposed squares based multiplier designs. The
performance results have shown the proposed design achieves better improvement
in depth and area compared with existing techniques. The proposed LUT based
12× 4-bit multiplier achieves an improvement of 34.61% in depth compared to the
counter LUT based architecture. The 16× 16-bit proposed LUT based multiplier
achieves an improvement factor of 76.84% in the circuit depth over the square LUT
based multiplication technique using 45 nm technology.

1 Introduction

In general, multipliers are the crucial components of cryptography systems like el-
liptic curve cryptography algorithms [1] and digital signal processing algorithms
like fast Fourier transform (FFT) [2]. The multipliers are basic part of multiply ac-
cumulate circuit (MAC) [3], which is the heart of digital signal processor, where
two input operands are multiplied and the present multiplication result is added
to the previous MAC result. Any digital filter application like finite impulse re-
sponse (FIR) requires a multiplier to perform the operation. The multiplier with
lesser depth, lower power requirement and lower area impact the digital system to
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achieve high performance arithmetic. A digital multiplier has two parts, they are
partial product generation and addition of partial products. The partial product gen-
eration will take Θ(1) time complexity and depth of the addition of partial products
will be varied according to the multiplier structure. In general, carry save multipliers
are having two parts in their partial product addition, they are carry save addition
tree and final addition. The depth of carry save adder (csa) is O(1). The depth of
the carry save addition tree is O(log2 n) for Wallace tree [4] multiplier and O(n) for
Braun multiplier, where n is the number of bits. The number of carry save stages
will be varied in both the above mentioned multipliers. The sum and carry from the
last carry save stage of the multiplier is further added with final adder, where ripple
carry adder (RCA) is used with O(n) circuit depth or recursive doubling based carry
look ahead adder (CLA) is used with O(log2 n) depth.

The n-bit multiplier produces a n number of partial products. If the number of par-
tial products is getting reduced, then the depth of multiplier will be reduced. For this
purpose, the higher radix modified Booth algorithm [5] is used. In this case, Booth
encoder itself, will cause an increase in multiplier circuit depth. The paper [6] shows
the basic complex number multiplier structure, where four multipliers are involved
to perform one complex number multiplication. The paper [7] shows the Baugh
Wooley based signed multiplication scheme, which is similar to array multiplier
with circuit depth O(n). In modern technology, vector processors [8] are playing a
major role to achieve data level parallelism (DLP). Here multiple operands are fol-
lowing multiple data paths in the same hardware. So only one instruction is used to
perform multiple operations on the vector of data. All the operands are processed in
parallel, thus improves the speed of the operation. The twin precision based array
multiplier is explained in [9], where the full precision multiplier is used to perform
two half precision multiplications with circuit depth of O(n) to achieve DLP. This
means that, 8-bit multiplier is used to perform two 4-bit multiplications or one 8-bit
multiplication at a time.

Adder Subtractor

one position right shift one position right shift

A B

x y

(A+B) (A-B)

A Blsb lsb^

k=0k=B

=1 =0

x
2 y2
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n

2   lines each with
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n
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2 2
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x   + y     +k

Fig. 1 LUT of squares based multiplier
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In the last two decades, look up table (LUT ) based multiplier design is becoming
an emerging technology in high performance arithmetic circuit design. For exam-
ple, [10] shows the implementation of LUT based discrete cosine transform, FIR
filtering. The papers [11], [12] and [13] explain the LUT based digital signal pro-
cessing operations. In general LUT based multiplication of two input operands A
and B can be found by,

x = (A+B)/2 (1)

y = (A−B)/2 (2)

AB = x2 − y2 + k (3)

Here k is equal to 0, if A and B both are even/odd and k is equal to B if any one
of A or B is even. The squared values x2 and y2 are obtained from the LUT . If the
input operands A and B are n-bit wide, then the x and y also will become a n-bit
wide. Hence the number of LUT entries will be 2n and each with 2n-bits wide. So
the size of LUT will be (2n+1n) bits. The major drawback with this approach is
the requirement of larger LUT . The Fig. 3 shows the above mentioned LUT based
multiplication scheme, where the xor value of least significant bit (lsb) of A and B
(Alsb and Blsb) are used to find the k value. The paper [14] shows that the LUT size
reduction techniques for the above mentioned square based multiplication. In the
LUT of squares based multiplication, the least n-bits of the squared value (2n-bits
wide) are periodic with the period (2n−1) where the input of the LUT is considered
as n-bits wide.

The paper [15] shows the LUT counter based multiplication scheme. If the mul-
tiplicand is m-bits wide and multiplier is p-bits wide, then the number of partial
products will be p each with m-bits wide, which tends to produce m+ p−1 columns
of partial products. According to [15], t columns of p partial products are sent to the
LUT . The number of ones in each column is counted. The counted value is added
to the other columns. The outputs from all the LUT s are added to compressor tree.
So the size of the LUT will be 2ptq bits, where q is the number of bits in the output
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Fig. 2 LUT counter based 12x4 multiplier design
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from an each LUT . The Fig. 2 shows the LUT counter based 12x4 multiplier de-
sign, where 4 partial products each with 12 bits wide are added using five counter
LUT s. Here 3 columns (12 bits) of partial products are sent to the counter LUT . The
maximum number of 1’s in each column is 4. So the LUT is having 212 lines each
with 5-bits wide. All the three columns should be added in such a way, where the
second column (one position left shifted) is added to the third column (two positions
left shifted) and the first column. Here the first column is not shifted. If all the three
columns are having four 1’s, then the shifted addition value three columns will be
11100. So each of the counter LUT is having the 5-bit output line. In the next step,
all the output lines of the counter LUT s are added through carry save reduction tree
to get the final result. The drawback with this approach is that the LUT size will be
increased if the more number of columns are sent to the counter LUT . The number
of LUT s will be increased if the less number of columns are sent. This will increase
the stages of carry save reduction tree. The paper [16] proposed LUT based FIR
filter design, where the filter co-efficients are considered as constant values. If the
input signal sample value x is considered as n-bit value, then the number of possi-
ble multiplication results between x and the filter co-efficient (A) will be 2n, where
A is assumed as m-bit constant. Hence the LUT will contain 2n entries, each with
(m+ n)-bits wide.

x[n-1:0]

x[n-1:n/2] x[n/2-1:0]

Shifter - Adder

mn bits x[n-1:0]*A[m-1:0]

n/2
2    entries  each with
   (nm/2)-bits wide

n/2
2    entries  each with
   (nm/2)-bits wide

n-bit value of x which 
   is represented as 
   0 th to (n-1) th bit

Fig. 3 Look up table based constant multiplication

The Fig. 3 has shown the above mentioned multiplication, where the n-bit input
operand x is divided into two parts. So the number of LUT entries will be 2n/2 and
each with (m +(n/2))-bits wide and finally the outputs from both the LUTs are
added to shifter-adder circuit to get the multiplication result. The drawback with
this approach is that, it’s not suitable for general purpose hardware design where the
filter co-efficients are not considered as constants. If the filter co-efficient is a large
number, then the LUT size will be increased. Here the size of the LUT is based on
the value of m and n. The value of m will be higher for large values of A.
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1.1 Contribution of This Paper

The drawbacks on the existing LUT based multiplication from the above literature
gives the motivation towards the proposed LUT based multiplication scheme. Here
the size of the LUT and delay, both are considered. The proposed technique uses
the smaller LUT s, where both the input operands are considered as lesser num-
ber of bits. These smaller LUT s are used to build n× n-bit multiplication, where n
is considered as larger number bits. This means that, the given input operands are
decomposed into smaller multiplications, where each result of the smaller multipli-
cation can be obtained by using the smaller LUT s. In the final step, carry save re-
duction tree is used to add the results from all the smaller LUTs to obtain the desired
result. Hence the size of the LUT can be maintained as small. Due to the carry save
reduction tree, the depth of the circuit will be in the time bound of Θ(log2 n). This
proposed LUT based multiplier is used for general purpose multiplication, where
both the input operands are considered as n-bit variables. The experimental results
show that the proposed LUT based multiplier gives better performance (in terms of
delay and area) than the existing LUT based techniques like LUT counter, LUT of
squares and LUT of decomposed squares based multipliers. The rest of the paper is
organized as, section 2 states the proposed LUT based multiplication scheme. De-
sign modeling, implementation and results are discussed in section 3, followed by a
section 4 conclusion.

2 The Proposed LUT Based Multiplication

The proposed 3× 3-bit multiplier is shown in Fig. 4, where three LUTs are used
to store all the possible results. The 3-bit input operands are A and B. The address
line for each LUT will be B. The 8 to 1 multiplexer is used to get all the possible
results. The select line for the multiplexer is A. The LUT s (connected to 3, 5 and 7 th
input line of multiplexer) are used to store the multiplication result of A by 3, 5 and 7
respectively. Since it is 3-bit multiplication, the line width of each LUT is 6 bits. The
number of lines in each LUT will be 8. The data at the 2i th input of multiplexer can
be obtained by left shifting (i times) of A, where i = 0,1,2, .... The data at the even
number (other than 2i) input line of the multiplexer can be obtained by left shifting
the output of the LUT to the corresponding odd position. Here the left shifting can
be implemented by hardwire connection and hence it doesn’t require any shifting
units. In general, number of LUT s used for n× n multiplier is (2n−1 − 1) and each
LUT is consisting of 2n lines each with 2n-bits wide. So the size of each LUT will
be (2n+1n) bits.

A 2n to 1 multiplexer is required to design the n× n-bit LUT based multiplier. If
n is large, then the requirement of larger multiplexer will cause an overhead of the
design. The table 1 shows the comparison between the various LUT based multipli-
ers, which clearly shows about the number of LUT s, number of lines per LUT , line
width of LUT in bits, the size of each LUT in bits and multiplexer involved in the
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Table 1 Comparison of LUT based multipliers

LUT
based
multiplier

No. of
LUT s used

No. of lines
per LUT

Line width
of LUT
(bits)

Size of each
LUT (bits)

Multiplexer
used

2×2 1 4 4 16 4 to 1
2×3 1 8 5 40 4 to 1
2×4 1 16 6 96 4 to 1
2×5 1 32 7 224 4 to 1
3×3 3 8 6 48 8 to 1
3×4 3 16 7 112 8 to 1
3×5 3 32 8 256 8 to 1
4×4 7 16 8 128 16 to 1
4×5 7 32 9 288 16 to 1
5×5 15 32 10 320 32 to 1

particular multiplier design. These simpler LUT based multipliers are used in the
larger multiplier design and hence the size of the LUT will be maintained as small.

The Fig. 5 shows the implementation of 16× 16-bit multiplier using 4× 4-LUT
based multipliers. The input operands A and B both are considered as 16-bits wide.
So they can be decomposed into 4 parts, each with 4-bits wide. This is means that,
A is decomposed into a0, a1, a2 and a3. Similarly B is decomposed into b0, b1,
b2 and b3. The multiplication results a0b0, a1b0, a2b0, a3b0, a0b1, a1b1, a2b1,
a3b1, a0b2, a1b2, a2b2, a3b2, a0b3, a1b3, a2b3 and a3b3 are obtained from 4×4-
bit LUTs. The Fig. 5(a) shows the arrangement of output values obtained from the
sixteen 4× 4 LUT s. The Fig. 5(b) shows carry save reduction tree for adding all
the partial results p0, p1, ...p7, where csa represents the carry save adder with
time complexity O(1). So the depth of the carry save reduction tree will be re-
duced compared to the conventional Wallace structure because the conventional
16× 16-bit Wallace structure contains 16 partial products. In the proposed design,
the number of partial results to the carry save reduction tree is depending on the
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Fig. 5 Proposed LUT based 16× 16-bit multiplier (a) Arrangement of output from sixteen
4×4 LUT s (b) Carry save reduction tree to add outputs from all the LUT s

number of decompositions of the multiplier/multiplicand and the width of the mul-
tiplier/multiplicand. In case of 16×16-bit multiplier, the number of decompositions
of the multiplier/multiplicand is 4 and which is shown in Fig. 5.

In the Fig. 5, both the operands A and B are decomposed by 4. So all the outputs
from the LUTs are arranged in exactly half of the previous result. In some cases, the
decomposition can be done by 2 or 3 or 4 or 5 or any other combination. In this case,
the alignment of the output from LUT s, tends to give an important role. For example,
Fig. 6 shows the various possible decompositions for 10-bit multiplicand (A) which
is multiplied by 4-bit multiplier (B). The Fig. 6(a) shows the decomposition of the
multiplicand by 3. This means that, multiplicand (A) is decomposed into A[2 : 0],
A[5 : 3] and A[9 : 6]. The arrangement of outputs from the LUT s is having 3 partial
results, they are p0, p1 and p2. Here the 0-th bit of the A[5 : 3]×B[3 : 0] should be
aligned with 3-rd bit of A[2 : 0]×B[3 : 0]. Similarly the 0-th bit of the A[9 : 6]×B[3 :
0] should be aligned with 6-th bit of A[2 : 0]×B[3 : 0].

(a)

(b)

p0

p1

p2

p0

p1

                           6  5  4  3  2  1  0
                6  5  4  3  2  1  0
 7  6  5  4  3  2  1  0

 5  4  3  2  1  0  7  6  5  4  3  2  1  0
         7  6  5  4  3  2  1  0

A[9:6]   A[5:3]   A[2:0]
                       B[3:0]

A[9:8]   A[7:4]   A[3:0]
                        B[3:0]

A[2:0] x B[3:0]

A[5:3] x B[3:0]

A[9:6] x B[3:0]

A[9:8] x B[3:0] A[3:0] x B[3:0]

A[7:4] x B[3:0]

Fig. 6 Proposed LUT based 10×4-bit multiplication (a) Decomposition with 3 partial results
(b) Decomposition with 2 partial results
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In Fig. 6(b), multiplicand (A) is decomposed into A[3 : 0], A[7 : 4] and A[9 : 8].
The arrangement of outputs from the LUT s is having 2 partial results, they are
p0 and p1. Here the 0-th bit of A[7 : 4]× B[3 : 0] is aligned with the 4-th bit of
A[3 : 0]×B[3 : 0]. Similarly the 0-th bit of A[9 : 8]×B[3 : 0] is aligned with 4-bit of
A[7 : 4]×B[3 : 0]. All the partial results are obtained from the LUT s. Due to an extra
partial result (p2), the depth of the multiplier in Fig. 6(a) is higher than the multi-
plier in Fig. 6(b). In both the cases, the multiplier is treated as zero decomposition.
So in general, the multiplier and multiplicand can be decomposed into n1 and n2
parts respectively. So the whole multiplicand can be multiplied by n2 times of full
multiplication. Each full multiplication is consisting of n1 number of half multipli-
cations. The decompositions should be in such a way that, each full multiplication
should give maximum of two partial results to achieve lesser depth of carry save
reduction tree. This will give the way of selecting smaller LUT based multipliers
for the decomposition of the required n× n multiplier.

2.1 Time Complexity Analysis of Proposed LUT Based Multiplier

If the number of decompositions of the multiplier is d (where d > 1), then the num-
ber of partial results to the carry save reduction tree will be kd. Here the proposed
logic is considered as the n× n-bit multiplier is made up of basic LUT s mentioned
in table 1 only. The value of k = 2 if the number of decompositions in multipli-
cand is more than 1 and k = 1 if the number of decompositions in multiplicand is
equal to 1. So the depth of the carry save reduction tree will become O(log2 kd),
which is lesser than the depth of the conventional n× n-bit Wallace tree multiplier
(O(log2 n)). The important thing is to align the multiplication result from the basic
LUT s before carry save addition. So the time complexity for the proposed n×n-bit
multiplier is T (n) = T (LUT ) + T (mux) +O(log2 kd) +O(log2 (2n− 1)), where
T (LUT ) represents the time taken by accessing the LUT , T (mux) represents the
depth of the multiplexer used, O(log2 kd) shows the depth of the carry save reduc-
tion tree and O(log2 (2n−1)) shows the time complexity for the recursive doubling
based carry look ahead adder (CLA) used in the last stage of the multiplier. The
basic LUT based multipliers mentioned in that table are varied from 2× 2 to 5× 5.
If the requirement of multiplier goes beyond 5× 5, then the number of LUT s used
to design the particular multiplier will be high and this causes a huge memory re-
quirement and this also causes a requirement of larger multiplexer. So any n× n-bit
multiplier can be designed using the proposed technique with the basic LUT based
multipliers mentioned in Table 1.

3 Design Modeling, Implementation and Results

The proposed and existing designs are modeled in Verilog HDL. These Verilog HDL
models are simulated and verified using the Xilinx ISE simulator. The timing, area
and power analysis of this implementation has been done with Cadence 6.1 ASIC
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design tool. All the designs are implemented for 45 nm technology, where the library
tcbn45gsbwpbc088 ccs.lib is used for estimating the timing/area/power details.

Table 2 Performance analysis of 12×4 multiplier using 45 nm technology

LUT counter based Proposed LUT based
Worst path delay (ps) 439.4 287.3

Total area (μm2) 758.71 537.49
Net power (nw) 9520.08 6890.34

The Table. 2 shows the worst path delay, total area and net power comparison
between the counter and proposed LUT based 12× 4-bit multiplier using 45 nm
technology. Here depth of the LUT counter based 12× 4-bit multiplier seems to
be higher than the proposed LUT based multiplier due to the increase in the depth
of the carry save tree which is mentioned in section 1. The proposed LUT based
12× 4-bit multiplier achieves an improvement of 34.61% in depth compared to the
counter LUT based architecture. The Table 3 shows the details about the LUT of
decomposed squares for the multipliers 4× 4, 8× 8, 12× 12 and 16× 16-bit mul-
tipliers. Here the conventional square LUT is decomposed into two LUT s and both
are having different address lines as the inputs. The number of lines and the line
width (in bits) for both the LUT s of decomposed squares are varied according to
the each multiplier, these details are mentioned in the Table 3. In Table 3, the input
address line is mentioned as in and the output from the LUT is mentioned as out.
The proposed LUT based 4×4, 8×8, 12×12 and 16×16-bit multipliers are com-
pared with the LUT of squares based and decomposed LUT of squares based [14]
techniques.

Table 3 Decomposed square LUT based multipliers

First LUT of decomposed squares Second LUT of decomposed squares
Input No. of Line Output Input No. of Line Output
address lines width address lines width

4×4 in[1:0] 4 2 out[1:0] in[3:0] 16 6 out[7:2]
8×8 in[4:0] 32 5 out[4:0] in[7:0] 256 11 out[15:5]
12×12 in[6:0] 128 7 out[6:0] in[11:0] 4096 17 out[23:7]
16×16 in[8:0] 512 9 out[8:0] in[15:0] 65536 23 out[31:9]

The Fig. 7, 8 and 9 are showing the worst path delay, area and net power com-
parison between the proposed with an other existing LUT based 4× 4, 8× 8 and
12×12-bit multipliers using 45 nm technology respectively. In these cases, the pro-
posed LUT based multiplier seems to be better than the other existing LUT based
multiplication techniques, they are LUT of squares based and LUT of decomposed
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squares based multipliers. The Table 4 is showing the worst path delay, total area
and net power comparison between the 16× 16-bit proposed LUT based multiplier
with the other existing LUT based techniques. The 16×16-bit proposed LUT based
multiplier achieves an improvement factor of 76.84% in the circuit depth over the
square LUT based multiplication technique using 45 nm technology and the same
achieves an improvement of 95.2% in area reduction over the square LUT based
multiplication.
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Fig. 7 Worst path delay (ps) comparison for 4× 4, 8× 8 and 12× 12-bit multiplier using
45 nm lib

The above mentioned whole designs, are implemented with FPGA, where the
device EXC7A100T from the family of Artix 7 with package CSG324 is used. The
Table 5 shows the comparison between the counter based and proposed LUT based
12× 4-bit multiplier in FPGA implementation. The number of LUT s used in LUT
counter based and proposed LUT based 12× 4-bit multiplier are 294 and 134 re-
spectively. The Table 6 shows the comparison of delay and number of LUTs for
4× 4, 8× 8, 12× 12 and 16× 16-bit multipliers using the existing and proposed
LUT based multiplier designs. In all the cases, the proposed technique requires a
lesser number of LUT s than other techniques.

Table 4 Performance analysis of 16×16 multiplier using 45 nm technology

LUT of squares based LUT of decomposed proposed
squares based

Worst path delay (ps) 2331.8 2228.9 540.9
Total area (μm2) 95876.4 96668.08 4219.31
Net power (nw) 1684823.36 1709193.57 75155.92
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Fig. 9 Net power (nw) comparison for 4×4, 8×8 and 12×12-bit multiplier using 45 nm lib

Table 5 Comparison of number of LUT s and delay in FPGA implementation for 12× 4
multiplier

Delay (ns) No. of LUT s
12×4-bit LUT counter based 6.975 294

12×4-bit proposed LUT based 5.253 134

Table 6 Comparison of number of LUT s and delay (ns) in FPGA implementation

LUT squares LUT of decomposed squares Proposed LUT
No. of Delay No. of Delay No. of Delay
LUT s LUT s LUT s

4×4 44 5.047 ns 44 5.0447 ns 27 2.368 ns
8×8 224 10.901 ns 229 10.968 ns 153 5.581 ns

12×12 1670 13.295 ns 1670 13.295 ns 417 8.160 ns
16×16 64483 19.046 ns 61679 18.915 ns 723 9.378 ns
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4 Conclusion

In this paper, an efficient LUT based multiplier design is proposed, where both the
input operands are treated as n-bit variables. So this proposed architecture has the
advantage over an existing LUT based multiplier design, where one of the operands
is considered as constant. This proposed LUT based multiplier design is compared
with other schemes like LUT counter, LUT of squares and LUT of decomposed
squares based multiplier designs. The performance results have shown the proposed
design achieves better improvement in depth and area compared with an existing
technique.
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Application of Simulated Annealing for Inverse 
Analysis of a Single-Glazed Solar Collector 

Ranjan Das 

Abstract. This work presents the application of simulated annealing (SA)-based 
evolutionary optimization algorithm to solve an inverse problem of a single-glazed 
flat-plate solar collector. For a given configuration, the performance of a solar 
collector may be expressed by heat loss factor. Four parameters such as air gap 
spacing, glass cover thickness, thermal conductivity and the emissivity of glass 
cover have been simultaneously estimated by SA to meet a given heat loss factor 
distribution. Many possible and nearly unique combinations of the unknowns are 
observed to satisfy the same requirement, which results in satisfactory reconstruc-
tion of the required heat distribution. 

Keywords: solar collector, simulated annealing, inverse problem, optimization, 
heat loss factor. 

1 Introduction 

The analysis of solar collectors is one of the recent fields of research in the area of 
renewable energy. For assessing the performance of a solar collector, evaluation 
of the heat loss factor is one of the important considerations. For analyzing the 
performance of any system it is found that on many occasions computational  
approaches are useful in saving money, manpower and time [6]. The available 
literatures indicate that the heat loss factor of a solar collector depends on many  
parameters such as air gap spacing, tilt angle, plate and glass emissivity, air prop-
erties, etc. [2, 3, 10, 15, 17, 20-22]. The evaluation of thermal field from 
knowledge of collector dimensions and other parameters is called forward prob-
lem [12]. However, when few parameters are unknown and a given thermal distri-
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bution is to be achieved, then the problem is known as inverse problem [24] and it 
contributes in the design of any engineering system. For solving inverse problems, 
an optimization algorithm is necessary for regularization [25]. 

Details of few good studies can be found which deal with the optimization of 
solar systems [1, 5, 9, 11, 13, 19 and 23]. It is observed that investigation of in-
verse problems for solar collectors is very rare and that most studies deal with 
optimizing few parameters [4]. However, it is well-known that the performance of 
a solar collector depends upon many factors such as the plate and glass distance, 
thickness of glass covers, the glass emissivity, environment, etc., and it is im-
portant to optimize more factors affecting the heat losses. Therefore, the present 
work is aimed at estimating important thermo-physical parameters of a single-
glazed collector satisfying a given heat loss factor distribution. For optimization, it 
is well-known that the evolutionary methods perform better than the other meth-
ods [18], therefore, in the present work, SA is used. The following section pre-
sents description of the problem. 

2 Formulation 

Let us consider a single-glazed flat-plate solar collector. At steady-state condition 
and assuming the sky temperature equal to the ambient temperature, the heat flux 
between the absorber plate to the glass cover and from the glass cover to the am-
bient air can be respectively expressed as below [17, 20], 

( )( )11.,conv1, TThhQ pppr −+= ( )( )aaar TThh −+= 11.,conv1,  (1) 

where, the subscripts 1, p and a are used to represent the glass cover, absorber 
plate and ambient condition, respectively.  

For known values of various properties and ambient conditions, the set of equa-
tions may be recursively solved to yield the intermediate glass cover temperature 

( 1T ). Then, the total heat loss coefficient ( )tU is calculated. From the view of 

accuracy and simplicity, the following correlation is used [17, 20], 
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where, the glass cover temperature )( 1T can be evaluated by using the following 

relationship [17, 20], 
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1 ε  (3) 

Let us now assume a case where a given heating requirement is needed, which 

is based upon attainment of a prescribed heat loss factor distribution (say, tU
~

). 

However, parameters such as air gap spacing, L , glass thickness, gt , glass emis-

sivity, gε and thermal conductivity of glass, gk are unknown. In order to estimate 

the feasible values of the unknowns ( ,L ,gt gε and gk ), the following objective 

function is minimized, 

( )2~
tt UUF −=  (4) 

where, tU  is calculated using guessed values of the unknowns ( ,L ,gt gε and 

gk ) which are updated iteratively. Thus, the objective function, F is also updated 

during the iterative process. For minimizing the objective function, F, SA is used, 
which is briefly discussed below. 

The SA mimics the annealing process of heat treatment. In this, the objective 

function, F is initially assigned to a higher SA-temperature,T ′  level and through 
successive iterations; it is gradually minimized to a lower level. For an initial 
guess, a random number generator creates another point in the vicinity of the ini-
tial guess, and the difference of objective functions between the initial and the new 
point (e) is computed. If the difference decreases (e<0), the new point is accepted. 
Otherwise (i.e., 0≥e ), then it is accepted only if the random number is less than 
the following probability [7, 8, 14, 16], 

( )T
eP ′

−= exp  (5) 

The above operation is known as uphill approach of the SA [7, 8, 14, 16] which 
eliminates the possibility of converging at local minimum. Further details about 
SA can be found in [7, 8, 14, 16]. When all random points are checked, the next 

SA-temperature, T′  level is obtained by an exponentially decreasing annealing 
schedule given below [7, 8, 14, 16], 

kk TT ′=′+ 95.01  (6) 

where, k is the index for the iteration level. The above cycle is repeated till the ter-
mination condition is satisfied. In the present work, the algorithm is terminated ei-
ther when the objective function is minimized to zero or SA exceeds 150 iterations, 
which have been found enough for minimizing the objective function, F to a suffi-
ciently minimum value. The following section presents the results and discussions. 
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Fig. 1 Validation of the forward 
method algorithm 
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3 Results and Discussion 

This section presents the results and discussion regarding estimation of un-
knowns ( ,L ,gt gε , gk ) using SA by inverse analysis. In Fig. 1 validation of the 

forward method is done with the relevant results available in the literature [17]. 
The results have been compared for two different values of plate emissivity such 
as 5.0 ,1.0=pε . Other relevant parameters are air gap spacing, L = 0.025m, 

glass thickness, 0.003m, glass emissivity, gε = 0.85, thermal conductivity of 

glass, kg = 1.02 W/m·K, tilt angle, o45=β , ambient temperature, Ta = 30oC  and 

wind heat transfer coefficient, hw= 20W/m2·K. It is observed from Fig. 1 that the 
results are in satisfactory agreement with the literature results. Table 1 presents 
the estimated values of unknowns ( ,L ,gt gε , gk ) for 10 different runs of SA. 

Since the operation of SA is random in nature, therefore, results may differ from 

one run to another. The exact heat loss factor field tU
~

is obtained by solving the 

forward problem with plate emissivity, 5.0=pε . It is observed from Table 1 that 

the estimated parameters ( ,L ,gt gε , gk ) for all 10 runs remain nearly unique 

with respect to those considered in the forward method. For run 1 of Table 1, the 
variation of the objective function, F and estimated parameters ( ,L ,gt gε and 

gk ) with number of iterations of SA are shown in Figs. 2-6. It is observed from 

Fig. 2 that the objective function, F gradually reduces with number of iterations, 
but, it does not become zero even in 150 iterations and minimizes closer to  
O (103). This is found sufficient for yielding satisfactory reconstruction of the 
heat loss factor field as shown later in Fig. 7. From Figs. 3-6, it is also seen that  
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beyond approximately 75-80 iterations of SA, there is no significant update in the 
unknowns ( ,L ,gt gε , gk ), thus inferring 75 iterations to be sufficient. 

 

Fig. 2 Iteration variation of the 
objective function 

 
 
Figure 7 shows the comparison between exact and reconstructed heat loss fac-

tors at different absorber plate temperatures. The exact field is computed using the 

same set of values mentioned earlier ( ,m105.2 2−×=L  ,m103 3−×=gt  

gk =1.02W/m·K, o45=β , pε =0.5, Ta = 30oC, ha =20W/m2·K and gε =0.85). The 

reconstructed field is computed using estimated values of the unknown parameters 
( ,L ,gt gε , gk ). The comparison is only presented for run 1 of Table 1. It is seen 

that exact and reconstructed fields are in good agreement with each other. 

 
Fig. 3 Variation of the length with 
different iterations of SA algorithm 

Iterations

Le
ng

th
,L

(m
)

0 50 100 150
0.01

0.03

0.05

0.07

0.09

0.11

 



272 R. Das 

Fig. 4 Variation of the glass thickness 
with iterations of SA algorithm 
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Table 1 Estimated value of unknowns for different runs of SA; (Forward method: 

,m025.0=L ,m003.0=gt gk =1.02W/m·K, o45=β , pε = 0.5, Ta = 30oC, ha 

=20W/m2·K and gε =0.85) 

Run L (m) tg (m) kg (W/m·K) 
gε  

1 0.0291 0.0057 1.1280 0.9252 
2 0.0245 0.0037 1.2985 0.8447 
3 0.0235 0.0021 1.2585 0.8156 
4 0.0245 0.0034 1.1737 0.8461 
5 0.0249 0.0037 1.2855 0.8492 
6 0.0230 0.0021 1.3899 0.8086 
7 0.0235 0.0028 1.0043 0.8355 
8 0.0254 0.0041 1.1707 0.8646 
9 0.0256 0.0038 1.1375 0.8629 

10 0.0248 0.0032 1.1348 0.8472 
 

Fig. 5 Variation of glass thermal 
conductivity with different iterations 
of SA algorithm 
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Fig. 6 Variation of glass emissivity 
with different iterations of SA 
algorithm 
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Fig. 7 Comparison of exact and 
reconstructed fields (Run1 of Table 1) 
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4 Conclusion 

An inverse problem is solved using simulated annealing (SA) algorithm for  
estimating critical parameters in a single-glazed flat-plate solar collector. Four 
parameters such as air gap spacing, glass thickness, thermal conductivity and 
emissivity of glass have been estimated by SA for satisfying a given heat loss 
factor distribution and variation of the objective function and four parameters have 
been studied for different iterations. Some results of the forward method have 
been compared with results available in the relevant literature. The reconstructed 
heat loss factor field is observed to be in satisfactory agreement with the exact 
field. It is concluded that SA is suitable in solving the present inverse problem of 
single-glazed flat-plate solar collector. 
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A Novel Image Encryption and Authentication 
Scheme Using Chaotic Maps 

Amitesh Singh Rajput and Mansi Sharma 

Abstract. The paper presents an amalgam approach for image encryption and 
authentication. An ideal image cipher should be such that any adversary cannot 
modify the image and if any modifications are made, can be detected. The 
proposed scheme is novel and presents a unique approach to provide two level 
security to the image. Hashing and two chaotic maps are used in the algorithm 
where hash of the plain image is computed and the image is encrypted using key 
dependent masking and diffusion techniques. Initial key length is 132-bits which 
is extended to 148-bits. Performance and security analysis show that the proposed 
scheme is secure against different types of attacks and can be adopted for real time 
applications. 

1 Introduction 

Storage of data in open networks and information exchange across the internet has 
created an environment in which illegal users can obtain important information. 
Images are the most important utility of our life and are used in many applications. 
In open environments, focusing on processing and transmission of digital images, 
there are several security problems associated with them. Hence, reliable, fast and 
robust image security techniques are required to store and transmit digital images. 
Due to large size of digital images, traditional data encryption algorithms cannot 
be directly applied to them. An important property of digital images is that they 
are less sensitive as compared to text data and if some pixels values of the image 
are modified, the modification cannot be identified by human eye. Therefore, a 
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small degradation in the digital image is acceptable which is not possible with text 
data but this is also an advantage from the attacker’s point of view. If an adversary 
access the image and make some little modifications, the image will be acceptable.  

To prevent image from unauthorized access and modifications, strong image 
encryption and authentication techniques are essential. Image encryption 
techniques transform the pixel values of the plain image and convert the plain 
image to another one that is hard to understand. Most applications require 
confidentiality as well as integrity. Therefore, it is important to develop techniques 
that are capable of providing both the services simultaneously. To provide 
authentication, hash functions should be preferred. Using hash functions, integrity 
of the image is checked and if any modifications have been made, can be 
determined. Integrity of the received image is checked by comparing the received 
hash with the one calculated at the receiving end. The general approach to obtain 
this is to combine encryption and authentication schemes in some way. During the 
past some years, some image encryption and authentication schemes have been 
proposed [1, 2, 6].  

Another technique for securing digital images is based on the use of chaotic 
functions. Chaotic techniques provide a good combination of complexity which 
results into high security, speed and reasonable computational overheads. In order 
to overcome image encryption problems, a number of different image encryption 
schemes have been proposed based on chaotic maps [2-5, 7-10, 13-18]. The chaos-
based encryption was first proposed in 1989 [9], since then, many researchers have 
proposed and analyzed a lot of chaos-based encryption algorithms. Two chaotic 
logistic maps are used in [10]. Initial conditions of both the chaotic maps are 
calculated using the secret key. Eight different operations are used and at an 
instance one of them is used to encrypt the pixels of the image. Hyper chaotic 
functions are used to encrypt the image in [14]. The scheme is divided into two 
parts. In the first part, total shuffling of the image pixels takes place whereas the 
shuffled image is then encrypted using hyper chaotic function in the second part. 
Cryptanalysis of the scheme is presented by [12]. It has been shown that the reuse 
of the key stream more than once makes the cryptosystem weak against chosen 
cipher text, chosen plain text attacks. According to [12], three couples of plain 
text/cipher text were enough to break the cryptosystem in a chosen cipher text and 
chosen plain text attacks scenario. Two solutions are also projected for changing 
the key stream. In [15], chaotic image encryption algorithm where key stream is 
generated by nonlinear Chebyshev function is proposed. The secret keys in 
encryption process are dependent on each other and provide good correlation 
results. Diffusion and substitution based gray image encryption scheme is proposed 
in [11]. The scheme consists of substitution-diffusion techniques. The algorithm is 
based on the number of iterations (rounds).  

To provide more security to the image, authentication and encryption techniques 
can be pooled. An authenticated image encryption scheme based on memory 
cellular automata is proposed in [2]. The image is divided into blocks and hash of 
each block is generated. The encryption is conceded with the linear memory 
cellular automata (LMCA) to diffuse pixel values of the image. The hash values are 
used to verify integrity of the image. The scheme proposed in [1] uses digital 
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signature to verify integrity of the received image. The digital signature of the plain 
image is computed and added to the encoded version of the original image. Image 
encoding is done by an appropriate error control code, such as Bose Chaudhuri 
Hochquenghem (BCH) code. A fast image encryption and authentication scheme is 
proposed in [6]. Message authentication code (MAC) is used to validate integrity of 
the image. MAC of the plain image is embedded and the entire image is then 
encrypted using a simple masking function. A novel scheme for image encryption 
and authentication is proposed in this paper. The rest of the paper is classified as 
follows: in Section 2, the detailed algorithm of the proposed image cipher is 
discussed. In Section 3, security and performance analysis of the proposed 
algorithm is provided. Finally, section 4 concludes the paper. 

2 Proposed Approach  

The proposed scheme encrypts the plain image and validates integrity of the image 
at the receiving side. Along with encryption, authentication is also an important 
aspect for image security and the proposed scheme provides image encryption as 
well as  authentication. The proposed scheme consists of two phases:  image 
encryption phase and, decryption and integrity validation phase. 

Chaotic techniques provide a good combination of complexity which results 
into high security, speed and reasonable computational overheads. Logistic maps 
have very complicated dynamic behavior. In the proposed scheme, we keep the 
value of system parameter of both the logistic maps to be constant (3.9999) which 
corresponds to highly chaotic behavior and we used them to generate initial key 
stream and provide randomness to the image being encrypted. The two chaotic 
maps used in the algorithm are – = 3.9999 (1 − )                       (1) = 3.9999 (1 − )                       (2) 

A 148-bit key is used in the algorithm. The initial values of both the chaotic 
maps are computed using the scheme presented by [10] with some modifications. 
Here, we use 36-bits of the secret key to generate initial values for the first chaotic 
map. Initial values for the second chaotic map are generated from 24-bits of the 
secret key. The chaotic maps are executed multiple times, only their initial values 
are different depending on the key bits selected. The chaotic maps are executed 
and chaotic values are generated. Initial values of the chaotic maps are different 
for different phases. Use of diverse values of the chaotic maps in different phases 
makes the cryptosystem robust such that any adversary cannot obtain meaningful 
information from the cipher image. The sub-phases of the proposed scheme are 
explained below. 

2.1 Image Encryption Phase 

Input: Plain image with initial key 
Output: Cipher image with extended key 
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In the proposed scheme, 512-bit hash of the original image is generated using a 
standard hash generation technique and generated 512 hash bits are converted into 
64 bytes such that each byte represents a decimal number. In this phase, the plain 
image and initial key are given as input, and encrypted image and extended key 
are obtained. The initial key length is 132-bits and 16-bits are appended to the key 
showing the difference value of the hash values and pixels of the plain image. This 
can be explained as follows.  

1. Generate 512-bit hash of the plain image and convert the generated 
512-bits into 64 bytes (such that each byte represents a decimal 
number). 

2. Add all the 64 decimal numbers obtained in the last step and store the 
sum in S1. 

3. Iterate first and second chaotic maps (64 times) and add all the resulting 
64 pixel values. Store the sum in S2, and obtain the difference between 
S1 and S2. Convert the difference value into binary form and append the 
bits at the end of the initial key. 

Now, the plain image is encrypted using masking and diffusion techniques. The 
encryption phase consists of three sub-phases: masking, horizontal diffusion and 
vertical diffusion. The sub-phases of the scheme are explained below: 

2.1.1 Masking Process 

In this step, each pixel of the input image is replaced with a new pixel obtained by 
mixing the properties of the current pixel with the previous pixel and the key 
stream. The current pixel is added to the previous masked pixel and then the entire 
sum is XORed with the chaotic key stream generated from the first chaotic map 
using different set of initial values. Each pixel is masked by the following 
encryption function –  ( ) = ( ) ⊕ [ ( ) + ( − 1)]                 (3) 

Where, P(i) is the plain image pixel value, M(i) is the chaotic key stream 
generated by executing first chaotic map, E(i) is the encrypted pixel output and L 
is the gray level. The chaotic key stream is derived from the first chaotic map 
which is dependent on the key. In this way, all the pixels of the image are masked 
resulting a masked image.  

2.1.2 Horizontal Diffusion 

Diffusion refers to the process of rearranging or spreading out the pixels in the 
image so that redundancy in the image is spread out over the complete cipher 
image. The masked image obtained in the previous phase is given as input in this 
segment. In horizontal diffusion, we mix the properties of horizontally adjacent 
pixels of the plain image and XOR them concurrently with the resulting values of 
the first chaotic map. In an image cryptographic system, the process of diffusion 
removes the possibility of differential attacks which is done by comparing the pair 
of plain and cipher images.  
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2.1.3 Vertical Diffusion 

Here, the image obtained in last step is given as input. Like horizontal diffusion, 
here we mix the properties of vertically adjacent pixels of the input image and 
XOR them concurrently with the same resulting values of the first chaotic map as 
of horizontal diffusion respectively. Complete cipher image is obtained as output 
of this phase. 

2.2 Image Decryption and Integrity Validation Phase 

Input: Cipher image 
Output: Detecting whether the received image is tampered or not. 

 

Fig. 1 Block diagram of the proposed scheme 

The reverse process of encryption is applied to the cipher image to get the 
recovered plain image. Integrity of the received image is tested out here. The steps 
of this phase are explained below. 

 
1. Extract the decimal value from the last 16 bits of the key (say D1). 
2. Generate 512-bit hash of the recovered plain image and convert these 

512-bits into 64 bytes such that each byte represents a decimal number 
and add all the 64 decimal numbers obtained. Store the sum in S3. 
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3. Execute first and second chaotic maps (64 times), and add all the 
resulting pixel values and store the sum in S4 and obtain the difference 
value (D2) between S3 and S4.  

 

Compare D1 and D2 for integrity. Use the same hash generation algorithm as 
used at the sender side. If D1 and D2 are equal, then integrity of the recovered 
image is validated.  

3 Performance and Security Analysis 

An ideal image cryptographic scheme should resist all kinds of attacks. In this 
section, security and performance of the proposed image cryptographic scheme 
are discussed.  

3.1 Key Space Analysis 

Key space of a cryptosystem should be fairly large such that it can resist brute-
force attacks. The total number of keys that can be used in the scheme defines the 
key space. The key used in image cipher should be neither too long nor too short. 
In the proposed scheme, key length is 148-bits. The initial key length is 132-bits 
which is then further extended to 148-bits. The last 16 bits of the secret key 
represents difference value of the generated hash values and image pixel values. 
The 148-bit key length causes 2^148 different combinations (3.5×10^44) which is 
sufficient to resist various brute-force attacks. 

3.2 Statistical Analysis 

The encrypted image should possess certain random properties such that it can 
resist statistical attacks which are quite common now days. To evaluate robustness 
of the proposed scheme, some tests have been performed and results are shown in 
the next sub sections.  

 

Fig 2. Histogram analysis: Frames (a) and (b) show the plain image ‘Lena’ and its corresponding 
cipher image respectively. Frames (c) and (d) show histogram of images shown in (a) and (b). 
 
 

 
 

 
    

(a) (b) (c) (d) 
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3.2.1   Histogram 

Histogram of the encrypted image should be distributed uniformly showing that 
the pixels of the encrypted image are fairly distributed. We performed this test on 
the plain image ‘Lena’. The histogram of the plain image and its corresponding 
encrypted image are shown in figure 2. The histogram of the encrypted image 
shows fair distribution of pixels which does not reveal any information to the 
adversary.  

3.2.2   Correlation of Adjacent Pixels 

Neighboring pixels are highly correlated in images. Correlated pixels can be 
horizontally, vertically or diagonally adjacent. For an ideal image cipher, the less 
correlation of two adjacent pixels is the stronger ability of resisting statistical 
attacks. The proposed scheme exhibits this property well. In this section, the 
correlations between horizontally, vertically and diagonally adjacent pixels of the 
plain and encrypted image are discussed. The correlation between adjacent pixels 
is calculated by the following equations:  ( ) = ∑                            (4) ( ) = ∑ ( − ( ))                            (5) ( , ) = ∑ ( − ( ))( − ( ))                  (6) = ( , )( )× ( )                               (7) 

Where x and y are gray-scale values of two adjacent pixels of the image, cov(x, 
y) is the covariance, D(x) is the variance and E(x) is the mean. In order to test 
correlation between two adjacent pixels, we selected 3600 random pairs of 
adjacent pixels (horizontal, vertical and diagonal) of the original and encrypted 
image. Table 1 illustrates the comparison between the proposed scheme and 
scheme presented by [15] and shows that the proposed scheme exhibits good 
correlation results than [15].  

Table 1 Correlation coefficients of two adjacent pixels of the plain image ‘Lena’ and 
corresponding encrypted image 

 Plain image (Lena) Encrypted image by 
the proposed scheme

Encrypted image by 
[15] 

Horizontal 0.9189   0.0006 -0.09736 

Vertical 0.9028 -0.0057   0.04844 

Diagonal 0.9266 -0.0077 -0.07068 
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3.3 Differential Analysis 

The changes in cipher image should be significant such that known-plaintext 
attack and chosen-plaintext attack can be avoided. Two common measures: 
number of pixels change rate (NPCR) and unified average changing intensity 
(UACI) are calculated to test how one pixel change in the plain image affects the 
corresponding cipher image. The percentage of different pixels in two encrypted 
images is calculated by NPCR. On the other hand, the average of intensity – 
difference between the pixels of two cipher images is measured by UACI. The 
NPCR and UACI are calculated by the following equations: = ∑ ( , )× × 100                            (8) = × ∑ ( , ) ( , ) × 100                     (9) 

Where C1 and C2 are two encrypted images, whose corresponding original 
images have only one-pixel value difference. D (i, j) is a two dimensional array of 
the same size as of C1 or C2. D (i, j) is derived from C1 and C2. If C1 and C2 are 
equal, D (i, j) =0, otherwise D (i, j) =1. W and H are width and height of the 
image. We applied the proposed scheme over a number of images of the USC-
SIPI image database and find that the proposed scheme exhibits NPCR ≥ 99%. 
Hence, the scheme exhibits good properties to resist differential attacks. The 
NPCR and UACI test results are shown in table 2 and 3 respectively.  

 
Table 2 NPCR                                Table 3 UACI 

 

 

 

3.4 Performance Analysis 

For an ideal image cipher, encryption/decryption time and computational 
complexity of the algorithm is an important aspect. Images are of large size as 
compared to the text, hence chaotic techniques are used. Due to large size of the 
images, time is an important aspect to be considered when developing an image 
cipher. In the previous sections, we have already shown that the proposed scheme 
is good for resisting different kind of attacks.  The proposed scheme consists of 
iterating chaotic maps and the operations involved in the scheme consists of simple 
addition/subtraction and XORing, yet the scheme is robust against different types 
of attacks. Hence, the proposed scheme is efficient in terms of computational 

Image name UACI (%)  

Boat 33.2626 

Lake 33.0106 

Lena 33.0998 

Pepper 33.1628 

 

Image name NPCR (%)  

Boat 99.0435 

Lake 99.4996 

Lena 99.5011 

Pepper 99.5941 
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complexity. Time analysis has been done on 2.30 GHz i3-2350M CPU, with 2 GB 
RAM computer. The operating system is Windows 7 and programming 
environment is MATLAB 7.7. The size of the image is 124×124. The average 
encryption speed of the proposed scheme is 90 ms which shows that the proposed 
scheme is good in terms of execution time as well. 

4 Conclusion 

Images are the most important utility of our life. They are used in many 
applications. Ideal image security techniques should be such that any adversary 
cannot modify the image and if any modifications are made can be detected. In the 
paper, we proposed a novel approach to provide confidentiality and integrity to the 
image. Hash of the plain image is generated and then the entire image is encrypted 
using masking and diffusion techniques which are key dependent. Initially 132-bit 
key is used in the algorithm which is further extended to 148-bits. A significant 
feature of the proposed scheme is that integrity of the image is checked which is 
not achieved with most image encryption schemes. Experimental, security and 
performance analysis shows that the scheme is secure against different types of 
attacks and can be adopted for real time applications. In future, the proposed 
scheme can be extended to provide more security to the image using some 
mathematical models and more arbitrary chaotic functions.  
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An Imperceptible Digital Image Watermarking
Technique by Compressed Watermark
Using PCA

Shaik K. Ayesha and V. Masilamani

Abstract. To provide secure communication, a modified digital watermarking
scheme using discrete cosine transform (DCT) and principal component analysis
(PCA) has been proposed. This scheme uses DCT for watermarking and PCA for
compressing the watermark. In this technique, PCA in addition to DCT is used for
watermarking the digital image to improve the quality of the watermarked image.

1 Introduction

Due to the rapid growth of networked multimedia systems, the distribution of digital
data have become very efficient, which in-turn made the distribution of illegal copies
easier without degradation in the data quality. So, there is a need to provide the
authentication of the owner as well as data to prevent illegal distribution when the
information is transmitted over World Wide Web environment. For this purpose,
Digital watermarking came into existence, which is a kind of copy right inserted
in a noise tolerant signal such as image or audio or video data, which is used for
identifying ownership of the copyright. Digital watermarks are classified as fragile
and robust based on the robustness. If a watermark is not detectable after some
slight modification in the watermarked image, then that watermark is said to be
“fragile”. If a watermark resists some kind of unintentional attacks, then it is said
to be robust. Based on the imperceptibility, watermarks are classified as perceptible
and imperceptible. If the watermark is visible, then that is perceptible watermark. If
the watermark is invisible then that watermark is imperceptible.

Digital Image watermarking is a technique of inserting data into an image in
such a way that it can be used to make an assertion about the image [7]. Watermark
insertion and extraction can be done in spatial domain or transform domain. Widely
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used transform domain techniques are DCT and DWT. Techniques of incorporating
watermarks in spatial-domain, transform domain and sub-band filtering approaches
have been proposed in [1].

Earlier spatial domain watermarking techniques were based on modification of
LSB pixels, but prone to attacks. In transform domain, the information in the orig-
inal data is spread throughout the spectrum. For an invisible watermark, hiding the
data in insignificant regions will be susceptible to attacks. So, invisible watermarks
should be inserted in the significant regions where small change to the region of
watermark has to result in the more change in image quality. A technique using KL
transform or PCA has been proposed [2]. Here, PCA is closely related to the statis-
tical properties of the image, which has the advantage of high energy concentration.
This method is versatile in choosing a suitable region for data hiding. It allows a
multi-layered key system, providing a high degree of data security. An overview
of different information hiding techniques has been briefly discussed in [3]. Steg-
nography, which is a information hiding technique for secret communication and
watermarking is for content authentication and copyright management, also part
of information hiding. A detailed survey on existing and newly proposed stegno-
graphic and watermarking techniques and classification based on different domains
has been explained in [4]. In this paper, a modified robust invisible watermarking
scheme based on PCA has been proposed. This technique will provide the advan-
tages of using both DCT and PCA together. The remainder of this paper is organized
as follows: Section 2 provides a survey on detailed related work on digital image
watermarking techniques. Section 3 provides detailed description of the proposed
technique. Section 4 discusses about the analysis of the technique. Conclusions and
Future references are presented in Section 5.

2 Related Work

The watermarks are embedded in the Watermarked image for several purposes as
discussed in [10]. Most of the digital image watermarking schemes incorporate wa-
termarks into spatial or transform domain representation [10]. One of the techniques
in spatial domain is adding a modified maximal length linear shift register sequence
(m-sequence) to the pixel value. Two types of m-sequences are proposed: unipolar
and bipolar. The elements of unipolar sequence are {0, 1} and bipolar sequence are
{-1, 1} [5]. Another watermarking technique in spatial domain is by modifying LSB
values of the image with the MSB values of the watermark, where the watermark
will be invisible [10].

In transform domain DCT and DWT are widely used. In DCT watermarking tech-
nique, the watermark is embedded in DCT coefficients of the image. This technique
is robust and susceptible to various attacks such as cropping, very low-bit rate JPEG
compression and D/A conversion [1]. A modified DCT watermarking technique has
been discussed in [10], where the watermark is embedded in largest coefficients be-
ing the perceptually significant regions. The authentication is determined by finding
correlation between the embedded watermark and the extracted watermark.
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The watermark embedding sometimes will degrade the quality of the image due
to the loss of the significant information. So, by considering the just noticeable dif-
ference (jnd) values, the watermarking is done. If the original image pixel value
is greater than jnd value then watermark is embedded, otherwise the pixel value is
unmodified [1]. In [5], two two-dimensional watermarking techniques: Constant-
W 2D watermark and Variable-W 2D watermark, have been discussed where the
second technique offers better security. Millennium watermark system proposed for
DVD copy protection purpose, where the encryption is done in addition to water-
marking for DVD copy prevention [6]. The relation between the PCA and other
transforms like SVD have been detailed in [7].Visible watermarks are placed on top
of the image. Television networks place visible watermarks in upper-or-lower right
hand corner of the screen [10]. The techniques discussed earlier have performed
watermarking in spatial or transform domain, either visible or invisible where ev-
ery technique is unique for its purpose. The technique proposed in [2] will use the
PCA for compressing the Original image and then watermark is embedded into PCA
compressed image. The detailed analysis of PCA have been discussed in [11].

In this paper, we present a digital watermarking scheme in DCT transform do-
main and use PCA for compressing the watermark. Here, Novelty is that the PCA
based compressed watermark is embedded into the DCT coefficients of Original im-
age. But in [2], original image itself is compressed and watermarking is done on the
compressed image. Here the watermark is compressed by PCA inorder to increase
the quality of the watermarked image. If the size of the watermark is more than the
image size, by compressing the watermark using PCA most significant information
of the watermark can be embedded into the Original image. To reduce degradation
in the quality of the watermarked image, compressed watermark is used.

3 Proposed Work

In this paper,an invisible digital image watermarking technique is proposed which
uses PCA based compressed watermark instead of watermark. Here the watermark
is compressed by the PCA and the compressed watermark is embedded into the
DCT coefficients of the image. This technique will ensure that the quality of the
watermarked image is maintained as high as the original image (input image) with-
out degradation in the quality of the watermarked image. The detailed watermark
embedding scheme has been discussed in Fig. 1. The scheme is as follows:

Watermark Embedding Scheme
Watermark, w of size P×Q is given as input to PCA-based compression. The output
of the PCA is the compressed watermark, w′ of size K×Q, where K ≤ P. The image
that we want to watermark say f, of size M×N and compressed watermark, w′ is
given as input to the watermarking algorithm. The output of the watermark embed-
ding algorithm is the expected watermarked image, fw′ . The watermark is extracted
by using watermark extraction scheme as shown in Fig. 2. The explanation of wa-
termark extracting scheme is as follows:
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Fig. 1 Watermark Embedding scheme Fig. 2 Watermark Extracting Scheme

Watermark Extracting Scheme
Assumed to be modified watermarked image, f ′w

′ is given as input to the extrac-
tion algorithm. The output is the watermark thats been extracted. The procedure for
extraction algorithm is as shown in Fig. 4.

Algorithm 1. Watermarking Algorithm
Input: Image f of size M×N.
Output: Watermarked Image fw′ of size M×N.
Step 1: Perform DCT on f, result is F of size M×N.
Step 2: Embed the PCA based compressed watermark, w′ into the DCT coefficients of f
i.e., F by using following equation.

Fw′= F(1+aw′)
Step 3: Perform inverse DCT on Fw′ , result is fw′ , which is the watermarked image.

Algorithm 2. :Extraction Algorithm
Input: Possibly modified watermarked image, f ′w′ and original Image f.
Output: Extracted Watermark.
Step 1: Perform DCT on f ′w′ , result is F ′

w′ .
Step 2: Perform DCT on f, result is F
Step 3: Extract the watermark by using following equation

w′′ = 1
a

(
Fw′
F −1

)
Result is w′′, which is the extracted watermark

To determine the authenticity, we need to perform correlation between the orig-
inal watermark, w and the extracted watermark, w′′. If the correlation coefficient is
greater than some predefined threshold T, then the data is authenticated.
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Fig. 3 Watermarking Procedure Fig. 4 Watermark Extracting Scheme

3.1 Principal Component Analysis (PCA)

An application of PCA has been discussed in [2] is as follows:
Input is the image w of size P×Q.
Consider pixels in each column as a sample denoted as xi, and find mean vector

mx by equation:

mx =
1
q

q

∑
i=1

xi,1 ≤ i ≤ q (1)

And find co-variance matrix Cx by equation:

Cx =
1
q

q

∑
i=1

(xi −mx)(xi −mx)
T ;1 ≤ i ≤ q (2)

Now find eigen values λi and eigen vectors Vi for this covariance matrix, then
arrange the matrix in such a order that the vector corresponding highest eigen values
should be placed in the first row of transformation matrix A of size P×P. From A,
by selecting K number of rows, say Ak. Then find yi as follows:

yi = Ak(xi −mx);0 ≤ i ≤ N − 1 (3)

Now the input image has been compressed to size K×Q. The transformation ma-
trix A will have high energy concentration in the first row and less energy concen-
tration in the second row compared to the first row and so on. When we transform
input image by K selected columns of A, the output image will also contain high
energy concentration in the first k rows, which are compressed. Now the regions
which have high energy concentration are significant and suitable for data hiding,
which can be used for inserting watermark.
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4 Results and Analysis

In order to analyze the performance of the proposed approach, the algorithm was
tested by using lena image. For this image, the correlation between the original wa-
termark and the extracted watermark has been measured and plotted as in the Fig. 5.
In most of the cases the correlation between the original watermark and extracted
watermark was greater than the threshold T(taken as 0.5), which clears that authen-
ticity determination can be done by our approach. In the earlier approaches, the
watermarking has been done without compressing the watermark. As the compres-
sion on the watermark increases, the correlation between original and watermarked
image also increases because of reduction in watermark size.

 0.988

 0.99

 0.992

 0.994

 0.996

 0.998

 1

 1.002

 0  0.2  0.4  0.6  0.8  1

C
or

re
la

tio
n 

be
tw

ee
n 

O
rig

in
al

 
 a

nd
 E

xt
ra

ct
ed

 W
at

er
m

ar
k

Compression rate on Watermark

DCT + PCA

Fig. 5 Correlation between original and extracted watermark

In this approach, only K largest DCT coefficients are being watermarked, while
performing watermarking and extracting, the correlation between extracted water-
mark and original watermark and correlation between original and watermarked
images for different compressions on watermark is as shown in Fig. 6. To evaluate
our approach in a better way, the correlation between the original image and water-
marked image, and also correlation between extracted and original watermark for
various DCT watermarked coefficients are shown in Fig. 7. The correlation between
watermarks for various DCT watermarked coefficients and for various compressions
on the watermark are plotted in Fig. 8. Different watermarked images by different
compression values have been shown in Fig. 11 Fig 9 and Fig 10 shows the original
and watermark images respectively. PSNR of watermarked image for watermark-
ing various DCT coefficients of the Original image are shown in Fig. 12. PSNR of
watermarked image for compression on watermark and without compression on wa-
termark are plotted in Fig. 13. For the experimental study, a standard data set given
in [8, 9] has been used.
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Fig. 6 Correlation between the images and correlation between watermarks for various com-
pressions on the watermark

Fig. 7 Correlation between the images and correlation between watermarks for various DCT
watermarked coefficients
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Fig. 9 Original Image Fig. 10 Watermark Image Fig. 11 Watermark Image
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Fig. 13 PSNR of watermarked image
without compression on watermark and
for different compressions on watermark

In Fig. 13. if the compression on watermark is increasing , the PSNR of the wa-
termarked image is also increasing. From Fig. 12 it’s clear that the PSNR of the pro-
posed technique is high compared to the DCT coefficient modulation technique [10].
In proposed technique compressed watermark will be containing high energy con-
centration, if the selected DCT coefficients of Original image is watermarked with
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compressed data having highly significant information about the watermark only
those coefficients will be watermarked resulting high PSNR of the watermarked
image.

5 Conclusion and Future Scope

A Digital image watermarking technique using DCT in addition to PCA has been
presented in this paper which utilizes the advantages of both PCA and DCT. PCA is
used for compressing the watermark before watermarking is implemented. The aim
of this paper is to achieve the following objectives: First, to propose a watermarking
technique, which will provide high quality watermarked image. Second, to ensure
that this technique will offer high content security. The proposed technique can be
implemented by other transform techniques such as SVD and can be applied to real
time video applications.
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Spread Spectrum Audio Watermarking  
Using Vector Space Projections 

Adamu I. Abubakar, Akram M. Zeki, Haruna Chiroma, Sanah Abdullahi Muaz, 
Eka Novita Sari, and Tutut Herawan 

Abstract. Efficient watermarking techniques guarantee inaudibility and robust-
ness against signal degradation. Spread spectrum watermarking technique makes it 
harder for unauthorized adversary to detect the position of the embedded water-
mark in the carrier file, because the watermark bits are spread in the carrier  
medium. Unfortunately, there is a high possibility that synchronization of the wa-
termark bits and carrier bits will go out of phase. This will lead to watermark de-
tection problem in the carrier bit sequence. In this paper, we propose a vector 
space projections approach on spread spectrum audio watermarking technique, in 
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order to presents both the watermark bits and carrier bits as vectors. Similarities of 
watermark vector to a carrier vector are resolve by the normalized dot product  
of the cosine of angle between them for embedding. After embedding and extrac-
tion by the technique, signal processing methods in the form of attacks were ap-
plied. Our approach proved robust when compared with other audio watermarking 
techniques. This technique gives good results and was found to be robust on per-
formance test. 

Keywords: Audio watermarking; Spread spectrum; Vector space projections. 

1 Introduction 

The process of embedding a watermark on audio streams is describes as audio 
watermarking [1]. It is one of the complex watermarking techniques compared to 
image, text and video watermarking. This is because audio watermarking tech-
nique cannot be visible [2]. Spread spectrum (SS) watermarking technique is a 
borrowed model from communication engineering, which refers to the communi-
cation signals generated at a specific bandwidth and intentionally spread in a 
communication system [3]. In the process, a narrow band signal is transmitted 
over a large bandwidth signal [4], making it undetectable as it is overlapped by the 
larger signal. SS is used in watermarking because the watermark to be embedded 
in the carrier file consists of a low band signal that is transmitted through the fre-
quency domain of the carrier file in the form of a large band signal. The water-
mark is thus spread over multiple frequency bands so that the energy of one bin is 
very low and undetectable [3]. It becomes more difficult for an unauthorized party 
to detect and remove the watermark from the host signal. 

There are two types of spread spectrum: the frequency-hopping spread spectrum 
(FHSS) and the direct-sequence spread spectrum (DSSS). In DSSS, a watermark 
signal is embedded directly by introducing a pseudorandom noise sequence (PN), 
which implies that a key is needed to encode and decode the bits [4]. In FHSS, carri-
er frequency ‘hops’ across the spectrum at set intervals of time, and in a pattern 
determined by the PN sequence [3]. Previous research on spread spectrum audio 
watermarking technique utilizes many approaches. Crucial to that is orthogonal 
frequency division multiplexing (OFDM) approach [1] and field-programmable gate 
array (FPGA) implementation of by using chirp spread spectrum [2]. In Cox et al. 
[3] spread spectrum’s approach dwells on multimedia in general. Frequency hopping 
approach spread spectrum is seen in Cvejic and Seppanen [4]. Machine learning 
approach was also use in audio watermarking mostly to make detection easier 
through a training based approach [5]. Recently an adaptive audio watermarking 
approach by wavelet-based entropy is propose in [6], this method is related to the 
work of Liang et al. [7] which uses chaotic and wavelet transform, and also in Wang 
et al. [8] that utilized discrete wavelet transform. The technique is intended for blind 
audio watermarking; unfortunately the embedding of the watermark is in the vector 
norm of the segmented approximation components, which depends on the size of the 
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watermark image. In our approach vector space projections is utilized, in order to 
presents both the watermark bits and carrier bits as vectors. Similarities of water-
mark vector to the carrier vector are resolve by the normalized dot product of the 
cosine of angle between them for embedding. This will circumvent the weakness of 
depending on the size of watermark image. 

Following this section is section 2, which presents an overview on audio wa-
termarking techniques. Section 3 presents an introduction to vector space projec-
tion and section 4 discusses research methodology with an experiment procedure 
in digital watermarking. Section 5 presents experimental analysis and results, with 
the comparison of this research finding with previous research findings. Finally, 
section 6 is the conclusion the research work. 

2 Related Work 

Generally, to embed watermark data into an audio stream requires the transfor-
mation of the watermark into a binary format and, to some extent, to an encoded 
state. Different methods of transformation involve discrete Fourier transform 
(DFT), discrete cosine transforms (DCT) and discrete wavelet transforms (DWT) 
[9]. If ( )g x represents binary watermark data and ( ) { }1, 1g x ∈ − + this can then be 

directly embedded into the audio signal, say ( )f x  in its time/spatial or transform 

domain. The reverse of the embedding leads to extraction. There are various mod-
els for watermarking techniques [22]. 

Least significant bit (LSB) involves direct substitution of LSB at each audio da-
ta sampling point by a watermark coded binary string; the substitution operation 
hides the bits to substitute the original [9]. The weakness of this model is that a 
resampling of the content of the audio signal or compression will lead to the loss 
or destruction of the watermark [3]. An echo hiding algorithm embeds a water-
mark into a host audio signal by inserting a small watermark as an echo that is 
perceptible by humans [3]. Unfortunately, this technique is suitable for only small 
size watermark [9]. Phase Coding Audio Watermarking technique relies on the 
phase difference of the audio segment, that is, the short-term phase of the signal 
over a small time interval [10]. Unfortunately, if a single segment within a phase 
is removed, compressed or reassembled, it will lead to damage or loss of part of 
the watermark, which will eventually affect the entire watermark [3]. Prior re-
search on spread spectrum audio watermarking technique proves it efficiencies 
[3]. Spread spectrum model for audio watermarking is utilized in many different 
ways, like such as OFDM approach [1], FPGA [2]. FHSS [4], Machine learning 
approach [5], wavelet-based entropy [6], chaotic and wavelet transform [8]. Peng 
and Wang [11] utilized genetic optimization with variable-length mechanism in 
order to search for position of watermark in the carrier and many other approach-
es. Generally these techniques have shown a good performance, because water-
marking performance is measure mostly by robustness performance metrics [12]. 
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3 Vector Space Projection 

A projection for any dimension follows a linear transformation with an inner 
product for which it presents an orthogonal projection [13]. Consider a v as a  
t-dimensional subspace of a vector space w with inner product, when v is in the  
x-plane where ( ) ( ), ,0Z x y x= , then by orthogonal projection v could be project-

ed to w where v has an orthonormal basis { }1,..., tv v such that   

( ) 1 1
1

,
t

v
i

proj w w v v
=

=        (1) 

This becomes the sum is the orthogonal projection onto v. Thus by definition the 

projection of vector w on v is ( )1 1 cosw w v a vθ= =
 

. An analogy of application of 

vector space projection is in vector space model, where is predominantly used in 
information retrieval applications. It is one of the models that can simply relate 
term weighting and relevance feedback in ranking [14]. In order to consider using 
vector space model in audio watermarking applications just as vector space pro-
jection, the watermark w and the carrier c should be transformed into vectors

( ),v w c , so that the vectors of equal length can be considered as a pair of (water-

mark/carrier) bits for embedding. 
 

 
 
 
 
 
 
 
 
 
The cosine of angle between a pair of normalized two identical vectors will be 1, 
if the angle is 00 otherwise 0 if the angle is 900 hence the vector will be resolve by 

( )cos . cosx y x yθ θ=  and the normalized cosine measured will be derived by 

equation 2 as follows 

( ),v w c

. .

2 2
. .

.
i j c j

ji

i i j c j
j j

w w
w c

w c w w

×

= =


 
.   (2) 

The vector space model will generate constraints set that will be generalized 
with vector space projection.  This method ensures that a specific location which 
lies within intersection of a number of sets of watermark bits and carrier bits that 

1w  

v 

2w  

( )1vproj w  ( )2vproj w  

0 
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satisfies both are derived by vector space projection. The technique selects an 
initial point in the vector space and projects the subsequent iteration. The se-
quence of projection finds the closet point at which both the watermark bits se-
quence and the carrier bits sequence cosine angle is at 00 and 900 using equation 1.  

4 Proposed Method 

The steps involves for this study (see Figure 1) are as follows: 

• Collection of dataset 
• Preprocessing and building a vector space model 
• Developing synchronization code 
• Embedding of watermark  and application of selected audio watermarking 

attacks 
• Extraction of watermark and measuring the state of the watermark before and 

after extraction 
• Repeat the step 3 to 6 for until an optimum result is obtained by step 5 and 6. 
 

Figure 1 shows the phases of this research. The original watermark is first con-
verted to binary, and the audio file is decomposed into segments. In the same 
phase a synchronization code is generated. Both DWT and DCT were performed 
in the preliminary step. The binary contents of the watermark image and the audio 
segments where used for the vector space projection. Thereafter embedding and 
extraction processes were carried out as shown in Figure 1.  

4.1 Dataset 

Data for experimental analysis in audio watermarking are generally the same, 
since the primary requirement is the audio file. The watermark file could be dif-
ferent depending on the goal and objectives of research. This research uses an 
audio file as the carrier file and image file was chosen as the watermark file. The 
audio file sampling rate is 44,100Hz and resolution 16bit, hit rate 705 kbit/sec and 
mono. The watermark file is binary image with pixel 96× 84.  

4.2 Preprocessing 

The preprocessing stage prepares both the watermark and carrier files for the wa-
termarking process, similar to study performed in [15-17]. The carrier file is first 
decomposed into non-overlapping frames of 1024 samples each, this are trans-
formed to the vector of equal length where the total length of the audio signal 
containing is a set of vector that are independently and equally distributed. The 
original audio carrier signal  it is divided into segments i such that 

 is the carrier with L samples, where the non-overlapping  

 

( )c

( ){ },1c c i i L= ≤ ≤ ( )c i
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segments and transformed into vector ( )1 2, ,..., ic c c c . The watermark file ( )w is a 

binary image  ( ){ }, ,1 ,1w w i j i P j P= ≤ ≤ ≤ ≤  where ( ) { }, 0,1w i j ∈  are the pixel 

value at ( ),i j  for which ( )( ),f w i j  mapped the carrier ( )c i .  Synchronization 

code is used for the detection of watermark. The correlation corresponding to 

( ){ },1c c i i L= ≤ ≤ of the watermarked and un-watermarked carrier values is pre-

pared as the Synchronization code.  

4.3 Embedding the Watermark 

The proposed method embeds the watermark bits within the sample of an audio 
signal. For each carrier vector ( )c i , a corresponding watermark vector was 

mapped into its transformed into discrete cosine transformation (DCT) giving rise 
to the DCT coefficients as well as maintaining the quantizing state, the watermark 
sequence of data ( ) ( ) ( )1 2, , , ,..., ,nw i j w i j w i j  are then embedded into the carrier, 

in the following phase:   

( )

( )

1

0

n

n

n

n

w
U if c i

w x
c

w x
U if c i

w

 ≥ = +′ =  + ≥ =


,   (3) 

where x is the selected sequence of the watermark segment and U is the length of 
each segment of the audio carrier file.  

4.4 Detecting and Extraction of the Watermark 

The watermarked audio signal c′ is segmented into ( )c i  where 1,2,...,i L= of the 

length of the each segment. M×M is the number of bits in the watermark image. 
Thus, we first establish the start position by representing x y⋅ as the normalized 

inner product of vectors x  and y , i.e. x y⋅ 1
i ii

N x y−≡  with 2x ≡  x x⋅ . In-

verse DCT is performed on each segment ( )*c i  and the proceedings are as follows 

( ) ( ) ( )1 2 1
* , * ,..., *

n
c i c i c i

−
. 

Thus, a watermark ( w′ ) is detected by correlating a given signals and subsequent-
ly extracted from each of the preceding segments in the following 

( ) ( )
( )

1 * 0,

0 * 0

n

n n

if c i
w i

if c i

 >′ = 
 ≤

 ( )0,1,..., 1n n= − .   (4) 
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5 Experiment Results 

The watermark is embedded on the carrier using equation 3 and extracted by using 
equation 4. Watermarked file was formed as a result of this embedding process. 
Thereafter the embedded watermark was extracted. In order to measure the per-
formance of the technique, bit error rate (BER) is used after applying some  
attacks. This is the measure that is usually used to calculate the robustness of the 
watermarking algorithm [14]. It is presented in equation 5 as follows: 

( ) ( )
1 1

, ,
m m

i j
w i j w i j

BER
M M

= =
′⊕

=
×

 
,   (5) 

where ( ),w i j and ( ),w i j′ are the watermark before embedding and the watermark 

after extraction. The BER values will indicate the degree of noise caused by em-
bedding the watermark. The higher the distortion caused by the watermark the 
more the bit synchronization errors and eventually renders the technique used 
inadequate. Normalized correlation (NC) evaluates the correlation between the 
extracted and the original watermark. It is define by  

( )
( ) ( )

( ) ( )
1 1

2 2

1 1 1 1

, ,
,

, ,

M M

i j

M M M M

i j i j

w i j w i j
NC w w

w i j w i j

= =

= = = =

′
′ =

′

 
   

,  (6) 

where, w and w’ are the original and the extracted watermarks, respectively, and i, 
j are indices in the binary watermark image. If NC (w, w’) is close to 1, then the 
correlation between w and w’ is very high, while close to zero indicate a very low 
correlation. The following attacks used:  

1) Additive noise: White noise with 10% of the power of the audio signal is 
added, until the resulting signal has an SNR of 20 dB  

2) Low-pass filtering: The low-pass filter with cut-off frequency of 11,025 Hz is 
applied to the watermarked audio signal 

3) Pitch shifting: This is applied by shifting one degree higher and one degree 
lower 

4) Re-quantization: This process involves re-quantization of a 16-bit water-
marked audio signal to 8-bit and back to 16-bit. 

Table 1 shows the result of BER and NC obtained for our technique. The four 
attacks are applied to the same watermarked filed. This attacked were selected 
based on the fact that there were used by previous studies to measure the perfor-
mance of their watermarking technique [18-21]. Our results obtained based on the 
attacks indicates a good performance reasonable percentages of BER and the NC 
values are all 1, reflecting high correlation between the original watermark and the 
extracted watermark.  
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Table 1 The extracted watermark with the NC and BER 

Attacks NC BER(%) Extracted 
watermark 

Re-assembling 1.000 0 

Pitch shifting 1.000 0.432 

Additive noise 1.000 0.212 

Low-pass filtering 1.000 0.342 

 
The results of BER obtained by the proposed technique are compared to previ-

ous research findings. It indicates that our technique performs better under some 
selected attacks. 

Table 2 Comparisons of previous findings with different techniques in terms of BER (%) 

Attacks Propose [18] [19]  [20] [21] 

Re-assembling 0 2.3437 4.3945 0 2.54 

Pitch shifting 0.432 - 0.5156 - - 

Additive noise 0.212 - 0.0195 - 1.32 

Low-pass filtering 0.342 3.5156 49.707 5.664 0.54 

6 Conclusion 

This paper presents the use of vector space projection approach to spread spectrum 
audio watermarking techniques in order to ensure inaudibility and robustness 
against signal degradation. Spread spectrum watermarking technique has been 
identified to be a technique that makes it harder to detect the position of the em-
bedded watermark in the carrier file by an unauthorized user. The model provide 
for hiding watermark bits in a low band signal over a large bin of the carrier  
medium. However, in order to avoid any possibility that will lead to the lost of 
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watermark when spread in the carrier file, we make the watermark and carrier bits 
vectors. Where for each segment of the carrier bits, a corresponding vector of the 
watermark bit which is also a vector undergoes the embedding process. This will 
ensure a synchronization of the watermark bits with the carrier bits throughout the 
audio stream. As a result it will be easier to detect a watermark in the carrier bits 
sequence. The model gave good projections, and the experimental result after 
applying some attacks, showed a good performance. We have compared the per-
formance of our algorithm with other, recent audio watermarking algorithms. 
Overall, our technique has high embedding capacity and achieves low BER 
against attacks reassembling, pitch shifting, additive noise, and low-pass filtering. 
The most unique characteristic of the method proposed in this study lies in its 
utilization of the projections by vector space. 
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RBDT: The Cascading of Machine Learning 
Classifiers for Anomaly Detection with Case 
Study of Two Datasets 

Goverdhan Reddy Jidiga and Porika Sammulal 

Abstract. The inhuman cause of behavior in computer users, lack of coding skills 
pursue a malfunctioning of applications creating security breaches and vulnerable to 
every use of online transaction today.  The anomaly detection is in-sighted into secu-
rity of information in early stage of 1980, but still we have potential abnormalities in 
real time critical applications and unable to model online, real world behavior.  
The anomalies are pinpointed by conventional algorithms was very poor and false 
positive rate (FPR) is increased. So, in this context better use the adorned machine 
learning techniques to improve the performance of an anomaly detection system 
(ADS). In this paper we have given a new classifier called rule based decision tree 
(RBDT), it is a cascading of C4.5 and Naïve Bayes use the conjunction of C4.5 and 
Naïve Bayes rules towards a new machine learning classifier to ensure that to im-
prove in results. Here two case studies used in experimental work, one taken from 
UCI machine learning repository and other one is real bank dataset, finally compari-
son analysis is given by applying datasets to the decision trees ( ID3, CHAID, C4.5, 
Improved C4.5, C4.5 Rule), Neural Networks, Naïve Bayes and RBDT. 

Keywords: Anomaly detection, C4.5, Decision tree, Naïve bayes, RBDT. 

1 Introduction 

Anomaly detection [2] is a kind of intrusion detection to model the behavioral 
patterns in image and medical applications, novelties in industrial machine  
malfunctions, fraud accounting actions in financial banking sectors and also the 

                                                           
Goverdhan Reddy Jidiga  
Department of Technical Education, Govt. of Andhrapradesh, Hyderabad, India 
e-mail: jgreddymtech@gmail.com 
 

Porika Sammulal 
JNTUH College of Engineering, Karimnager, JNTU University, Hyderabad, India 
e-mail: sammulalporika@gmail.com 



310 G.R. Jidiga and P. Sammulal 

anomalies in all kinds of network applications. Today the intrusion detection sys-
tems (IDS) [1] are modeled by the various conventional, adorned machine learn-
ing approaches (or classifiers) and Meta classifiers. The anomalies have various 
dimensions and detecting them as false is depending on the ratio of dynamic, 
online issues to be considered in model. As on today the world is moving in com-
petitive directions and no one is follow the ethical values. Like in medical diagno-
sis, anomaly boundaries need to model into 3-layer security [8], it is help to focus 
on the awareness and required to reduce the design cost of algorithms in infor-
mation security. The multilevel classification in adorned machine learning is more 
decent method to identify and model the zero day attacks in latest critical infra-
structure applications.  

1.1 Machine Learning in Anomaly Detection 

The Anomaly based intrusion detection system [2, 3] is a system for detecting 
computer intrusions and anomalous behavior by monitoring system activity, in-
coming and outgoing internet traffic based on applications and classifying it as 
either normal or anomalous. In this paper the Anomaly detection system (ADS) is 
a module to detect the abnormal samples (records) or anomalies by monitoring 
decision tree transition and categorizes them as either regular behavior or anoma-
lous through observing class label. In this security field many IDSs [2,3,5,7] tech-
niques have been developed for detecting and modeling anomalies in structured 
and unstructured multi dimensional data in traditional,  real time and critical infra-
structure applications, but still impossible to catch all latest anomalies. So ma-
chine learning is useful in this area to achieve satisfactory results in ADS. Ma-
chine learning techniques (predict known) [6,7] are generally different from data 
mining (predict unknown)[4] and facilitate users to extract new features from 
datasets and construct a new system to solve predictive issues like novelties, 
anomalies, outliers.  The detection of all done by anomaly detection by imposing 
classification, ranking of features, learning control and outcomes decision analy-
sis. Hence the machine learning in anomaly detection [5] always enables to auto-
mate the system massively from big database sources by constructing novel rules 
using mathematical hardness in real time critical infrastructure applications and 
improve the results. In this paper the outline of the work is as follows, in section-2 
we have given huge literature review, section-3 gives the framework and algo-
rithms of proposed work, sectin-4 briefly explains about case studies, section-5 
confer experiments with results and finally discussions, future work given. 

2 Related Work 

The decision tree (DT) [35] is powerful learning classifier used in anomaly detec-
tion [7] and today it is completely designed in terms of dynamic rule sets extracted 
from learning. Initially the popular classification algorithm ID3 [10] designed 
based on heuristics and it is a top down, divide and conquer, greedy based and 
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entropy-gain technique. The C4.5 [11-13] is a posterior technique for ID3 and 
used still now in many applications successfully giving optimal solutions by 
change of some parameters. There are many classification techniques available  
in machine learning like normal rule based classifiers , Naïve Bayes(NB)[34] , 
Support vector machines (SVM), Neural networks (NN)[31] and DT based algo-
rithms[35] CLS, GUIDE, QUEST, CHAID[9], CART[16], C5.0 and multivariate 
decision trees. All these algorithms have advantages and disadvantages when use 
in ADS given in this paper as follows. 

The QUEST [24] is based on univariate attribute domain using ANOVA F-test, 
but it uses 10-fold cross validation in training is only positive here. The CHAID 
[9] designed to handle nominal attributes based on p-value, chi-square test and 
likelihood ratio. The CHAID tree is an attractive DT over its precedents like AID, 
THAID and its construction begins with complete data space and continues based 
on repeated and homogeneous subspaces into two or more child nodes. But this 
algorithm treats the missing instances as same unit of single and also lack in prun-
ing. CART [16, 23] is a recursive method used in regression and also good for 
classification, but the split is limited to only two. It uses cost complexity pruning 
takes additional cost. 

The popular C4.5 [11-14] introduced with a many new features and it con-
structs a tree by considering all attributes get equal priority assume most signifi-
cant and optimize the decision rule by well pruning.  C4.5 also suffering with null 
instances, overfitting and insignificant attributes in some cases. This is still good 
due to efficiency of algorithm and adjusts with other bagging and boosting tech-
niques. In [18] they used ‘one against all approach’ with C4.5 on three sets of UCI 
datasets, got good estimation and in [19] uses this for outlier detection by hybrid 
process, but they have not given correct results with their data, Later in [22] uses 
hierarchical clustering with same data shown well. In [21] uses this C4.5 for re-
mote sensing data along rough sets also got good results. Finally C4.5’s successor 
C5.0 shown some improvements to previous, but not well due to heard to learn 
compare to learning of C4.5 generally fast [14, 20]. C4.5 Rule [14, 15, 30] is rule 
based induction tree and it is uses pruning heuristics to improve the accuracy by 
remedial strategy of derive, generalize, group and ordering the rules. But the prob-
lem with continuous value attribute is rules are needed to update continuously. 
Other rule based CN2 presented in [25], evaluates possible conjunction of attribute 
tests conditions of a rule based on Ig (entropy) measure. Later in [26], the measure 
is changed to get accuracy more, but frequent change in rules then training is a 
complicated in learning take many iterations for rule search. The STAGGER, 
FLORA3, AQ-PM also kind of rule learning systems uses numerical data. Some 
uses decision rules by overlapping and in all above adapting new rules and remove 
old is drift in accuracy also. Improved C4.5 [27, 29] is a successor of C4.5 uses 
generalized entropy with new parameter β and improved gain ratio used instead of 
Ig (standard). Later cost sensitive C4.5 [28] (version of C4.5) uses mis-
classification costs matrix in training process, in [30] Enhanced C4.5 algorithm for 
intrusion detection in networks by extracting a set of classification rules from 
KDD dataset. 
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Neural networks [31] used in ADS with different approaches and like multi 
layer perceptrons (MLP) is popular to classify the data with threshold, activation 
function and error adjustment to improve the accuracy. Naïve bayes (NB) [34] is 
simple and better predictive accuracy over ID3 and also refining NB classifier [42] 
is good.  C4.5 in some well organized data without any discrepancies; it is  
extremely efficient like ensemble classifiers (bagging and boosting) to combine 
classifier predictions under the Gaussian naive bayes (GNB) assumptions. 
AdaBoost [6] algorithm is developed with incremental refinement over large da-
tasets to classify the data instances and they are finalized the boosting with k-NN 
is better than bagging with C4.5 in terms of accuracy. Random Forest [6, 16] is 
again shows the performance is better than AdaBoost. Finally the latest work in 
this field is structure learner [41], uses the features of DT and mapped into markov 
network structures to improve the learning very fast and even for complex data 
instances. Other extensions of DTs are like oblivious decision tree, RBDT-1[39], 
neurotree [40] (light weight IDS) and fuzzy decision tree also useful in ADS, but 
in case large datasets parallel ID3, SLIQ, SPRINT like useful to get good results. 
In [38, 43], uses decision semantics to remove the rules based on irrelevant condi-
tions in tree over the process of converting the rules.  

3 Proposed Work: RBDT 

Decision tree (DT) [35] is a kind of machine learning [5] algorithm to solve the 
classification problems and make simplify the solution with genuine performance 
parameters like predictive accuracy (maximize) and false positive rate (minimize).  

The RBDT (Rule Based Decision Tree) is multi-level classification model. It is 
a combination or a kind of cascading of Naïve bayes and C4.5 rules used to classi-
fy the on-the-fly data by framing dynamic rules from existing classifier including 
with new behavior. In RBDT the rules are not predictable, but dynamic while 
learning. The decision tree is addressing the frequent anomalies by calculating 
performance parameters associated with ADS at every node which is label the 
class C as leaf. The RBDT algorithm also support multi-way split which has more 
than two out comes at each node. The RBDT is constructed for the given datasets 
is shown in Fig.1 (bottom). Here the attribute PAN is selected as a root due to high 
information gain (Ig) value compared to the candidate attribute set has {PAN,  
P-MODE, DATE}. The RBDT is constructed in this paper is shown partially in 
Fig.1, but full tree is very complex  and invalid records treated as error data in this 
dataset-2. 

3.1 Frame Work of RBDT 

The frame work of RBDT is given in Fig.1, it is a process begin with applying the 
Gaussian naïve bayes (GNB) on selected datasets as input and generation of 
Gaussian segments S = {S0, S1, S2 …Sn}like criteria used ten-fold cross validation 
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in training of sample data. The rules are generated from each segment separately 
taken into one set (α-rules) and collectively from all segments (original dataset) 
create another set (β-rules). In this the rules are generate from applying C4.5 rules 
algorithm and form a pair of rule set {Cα, Cβ} and same as with naïve bayes (NB) 
form a rule set {Nα , Nβ} shown in Fig.2 .The GNB is based on naïve bayes algo-
rithm used to classify the data or samples, but in this case we have used it as pre-
classification to observe the analysis of training help to improve the performance 
in large datasets.  

 

Fig. 1 The frame work of RBDT has RBDT rules { Rα , Rβ }conjunction of NB{Nα , Nβ}  , 
C4.5{Cα, Cβ}  Rules (top) and construct the decision tree based on RBDT rules and contin-
ue the test process to determine the outcome of  new data as input. In Fig (bottom left) 
shows the simple RBDT for dataset-1(Banknote authentication) and for training set of 
dataset-2 (real-time bank dataset), the tree constructed on attribute {PAN} based on high Ig 
by PAN (bottom right). 

We have selected GNB only, because it supports for continuous data type well 
compared to Gaussian based Bernoulli and multinomial models used in discrete 
data as input. In this the dataset (X) has instances{X0, X1, …Xn} of continuous 
type segmenting into Si by computing a mean, variance; co-variance is given by 
following GNB instead of only two segments of class-yes and class-no.  
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Fig. 2 C4.5 rules (top), NB rules (bottom left) and RBDT rules (bottom right) for Banknote 
authentication, here V-variance, E-entropy, C-kurtosis, S-skewness, class labels(Yes/No) 
and ACC- accuracy. 

P x = = . −e( μ ) .                                                 (1) 

Where x-continuous attribute, µc -mean value of x of class c for each segment, 
σ - is variance of x of class, P is a probability density of some value in segment for 
a given class C. v- a instance and new instance (in test) to determine its class. 

The rules collected from GNB segments shown in Fig.2. Here the rules are giv-
en for collective segments maximum and very less at individual segment. The 
rules which give accuracy high only shown in Fig.2 and remaining rules having 
less support and less accuracy. 

3.2 Issues in Decision Trees 

Overfitting: Overfitting is problem of decision tree create training set error and 
reduce the accuracy by poor criteria and selection of rules. Generally this  
can avoided by general pruning techniques like cross validation (10-fold), cost 
complexity pruning[16], reduced error pruning [11,12], minimum error pruning, 
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pessimistic pruning, error based pruning [14], optimal pruning. All these are maxi-
mum use the bottom up approach to get good performance. Optimal pruning with ∆ 
is good for all. 

Pruning: The Tree pruning [17] is a property of decision trees to avoid the  
overfitting problems and if any sub tree is unlikely to make less accuracy then 
possibility to prune the tree at any level to increase accuracy until satisfactory 
performance. In these case many techniques available based on pre and post prun-
ing. The pruning cost is depending on pruning criteria and technique. If pruning is 
done at probability of node(v) , which has a set of positives (p) and negatives(n) 
with expected count of irrelevant Pk and Nk in each subsets Ps and Ns. If v=n+p, 
then 

 P = p ∗ P N ,   N = n ∗ P N                                                     (2) 
 ∆= ∑ (P P )P +  (N N )N                                                      (3) 

 

∆ is distributed according to χ2 and take decision to accept or not. It will deter-
mine the cost of pruning if tree grows in unordered by describing error or noise. 

3.3 Algorithms 

In this paper, our work flow is divided into two algorithms one is pre-
classification and other is generating decision tree. In algorithm-1, how the RBDT 
framework to be carried out in terms of pseudo code statements. 

 
Algorithm-1: RBDT Pre-Classification 
Input: Samples Set (S), Gaussian parameters, 
Output: Rule_set (R) 

(1). Prepare dataset; 
(2). Do Normalization of data; 
(3). Apply GNB classifier and segmenting the dataset; 
(4). Apply C4.5 rule algorithm and Naïve Bayes algorithm; 
(5). Prepare RBDT rules Rule_set(R); 
(6). Call generate_RBDT; 
 

In algorithm-2, the RBDT construction is explained for only two childs and 
shown one of RBDT for dataset-2 in Fig.1 (right). Oi is depends upon creation of 
no. of childs at Li for Ai. For this the dataset (sample-set) has proper attribute  
domain (AD) represented as AD (An U Cn), here A denote attribute set contains 
‘n’ attributes then A= {A1, A2 A3 …An} and C is a class label {yes, no}. In train-
ing the set of instances (samples or records) are described by T(s) = {(x1, y1), (x2, 
y2) … (xn, yn)}, here xiЄX and X is data value (except class) is determined by 
attribute domain and y is a class instance of domain Y. The generalized classifica-
tion is simply done by y=f(x), f is a function determined by rules. 
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  Algorithm-2: Generate_RBDT 
Input: Sample_Set (S), attribute_list (A), Key_Attribute,     

          Rule_set(R) and Candidate_attribute_set (K); 
Output: RBDT 

(1).Create node N; 

      If samples of dataset is same class; 

      Then return N as a leaf node and labeled with Class C; 

(2).If Ai Є Ki  
    Then calculate information-gain (I) for each attribute Ai; 

(3).If I(Ai)>I(Aj)then Ai is a test attribute as Root; Else Aj;   

(4).Create Li and Ri to Root by applying rule Ri Є R[R1… Rn]; 
(5).Divide the samples into sub-roots Li and Ri ; 

    If Li or Ri not generated then apply Ri+1 and goto step (4); 

(6).For each sub-root compute optimality cost Oi; 

      If Oi (Ai) at Level Li ≠ Oi (Ai) at Level Li+1; 
        Then goto step (7); else PRUNE (T, ti) at Level Li+1   ; 

(7).For each sub-root, if not Labeled, A ≠ NULL, S ≠ NULL 
 Goto step (5) else Labeled as class C; 

(8)Generate_RBDT(S, A); 

  

The information gain is calculated by following steps and the Entropy (H) is pro-
vide the splitting criteria variable used to find the purity (or impurity) of attribute. 

H , = − log − log                            (4) 

Here p-the probability of positives (yes or true samples),    q-the probability of 
negatives (no or false samples).Generally the training set has combination of p 
positives and n negatives and which are input to root to train. In this the attribute 
variance (in dataset-1) and PAN (in dataset-2) contains different values so the 
expected entropy is required, so the expected entropy (EH) (Average Entropy of 
children’s) is calculated for attribute A as:  EH(A) = ∑  . H( , )                                         (5) 

Where the k-distinct value or partitions, i- particular child and  +   is as-
sume as parent then information-gain (A) is: 
 I(A) = H , − EH(A)                                           (6) 

For dataset-2, the decision tree constructed based on the attribute candidate set C 
has three attributes PAN, P-MODE, DATE and for all these then Ig is calculated, 
but attribute PAN has Ig and variance attribute has highest information-gain for 
dataset-1. 
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4 Case Studies 

4.1 Datasets 

For our experiment, we have chosen two datasets 1) Banknote Authentication 
from UCI machine learning repository and 2) Real time bank dataset collected 
from private CA (Chartered Accountant).  

Banknote authentication: This dataset provided at UCI machine learning reposi-
tory [36] and it is collection of feature data extracted from image, transformed into 
4 attributes of multivariate data. This dataset is actually extracted to authenticate 
the bank specimens and the data was digitized by 400x400 pixel ratio with 600 dpi 
resolution. This dataset has 1372 observations (instances) without any missing 
values with 4 continuous and 1 class attribute. For our experiment the classifica-
tion task is trained with 500 observations and tested on remaining samples with 
yes or no (1 or 0) basis.  

Real time bank dataset: The dataset is a bank database consists of 51095 rec-
ords about transactions made during 2006 and 2013, but in that maximum transac-
tions are held in 2008 to 2010. Out of these 6356 unique records are identified and 
consider as training set with learning rules .The original data set has 9 attributes, 
but we have concentrated on attributes which has highest Ig (E). We have given the 
experimental statistics on this dataset and 3 core attributes was considered as key 
attribute set to elevate results in work. 

 

 

Fig. 3 Scatter plots for two datasets. Dataset-2 is depending on control variable as PMODE 
(left) shows how many records are grouping into bins in each year, here {Cash, C,C} are 
same kind, Q-cheque,  O-other. In Fig (right) shows on dataset-1 control variable as class 
and the regions determine negative instances of entropy and variance. 

4.2 Normalization of Datasets 

Banknote authentication: This dataset has two main key attributes which are Vari-
ance and Entropy has high Ig, but as per statistical ethics the variance and entropy 
are a non-negative [37] and also mutually inversely proportional to each other and 
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plots shown in Fig.3 (right). In Gaussian (normal distribution) instance, the mutual 
relation and dependency is exist between variance and entropy: it is like maximiz-
es entropy (E) for a given variance (V) and at the same time minimizes the vari-
ance for given entropy. In our experiment we need to fit the data in specific range 
and classify the samples effectively by different normalization criteria. We have 
chosen the function mat2grey () to give the range of values between 0 and 1. The 
mat2grey function is used to convert matrix in scaling of image values between 0 
and 1 

Real time bank dataset: The dataset has different combination of attributes and 
we know that the attribute PAN has highest Ig , but it is continuous and alphanu-
meric based value. So it is not possible to classify the records as per original set, 
for this we have uses groups of PAN status and substituted with decimal value and 
we have given some substitutions for PAN status given in Fig.3 (left). The PAN is 
split attribute and the next level attribute is PAN-Status is normalized by decimal 
scaling (V/102).  

5 Experiments and Results 

In this paper, for our experimental work, the datasets related to same application 
was taken and consider as benchmark. The both case studies (Banknote authenti-
cation from UCI [36] and Real time bank dataset) are simulated on Intel Pentium 
CPU 3GHz speed, 2GB RAM, Windows-XP OS , Matlab -32 bit version[32] for 
Rules and performance benchmark for Case studies  is SIPINA data mining 
tool[33]. 
 

 

Fig. 4 Describe the learning time and testing time with different kind of training parameters 
taken for different algorithms on dataset-1 (Banknote authentication). Here  NB takes very 
less time compare to all, ID3 also take less time due to simplicity in algorithm, where as 
others CHAID, C4.5, NN takes more time due to additional parameters and rules play ma-
jor role. In RBDT, take much more time. 

In Fig.4 and Table.1, the algorithms like ID3, CHAID, C4.5 and RBDT are 
based confidence level (or p-value). For NN, multi layer perceptrons (MLP) con-
sidered with parameters are no. of iterations, nodes per layer, one hidden layer and 
maximum error =0.05. All parameters are taken at default initially and gradually 
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changed. In naïve bayes (NB) the default prior consider as unconditional class 
distribution (UCCD) and same as all classes (All C).  In Table.1, we have shown 
all possible results with different combinations and highlighted some values show-
ing good in performance. 

Table 1 Shows the performance of all algorithms tested on dataset-1. Here FPR-false 
positive rate, DR-detection rate, ACC-accuracy, ER-error rate. All results were taken at 
training set of 500 samples. 

 
 
 

 

Fig. 5 Describe the learning time and testing time with different kind of training parameters 
taken for different algorithms on dataset-2 (Real time bank dataset). Here we also shown 
input ratio of participating samples in training. 
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In Fig.5 and Table.2, the dataset-2 is simulated and results were given on de-
fault parameters and after little changes. For  all the training parameters were con-
sider same as in dataset-1, but compare to first the second case study showing 
poor performance. The accuracy is almost equal in both cases, but not in FPR. The 
some of the best results are highlighted for all algorithms applied on dataset. In 
this section we have shown the possible experimental work on both datasets with 
visual plots in Fig.6 and Fig.7. The plots are used here to present comparison of 
performance parameters. In Fig-6, we observe that our algorithm RBDT is well in 
predictive accuracy to classify the instances correctly, but for dataset-2 it is little 
bit low compares to C4.5 and ID3. The RBDT algorithm is also good for the indi-
cation of low FPR compare to all, in dataset-1 NN also give 0.1 only.  

Table 2 Shows the performance of all algorithms tested on dataset-2. Here FPR-false 
positive rate, DR-detection rate, ACC-accuracy, ER-error rate. All the results were noted on 
training of 6356 records (data instances) and test on remaining. 

 

5.1 Discussions 

From above Fig.6 and Fig.7, the proposed learning algorithm is shown some good 
results compare to ID3, CHIAD, C4.5, NB. So the conjunction rules of both C4.5 
and Naïve Bayes always show affective performance. The rule C4.5 is good for 
dataset-1 when confidence level=25, 0.94 accuracy is given and also FPR is low, 
but while testing  72% of data instances its performance is not well compare to 
total instances. In above all classifiers used in dataset-1, the FPR is very less by 
NN (MLP) only, but same NN will gill give poor results in detecting true positives 
(DR). The DR is recorded less for RBDT in both datasets, 0.98 (average) for da-
taset-1 with all kind of combinations and testing 50%, 72% and 100% sam-
ples(observations). The NB also good in accuracy and DR noted 0.95 after testing  
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Fig. 6 The performance parameters and comparison for both datasets (1- Left, 2-Right) and 
classification algorithm on X-axis and rate of performance on Y-axis to be taken: The Fig 
(top left) shows the FPR and DR for dataset-1 and top right for dataset-2. Bottom left shows 
the performance comparison of all classifiers used in this paper (minimum 82%) for da-
taset-1and bottom right shows for dataset-2. 

 

Fig. 7 The ROC is plotted for both datasets-1(left) and dataset-2(right) between FPR and 
DR with respect to classifiers 
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100% samples. For dataset-2, all algorithms not showing well performance in 
FPR, but C4.5, I-C4.5 and Rule C4.5 has given well in accuracy (0.99) and DR 
(0.98) for all kind of combinations and testing. The RBDT is also good for FPR 
measure, it noted only 0.35(average) for all test cases in dataset-2 and DR, accura-
cy for dataset-2 is almost got same results, even ID3 also. The error data in da-
taset-2 is problem, hence these kind results not repeated in dataset-1. Finally, our 
observations and combinations will help to improve the accuracy and detection 
rate with low false positive rate.    

6 Conclusion and Future Work 

The main objective (purpose) of this paper is to show some improve over the re-
sults by designing new rule based classifier. The RBDT classifier is novel rule 
based classifier based on partial conjunction and cascading rules from C4.5 and 
NB. In this paper we have constructed partial RBDT for dataset-2 and rules were 
simulated on both datasets, but in practical it is long and complex one. The RBDT 
is good for real time critical infrastructure applications. In this paper, the algo-
rithm is only pointed conventional two child split. So in future work, we will ex-
tend it for more than two at each node. Finally our decision tree is modeled after 
strong investigation of research work in machine learning and the subject will 
focus in anomaly detection (AD) is fruitful to encourage everyone. 
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Analysis and Evaluation of Discriminant 
Analysis Techniques for Multiclass 
Classification of Human Vocal Emotions 

Swarna Kuchibhotla*, Hima Deepthi Vankayalapati, BhanuSree Yalamanchili,  
and Koteswara Rao Anne 

Abstract. Many of the classification problems in human computer interaction  
applications involve multi class classification. Support Vector Machines excel at 
binary classification problems and cannot be easily extended to multi class classi-
fication. The use of Discriminant analysis how ever is not experimented widely in 
the area of Speech emotion recognition. In this paper Linear Discriminant Analy-
sis and Regularized Discriminant Analysis are implemented over Berlin and Span-
ish emotional speech databases. Prosody and spectral features are extracted from 
the speech database and are applied individually and also with feature fusion. 
Based on the results obtained, LDA classification performance is poor than RDA 
due to the singularity problem. The results are analysed using ROC Curves. 

Keywords: Mel Frequency Cepstral Coefficients (MFCC), Pitch, Energy, Linear 
Discriminant Analysis (LDA), Regularized Discriminant Analysis(RDA). 

1 Introduction 

The Automatic recognition of emotions has received much attention for building 
more intuitive human computer interfaces. Vocal information provides two types 
of information that are relevant for emotions: acoustic properties and linguistic 
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Spectral Statistics: Mel frequency cepstral coefficients (MFCC), the spectral 
representation of speech are most efficient in order to extract the correct emotional 
state. Reference [4] shows spectral features outperform prosody. The Mel Fre-
quency Cepstral Coefficients are shown in Fig. 2. 

Eighteen MFCC Coefficients and their  first and second derivatives are estimat-
ed for each frame giving a total of 54 spectral features .The same six statistics 
applied to these 54 values we get 54*6=324 coefficients. 

 

Fig. 2 Obatained MFCCoefficents 

3 Classification of Speech Samples 

The Purpose of classifier is to assign a test speech sample to one of the pre deter-
mined classes. Here two types of classifiers viz Linear Discriminant Analysis and 
Regularized Discriminant Analysis are implemented and a detailed analysis of 
their comparative study of the results are discussed in section 5.  

3.1 Linear Discriminant Analysis (LDA) 

LDA is a statistical method which minimizes the within class covariance and  
maximizes the between class covariance in the given data base of speech signals 
[6]. The within class scatter matrix S  is the sum of class dependent scatter ma-
trix, which is the sum of covariance matrices of individual classes and is given by 
Eq. 1. S = N ∑ ∑ (x − μ )(x − μ )′                                    (1) 

The between class scatter matrix S  gives the sum of variances between differ-
ent classes and is given by the Eq. 2. where Ni is the no of samples in class i. S = N ∑ N (μ − μ)( μ − μ)′                                (2) 

The transformation matrix W is computed using the following Eq.3. 

 S S W =  Wλ                                                   (3) 

The train and test samples are to be projected on to this transformation matrix. To 
classify the test speech signal we consider the difference between the projected 
train and test samples. This algorithm is optimal only whenhe scatter matrix S  is 
non-singular. If the matrix is singular, we get a warning that Matrix is close to 
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singular or badly scaled. We call it as a singularity problem. The problem occurs 
because the dimensionality of the data is more when compared with number of 
classes .This is solved by using Regularized Discriminant Analysis which is dis-
cussed in section 3.2 

3.2 Regularized Discriminant Analysis(RDA) 

In this paper Regularized Discriminant Analysis is proposed for speech emotion 
recognition. The key idea behind RDA is to add a constant  λ  to the diagonal ele-
ments of with in class scatter matrixS  as shown in Eq.3. With this the perfor-
mance of the RDA is enhanced.      S = S + λI (4) 

where λ is regularized parameter which is relatively small such that S  is positive 
definite. In our paper the value of λ is 0.001. It is somehow difficult in estimation 
of regularization parameter value in RDA as higher values of λ will disturb the 
information in the within class scatter matrix and lower values of λ will not solve 
the singularity problem in LDA [7].  

 Similar to the LDA, once the transformation matrix W is given, the speech 
samples are projected on to this W. After projection, the Euclidian distance be-
tween each train sample and the test sample are calculated, the minimum value 
among them will classify the test speech sample. 

4 Speech Databases 

In this paper we used Berlin and Spanish emotional speech data bases. The reason 
for choosing these databases is both are multi speaker databases, so it is possible 
to perform speaker independent tests. The databases contain the following emo-
tions: anger, boredom, disgust, fear, happiness, sadness and neutral. The Berlin 
database [8] contains 500 speech samples and are simulated by ten professional 
native German actors,5 male and 5 female [9].The number of speech files are as 
shown in Table 1. 

Table 1 Number of emotional speech files in Berlin Database 

Emotion  Anger Boredom Happy Fear Sad Disgust Neutral Total  

No.of  
Files 

127 81 71 69 62 46 79 535 

 
Spanish database contains 184 sentences for each emotion which include num-

bers, words, sentences etc. as shown in Table 2.The corpus comprises of record-
ings from two professional actors, one male and one female.  
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Table 2 Item identfier for Spanish Database 

Item identifier Spanish Corpus contents 

1 to 100 Affirmative sentences including short and longer ones 

101 to 134 Interrogative and (5) stressed sentences.  

135 to 150 Paragraphs 

151 to 160 Digits 

161 to 184 Isolated Words 

5 Experimental Result 

In this section, we evaluate the performance of LDA and RDA classifiers for  
each emotion based on feature extraction approaches using Berlin and Spanish  
databases.  

 

A)  Performance evaluation of Linear Discriminant Analysis (LDA) 
The emotion recognition performance of LDA is evaluated as follows 

Table 3(a)  Confusion Matrix for LDA with feature fusion 

LDA Berlin Spanish 
Emotion Happy Neutral Anger Sad Happy Neutral Anger Sad 

Happy 25 2 18 5 24 5 15 6 
Neutral 6 29 - 15 4 28 7 11 
Anger 11 5 34 - 9 - 32 9 
Sad - 8 6 36 - 12 3 35 
        

Table 3(b) Accuracy percentage of each emotion on different parameters using LDA 
 

LDA Berlin Spanish 

Emotion Prosody Spectral Feature  fusion Prosody Spectral feature fusion 

Happy 38 43 50 35 43 48 

Neutral 37 40 58 40 45 56 

Anger 50 62 68 45 56 64 

Sad 43 60 72 39 52 70 

 
Table 3(a) & 3(b). Summarizes the results with confusion matrices and perfor-

mance accuracy of each feature along with their feature fusion. The recognition 
accuracy is very low with Prosody features and high with spectral features in both 
the databases. This shows that  recognition rate is improved with spectral features 
and is increased further by concatenating these two features represented with 
column feature fusion in Table3(b).  
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(a)      (b) 

Fig. 3(a)(b) Graphical representation of Accuracy for each emotion using LDA 

The Blue, Red and Green lines in Fig. 3 shows the graphical representation of 
efficiencies of prosodic, spectral and their fusion. The recognition rate of Anger 
and sad are good when compared with recognition rate of happy and neutral for 
both the databases. The recognition rate is slightlymore for Berlin when compared 
with spanish.   

B) Performance evaluation of Regularized Discriminant Analysis (RDA) 
The Overall performance of LDA is less because of the singularity problem. To 
improve the accuracy we used Regularized discriminant analysis which solves the 
singularity problem.  

Table 4(a) Confusion Matrix for RDA with feature fusion 

RDA Berlin Spanish 

Emotion Happy Neutral Anger Sad Happy Neutral Anger Sad 

Happy 36 2 10 2 35 2 9 4 

Neutral 6 35 - 10 - 30 7 13 

Anger 7 - 41 2 11 - 34 5 

Sad - 1 - 49 1      - - 49 

Table 4(b) Accuracy Percentage of each emotion on different parameters using RDA 

RDA                  Berlin             Spanish 

Emotion Prosody Spectral feature fusion Prosody Spectral feature fusion 

Happy 47 70 72 42 54 70 

Neutral 46 68 70 37 47 60 

Anger 77 80 82 40 53 68 

Sad 97 97 98 57 90 98 
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(a)      (b) 

Fig. 4 Graphical representation of Accuracy for each emotion using RDA 

The performance of RDA is further enhanced with each feature and also with 
feature fusion. The results are shown with confusion matrices along with their 
efficiencies for each feature are shown in Table 4(a) & 4(b). 

 
C) Performance Comparision of LDA and RDA 
The overall performance of the classifiers is as shown in Table 5. With feature 
fusion, the performance is improved in RDA with 81% for Berlin and 74% for 
Spanish. The efficiency is more for RDA when compared with LDA in both data-
bases. In terms of features, efficiency is more for spectral features when compared 
with prosody features.  

Table 5 Performance comparison of LDA and RDA  
 

Database      Berlin(%)   Spanish(%) 

Algorithm LDA RDA LDA RDA 

Prosody 40 67 42 44 

Spectral 49 79 51 61 

Feature fusion 62 81 60 74 

 
D) Comparison of classifiers using ROC Curves  
ROC curve is a graphical representation of the relationship between both sensitivi-
ty and specificity. Online plotting of ROC mechanism is used to draw these 
curves. The Fig. 5 shows the ROC plot for LDA and RDA with all the features. 
From this figure we extract accuracy, sensitivity and specificity as well as area 
under curve as shown in the Table 6. If the Area Under Curve (AUC) is more, 
classifier efficiency is more, and vice versa. 

The Area Under Curve is greater than 0.8 for RDA, then we can say that it is a 
very good classifier and AUC of LDA is greater than 0.6 then we say that this 
classifier is of sufficient one. 
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Fig. 5 (a) ROC plot for Berli

Table 6 Values extracted fro
 

Database  
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Accuracy 6

Sensitivity 6

Specificity 6

AUC 0
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An Extended Chameleon Algorithm
for Document Clustering

G. Veena and N.K. Lekha

Abstract. A lot of research work has been done in the area of concept mining and
document similarity in past few years. But all these works were based on the statisti-
cal analysis of keywords. The major challenge in this area involves the preservation
of semantics of the terms or phrases. Our paper proposes a graph model to represent
the concept in the sentence level. The concept follows a triplet representation. A
modified DB scan algorithm is used to cluster the extracted concepts. This cluster
forms a belief network or probabilistic network. We use this network for extracting
the most probable concepts in the document. In this paper we also proposes a new
algorithm for document similarity. For the belief network comparison an extended
chameleon Algorithm is also proposed here.

1 Introduction

Artificial Intelligence have a successful history in the area of concept mining. The
introduction of semantic web followed by the ontology to this area have increased
its efficiency and application to a wide range of problems. The earlier works related
to the concept mining were based on the statistical approach ie, statistical analysis
of the term frequency were considered as the basis for concept mining. This strat-
egy of concept mining provided only the keyword based analysis and did not give
any importance to the semantic of the term or phrase ie, the semantic of the concept
retrieved was not preserved. This paper provides a novel approach for concept min-
ing. This work also extend to the area of concept comparison and concept clustering.
For the purpose of concept representation a new model called as the semantic net is
constructed. A new conceptual based comparison model is also proposed here.

In a nutshell, the goal of our paper is to propose a new concept representa-
tion based on which comparison and clustering is done. We achieve our goal by
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using different phases such as the preprocessing phase, concept extraction phase
and a comparison and clustering phase which are explained in the following sec-
tions.In this paper, Section 2 describes the related works, section 3 describes the pro-
posed solution followed by the experimental results in section 4 and conclusion in
section 5.

2 Related Works

A great deal of work was done in the area of concept mining for past few years.
The paper introduced in [1], gave an introduction to a concept based mining model,
which included two modules a concept based mining model and concept based sim-
ilarity measure. The concept based mining model retrieved concepts precisely but
did not preserve the semantic of the concept which is more essential. In the next
paper [2], emphasis was given to the concept mining which was further extended
to the area of information retrieval. A Conceptual ontological graph(COG) was in-
troduced as a part of the paper. The comparison method described in the paper was
based on the concept word length. Considering the concept word length, the simi-
larity was done on the basis of word length of the concept which did not preserve
the semantic of the concept. In paper [3], a conceptual ontological graph (COG) was
included and along with it a new module called as concept based weighting analysis
was also introduced. The concept based weighting analysis assigns weight to the
concepts and the highest assigned weighted concept was taken as the main concept
of that sentence.

Most widely used text similarity measure was based on Vector Space Model
(VSM) in [5,6,7]. Here the similarity was measured based on feature vector. In pa-
per [8], the semantic matching of the concepts was done based on a match operator.
The work did not focused on the overlaying relations. Paper [9], described semantic
matching based on the comparison of labels of the node ie, on the bases of relation.
Paper [10], proposed a Fuzzy Similarity based Concept Mining model (FSCMM)
which was based on three measures Sentence level, Document level and Integrated
corpus level. A Fuzzy Feature Category Similarity Analysis was also done for the
similarity analysis. Paper [11], proposed a similarity measure based on the informa-
tion distance and Kolmorgov Complexity. In this paper the similarity of concepts
was analyzed and the similarity is measured between every pair of object according
to the most dominant shared feature.

3 Proposed Solutions

An efficient concept based mining model is proposed here and finally we extend this
model for the purpose of similarity analysis and clustering. The similarity analysis
is done both on sentence and document level. The core part of our paper is an in-
troduction of an efficient concept mining model. This model is designed based on a
set of algorithms and graphs. The proposed solution approach gives answers to the
following questions:
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1)How does our model lead to an efficient concept extraction?

2)How does concept extraction lead to an efficient calculation of the similarity
analysis and clustering?

The answers for the above mentioned questions can be obtained from three
modules i)Preprocessing module ii)Concept extraction module iii) Comparison and
Clustering module which is described in the subsection 3.1, 3.2 and 3.3 respectively.

3.1 Preprocessing

This module describes an efficient way for the generation of a verb-argument struc-
ture which finally leads to the concept extraction, Fig.1.

The pre-processing step includes document cleaning, Part of speech Tagging(POS
Tagging) and Phrase structure tree generation. Document cleaning includes re-
moval of unwanted characters such as numbers, punctuation etc. and tokenizing
(ie,breaking the sentence into tokens with the help of delimiters). After this, Stan-
ford Parser is used for the POS Tagging. Stanford Parser is a statistical parser which
can parse input data written in several languages. The properly tagged sentences
are then given to the Shallow semantic Parsing for the generation of verb-argument
structures.

Fig. 1 Key Concept Extraction

For the formation of verb argument structure a phrase tree is generated from the
tagged sentences and then a semantic role labeling is done based on the prop bank
notation. Prop bank uses predicate independent labels such as ARG0, ARG1 etc as



338 G. Veena and N.K. Lekha

the labels. A sentence can contain more than one verb argument structure according
to the number of verbs contained in it. The formation of the verb-argument structure
after the labeling is done based on the path analysis.

Example 1: Researchers found nanomaterials and made nanofluids. Nanoflu-
ids contains many nanometer-sized particle. These fluids are supplied by sev-
eral methods. Nanofluids and nanomaterials creates a greater evolution in the
research area.

In the above example there are three sentences and their corresponding verbs
are found, made, contains, supplied and creates and their corresponding arguments
(Subjects, objects) are Researchers, nanomaterials, nanofluids, nanometer-sized par-
ticles, Several methods and greater evolution in the research area ie, the verb-
argument structures generated according this example is listed out in Table1.

3.2 Concept Extraction

From the verb-argument structure the root verb is extracted and finally its corre-
sponding arguments ie, its left and right phrases known as the noun phrases are
taken. For each <subject, verb, object> weight analysis is done. A TF-IDF mea-
sure is used for the calculation of weight of each verb, subject and object. We use a
term frequency(tf) and an inverse document frequency(idf) for this calculation. The

Table 1 Verb-Argument Structures

VERB1 Found
ARG0 Researchers
ARG1 nanomaterials
VERB2 Made
ARG0 Researchers
ARG1 nanofluids
VERB3 Contains
ARG0 nanofluids
ARG1 nanometer-sized

particles
VERB4 Supplied
ARG0 nanofluids
ARG1 several methods
VERB5 Creates
ARG0 nanomaterials
ARG1 greater evolution in

the research area
VERB6 Creates
ARG0 nanofluids
ARG1 greater evolution in

the research area
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weight of a term ti or a phrase pi in jth document, x(pij), is calculated as,

W (pi, j ) = t f (pi, j )× id f (pi) (1)

id f (pi) = log
(| S |)

(| d j : p j ∑d j |) (2)

where t f (pi,j) is the number of times pi occurs in jth document. S is the total
number of sentences in the document.

A feasibility analysis is done for retrieving the most important concept. The feasi-
bility analysis is done based on the term frequency of the concept in document and
corpus level. The term frequency is calculated for each term or phrase. After the
term frequency analysis of each concepts, the concept with higher term frequency is
taken as the most feasible concept and their corresponding triplet representation is
generated. The formation of the root verb along with its left and right entity gives us
the triplet form based on that particular root verb. The triplet form is represented as
the <S,V,O>, where V is the root verb, S is the subject and O is the object. Likewise
for all verb argument structures in a document and their corresponding triplet forms
are generated. A triplet generator algorithm is described in Algorithm 1.

Algorithm 1. Triplet Generation Algorithm
S is a new sentence
Declare Lv an empty list of verb
Declare Sub an empty list of subjects
Declare Obj an empty list of objects
for each verb-argument structures do

Add verb to Lv
Add Subject to Sub
Add Object to Obj

end for
for each Sub ji and Ob ji do

Calculate the feasibility
if feasibility ≤ threshold(0.1) then
remove it from Sub and Obj list

end if
end for
for each each feasible term do

retrieve their corresponding arguments (from the list of Sub,Obj) and create a link
between them.
end for

The triplets generated are associated with their corresponding weight which is
the calculated TF-IDF value. The triplet generated for the the VERB0,ARG0 and
ARG1 from Table1 and Algorithm1 will be <Researchers,Found,nanomaterials>.
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3.3 Comparison and Clustering

The novel approach of this paper is the introduction of comparison and clustering
of concepts. A similarity analysis is done on the concept. The similarity analysis is
calculated on the bases of cosine similarity measures.

3.3.1 Cosine Similarity(CS)

Here the concepts in a document is compared according to a single term simi-
larity measure, a cosine correlation similarity measure is adopted along with the
Term/Inverse document frequency (TF-IDF) term weighting[17]. The cosine mea-
sure calculates the cosine of the two angles between the concept vectors. The simi-
larity measure (sims) is:

sims(c1,c2) = cos(x,y) =
(c1.c2)

(‖ c1 ‖ . ‖ c2 ‖) (3)

The vectors c1 and c2 are represented as single-term weights calculated by using the
TF-IDF weighting scheme.

The clustering is done using a proposed concept based DB scan algorithm which
preserve the semantic of the document. This algorithm is found to outperforms all
the other methods. A concept based clustering algorithm is proposed based on the
DB scan:

Algorithm 2. Extented DB scan Algorithm
M is a set of Triplet T
Q is an empty queue
Pick T from M such that
if T is not yet classified then

if T is having heightest weight(TF-IDF) then
Compare with all other concepts in M based on CS(Cosine Similarity) value
if match found then

Add the matched concepts to Q and assign it to new cluster clstri
for each C ∈ Q do

Repeat steps (6) to (9)
end for

end if
end if

end if

The proper comparison and clustering will lead to the semantic net construc-
tion. A semantic net construction is done based a similarity comparison between the
subject-subject and subject-object from the constructed clusters. A semantic net is
a knowledge representation model which is a directed graph consisting of node and
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their corresponding links. The nodes in the semantic graph represents the concepts
and the links represent their relation. The basic idea of semantic nets is that it pro-
vides a graph theoretic structure for the concepts. The semantic net construction can
be considered as a mathematical model called as a belief network.

Belief Network

A belief network is a probabilistic graphical model, that shows a set of random
variables and their conditional dependencies via a directed acyclic graph (DAG).
The belief network here represents the nodes as the subject and object and their
conditional dependency to the other nodes. The conditional dependency explains
the relationship between the subjects and objects.

For the construction of the belief network a noun phrase comparison is done
inside each cluster. The comparison is based on the subject-subject and subject-
object. The similarity analysis is also based on an efficient database which gives the
synonym for each word called as the WordNet. The set of synonyms for a word is
called synset. If there is no exact word similarity, then the corresponding synset will
be checked for matching. So that original semantics are preserved.

The belief network generated based on Example1 is given in Fig.2.

Fig. 2 Belief Network

Algorithm 3 explains the Belief network constructor algorithm:

Algorithm 3. Belief Network Constructor Algorithm
Clstr is a set of clusters
for each cluster clstri do

Compare the concepts in clrstri (Noun Phrase Comparison)
if matching is found then

Add a link between the similar nodes
else

Remove the dissimilar concepts from clstri
Create a Belief network(BN)corresponding to each clstri

end if
end for
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A conditional probability measure is calculated upon this belief network. The
conditional probability calculation gives us the most feasible concept from the be-
lief network ie, when the conditional probability is applied the most probable con-
cept of that document can be retrieved which can be furthur used for the purpose
of indexing, information retrieval etc. The calculation of the conditional probability
on a belief network to find the most feasible concept is novel approach proposed in
this paper. Likewise for a set of phrases and terms the belief network generated is
shown in Fig.3.

Fig. 3 Belief Network for a
set of terms and phrases

For each subject and object in the belief network after the calculation of the
probability of each subject and object with respect to all other subjects-objects in
the network the triplet with highest probability is taken as the most feasible or more
important concept of that network. The probability is calculated on the basis of the
links from a subject to object of that particular document.

Conditional probability analysis

Fig.2 consists of a set of triplets, from this the most probable triplet in the document
level can be calculated by the applying the conditional probability and it is calcu-
lated as:

P(Researchers | nanomaterials)=P(nanomaterials | Researchers) P(Researchers)/
P(nanomaterials)

P(Researchers | nanofluids)=P(nanofluids | Researchers) P(Researchers)/
P(nanofluids)

P(Fluids | Several methods)=P(Several methods | Fluids) P(Fluids)/ P(Several
methods)

P(Nanofluids | nano-sized particles)=P(nano-sized particles | Nanofluids)
P(Nanofluids)/ P(nano-sized particles)
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Chameleon:A two phase Clustering Algorithm for Belief Network Comparison

This is a graph partition based algorithm which operates on graph in which nodes
represents the data items and edges represents relation between them [15]. This al-
gorithm is basically used for the inter comparison between the belief networks for
more efficient clustering and to find the more accurate concept. After the application
of this algorithm again the condition probability is applied which is used to pick the
most imporatant concept. This algorithm leads to a more efficient inter documents
clustering.This method is based on two measures i) Relative interconnectivity ii)
Relative Closeness.

i) Relative interconnectivity

The relative interconnectivity between the belief networks of different documents
can be found out by:

Consider beli and beli + 1 be two belief networks ,then the relative interconnec-
tivity can be measured using eq(4):

RI(beli,beli + 1) =
(| EC(beli,beli + 1) |)∗ 2

(| EC(beli) || EC(beli + 1) |) (4)

where EC(beli,beli + 1)= sum of weights of edges that connect Ci with Cj.
EC(beli) = weighted sum of edges that partition the cluster into roughly equal parts.

ii)Relative Closeness

The relative Closeness between the belief networks of different documents can
be found out by:

Consider beli and beli+1 be two belief networks ,then the relative Closeness can
be measured using eq(5):

RC(beli,beli + 1) =
(S(beli,beli + 1))

(| beli | S(beli)+ | beli + 1 | S(beli+ 1))
(5)

A Chameleon algorithm is explained below:

Algorithm 4. Concept based Chameleon Algorithm
belf is a set of belief networks
for each belief network beli do

Compare beli with the adjacent belief network beli +1
if beli= beli +1 then
add an edge between the equal nodes of beli and beli +1 Calculate RI and RC:

end if
if RI(beli)* RC(beli +1) >TR (TR= Threshold) then Combine beli and beli +1
end if

end for
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Example: Consider three belief network beli, bel j and belk which is named as A,
B and C respectively. The edge weight between the clusters is given by Wcli and it
is given by the equation:

Wcli =
(Weighto f R1)

(Sumo f totalnumbero f RIinB)
(6)

where RI is the concept in cluster A The inner edge weight is assigned by the
equation:

Icli =
(Weighto f RI)

(Totalnumbero f ougoingedges f romRI)
(7)

where RI is the concept in cluster A From the above equation we calculate EC from
which RI and RC between the three belief networks is calculated, the pair having
value more than thresold is selected and combined together to form a single cluster.
Here in the above example A and B have highest RC and RI value than A, C and B,
C ie, from the Fig.4 and Fig.5 we can conclude that A and B form a cluster, but A
and C does not form a cluster.

Fig. 4 Graph Representing
more RI and RC

Fig. 5 Graph Representing
less RI and RC

4 Experiments and Evaluation

The experimental setup consisted of two data sets. The first data set contains 200
ACM abstract articles collected from the ACM digital library. The ACM articles
are classified according to the ACM computing classification system into five main
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categories: general literature, hardware, computer system organization, software and
data. The second data contains 50 PubMed abstract articles collected from the site
http://www.ncbi.nlm.nih.gov/pubmed.

PubMed is a online database which is a bibliographic database of life sciences
and biomedical information. It include many articles based on bibliographic infor-
mation from academic journals covering medicines, nursing etc. It also covers even
more fields which includes literature in biology and biochemistry ,as well as molec-
ular evolution.

• The Sample data set:

Example1: Researchers found nanomaterials and made nanofluids. Nanoflu-
ids contains many nanometer-sized particle. These fluids are supplied by several
methods. Nanofluids and nanomaterials creates a greater evolution in the re-
search area.

The runtime of concept based DB scan algorithm was analyzed and it was ob-
tained as O(nlogn) where n is the number of concepts.

The result analysis is done based on two measures:

1) Concept based Clustering Efficiency

The concept based Clustering efficiency is done based on two measures F-
measure and Entropy. The F-measure consists both the Precision P and Recall R.
The measure of cluster j with respect to class i given by:

P =
(Mi, j )

(Mj)
(8)

R =
(Mi, j )

(Mi)
(9)

where,

Mi, j- Number of members of class i in cluster j
Mj - Number of members of cluster j
Mi - Number of members of i

The F-measure is calculated as:

F(i) =
(2PR)

(P+R)
(10)
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When evaluating class i, the cluster having the main F-measure is measured and
finally taken as the cluster that draws to class i.The entropy is measured for evalu-
ation of consistancy of the clusters. Higher the consistancy the entropy will be low
and vise versa.The entropy is calculated as:

Ec =
n

∑
j=1

(Mj)

(M)
∗E j (11)

Mj- Amount of cluster j
M - Sum of concepts

Table2 gives the cluster efficiency according to the calculated F-measure and
Entropy value.

Table 2 Clustering efficiency

Concept based DB scan clustering K-Nearest Neighbor(KNN)
F-measure 1 0.75
Entropy 0.30 0.89

Fig. 6 Clustering efficiency

2)Accuracy Measure

An accuracy measure is calculated for the comparison of concept mining by sev-
eral methods. Here comparison is done between thwo concept based mining model
i)Keyword based concept mining mode (Vector Space Model) ii)Proposed concept
based minig model.

The accuracy measure is calculated as:

Accuracy Measure = ∑n
i=1 Ci
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Table 3 Analysis Results

Mining Types Percentage Accuracy
Keyword based mining 0.75
Concept based mining 0.89

Table3 shows the calculated percentage accuracy of the concepts retrieved from
a document using two concept mining model. Fig 7 provides the result analysis of
the comparison.

The result analysis of accuracy measure plotted in a graph which represents a
correct comparison between the keyword based concept mining model and proposed
concept mining model. The accuracy rate is higher for the proposed concept based
mining when compared to the keyword based concept mining model.

Fig. 7 Analysis Graph

5 Conclusion

A new concept-based mining model, composed of a triplet representation and a
belief network construction of the concepts is introduced in this paper, which is
followed by a concept based comparison and clustering model. The triplet repre-
sentation of the concepts followed by a belief network construction of that concept
presents a new method for concept mining in an efficient way when compared to
other methods.This representation captures the structure of the sentence semantics
in an efficient way. The new concept based similarity measure analyzes the simi-
larity between the concept based on the belief network structure. A concept based
clustering is also applied , which is done in the sentence level which increases the
accuracy of the clusters.

The future work in this area includes the introduction to a concept based indexing
which in a far way improve the clustered concepts usage to the application of infor-
mation retrieval.Many concept based information retrieval systems already existed
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but applying this model for the purpose of such an application makes a challenge in
the area of information retrieval.

Acknowledgements. We are thankful to Dr M R Kaimal, Chairman Department of Com-
puter Science, Amrita University for his valuable feedback and suggestions.
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Shahab Saquib Sohail, Jamshed Siddiqui, and Rashid Ali 

Abstract. The proliferation of the Internet has changed the daily life of a common 
man. There is a diverse effect of rapid growth of Internet in the daily life. The 
influence of Internet has changed the way we live and even the way we think.  
The use of the Internet for purchasing different products of the daily needs has 
increased exponentially in recent years. Now customers prefer online shopping for 
the acquisition of the various products. But the huge e-business portals and 
increasing online shopping sites make it difficult for the customers to go for a 
particular product. It is very common practice that a customer wishes to know the 
opinion of other consumers who already have acquired the same product. 
Therefore we tried to involve the human judgment in recommending the products 
to the users using implicit user feedback and applied a rank aggregation algorithm 
on these recommendations. In this paper we chose few products and their 
respective ranks arbitrarily taken from previous work. For obtaining user’s 
purchase activities a vector feedback is taken from the user and on the basis of 
their feedback, products are scored; hence they are again ranked which gives each 
user’s ranking. We propose a rank aggregation algorithm and apply it on 
individuals ranking to get an aggregated final users’ ranking. Finally we evaluate 
the system performance using false negative rates, false positive rates, and 
precision. These measures show the effectiveness of the proposed method.  

Keywords: Customer review; opinion mining; recommendation technique; rank 
aggregation method; vector feedback. 
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1 Introduction 

The proliferation of the Internet has changed the daily life of a common man. 
There is a diverse effect of rapid growth of Internet in the daily life. The influence 
of Internet has changed the way we live and even the way we think. The use of the 
Internet for purchasing different products of the daily needs has increased 
exponentially in recent years. Now customers prefer online shopping for the 
acquisition of the various products. But the huge e-business portals and increasing 
online shopping sites make it difficult for the customers to go for a particular 
product. It is very common practice that a customer wishes to know the opinion of 
other consumers who already have acquired the same product. A good number of 
researches have been made to propose product recommendation techniques for 
making online shopping easy and reliable [1,2,3]. 

Opinion mining is one of the emerging and efficient methods amongst other 
known and frequent used techniques for recommendation of products being used 
worldwide. 

Customers' reviews are the basis for opinion mining technique. In [4] the author 
proposed to use a human judge to decide the overall opinion about a product on 
the basis of the available opinion data. The advantage of this user feedback based 
approach is that it exploits human intelligence in deciding the overall opinion 
about a product. Therefore, one can expect a real opinion about a product and can 
rank different products correctly on the basis of these extracted opinions. For this, 
we need feedback from the users/ human judges [5]. 

We arbitrarily chosen ranked products from [5] and presented these products 
along with their respective reviews to the users. We choose 5 different items each 
consist of 10 products, all the products are ranked. The users are asked to give 
their feedback in terms of five vector values namely V,T,P,S and E which gives 
the importance of a particular product in the eye of a consumer, these terms are 
defined in the subsequent section, these values convey the log information of the 
user i.e. their activities are stored. Now we score the products according to the 
weights given to these vector values and the feedback we obtained from the users. 
Sorting these products in descending order will give the individual user’s ranking 
for every product. We propose a rank aggregation algorithm; we apply this 
algorithm to get a final ranking. These rankings are user’s ranking as performed 
on the basis of their feedback, the ranking we choose arbitrarily is the system 
ranking of the method proposed in [5]. Further to check the performance of the 
system, the parameters False Positive Rate (FPR), False Negative Rate (FNR) and 
precision are tested for top 5 positions. 

2 Back Ground 

2.1 User Feedback Based Opinion Mining 

Usually user’s feedbacks are taken by asking them to fill in a feedback form for 
providing his opinion about a particular product for which summarized reviews 
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(opinion data) are presented before him. The form-based approach faces several 
issues, this approach demands a lot from the users, there are a lot of difficulties for 
a careless user who might either fill it casually or not fill it at all. And on the basis 
of this feedback, we assign different weights for scoring the feedback. Then we 
may rank different products on the basis of these scores. These types of feedbacks 
are termed as explicit user feedback. There is another way to get feedback from 
the users, instead of asking them to fill the forms; we watch their actions while 
they browse the summarized reviews of a specific product presented before them 
[5]. We call these feedbacks as implicit user feedback. Here, we present the 
summarized reviews of different arbitrarily chosen ranked products before the 
users. Then, we observe the actions of the users on these and infer user feedback 
implicitly from their actions. 

2.2 Rank Aggregation Method 

Given a set of n customers say C=(C1,C2,C3,…,Cn),  a set of m products say  
P=(P1,P2,P3,…,Pm),   and a ranked list li on C for each customer i. Then, l i(j) < l 
i(k) indicates that the customer i prefers the product j to k. The Rank Aggregation 
Problem is to combine the m ranked lists l1, l2, l3,…, lm into a single list of 
candidates, say l that represents the collective choice  of the  customers. Several 
good rank aggregation methods are available; the classical Borda’s method [6] is 
one of them. Markov chain based methods [7] and soft computing based methods 
[8] are also better options, but the problem with the methods proposed in [6, 8] is 
that they work well for full lists only. If we want to use them for partial lists, we 
need to convert each of the partial lists into full lists. The methods proposed in [9] 
and [10] can work well for partial lists but, there we need a decision attribute 
(overall ranking) in training phase to train the system [5]. Since, while combining 
the ranking from different users, we do not have any overall ranking and the 
different user’s rankings are also partial lists, we propose a new rank aggregation 
method that can be used to obtain the aggregated ranking. The algorithm is 
illustrated in section 3.4. 

3 Proposed Recommendation Scheme 

In this section, first we give architecture for our recommendation method followed 
by detailed explanation then the procedures are elaborated. 

The architecture of the recommendation technique is depicted in fig 1. As 
discussed in the previous sections, in this paper we intend to evaluate the ranking 
system presented in [5] by providing a new users ranking and evaluating the 
system ranking with the new user ranking based on  implicit user feedback using 
vector feedback technique and applying rank aggregation method. We provide  
ranking of 5 different items each consist of 10 feedback in terms of five vectors, 
these five vectors convey the user log information and hence their activities are 
interpreted to score the products and finally ranking is done by applying rank 
aggregation method on different users’ ranking obtained. 
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3.1 Vector Feedback 

We use five components as user feedback each having their significance in the 
recommendation process. Here, we characterize the feedback of the user by a five 
component vector (V, T, P, S, and E) which consists of the following: 

(a)The sequence V in which the user visits the product reviews, V = (V1, V2, 
.…VN). If product i is the kth product visited by the user, then we set Vi = k. 
(b) To know whether the user prints the reviews for product i, this is denoted by 
the Boolean Pi. We denote the vector (P1, P2, …, PN) by P. 
(c) Whether or not the user saves the reviews for product i. we denote it by the 
Boolean Si. We denote the vector (S1, S2, …, SN) by S. 
(d) The time duration ‘t’ for which the user remain on the page to browse the 
contents of the review. We denote the vector (T1, T2, …., TN) by T. 

 

Fig. 1 Architecture of the recommendation scheme 
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(e) Whether or not the user e-mailed the reviews for product i to someone. This is 
denoted by the Boolean Ei. We denote the vector (e1, e2, …, eN) by E. 

Each of these five components depicts the importance of a particular product in 
eyes of the user. 

The value of V ranges from 1 to 10 only if the user visits the review page of the 
products concerned. Value of V shows which product is given priority by the user, 
if a user visits a particular product in very first browsing; v is assigned value ‘1’. 
If V=0, it means user does not visit the review page of the product, that implies 
user does not like the product. T is the time duration for which user remain 
visiting the review of the products. If a user does not visit the page then T also 
becomes ‘0’. S, P and E are Boolean values, either yes or no, 1 is assigned for yes 
and ‘0’ for no. If the review is not printed, saved and e-mailed then P, S and E are 
assigned 0 respectively. 

3.2 Score Computation 

We calculate, 

                 = ∑ + + + +  ------- (I), for Vj ≠ 0, 

If Vj=0 we assign all vector to zero, that means z=0, j is showing the user number 
ranges from 1 to 10 i.e. V5 means the value of V for fifth user. And Tj is calculated 
as follows; 

Tj =0 if Vj=0 

Tj =1 if T = 1 sec to 119 sec, 

Tj =2 if T = 120 sec to 179 sec, 

Tj =3 if T = 180 sec to 239 sec,   

Tj =4 if T = 240-299 sec, 

Tj =5 if T >= 300 sec 

Finally we compute Tj as Tj= Tj/Tmax;  

Here Tmax=5; If the third user browse a review site for 180 seconds, we assign 

T3=3,  

Finally T3=T3/Tmax;   

T3=3/5; 

T3=0.6;  
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So in calculating z we use T3 as 0.6. E, P and S are set either 1 or 0 according 
to the user performance as depicted earlier. 

Finally we compute,     = /5 ------- (II) 

Below table 1 is showing above calculation for user 1. 

Table 1 Score computation for user 1 

Products 

User 1 

V T P S E Z 

L1 1 3 1 1 1 0.92 

L2 4 2 1 1 0 0.53 

L3 2 2 1 1 0 0.58 

L4 3 2 0 1 0 0.346 

L5 5 3 0 0 1 0.36 

L6 9 2 0 1 0 0.302 

L7 6 1 1 0 0 0.272 

L8 7 2 0 0 1 0.308 

L9 0 0 0 0 0 0 

L10 8 2 1 1 0 0.509 

3.3 Individual User’s Ranking 

We calculate the value of ‘Z’ as discussed in the above section. We sort the value 
of ‘Z’ for all users, and for each item’s products in descending order that gives the 
ranking of each user in ascending order. Thus we have 10 different ranking for 
each item. We call it as individual user’s ranking. We propose a rank aggregation 
algorithm to get a final ranking. The method is discussed below. 

3.4 Product Ranking 

Let us assume that ‘U’ represents the union of all the ranked lists of the users 
concerned, ‘n’ is the cardinality of the union, and we have ‘m’ different ranking 
from m different users, we have a matrix, say R (n × m) with n rows and m 
columns. 

We give a rank aggregation algorithm to compute the final rank. 
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Fig. 2 Rank Aggregation Algorithm 

4 Experiments and Results 

The experimental results and different tables used are illustrated below. 

4.1 Scoring Table 

Since we are evaluating a recommendation system, therefore first we proposed a 
recommendation technique that gives user’s ranking on the basis of their feedback 
and then we use evaluation parameters FPR@5 and FNR@5 to evaluate the 
system’s ranking with respect to customer’s choice. We performed our task for 10 
different ranked products of 5 different items. The scoring table for user 1 is 
depicted in table 1, in the same way we compute for every user for each product.  

4.2 User’s Ranking 

The way we calculate scores in table 1, similarly we calculate it for every user for 
all products of each item, for illustration, we give individual user’s ranking for all 
the products of item ‘L’ in table 2. Here symbol ‘Li’ denotes product Li of item L. 

1:  find the ranked position of the ith product for each user ’j’, in R(i,j) ;  

2:  If (product’s ranking is present for user ‘j’)  

 { 

 3:          K  ranked place of the product 

 k=1,2,.. n, 0<k<n  

4:  R(i,j)  [(m+k) – {(2*k)- 1}]  ; 

 } 

5:  else (If product is missing i.e. k=0) 

 { 

 R(i,j)  0   

 } 

6:  repeat the step 1-5 for all positions of R (i,j)   

 where i=1,2,…,m and j=1,2,…n 

7:  find the sum of scores all entries of R(i,j) of each product ‘i’ for 
every user ‘j’. 

8:  sort the products in descending order of scores 

     9:  Rank in ascending order 
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4.3 Final Users’ Ranking 

We apply algorithm proposed in fig 2, the user’s ranking depicted in table 2 yields 
a new final aggregated ranking shown in table 3. 

4.4 Performance Evaluation 

There are usually two common characteristic error discussed in a recommendation 
system [5], false negative and false positive. The false negative error refers to a 
situation when the items which are preferred by the customers, found missing in the 
recommendation. The “false positive” refers to a situation in which products that 
are recommended are the ones which customers do not like, and this is the worst 
condition as it causes the irritation for the customers and discourages them for any 
further buying. Also we test the precision, denote it by P@5.  

We use three parameters, FPR@5, FNR@5 and P@5 defined as; 

• FNR@5 - False Negative Rate at top-5 position. 

FNR@5 = (Number of products missing in recommendation but preferred by 
customer in top-5 position) / 5; 

• FPR@5 - False Positive Rate at top-5 position 

FPR@5 = (Number of products recommended in top-5 position but not 
preferred by customer) / 5; 

• P@5- we define the precision at top-5 positions 

P@5= (Number of products recommended in top-5 positions that are also 
preferred by customer) / 5; 

The table 4 gives the values for FNR@5, FPR@5 and P@5 for final aggregated 
users’ ranking of each item. The high precision and very low error values indicates 
the an exceptional good performance of the system. 

Table 2 FPR@5, FNR@5 and P@5 for all the items 

         Parameters 

Items 

FPR@5 FNR@5 P@5 

Laptop 0 0 1 

Headphone 0 0 1 

Tablet 0.2 0.2 0.8 

Smartphone 0 0 1 

Printer 0 0 1 

Average  0.04 0.04 0.96 
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5 Conclusion 

We intend to evaluate a recommendation system using user feedback scores. We 
presented a recommendation technique using user feedback score, taken the 
implicit feedback from users to score their activities and propose a rank aggregation 
algorithm to get a better recommendation that may satisfy the customer. 

On the basis of the scores given to the products, and applying proposed rank 
aggregation method, we ranked the products and this user ranking serves as a basis 
for the evaluation of the recommendation system we arbitrarily chosen.  

The two characteristic errors false negative and false positive, and precision for 
top 5 ranked products were tested. The high precision 0.96 and low error rate 0.04 
for both FPR@5 and FNR@5 shows that the proposed system would be very 
helpful for customers to get a good recommendation for their products of choice. 

In future, one can compare the algorithm with existing one to check the relative 
performance; also to we can enlarge the customer size to perform the job on a big 
data set. The different parameters are used for top 5 positions; it can be tested for 
top 10 positions for the entire product as well.  
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Misalignment Fault Prediction of Motor-Shaft 
Using Multiscale Entropy and Support 
Vector Machine 

Alok Kumar Verma*, Somnath Sarangi, and Mahesh Kolekar 

Abstract. Rotating machines constitutes the major portion of the industrial sector. 
In case of rotating machines, misalignment has been observed to be one of the 
most common faults which can be regarded as a cause for decrease in efficiency 
and can also for the failure at a time. Till date the researchers have dealt only with 
the vibration samples for misalignment fault detection, whereas in the present 
work both stator current samples and vibration samples has been used as a 
diagnostic media for fault detection. Multiscale entropy (MSE) based statistical 
approach for feature extraction and support vector machine (SVM) classification 
makes the proposed algorithm more robust. Thus, any non-linear behavior in the 
diagnostic media is easily handled. The proposed work has depicted an approach 
to analyze features that distinguishes the vibration as well as current samples of a 
normal induction motor from that of a misaligned one. The result shows that the 
proposed novel approach is very effective to predict the misalignment fault for the 
induction motor. 

Keywords: Misalignment, Wavelet denoising, Multiscale entropy, Support vector 
machine, Fault diagnosis. 

1 Introduction 

Till date, online condition monitoring and fault detection of rotating machinery 
technique have been of great significant attentions among researchers. Recently it 
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has observed that misalignment of motor shaft is one of the most important and 
easily encountered faults in the vast majority of rotating machinery. Misalignment 
condition in rotating machine is a condition where the centerlines of coupled 
shafts do not coincide with each other [1]. Loads increases due to misalignment on 
bearings and couplings. This increased load may lead to decrease in motor 
efficiency or damage of machine. Major factors that give rise to this respective 
misalignment conditions are asymmetry in applied loads, unequal settlement of 
foundation, improper assembly of machines etc, hence called the keys of 
misalignment [1, 2]. Thus good knowledge about the rotor shaft vibration and 
motor current signature analysis can be considered as the key elements for 
diagnosis and analysis of the misalignment in the rotating machines. 

The non-linear behaviors encountered in mechanical system due to loading 
condition or damping, vibration in the friction, may change the normal vibration 
and current signals to the complex and non-linear [3]. It has been observed that 
commonly used signal processing techniques including time and frequency 
domain techniques as well as advanced signal processing techniques, like wavelet 
transform and time-frequency domain may all have limitations. [3]. Therefore, it 
resulted for need of techniques for non-linear dynamic parameter estimation which 
could provide a good alternative to extract the defect-related features hidden in the 
complex as well as non-linear vibration and current samples [3, 4]. An experiment 
[4] has been already done on non-linear dynamic parameters used for feature 
extraction and fault diagnosis and approximate entropy (ApEn). Approximate 
entropy was well illustrated and was selected as a working tool for rolling bearing 
fault detection. ApEn had also found its ways in the fields of physiological signal 
as well as vibration signal processing of rotating machine [3, 4], However ApEn 
reported more similarity in the time series and self-matching property of ApEn 
makes it to be  heavily dependent on the length of time series [5].To overcome the 
limitations of ApEn, Richman and Moorman [6] introduced a new kind of entropy 
technique called sample entropy (SampEn) which has gained a lot of attention 
which excludes self-matching property [6, 7]. 

In this recent paper [8], a new entropy measure known as multi-scale entropy 
(MSE) has been introduced .The traditional entropy measure was measuring 
entropy on the single scale; there was no correspondence between the regularity 
and the complexity of the time-series. The researchers used this newly developed 
MSE technique to distinguish between young healthy hearts and congestive heart 
failure of a person. Considering a rotating machine as a combination of bearings, 
shafts and other mechanical components [9] and having a sufficient numbers of 
machine complexity that implies non-linear dynamic parameters applied on single 
scale (ApEn and SampEn of original time series) may be insufficient for 
characterizing machine vibration signals. Due to this reason, the multi-scale 
method was introduced and tried in the presented study with the idea of improving 
performances of machine fault diagnosis. With the best effort from author’s 
literature survey in the field of fault diagnosis, very few work was done in which 
MSE has been applied and that was only with vibration signals. Long Zhang et al. 
[10] discussed about multi-scale entropy (MSE), taking into account multiple time 
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scales, was introduced for feature extraction from fault of vibration signal. MSE 
with the support of vector machines constitutes the proposed intelligent fault 
diagnosis method. Jun-Lin Lin et al. [11] deals an approach to discover methods 
that distinguish the vibration signals of aligned motor from those of a misaligned 
one. Experimental results shows that classifiers based on these features obtain 
better and more accurate rates than those based on frequency-related features. 
Verma et al. [12] used MSE and grey-fuzzy algorithm to predict stator winding 
fault. They used MSE as a feature to deal with the nonlinearity exists in the stator 
winding vibration.  Long Zhang et al. [13] introduced a bearing fault diagnosis 
method based on MSE and adaptive neuro-fuzzy inference system (ANFIS), in 
order to tackle the nonlinearity existing in bearing vibration as well as the 
uncertainty inherent in the diagnostic information. 

Therefore, in this work authors investigate the misalignment fault by using 
diagnostic media like stator current as well as rotor vibration with the MSE, and 
that will be a novel approach, in order to tackle the nonlinearity existing in 
misalignment vibration and current. Presented work intuitively, a motor in a 
rotating machine is analogous to a heart in a person. This analogy motivates the 
use of MSE on vibration and current signals of motor in the presented work. 
Presented work proposes a method for detecting motor shaft misalignment by 
measuring the rotor vibration as well as stator current of an induction motor. 
Experimental result shows that the proposed algorithm can be used to classify 
effectively between aligned and misaligned motors using both rotor vibration as 
well as stator current of an induction motor. 

2 Experimental Analysis 

2.1 Experimental Setup 

The entire experimental setup is shown in fig. 1 which comprises of four major 
sub-systems. It constitutes a three phase induction motor (Marathon Electric, 
0.75HP) along with its accessories, constituting a data acquisition system, various 
sensors and a computer storage and a display, as shown in fig. 1. The induction 
motor with a wiring enclosure are adjoined on the left side of the system 
arrangement and that wiring enclosure of the motor support permits access to the 
3-phase power supply and motor supply leads. The wiring enclosure attached with 
current probe is shown in Fig. 1 (b)  

The roller bearings acts as the support factor to the rotor shaft of the given 
induction motor. The length of the shaft between two roller bearings is 0.72390 
metre and the shaft diameter is of 0.0127 metre. Triaxial industrial accelerometer 
and current probe are two important sensors of this experiment. To collect 
vibration signals, an accelerometer was set up above the roller bearing on the right 
hand side which is shown in fig. 1 (d). Precision laser alignment kit has been used  
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Fig. 1 Experimental set-up used: (a) Full view of the system arrangement, (b) Current 
probe, (c) Precision laser alignment kit and flexible coupling, (d) Triaxial industrial 
accelerometer with roller bearing 

for investigating the alignment of shaft. The respective instrument constitutes one 
transmitter, a receiver and a controlling section as shown in fig. 1 (e). The 
complete specification of all the components used is mentioned in the following 
Table 1. 

Table 1 Specifications of the components used in experimental setup 

Sensors/ Machine Manufacturer Model/Serial No. Sensitivity/ 
Specification 

Accelerometer IMI Sensors 604B31 Sensitivity=10.2 
mV/(m/s2) 

Current Probe Fluke I200s 100 mV/A 

Laser Alignment Kit Optalign smart ALI 12.200 ------------- 

Induction motor Marathon Electric HVN 
56T334F53033 

0.75 HP, 50 Hz, 
2850 RPM 

2.2 Experimental Details 

The present work enunciates the entire experimental procedure to differentiate the 
misaligned motor from that of the properly aligned one. The experimental setup 
along with its accessories in the aligned position is shown in fig 2. The 
misalignment condition is generated  in the same setup by moving the base plate 
leftwards on horizontal plane which resulted in the movement of the support 
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structure of the base plate as shown in fig 3 (with solid line). The corresponding 
schematics for the aligned and misaligned condition are illustrated using fig. 2 (a) 
and 2 (b). As shown in fig. 2 (b), a misalignment of 30 mils or 0.03 inches or 
0.000762 meters between the driving and the driven shaft is provided to achieve 
the misalignment condition.  

 

Fig. 2 (a) Aligned Setup, (b) Experimental Setup with misalignment of 0.000762 metre 

 

Fig. 3 Misalignment generation by moving support structure 

Collectively, four sets of vibration as well as current signals were collected 
through this experiment. The first set of aligned vibration and current data 
(denoted by A1) was collected maintaining the motor running at aligned condition. 
The motor was then misaligned with 0.000762 metre (on both side) by the process 
described above, and then the second set which is a misaligned data (denoted by 
M1) was collected. Later the motor was adjusted back to its form of aligned 
condition, and the third set of aligned data (denoted by A2) was obtained and 
stored. Lastly, the fourth set of data (denoted by M2) was procured by misaligning 
the motor with 0.000762 meters (on both sides as process described above). Each 
set of data contained 26 records, recording the vibration and current signals at 26 
different speeds ranging from 760 rpm to 1510 rpm with an increment of 30 rpm. 
Each record was a time series and containing 15364 signal values.  The vibrational 
signals were obtained using the accelerometer and the current signals were 
collected by current probe at 5.12 s/s. Parameters used and their levels are shown 
in Table 2.  
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Table 2 Factors and levels considered for experiments 

 Control Factor Level 

A Rotational Speed (rpm) 760 to 1510 
B Alignment Cond. (mils) 0 & 2×0.000762 m 

3 Proposed Method 

The methodology used in the present investigation consists of four steps. The 
vibration and the current samples obtained from experiments are analyzed using 
Multiscale entropy (MSE). Further, the results of the MSE are denoised using 
wavelet transform. Support vector machine was used to classify the denoised MSE 
of vibration and current signals. Based on denoised MSE, support vector machine 
is employed to model the entire system and to give the performance. The result 
obtained from the above analysis is validated by performing the confirmation 
experiments. The step by step details of the analysis is mentioned in the sub 
sections 3.1 and 3.2. 

3.1 Multiscale Entropy 

It is the most prominent task to find out the regularity in a time series for both 
classifying and predicting future values in a time series. In 1991, Pincus [5], 
proposed a statistical measure for noisy time series, called approximate entropy 
(ApEn), to quantify the regularity of time series. In this proposed work, the MSE 
algorithm is used which is based on the SampEn for different scales of the same 
process instead of previously used regularity measure ApEn statistics. SampEn is 
used as replacement of ApEn and it measures the regularity in serial data. It 
measures the two sequences of m consecutive data within a tolerance r remain 
similar when one consecutive point is included.  

ApEn (m, r, n) may be calculated for the time series of length N, according to 
the equation 

      ApEn (m, r, N) = N ∑ −ln ,N                             (1) 

where, r is tolerance of time series, m is pattern length and n is number of 
matching (including self match). ApEn is reported with certain disadvantages, 
such as heavy dependence on the length of the time series, smaller values for the 
shorter time series and lack of consistent results for different values of m and r. To 
overcome the shortcomings of ApEn, sample entropy (SampEn) as a new kind of 
entropy, this excludes the disadvantages of ApEn. As a refinement of ApEn, 
SampEn is used and it measures the regularity in series data. The SampEn is 
defined as 

                      SampEn (m, r, N) = -ln ∑N∑N  .                               (2) 
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The value of r is taken as 0.15 times the standard deviation and m is taken as 2 
for present analysis to avoid distortion. Costa et al. [13] proposed an algorithm 
called MSE, which considers SampEn at multiscale. MSE has been already 
successful to analyze physiological signals. Consider a time series, {X1, . . . , 
XN}, which is a coarse-grained time series in MSE is given by 

                  ( ) = ∑ X( )                                             (3) 

Where   is known as scale factor, and for   = 1, that coarse grained time series 
is the original series. It is find that as increases, the length of the coarse-grained 
time series decreases. SampEn of a white noise falls quickly as the scale factor 
rises as shown in fig. 4. However, the SampEn of a pink or noise remains 
approximately stable as the scale factor rises. Therefore, white noise is more 
regular than pink noise. 

 

 

Fig. 4 Sample entropy with respect to the scale factor for coarse-grained time series of 
white and 1/f noises 

Wavelet transform is one of the most effective and preferred method of 
denoising signals, although the effect of wavelet denoising depends on the signal 
types. Sample Entropy at different scale factor of normal and misaligned motors at 
1100 rpm before and after denoising for vibration and current signals are 
enunciated using Fig. 5 and 6 respectively. It can be observed through fig. 5, that 
there exists increment of SampEn when the scale factor is small and reduction in 
SampEn when the scale factor is large. Similarly, the nature of periodicity of the 
current signals can also be observed from fig. 6. Thus, the information or the 
distinguishable characteristic present in both vibration and current signals are 
extracted or inferred from its respective sample entropies and can be consequently 
deployed to distinguish misaligned motors from that of the healthy ones. 

Diagnosis or detection of motor shaft misalignment is carried out based on the 
vibration and current signals. The sample entropy of de-noised vibration and 
current signals is calculated for a scale factor ranging from 1 to 20. These  
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calculated values are used as input to a SVM based classification algorithm to 
detect misaligned fault. Based on MSE the performance of the classifiers is 
discussed in result section, the denoising process is carried out using wavelet 
transform for both current and vibration samples. Daubechies wavelet transform 
was chosen for both vibration and current, which was implemented using Matlab 
and the parameter settings used for vibration samples are (tptr = ‘‘rigrsure”; n = 
‘‘2”; wav = ‘‘db4”) and for the current samples, the parameter settings were (tptr 
= ‘‘rigrsure”; n = ‘‘6”; wav = ‘‘db2”). 

 

 

Fig. 5 Sample Entropy at different Scale factor of normal and misaligned motors at 1100 
rpm before and after denoising for vibration signals 

 

Fig. 6 Sample Entropy at different Scale factor of normal and misaligned motors at 1100 
rpm before and after denoising for current signals 
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3.2 Support Vector Machines 

The denoised MSE were used as input to the support vector machines (SVM) for 
detection of misalignment fault.   SVM are relatively new method used for binary 
classification. The present work also requires a binary classification of the given 
samples to distinguish a healthy motor from that of a misaligned one. The basic 
idea is to find a hyperplane which separates the n-dimensional data perfectly into 
its two classes. First the input vectors are mapped into feature space (possible with 
higher dimension), either linearly or non-linearly, which is relevant with the 
selection of the kernel function. Then within the feature space, a hyperplane is 
constructed which separated the two classes (this can be extended to multiclass).  
As shown in fig. 7, the two hyperplanes are constructed on each side of the 
hyperplane that separates the data. The two classes are then separated by an 
optimum hyperplane, minimizing the distance between closest misaligned class 
points (+1 class) and properly aligned data points (-1 class), which are known as 
support vectors. The right side of the separating hyperplane represents the +1 class 
and the left-hand side represents the -1 class. 

 

Fig. 7 SVM for misaligned and properly aligned motor classification 

4 Results and Discussions 

MSE technique is the only underlying basis of the present method of 
distinguishing or classifying the misaligned motors from that of healthy ones. The 
respective statistical based approach (MSE) easily tackles any existing non-linear 
behavior in the misalignment vibration or current samples, thus describing the 
regularity in the diagnostic information The allocated method examines the 
features that distinguishes the rotor vibration as well as stator current samples of 
aligned induction motor from that of a misaligned one with the help of an SVM  
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Table 3 Prediction accuracy on the training set for Test-1 and 2 of vibration and current 
(i.e., Test-1 = A1 and M1, Test-2 = A2 U M2 , total 52 samples, training set= 26 samples  
and testing set= 26 samples 

Test Media Training 

Data 

Cross Validation 

Accuracy (%) 

1 Vibration 26 91.8% 

2 Vibration 26 94.4% 

1 Current 26 92.1% 

2 Current 26 90.11% 

Table 4 Prediction accuracy on the testing set for Test 1 and of vibration and current (i.e., 
Test-1 = A1 and M1, Test-2 = A2 U M2, total 52 samples, training set= 26 samples  and 
testing set= 26 samples 

Test Media Testing Data Accuracy (%) Time(Sec.)  

1 Vibration 26 90.68% 2 

2 Vibration 26 94.1% 2 

1 Current 26 92.18% 2 

2 Current 26 91.1% 2 

 

 

Fig. 8 Variation of predicted value with experimental value used for vibration and current 
of test-1 
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classifier. Test 1 was performed for both vibration and current samples used the 
sets A1 and M1, having 26 samples each. From the total of 52 numbers of samples, 
26 samples were is randomly chosen as training set data and the remaining 26 
samples were chosen as testing data set. Test 2 was used the sets A2 and M2, 
having 26 samples each and total 52 samples. As Test 1 26 samples were chosen 
as training set and the remaining 26 samples were chosen as testing data. Further, 
the SVM based classification was carried out using the following data: (a) stator 
current samples and (b) Rotor vibration samples. In this presented work, the 
number of input to the classifier is two (speed and normal or fault) and output is 
one (fault detection using vibration or current). In case of test-1, gives the 
maximum accuracy and is considered best for all three tests. The above classifier 
was then trained and tested for various values. The optimal value for the fault 
detection using vibration is shown in Table 3 and 4 and fig 8 shows the Variation of 
predicted value with experimental value used for vibration and current of test-1. 

5 Conclusions 

The main aim of the proposed approach was to investigate the robustness and 
effectiveness of distinguishing capability of the algorithm. The results infer that 
the misaligned motors can be easily distinguished from that of the healthy ones 
using stator current and rotor vibrational signals as the diagnostic media that were 
not done before. The developed system will lead to alter the long winded task of 
modeling and analysis of the vibration and current during misalignment fault with 
the help of MSE based statistical approach. From the given results, it can be 
observed that the best vibration accuracy is 94.68% and best current accuracy is 
92.18% for all cases of the experimental values. The Present study clearly shows 
that the SVM model can be trained to predict the misalignment fault using 
vibration and current with reasonable accuracy. This approach can be used to 
detect different faults as well. 
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A Learning Based Emotion Classifier
with Semantic Text Processing

Vajrapu Anusha and Banda Sandhya

Abstract. In this modern era, we depend more and more on machines for day to
day activities. However, there is a huge gap between computer and human in emo-
tional thinking, which is the central factor in human communication. This gap can
be bridged by implementing several computational approaches, which induce emo-
tional intelligence into a machine. Emotion detection from text is one such method
to make the computers emotionally intelligent because text is one of the major media
for communication among humans and with the computers. In this paper, we pro-
pose an approach which adds natural language processing techniques to improve the
performance of learning based emotion classifier by considering the syntactic and
semantic features of text. We also present a comprehensive overview of emerging
field of emotion detection from text.

Keywords: Emotion Recognition, Affective Computing, Machine Learning, Natu-
ral Language Processing.

1 Introduction

With the rapid growth of computer technology and its applications, there is growing
need for the computers which can work together with humans. Making the computer
emotionally intelligent improves the effectiveness of human-machine communica-
tion by the transfiguration of a computer into a human-like partner.

The role of emotions in human-machine communication was stated by Picard
by introducing the concept of Affective computing [20]. It is an interdisciplinary
field spanning the psychology, cognitive science and computer science, and it aims
to develop the systems that can recognize, interpret, process and simulate human
affects.
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Human beings express emotions through various media such as text, speech, fa-
cial expressions and gestures. Text-based emotion detection is important because
text is a main medium in computer-mediated communication in the form of emails,
chat rooms, product reviews and web blogs.

Applications of text-based emotion detection can be found in business, education,
psychology and in any other fields where there is a paramount need to understand
and interpret emotions.

This paper describes our system implemented for text-based emotion detection,
which uses a combination of machine learning and natural language processing
techniques to recognize the affect in the form of six basic emotions proposed by Ek-
man [6]. Section 2 provides the brief background of emotion detection from text and
detailed study of various text-based emotion detection methods and related works.
Section 3 describes our system architecture and its functionality. Section 4 explains
the experimental setup and results. Section 5 discusses the conclusion, difficulties
and areas to be improved.

2 Background and Related Work

Emotional Intelligence [22] refers to the ability to perceive, control and evaluate
emotions. To induce emotional intelligence into a computer, the first aspect is emo-
tion perception also known as emotion recognition or emotion detection.

The basic necessity of an emotion recognition system is emotion representation.
The popular models for emotion representation are dimensional model and categor-
ical model.

Dimensional model represents emotions in a dimensional form which relates
each other by a common set of dimensions and are generally defined in two di-
mensional (Valence, Arousal) or three dimensional (pleasure, Arousal, Dominance)
space.

Categorical model presents emotions as discrete and fundamentally different
constructs. A very popular categorical model is Ekman [6] emotion model, which
specifies six basic emotions: anger, disgust, fear, happiness, sadness, surprise. Other
popular models are Plutchik’s emotions wheel [21] and OCC (Ortony/Clore/Collins)
model [17] which is mainly designed to model human emotions in general. Emo-
tion can also be viewed in terms of more generalized categories: positive vs negative,
and detection in the form of these categories is called sentiment analysis or opinion
mining.

The methods which exist in the literature of content based emotion detection
from text can be categorized based on three viewpoints: process of detection, data
sources used for the process and user perspective as shown in Figure 1.

2.1 Based on the Process of Detection

This subsection explains the types of emotion detection methods based on how the
detection is made.
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BASED ON THE 
PROCESS OF DETECTION

BASED ON THE 
DATASOURCE USED

BASED ON THE 
USER PERSPECTIVE

TEXT BASED
EMOTION DETECTION

KEYWORD BASED
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RULE BASED
APPROACH

LEARNING BASED
APPROACH

KNOWLEDGE BASED
APPROACH
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READER
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SUPERVISED
LEARNING

UNSUPERVISED
LEARNING

Fig. 1 Taxonomy of Text based Emotion Detection methods

Keyword based approach: Keyword based methods are applied at the basic word
level. They need an Emotional keyword dictionary which has keywords with cor-
responding emotion labels. These are based on the assumption of keyword inde-
pendence, and they ignore the possibilities of using different types of keywords
simultaneously to express complicated emotions. [11], [10], [13] and [19] are the
approaches to detect emotion based on keywords.

The disadvantages of this approach are: the meanings of keywords could be mul-
tiple and changes according to the usages and contexts, inability to recognize emo-
tions of sentences which do not contain any keywords and the lack of syntactic and
semantic information.

Rule based approach: This approach is used to develop various rules to define
a language structure which are useful for identifying emotion. To define the rules
some of the systems use an affective lexicon which contains a list of lexemes an-
notated with their affect and some others don’t take any help of affective lexicons.
The approaches [5], [16] detect emotions by defining rules with the help of affective
lexicon and [9] detects without the usage of a lexicon respectively.

The disadvantages of this approach are: Complexity in designing and modifying
rules, the inflexibility of catering to the emotions other than those already listed and
the rules are specific to the representation of the source from which knowledge is
extracted.

Learning based approach: This approach formulates the problem of detecting
emotion from text as classification of the input texts with emotions as classes. Su-
pervised approach uses manually annotated datasets to train a classifier which is
used for further classifications. Methods in [1], [4], [12] and [3] detect emotions
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using supervised learning algorithms. The disadvantages of supervised methods are
the need for a large amount of annotated data and domain specific performance.

Unsupervised approaches do not require any annotated training data. [26] and [2]
are unsupervised methods to recognize the affect of text.

The disadvantages of this learning approach are: the lack of syntax and semantics
information unless there is an extra module to focus on it and dependence on the
emotion keywords in the form of features.

Some systems used hybrid approaches by combining above methods to improve
the performance. [29] is an example of hybrid method.

2.2 Based on the Data Source Used for the Process

The classification of text-based emotion detection methods based on the second
viewpoint, i.e. the source of information used for their process is presented here.

Knowledge based approach: Thesaurus (knowledge) contains a list of words with
synonyms and related concepts. These approaches use synonyms or glosses of lexi-
cal resources in order to determine the emotion or polarity of words, sentences and
documents.

There are many knowledge bases available for assistance in affect detection.
Wordnet-Affect [27] is an affective lexical hierarchical resource which is developed
and extended from Wordnet with additional hierarchy of affective domain labels and
it is used to find the affect of words. SentiWordnet [7], GI [24], LIWC [18] are some
resources to find the sentiment of text.

[11], [5], [26], [10], [16] and [19] are the methods to recognize the affect of text
using different knowledge bases.

Corpus based approach: A corpus is a collection of large and structured set of
texts especially related to particular subject or author. Researchers take a variety of
corpora pertinent to their experiments such as texts from web blogs, news articles,
fairy tales, stories, message boards and some survey data.

SemEval2007 Task14(Affective Task) [25] presented two standard corpora of
news headlines collected from Google News and CNN, whose main theme is to clas-
sify headlines into positive/negative emotion category or distinct emotion categories
like anger, disgust, fear, happiness, sadness and surprise. ISEAR(International Sur-
vey on Emotion Antecedents and Reactions) [23] is a collection of 7666 manually
annotated sentences, which are surveyed from the people of different fields in 37
countries across five continents. Each sentence is annotated with one of seven ba-
sic emotions: anger, disgust, fear, guilt, joy, sadness, shame along with some other
information.

The approaches [9], [29], [4] and [3] use different corpora to detect affect from
text according to their experiments.
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Fusion approach: The fusion approach is a kind of hybrid method that makes use
of both the corpus and knowledge-based approaches to have the advantages of both.
[1] and [12] are such methods that use both types of background knowledge.

2.3 Based on the Perspectives

Based on the third viewpoint emotion can be detected from the two different per-
spectives: Reader and Writer perspective.

Reader perspective: From reader perspective one particular text segment can evoke
multiple emotions. The procedures in [11], [26], [12], [13] and [3] are focused to
recognize multiple emotions from a single text document.

Writer perspective: Most of the previous works performed emotion analysis in
the perspective of the writer where one text segment portrays only one emotion.
The approaches [11], [9], [1], [19], [29], [10], [16], [4] and [2] are aimed to detect
final single emotion of a text portion.

Some of the related works with their functionality and their categorization from
the above three viewpoints are presented in table 1.

Even though there has been a lot work done in this area, emotion detection from
text is still immature and needs a lot of improvements.

Table 1 Previous related works in the literature of emotion detection from text

Article Task Description Detection
process

Data sources
for background
knowledge

persp-
ective

Al Masum
et al [16]

Classify news sentences to OCC cate-
gories using semantic parsing, valences
of linguistic components and user ac-
count preferences

Rule based
approach with
affect lexicon

Knowledge based
approach which
uses SenseNet to
find valences

Writer

Binali et al
[4]

Identify sentiment of blog sentences us-
ing some linguistic processing and SVM
classifier

Supervised
learning
approach

corpus based ap-
proach which uses
annotated blog
dataset

Writer

Phil Katz et
al [12]

Finds emotion of news sentences using
synonym expansion using thesauri and
manually annotated news corpus

Supervised
learning
approach

Fusion approach
which uses Rogets
thesaurus and news
corpus

Reader

Chunling et
al [11]

Detects affect of messages in chat sys-
tem using Ekman model and displays
corresponding avatars

keyword
based ap-
proach

knowledge based
approach which
uses Wordnet-
Affect, Wordnet

Writer

Chaumartin
[5]

Recognizes emotion of words using fac-
tors like Wordnet category membership,
negation etc. and detects final emotion
of news headlines by exploiting de-
pendency graphs and using patterns of
words.

Rule based
approach
with usage
of affective
lexicon

knowledge based
approach which
uses Sentiword-
net, Wordnet,
Wordnet-Affect

Reader
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Table 1 (Continued)

Liu et al [9] Generated four common sense affect
models by considering the semantics of
language and combined them to classify
the emotion of text

Rule based
approach
without affec-
tive lexicons

corpus based ap-
proach which uses
OMCS(Open Mind
Common Sense)

writer

Aman and
Szpakowicz
[1]

Detects the emotion of text in terms
of Ekman model categories using SVM
classifier

Supervised
learning
approach

Fusion approach
uses OMCS
corpus, lexicon
built from Ro-
gets thesaurus,
Wordnet-affect

Writer

Strapparava
and Mi-
halcea
[26]

compared supervised and unsupervised
methods and Implemented different sys-
tems to detect the affect of text in un-
supervised way which of them three are
variations of LSA and WA-presence is
another method

Unsupervised
learning
approach

knowledge based
approach which
uses WordNet-
Affect

Reader

Perikos
and Hatzi-
lygeroudis
[19]

Detects emotion at sentence level using
dependency graph and patterns of words
where affect of each word is recognized
by using lexicons

Keyword
based ap-
proach

knowledge based
approach which
uses WordNet-
Affect, WordNet

Writer

Yang et al
[29]

Performs sentiment analysis to recog-
nize affect of suicide notes by devel-
oping a model that incorporates several
NLP techniques to handle the compli-
cated features of text

Hybrid
approach
comprises
of keyword,
learning
methods

Corpus based ap-
proach which uses
Cincinatti Medical
NLP challenge
dataset

Writer

P.Kumar
Bhowmick
et al [3]

Detects multiple emotions of each news
headline by applying RAKEL algorithm
using features such as words, polarity of
patterns, semantic frames

Supervised
learning
approach

Corpus based ap-
proach which uses
an archive from
Times of India

Reader

A.Agrawal
and Aijun
An [2]

A semantic approach to detect emotion
of sentence using features like NAVA
words, PMI scores, syntactic dependen-
cies

Unsupervised
learning
approach

does not use any
detailed affective
lexicon, annotated
dataset

Writer

Zornitsa
Kozareva et
al [13]

categorize the news sentences to Ekman
categories using statistics from three
web search engines and PMI scores cal-
culated from news corpus

keyword
based ap-
proach

does not need any
annotated data or
affective lexicon

Reader

Hancock et
al [10]

A online chat experiment conducted to
report the strategies in expression of
positive, negative emotions

keyword
based ap-
proach

knowledge based
method which
uses LIWC for
linguistic analysis

Writer

3 Natural Language Processing Approach to Improve the
Traditional Learning Based Emotion Classifier

Supervised learning methods are significantly used for inducing intelligence into
machines as their approach is analogous to human learning which builds knowledge
from past experiences and uses it for performing in new unseen situations. But as
discussed in section 2 the major drawback of supervised learning approach for emo-
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tion classification is its incapability to consider syntactic and semantic information.
To overcome this drawback, we added an extra module to traditional learning sys-
tem architecture. This extra module (NLP module) focuses on analyzing syntactic
and semantic information using NLP techniques.

System architecture for our approach is shown in Figure 2.

Tokenization

StopWord Removal

Stemming

Feature Extraction

Building
Feature
Vectors

Machine Learning
Algorithm

Classification Model

Predict Emotion
Classes

ML MODULE

Parser

Phrase
Selection

NLP
Module

POS Tagger

Training
Data

Testing
Data

Fig. 2 Architecture of Our System for Learning Based Emotion Classification With Natural
Language Processing Techniques

The NLP module uses POS (part-of-speech) tagger to specify each word’s gram-
matical role and creates the dependency tree based on the words relationships, using
the Stanford CoreNLP toolkit [14]. Then phrase selection is done using the rules on
dependency relationships, which leads to give priority to the semantically important
information for the classification of sentence’s emotion.

The ML module receives the phrases selected from NLP module and performs
the emotion classification using the standard approach similar to any type of text
classification, which is clearly explained in [8]. This module uses ‘Porter Stemmer’
algorithm for stemming and ‘english.stop’ stopwords file for stopwords removal.
The selected stopwords file was mainly designed for information extraction, so be-
fore using it we removed some negation words (Ex: never, not, didn’t etc.) from
the file which are important for classifying emotion of text. Then TF-IDF (Term
Frequency-Inverse Document Frequency) statistic is used to build the feature vec-
tors. We considered Naive Bayes Multinomial (NBM) and Support Vector Machines
(SVM) as classification algorithms. We used WEKA [28] for building our ML
module.

So the procedure followed by our system in classifying a sentence is as follows:

1. Use Stanford CoreNLP pipeline (comprises tokenizer, POS tagger and parser
[15]) to get the dependencies and dependency tree of a sentence

2. pass the dependency tree to phrase selection sub module which outputs the parts
of sentence which are semantically important for classification

3. Then employs learning approach to classify the sentence’s emotion

a. extract the features of sentence
b. construct the sentence’s feature vector
c. if it is training data use it for building the model, else classify emotion of

sentence using the model already built
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As an example, consider the sentence “I thought I would pass exam but I failed
it.”. In figure 3 the sentence’s dependency tree and its dependencies are specified.

Thought

I Failed
Pass

I
Pass Exam

I it

nsubj Conj_but

nsubj nsubj dobj

ccom

aux dobj

Fig. 3 Dependency tree of a sentence using Stanford Parser

The dependency represents grammatical relationship between the words in a sen-
tence, which is a triplet: Name of relation, governor, dependent. For example, nsubj
(i,thought) is nominal subject relationship between two words, showing that ‘i’ is
the subject of ‘thought’.

In phrase selection module, dependency tree of sentence is received and it selects
phrases by processing the relationships of root with other words. For the example
in figure 3, the root ‘thought’ and ‘failed’ are connected by using conjunction ‘but’.
In general, ‘but’ specifies the phrases which are opposite in sense, whenever ‘but’ is
encountered, the phrase following ‘but’ is the main contribution to final emotion of
sentence. So the phrase with head ‘failed’ is selected by the module.

By passing this selected phrase to the ML module, it will be classified to corre-
sponding emotion which will be assigned as final emotion to the complete sentence.

We added some more rules to NLP module such as rules on ‘yet’, ‘not’, ‘though’,
‘after’ etc. according to their behavior in representing sentences.

4 Experiments and Results

For supervised learning method the main problem is with the selection of quali-
fied dataset because a large scale dataset is needed to cover most of the words in
given language and it should have emotional content independent from different
cultures to eliminate cultural affects of emotion. These requirements lead us to use
ISEAR [23] corpus as training dataset. As discussed in Section 2.2, ISEAR contains
seven emotion categories from which we selected five categories (Anger, Disgust,
Fear, Joy, Sadness) which are specified in Ekman emotion theory. Out of the five
considered emotions, we considered ‘joy’ as positive emotion category and remain-
ing into negative emotion class to perform the Sentiment Analysis experiment on
ISEAR. To evaluate the performance of the system F1-Measure and Kappa statis-
tics are used.

First, we evaluated the performance of standard machine learning approach on
ISEAR dataset by applying 10-fold cross validation using ML module and Table2



A Learning Based Emotion Classifier with Semantic Text Processing 379

Table 2 Performances of classifiers using
10-fold cross validation on ISEAR dataset
for Ekman’s model classification

Classifier Stem
performances
(Unigrams)

performances
(N-Grams)

AvgF1 kappa AvgF1 kappa

NBM no 63.6 0.54 65.3 0.56
yes 64.1 0.55 66.7 0.58

SVM no 66.0 0.57 64.4 0.55
yes 67.1 0.59 66.5 0.58

Table 3 Performances of classifiers using
10-fold cross validation on ISEAR dataset
for Sentiment Analysis

Classifier Stem
performances
(Unigrams)

performances
(N-Grams)

AvgF1 kappa AvgF1 kappa

NBM no 81.8 0.50 88.2 0.64
yes 85.3 0.56 88.6 0.65

SVM no 88.3 0.61 88.3 0.62
yes 86.7 0.56 88.7 0.63

and 3 shows the corresponding results of Ekman’s model classification and Senti-
ment analysis respectively.

Apart from performances, it leads to some major error classifications using uni-
gram features. For example, “I am not happy” and “I thought I would pass the exam,
but I failed it” are misclassified to ‘joy’ instead of ‘sadness’. This is partly handled
by N-gram approach, but it makes the process computationally intensive by increas-
ing dictionary size and also it looks for the exact match of word sequences, which
is not suitable for real-world data classification.

To correct these errors, we used our approach of applying NLP module to sen-
tences before passing them to ML module. With this approach, we limited our pro-
cess to recognize emotion from simple short sentences as we focused on analyzing
syntactic and semantic information at the level of sentences. The average sentence
length of ISEAR dataset is 2.6, which makes it impossible to apply our approach di-
rectly on ISEAR. So, we evaluated it on a dataset of simple short sentences collected
with help of ISEAR. The sample of our dataset for ‘sadness’ emotion is shown in
Figure 4.

Table 4 shows the performances of 10-fold cross validation using ML module
alone and NLP module in combination with ML module for Ekman’s model classi-
fication. And results for sentiment analysis are presented in Table 5. These results

I am not happy.
I was happy to receive a letter from home but it was telling me that my mother was very
ill.
Though i had worked throughout the year, i did not get good percentage.
I thought i would pass exam but i failed it.
Love is not a happy feeling.
I purchased a new dress but was upset to find it torn.
I did not succeed to enter at the University.
I had not understand anything after a lecture.
My results were not satisfactory though I worked at my best.

Fig. 4 sample of dataset used for NLP approach
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Table 4 Performances with 10-fold cross
validation on sample dataset for Ekman’s
model classification

Classifier Performances Approach

AvgF1 kappa
NBM 43.1 0.29 without

NLPmoduleSVM 43.0 0.31
NBM 52.9 0.43 with

NLPmoduleSVM 63.1 0.49

Table 5 Performances with 10-fold cross
validation on sample dataset for Senti-
ment Analysis

Classifier Performances Approach

AvgF1 kappa
NBM 42.3 -0.15 without

NLPmoduleSVM 52.7 0.15
NBM 62.2 0.27 with

NLPmoduleSVM 58.6 0.14

proved that our semantic approach with the help of NLP techniques attains signifi-
cant improvements on plain supervised learning method.

So, by selecting the phrases which are important for classification will consider
the semantically important information, reduce the confusion for classifier, and im-
proves the performance.

As the future work, we will implement this system by adding a complete set of
rules using deep analysis of linguistic features based on dependency trees of data,
and we will try to make the classifier to learn these rules from text automatically.

5 Conclusion

In this paper, we presented an extensive survey of content based emotion detection
from text and we hope this will be helpful in directing the future research in related
fields.

We also explained our experiments of emotion recognition from text using su-
pervised machine learning approach alone and NLP techniques in combination with
machine learning to improve the performance. But this method is limited to single
short sentences. This can be applied to long sentences by applying some sort of text
compression/summarization using dependency trees before sending to the process
of learning.

Emotion detection from text needs to be improved from multiple directions. Rec-
ognizing emotion from implicit cues is difficult compared to detection from explicit
cues, but can be improved by constructing a knowledge base of emotion events and
its usage in the process of classifying emotion. There is also need of personalized
emotion model to make process of recognition more realistic because some situa-
tions lead to different emotions based on different people, which can be handled
efficiently by it.

As emotions are entities with fuzzy boundaries and each emotion occurs alone
rarely, emotion recognition in terms of a small number of discrete categories with
sharp boundaries is difficult and impractical. The multi-labeled and fuzzy classifica-
tions may improve the performance of recognition and make more practical recog-
nition of emotion.
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The work in this area may also focus on intensities and duration of emotions,
the time when the situation happened and the person’s mood/mental state before the
situation happened because of the fact that a person who is already frustrated may
get angry very easily than others.
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Abstract. Software is one of the key drivers of twenty first century business and 
society. Delivering high quality software systems is a challenging task for 
software developers. Early software defect prediction, based on software code 
metrics, has been intensely researched by the software engineering research  
community.   Recent knowledge advancements in machine learning have been 
intensely explored for development of highly accurate automatic software defect 
prediction models. This study contributes to the application of machine learning in 
software defect prediction by investigating the robustness and stability of 17 clas-
sifiers on 44 open source software defect prediction data sets obtained from 
PROMISE repository. The Area under curve (AUC) of Receiver Operating Char-
acteristic Curve (ROC) for each of the 17 classifiers is obtained for 44 defect pre-
diction data sets.  Our experiments show that Random Forests, Logistic Regres-
sion and Kstar are robust as well as stable classifiers for software defect prediction 
applications. Further, we demonstrate that Naïve Bayes and Bayes Networks, 
which have been shown to be robust and comprehensible classifiers in previous on 
software defect prediction, have poor stability in open source software defect  
prediction. 

1 Introduction 

With computers, smart devices and appliances deeply implanted in business and 
homes, the software systems, operating them, are no doubt, one of the key drivers 
of twenty first century business and society. Delivering high quality software  
systems is a tough challenge for software engineers and managers. As a means 
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towards the end of delivering high quality software with-in budget and time, met-
rics based, early software defect prediction models have been intensely explored 
by a number of software engineering researchers [1-12]. Metrics based early soft-
ware defect prediction models intend to classify modules of software under devel-
opment into two types: defect prone and defect free, before actual beginning of  
formal testing. 

The intention is to focus meagre testing time and resources on more risky soft-
ware components, which are likely to contain defects. Researchers have also high-
lighted some principal advantages gained from metrics based defect prediction 
models as under:- 

• The maintenance phase is easier for both developers and customers. The over-
all maintenance costs are lowered and there is an increase in the overall project 
success rate of complex software systems[2].  

• Defect prediction models   are particularly useful in today’s highly competitive 
market where companies operate with very tight profit margins [2].  

• Defect prediction models   are useful not only for closed source proprietary 
software development but also for open source software as many commercial  
software products like  web browsers and office suites  are based on open 
source software[2][3]. 

• Defect prediction models   enable architectural improvements by suggesting a 
more rigorous design for high-risk software code segments [4]. 

Software defect prediction offers a unique opportunity for empirical testing of 
machine learning concepts and theories. In an attempt to automate defect predic-
tion, software engineering researchers have intensely explored the applicability 
and relative advantages of machine learning based classifiers, within metrics 
based software defect prediction.  There are many influential studies on metrics 
based defect prediction   that explore  numerous  statistical and machine learning  
classifiers  like logistic  regression[4], linear and quadratic discriminant analy-
sis[4], artificial neural networks[6],  support vector machine based classifiers[2,4], 
fuzzy subtractive clustering[7],  decision tree approaches[8], decision table[9], 
voting feature intervals[2], k-nearest neighbor[4], Naïve Bayes classifiers[1] and 
Bayesian networks[3,13]. However, there are several reports of inconsistencies of 
predictive performance of classifiers across defect prediction data sets from differ-
ent application domains. Recently, the focus has shifted towards benchmarking 
classification models over large number of software systems [4].  The current 
empirical study contributes to defect prediction literature by studying robustness 
and stability dimensions of classifiers in software defect prediction, conjunctively. 
The concepts of robustness and stability of classifiers are borrowed from machine 
learning literature[5]  and  are presented as  under for the convenience of readers:-  

• “Robustness of a classifier refers to the ranking of the average performance  
of a classifier, among a set of classifiers[5]”. For example, if we assume Area 
under Curve (AUC) of Receiver Operating Characteristic Curve( ROC) is a 
performance measure,  all classifiers are ranked  according to their AUC  over 
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all studied defect prediction  data-sets, and the ranking order of a classifier  is 
used to capture the robustness of a classifier, with a smaller ranking number 
denoting a more robust learner. Thus the concept of robustness is similar to the 
commonly used concept of predictive accuracy. 

• Stability of a classifier refers to the ranking of the variance of a classifier in a 
set of classifiers [5]. For example, if we assume variance of the AUC of ROC 
Curve, as a performance measure, we rank all classifiers according to AUC 
variance over all studied defect prediction data-sets. The smallest ranking num-
ber denotes the classifier with the lowest variance.  “This ranking order is used 
to capture a classifier’s stability, with a smaller ranking number denoting a 
more stable classifier[5]”. Stability also conceptually means the degree to 
which the performance of a classifier is affected by changes in training data 
sets. 

In this study we conduct experiments for comparing robustness and stability of 
17 classifiers over 44 data sets pertaining to Java based software systems. In con-
formance with recent research trends, our comparisons of multiple classifiers over 
multiple data sets are based on Area under Curve (AUC) of Receiver Operating 
Characteristic Curve (ROC).  Our experiments can be considered as a sequel to the 
experiments of Menzies et al.[1] and Lessman et al [4]. The remainder of this 
paper is organized as follows: In section 2, the stability dimension of classifier 
assessment is highlighted.  In section 3, the details of experimental design and 
procedure are presented. Section 4 reports experimental results. In section 5, 
threats to validity of this study are presented. In section 6, conclusions and future 
research directions are presented. 

2 Stability Dimension of Classifier Assessment 

Popular machine learning classifiers for software defect prediction include   Naïve 
Bayes[1,4], Bayes Networks[3,13], Random Forests[4,12], Neural Networks[6], 
Case based reasoning[11], Kstar[4], Artificial immune systems[10] and ensemble 
learning[2]. Intrigued by the inconsistent results regarding accuracy of classifiers, 
Lessman et al[4]  conducted a benchmarking experiment of  22 classification 
models for software defect prediction over 10 data sets obtained from NASA 
MDP repository[14]. They concluded that in software defect prediction, the accu-
racy or robustness of   most of the classifiers does not differ significantly in the 
statistical framework of classifier comparison established by Demsar[15]. They 
recommended the development of a multidimensional classifier assessment system 
based on accuracy, comprehensibility, computational efficiency and ease of usa-
bility. However the concept of stability of classifiers, which is closely related to 
generalization ability [15], has not been studied much in software defect predic-
tion till now. In this study, we propose to add stability dimension to multidimen-
sional classifier assessment system proposed by Lessman et al [4]. A classifier is 
said to be stable if its predictive performance does not vary with changes in data 
sets.  Software defect prediction would benefit from more stable classifiers if the 
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same set of classifiers can be applied to software systems catering to different 
application domains.  We propose robustness and stability trade-off while consid-
ering candidate classifiers for software defect prediction. Thus, if two classifiers 
are similarly ranked in terms of robustness on a large number of defect prediction 
data sets, the more stable ones should be preferred. For example, Naïve Bayes and   
Bayesian Networks have been deeply investigated in software defect prediction 
[1,3,4,13], however our experiments demonstrate that Naïve Bayes and Bayesian 
networks   are unstable classifiers for software defect prediction.    

3 Experiment Design 

3.1 Empirical Data 

In this study, software code metrics data sets of 13 open source software systems 
are used to assess the robustness and stability of 17 machine learning   based clas-
sifiers. A total of 44 data sets relating to these 13 software systems are available in 
the PROMISE repository. These data sets are used because their source code is 
freely available in open source repositories and their properties can be studied by 
other researchers as well [3]. The data sets are freely available in the PROMISE 
repository [17].   The software systems and the data sets along with their class 
distribution are summarized    in Table 1.  All of the 13 open source software sys-
tems have been developed on Java programming language platform. Each instance 
in these data sets represents a single Java class in an object-oriented (OO) soft-
ware system. The attributes of   each of these data sets consist of 20 software met-
rics. These attributes measure complexity, cohesion, coupling, size and defect 
proneness properties of a Java class in a software system.  The metrics or code 
attributes are listed and summarized in Table 2. If a software class has number of 
defects greater than zero, it is labelled as defect-prone, otherwise as not defect 
prone.  The19 software metrics are used as independent variables and 20th metric 
defect-proneness is taken as the dependent variable. 

3.2 Experimental Procedure 

In this study, we use 17 machine learning classifiers. These classifiers are selected 
based on prior literature on software defect prediction as well as machine learning 
literature [1-12]. The summary of classifiers is presented in Table 3. For conduct-
ing experiments pertaining to this study, an Intel Core2 Duo PC with 8 GB RAM 
and Windows XP operating system was used.  Java based machine learning toolkit 
WEKA [18] (Waikato Environment for Knowledge Analysis) version 3.6.0 pro-
vided for all the classifiers. To overcome the sampling bias, M*N –way cross 
validation was employed, where both M and N were selected as ten [1]. Ten bins 
were created.  Nine out of these ten bins were used as training set, while the last 
one was used as the test set. The dataset was randomized M=10 times and N=10 
sets were created in each iteration. The experimental procedure can be best under-
stood by means of Fig 1. 
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DS=List of Data_Sets 
M=10 
N=10 
CLASSIFIERS(C) = List of Classifiers 
for all DS ∈  Data_Sets do 

    for i= 1 to M do 
      DP’= Randomize  the  order  of DP 
      S= Generate N equal sized subsets from DP’ 
       for  j=1 to N do 
             Test = S[j], Train=S-S[j] 
                       for all C ∈  CLASSIFIERS 
    Model=Apply C on Train 
    Prediction C=Apply  Model on Test  
              end for 
         end for 
        end for 

 end for 

Fig. 1. Experimental Procedure 

Table 1 Summary of Data Sets [10][12] 
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ant 1.3 125 105 20 xerces 1.2440 369 71 jedit 4.3 492 481 11 

ant 1.4 178 138 40 xerces 1.3453 384 69 lucene 2.0 195 104 91 

ant 1.5 293 261 32 xerces 1.4588 151 437 lucene  2.2 247 103 144 

ant 1.6 351 259 92 xerces init162 85 77 lucene  2.4 340 137 203 

ant 1.7 745 579 166 ivy-1.1 111 48 63 camel 1.0 339 326 13 

synapse 1.0 157 141 16 ivy-1.4 241 225 16 camel 1.2 608 392 216 

synapse 1.1 222 162 60 ivy-2.0 352 312 40 camel 1.4 872 727 145 

synapse 1.2 256 170 86 poi-1.5 237 96 141 camel 1.6 965 777 188 

velocity1.4 196 147 49 poi-2.0 264 227 37 log4j 1.0 135 101 34 

velocity1.5 214 142 72 poi-2.5 385 137 248 log4j 1.1 109 72 37 

velocity 1.6 229 151 78 poi-3.0 442 161 281 log4j 1.2 205 16 189 

xalan-2.4 723 613 110 jedit 3.2 272 182 90 Pbeans1 26 6 20 

xalan-2.5 803 416 387 jedit 4.0 306 231 75 Pbeans2 51 41 10 

xalan-2.6 885 474 411 jedit 4.1 312 233 79 Tomcat 858 781 77 

xalan-2.7 909 898 11 jedit 4.2 367 319 48     
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Table 2 Summary of Metrics[12] 

Software Metric  Software Metric Definition 

 WMC Weighted Methods per ClassCa Afferent Couplings  

 DIT Depth of Inheritance Tree Ce Efferent Couplings  

 NOC Number of Children  LCOM Lack of Cohesion in meth-
ods 

 CBO Coupling between object 
classes 

LOC Lines of Code 

 RFC Response for a Class CAM Cohesion Among Methods  

NPM Number of Public Methods CBM Coupling Between Methods  

 DAM. Data Access Metric AVG_CC Average Cyclomatic com-
plexity. 

 MOA Measure Of Aggregation AMC Average Method Complexi-
ty  

 MAX_CC Maximum Cyclomatic 
Complexity 

Num_Defects The defect count  of a class 
as observed in logs of 
source code repository 

Table 3 Classifiers Employed in the Study [11] 

Naïve Bayes(NB) Bayes Network(BNET) Support Vector Machine(SVM) 

Logistic Regression(LR) Kstar Multi-Layer Perceptron(MLP) 

IB1 OneR Random Forest(RF) 

Naïve Bayes Tree (NBTree) Voting Feature Intervals 

(VFI) 

Decision Stump(DS) 

RandomTree(RDTree) Decision Table (DT) OneR 

REPTree J48 PART 

3.3 Evaluation Criteria 

In this study, area under curve (AUC) of ROC curves is used as an evaluation  
metric to compare the robustness and stability of 17 classifiers over 44 defect 
prediction data sets. An ROC curve is a two dimensional plot in which the x-axis 
denotes the false positive rate (FPR) and the y-axis denotes the true positive rate 
(TPR) of a classifier.  In an  ROC curve, the upper left point (0,1) is the most de-
sired point, known as “ROC heaven”, representing 100% TPR and zero FPR, 
while the point (1,0) is the least desired point called “ROC hell”. As the AUC of 
ROC curve gets larger, the classifier gets better. The benefit of using ROC curves 
for classifier comparison is that the AUC metric of ROC curve is not biased 
against the minority class.  The AUC metric enables the evaluation of defect pre-
dictors over all possible combinations of misclassification costs and prior proba-
bilities of defect prone and non- defect prone modules. Thus ROC curve is a good 
way of visualizing the performance of a prediction model.  The AUC of ROC 
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curve is a desirable way to obtain a single performance metric for comparing a 
number of defect prediction models. At the current state of art in machine learning 
and software defect prediction literature, it is highly recommended to use non-
parametric significance tests for statistical comparison of robustness of classifiers 
[15]. Significance tests allow a rigorous and fair comparison of classifiers by dis-
tinguishing random and chance observations from significant observations [15]. 

According to Demsar[15], the  non-parametric Wilcoxon test can be utilized for 
comparison of two classifiers over multiple data sets. Demsar[15] also advises the 
usage of  Friedman test followed by post-hoc Nemenyi test for comparison of  
multiple classifiers over multiple data sets.  For application of Friedman test, all 
the classifiers are ranked according to their AUC performance on each data set. 
The classifier with highest AUC value gets a rank of 1, the second highest gets a 
rank of 2 and so on.  Next, the mean rank of a classifier is obtained over N data 
sets. After this, the Friedman test compares the mean ranks of classifiers to check 
whether there are significant differences between mean ranks of classifiers.  The 
test statistic of Friedman test is calculated as under:- 

 
2

2 212 ( 1)

( 1) 4F j
j

N k k
R

k k
χ

 += − +  
                                (1) 

In (1) , k is the number of classifiers, N is the number of data sets and jR  is the  

average rank of a classifier j over  N data sets . 
1 j

j i
i

R r
N

=   where jr  is the 

rank of  jth classifier  over ith data set.  The test statistic 2
Fχ  is Chi-square  distrib-

uted with k-1 degrees of freedom. In this study N=44 and k=17. If the value of test 
statistic is large enough and significant at  0.05α =  then the null hypothesis, 
that all classifiers have similar performance, is rejected. Subsequently, Nemenyi  
post hoc test is used to perform pair wise comparison of classifiers. Two classifi-
ers are significantly different from each other if the difference in their ranks is 
greater than the critical difference given by :- 

 
( 1)

12

k k
CD q

Nα
+=   where qα is  studentized range statistic            (2) 

Thus classifiers with lowest  mean rank value  on all studied  data set is rated as 
the most robust. The  classifiers with lowest rank variance over all studied data 
sets are rated as most stable. 

4 Experimental Results Analysis 

Table 4 presents the results of AUC performance of 17 classifiers over 44 defect 
prediction data sets.  The second last row of Table 4 reports the mean rank of each 
of the 17 classifiers over 44 data sets and is related to robustness and the last row 
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reports the variance of ranking of classifiers over 44 data sets and is related to  
stability concept. The test statistic of Friedman test in our study is chi=312.86,  
degrees of freedom=16 and significance=0.000, therefore, there are significant 
performance differences among 17 classifiers. The critical difference (CD) as per  
Nemenyi post hoc test is 3.723. Fig.  2 presents the empirical comparison of AUC 
performance of 17 classifiers, where x-axis denotes the ranking order of the classi-
fiers and y-axis denotes the average rank of the classifiers AUC values. The error 
bars in Fig. 2 indicates the critical difference of the Nemenyi post hoc test. The 
AUC performance of two classifiers is considered to significantly  different if the 
corresponding error bars  in Fig. 2 do not overlap. Fig 3 plots the ranking order of 
robustness on x-axis and ranking order of stability on y-axis, for each of the 17 
classifiers. The following observations may be made from the results shown in 
Table 4, Fig. 2 and Fig. 3 . 

• From second last row of Table 4, Random Forest classifier has the small-
est AUC mean rank value of 2.85.    Thus, Random Forest is the top per-
forming classifier in terms of robustness in open source defect prediction.  
This result is consistent with the results of Lessman et al[4] obtained on 
11 NASA MDP data sets[14]. But our experiments are at a much larger 
scale than that of  Lessman et al[4] as we have evaluated 44 open source 
defect prediction data sets[17]. 

• The logistic regression classifier is the  second most robust classifier with 
a mean AUC rank  value of  5.125. In contrast to results obtained by  
Lessman et al[4] results, in our experiments Kstar, an analogy  
based classifier, performs well and is the third most robust classifier with 
an AUC rank value  of 5.147. The Naïve Bayes  classifier is fourth  
most robust classifier with AUC rank value of 5.636. The Bayes  
Network classifier is fifth  most robust classifier with AUC rank value  
of 6.199. 

• From Fig. 2, it is observed that the error bars for top five most robust 
classifiers- Random Forests, logistic regression, Kstar, Naïve Bayes, and 
Bayes Network are overlapping, thus the top five classifiers do not have 
statistically significant accuracy differences and are equally  robust in de-
fect prediction. SVM is the least robust classifier with low AUC perfor-
mance in this study. This result may be because we do not perform any 
SVM parameter tuning for reasons of simplicity. 

• From last row of Table 4, the Random Forest classifier has smallest AUC 
rank variance of 6.332 and is the most stable classifier as well. The se-
cond most stable  classifier is Kstar with  AUC rank variance of 8.786. 
The third most stable  classifier is Logistic regression  with  AUC rank 
variance of 9.594.  From last row  Table 4,  it is observed that Bayes 
network classifier has the highest AUC rank variance of  29.62 and is the 
most unstable classifier.  Fig.  3  presents  the  two-dimensional classifier 
assessment system proposed in this study. The x-axis represents the ro-
bustness dimension and y-axis represents the stability dimension. From  
Fig  3, although the Bayes Network and  Naïve Bayes are ranked high in  
robustness,   they are ranked poor in  stability. In previous research on 
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software defect  prediction, Bayes Networks[3,13]  have been shown to 
be robust classifiers.   Thus, in the two dimensional classifier assessment, 
Random Forest,  Logistic Regression and Kstar have good  performance 
on  robustness  as well as stability and are thus preferred over Naïve 
Bayes and Bayes Network classifier. As per Fig. 3, the neural network 
classifier- MLP is averagely robust and stable. 

• Random Forest  classifier ranks variables in order of importance along 
with classification . Logistic Regression classifiers have in built variable 
selection mechanism. This could be considered as a third dimension of 
classifier assessment. 

• As compared to the study of Lessman et al[4], from Table 4, in our  
study several models have AUC below 0.7. Therefore, more future  
research is needed to find out the degree to which static code attribute 
based defect prediction is useful in open source software development 
context.  

5 Threats to Validity 

There can be several sources of  threats to the validity of an empirical study. One 
of them is the errors in defect data collection process, due to the comments in 
source code version control systems of  open source software sometimes not being 
well written[19]. Another source of threat to validity is that we have not applied 
any data filtering  and normalization techniques and results regarding  stability of  
Naïve Bayes and  Bayes Networks may be   correct to a first approximation only. 
As compared to the study of Lessman et al[4], we have not applied model selec-
tion procedures to neural networks and support vector machines and  we have not 
investigated various support vector machine formulations  such as least square and 
Lagrangian SVMs , for reasons of simplicity. But we have evaluated much larger 
number of data sets as compared to Lessman et al.[4] and we have added stability 
dimension to classifier assessment. The average data set size is medium and is 
representative of medium-scale open source software systems. Many of the stud-
ied data sets have class imbalance problem, which may impact the performance of 
several classifiers considered in this study. The scope of this study is intra-project 
validation. The experiments in this study are performed in the context  
of intra-project validation only, as large number of classifiers is considered  
over 44 data sets.  The large number of classifiers would multiply the computing 
resource requirements if intra-project and inter-project validation is studied  
in a single study. A useful extension of this work will be to perform experiments 
using these 17 classifiers and 44 data sets in the inter-project validation  
context. 
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Table 4 AUC Performance of 17 Classifiers over 44 open source defect prediction data sets 
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Table 4 (continued) 

camel-1.6 

 0.
70

8 
0.

67
5 

0.
63

8 

0.
59

3 

0.
67

3 

0.
65

3 

0.
63

6 

0.
52

4 

0.
65

7 

0.
55

9 

0.
61

6 

0.
60

9 

0.
64

1 

0.
62

1 

0.
71

7 

0.
70

5 

0.
50

4 

camel-1.4 
 0.

71
 

0.
68

2 

0.
68

2 

0.
57

6 

0.
64

6 

0.
61

1 

0.
60

8 

0.
51

3 

0.
65

4 

0.
61

2 

0.
61

5 

0.
55

7 

0.
65

6 

0.
63

1 

0.
65

 

0.
62

3 

0.
50

0 

camel-1.2 

 0.
62

7 
0.

57
4 

0.
49

2 

0.
58

7 

0.
68

6 

0.
53

 

0.
49

9 

0.
53

2 

0.
58

 

0.
48

7 

0.
63

6 

0.
57

3 

0.
53

8 

0.
56

8 

0.
68

8 

0.
62

7 

0.
51

3 

camel-1.0 

 0.
61

3 
0.

74
3 

0.
42

9 

0.
55

7 

0.
68

9 

0.
63

9 

0.
43

7 

0.
49

7 

0.
64

1 

0.
55

9 

0.
43

6 

0.
55

7 

0.
49

7 

0.
43

4 

0.
54

6 

0.
58

3 

0.
50

0 

lucene 2.4 

 0.
76

6 
0.

73
1 

0.
69

7 

0.
67

4 

0.
71

4 

0.
68

3 

0.
66

5 

0.
52

7 

0.
66

8 

0.
54

1 

0.
68

7 

0.
65

5 

0.
72

8 

0.
74

3 

0.
77

7 

0.
67

2 

0.
66

8 

lucene 2.2 

 0.
63

1 
0.

63
1 

0.
53

6 

0.
58

3 

0.
59

8 

0.
64

1 

0.
53

1 

0.
54

1 

0.
58

4 

0.
54

7 

0.
60

6 

0.
54

6 

0.
57

9 

0.
56

9 

0.
64

7 

0.
65

4 

0.
61

0 

lucene 2.0 

 0.
75

 
0.

75
5 

0.
71

2 

0.
68

 

0.
70

1 

0.
72

9 

0.
67

7 

0.
60

3 

0.
64

3 

0.
63

1 

0.
59

6 

0.
6 

0.
67

1 

0.
72

3 

0.
72

9 

0.
74

0 

0.
70

9 

jedit-4.3 

 0.
64

1 
0.

59
4 

0.
50

0 

0.
53

2 

0.
65

8 

0.
70

8 

0.
45

8 

0.
49

9 

0.
32

3 

0.
50

7 

0.
50

0 

0.
65

6 

0.
45

6 

0.
45

8 

0.
67

2 

0.
50

0 

0.
50

0 

jedit-4.2 

 0.
80

6 
0.

83
6 

0.
86

1 

0.
65

 

0.
77

 

0.
79

8 

0.
80

6 

0.
53

7 

0.
58

8 

0.
77

2 

0.
70

7 

0.
60

8 

0.
67

5 

0.
70

4 

0.
79

5 

0.
74

5 

0.
54

0 

jedit-4.1 

 0.
82

3 
0.

77
3 

0.
78

4 

0.
66

6 

0.
82

9 

0.
74

1 

0.
74

 

0.
69

4 

0.
72

 

0.
68

5 

0.
66

9 

0.
63

3 

0.
72

6 

0.
72

1 

0.
80

3 

0.
72

9 

0.
65

4 

jedit-4.0 

 0.
77

6 
0.

74
1 

0.
77

5 

0.
71

3 

0.
74

9 

0.
74

4 

0.
73

9 

0.
66

1 

0.
64

1 

0.
67

5 

0.
64

9 

0.
66

1 

0.
66

7 

0.
69

5 

0.
76

5 

0.
80

8 

0.
56

7 

jedit-3.2 

 0.
85

 
0.

78
7 

0.
85

 

0.
71

5 

0.
79

8 

0.
75

3 

0.
79

4 

0.
60

9 

0.
71

7 

0.
72

2 

0.
67

2 

0.
68

7 

0.
79

 

0.
77

8 

0.
84

0 

0.
76

8 

0.
70

6 
poi-3.0 

 0.
79

4 
0.

80
5 

0.
87

3 

0.
75

8 

0.
86

 

0.
76

3 

0.
85

9 

0.
65

9 

0.
71

8 

0.
74

9 

0.
77

2 

0.
73

4 

0.
83

4 

0.
79

8 

0.
87

1 

0.
76

7 

0.
72

6 

poi-2.5 

 0.
80

0 
0.

72
9 

0.
85

5 

0.
77

5 

0.
85

3 

0.
78

2 

0.
83

6 

0.
74

5 

0.
78

5 

0.
70

5 

0.
77

7 

0.
77

 

0.
83

 

0.
84

2 

0.
88

3 

0.
82

3 

0.
71

0 

poi-2.0 

 0.
58

0 
0.

71
9 

0.
64

6 

0.
59

6 

0.
71

 

0.
70

9 

0.
60

9 

0.
54

 

0.
56

4 

0.
55

0 

0.
46

9 

0.
58

7 

0.
66

8 

0.
63

7 

0.
74

7 

0.
64

7 

0.
53

9 

poi-1.5 

 0.
72

1 
0.

71
8 

0.
75

1 

0.
60

9 

0.
76

1 

0.
69

8 

0.
74

8 

0.
59

 

0.
77

8 

0.
63

3 

0.
73

1 

0.
65

3 

0.
76

8 

0.
73

0 

0.
74

2 

0.
77

1 

0.
65

4 

ivy-2.0 

 0.
77

4 
0.

76
9 

0.
78

3 

0.
61

3 

0.
70

8 

0.
72

 

0.
70

4 

0.
55

9 

0.
71

2 

0.
68

5 

0.
55

8 

0.
62

4 

0.
65

 

0.
58

5 

0.
76

1 

0.
69

7 

0.
53

4 

ivy-1.4 

 0.
49

4 
0.

66
 

0.
46

0 

0.
50

7 

0.
54

4 

0.
47

9 

0.
43

5 

0.
49

6 

0.
61

1 

0.
64

0 

0.
45

3 

0.
55

6 

0.
45

6 

0.
41

9 

0.
65

 

0.
47

5 

0.
50

0 

ivy-1.1 

 0.
66

9 
0.

66
7 

0.
69

7 

0.
64

1 

0.
71

1 

0.
64

4 

0.
64

1 

0.
69

1 

0.
64

 

0.
62

9 

0.
62

2 

0.
65

5 

0.
69

7 

0.
64

8 

0.
71

1 

0.
66

1 

0.
67

8 

xerces-1.4 

 0.
99

2 
0.

84
5 

0.
99

2 

0.
86

6 

0.
93

3 

0.
90

8 

0.
92

9 

0.
89

5 

0.
92

4 

0.
86

0 

0.
91

3 

0.
86

6 

0.
92

9 

0.
88

6 

0.
94

6 

0.
90

1 

0.
78

3 

Pr
o-

je
ct

 

C
la

ss
ifi

er
 

LR
 

N
B

 

B
N

ET
 

IB
1 

K
* 

V
FI

 

D
T 

O
ne

R 

PA
R

T 

D
S 

J4
8 

R
D

Tr
ee

 

N
B

Tr
ee

 

R
EP

Tr
ee

 

R
F 

M
LP

 

SV
M

 

 



394 A. Kaur and K. Kaur 

 

Table 4 (continued) 
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Fig. 2 AUC performance for 17 classifiers : x-axis –ranking order: y-axis Mean rank AUC 
performance: error bars=critical difference 

 

Fig. 3 Two dimensional classifier assessment. Lower ranking  orders means  more robust or 
stable  

6 Conclusion 

In this study we evaluated 17 classifiers over 44 defect prediction data sets per-
taining to open source software systems with respect to two dimensional classifier 
assessment of robustness and stability. Our experimental results indicate that Ran-
dom Forests, Logistic Regression and Kstar are robust as well as stable classifiers 
for software defect prediction. These results are consistent with theoretical  
concepts of machine learning as Random Forest is an ensemble technique which 
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reduces variance and improves generalization. Statistical classifiers are also  
considered to be stable and the same is observed for Logistic Regression. Howev-
er, Naïve Bayes and Bayes Network are poor in stability as per our experimental 
results and this empirical result is not consistent with machine learning theory. 
Thus, stability of classifiers and reasons for stability need more investigation. In 
many cases, the AUC value obtained from classifiers is much below 0.7. This 
raises a question on the degree of usefulness of static code metrics for defect pre-
diction of open source software systems. Another useful extension of this work 
would be to study the robustness and stability of hybrid machine learning methods 
and various support vector machine formulations such as Least Square and 
Lagrangian support vector machines for open source software defect prediction. 
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A Two-Stage Genetic K-harmonic Means 
Method for Data Clustering 

Anuradha D. Thakare and Chandrashkehar A. Dhote1 

Abstract. Clustering techniques are aimed to partition the entire input space into 
disconnected sets where the members of each set are highly connected. K-
harmonic means (KHM) is a well-known data clustering technique, but it runs into 
local optima. A two stage genetic clustering method using KHM (TSGKHM) is 
proposed in this research, which can automatically cluster the input data points 
into an appropriate number of clusters. With the best features of both the algo-
rithm, and TSGKHM the first stage overcomes the local optima and results in 
optimal cluster centers, and in the second stage, results into/in optimal clusters.  

The proposed method is executed on globally accepted, four real time data sets. 
The intermediate results are produced. The performance analysis shows that 
TSGKHM performs significantly better.  

Keywords: Clustering, Genetic Algorithm (GA), K-harmonic means, and the 
TSGKHM algorithm. 

1 Introduction 

Cluster analysis is an important and primitive research field, which measures the 
identical relationship among the objects in the absence of prior knowledge.  

                                                           
Anuradha D. Thakare 
Department of Computer Engineering, 
Pimpri Chinchwad College of Engineering, 
Pune, India 
e-mail: adthakare@yahoo.com 

Chandrashkehar A. Dhote  
Department of Computer sc. and Engineering, 
Prof. Ram Meghe Institute of Technology and Research, Badnera,  
Amravati, India 
e-mail: vikasdhote@rediffmail.com 



400 A.D. Thakare and C.A. Dhote 

K-means is a centroid based clustering method [1], which classifies given input 
objects in to k clusters and for many applications; it was used effectively for pro-
ducing the clusters [2], and becomes popular for its feasibility. It has the ability to 
deal with a large amount of data, but its computational complexity becomes high. 
Also, due to the random choice of initial centroids, it easily runs into local optima. 
Several modifications are done by the researchers to improve the K-means cluster-
ing algorithm. The improved version of K-means was proposed called K-harmonic 
means [3, 4]. The KHM is not sensitive to the selection of initial seeds as cen-
troids like the k-means algorithm because the clustering objective of KHM is to 
minimize the harmonic average from all the data points to all the cluster centers 
[5, 6]. The improvements in the KHM are suggested and various hybrid models 
are proposed by the researchers. Both K-means and KHM easily run in to local 
optima.  

GA is a stochastic general search method [7], capable of effectively exploring 
the large search spaces. It is widely used because of its abilities of self-adaptation 
and self-organization. Mostly, it is used to solve some complicated optimization 
problems. The global optimization technique called the genetic algorithm is used 
to produce the optimal clusters. The GA has the capability to automatically divide 
the input space into many regions and then through a number of generations, pro-
duces accurate clusters. The quality of the solutions that GA has showed in the 
different types of fields and problems it makes perfect sense to try to use it in clus-
tering problems [8]. GA minimizes the square error of the cluster of dispersion. 
The complex problems such as unsupervised clustering or non-parametric cluster-
ing are often dealt with by employing an evolutionary approach.  

A method called the genetic K-means algorithm (GKM) was proposed [9], 
which defines a distance-based mutation. This is a basic mutation operator specific 
to clustering. 

A new hybrid data clustering algorithm based on KHM and improved GSA, 
called IGSAKHM, was proposed [10], which not only helps the KHM clustering 
escape from local optima, but also overcomes the slow convergence speed of the 
IGSA. 

A hybrid algorithm for clustering called PSOKHM was proposed [11], which 
uses Particle Swarm Optimization to help KHM escape from local optima at a 
certain level, and results in better clustering.  IGSAKHM is superior to the KHM 
algorithm and the PSOKHM algorithm in most cases. 

In this paper, we have proposed a two stage genetic k-harmonic means method 
for data clustering, which overcomes the problem of local optima by integrating 
the clustering objective function of KHM as a fitness function in GA. In the first 
stage, GA results in globally optimal cluster centers and in the second stage, GA 
uses the KHM function for cluster formation. The proposed TSGKHM method is 
found to work very satisfactorily. 
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1.1 K-Harmonic Means Clustering 

KHM uses the Harmonic Averages of the distances from each data point to the 
centers as it is constituent to its performance function [10]. The K-Harmonic 
Means algorithm overcomes the drawbacks of K-Mean in terms of initialization of 
centers. KHM uses different objective functions [10] one of, which is as follows: 

     

(1)

 
Where, P is an input parameter. 
In KHM, the objective function computes the membership function and weight 

associated to/with each of the data points. Then it recomputes the centers location 
from all the data points and assigns the data point xi to cluster Ci, which is having 
the highest membership value. 

2 Related Work 

A self-organized genetic algorithm for document clustering was proposed [12] 
based on semantic similarity measure. The Genetic Algorithm in conjunction with 
the hybrid strategy, gets the best clustering performance. The self-organized ge-
netic algorithm, considering the influence between the diversity of the population 
and the selective pressure, efficiently, evolves the clustering of the documents in 
comparison with the standard k-means algorithm in the same similarity strategy.  

Another hybrid approach is a combination of K-harmonic means and the Parti-
cle Swarm Optimization (PSOKHM) algorithm. The PSO method is a population 
based global optimization technique in, which the solution space of the problem is 
expressed as a search space. Each position in the search space is an interrelated 
solution of the problem [5]. The KHM algorithm tends to converge faster than the 
PSO, but the drawback is that it gets stuck in local optima. The hybrid clustering 
algorithm called PSOKHM [11], maintains the qualities of KHM and PSO. The 
objective function of KHM is the fitness function of PSOKHM; KHM is applied 
for four iterations to the particles in the swarm where it is a collection of particles. 
To improve fitness value, the Particle Swarm Optimization algorithm is applied 
for eight generations. 

Various clustering approaches using a center-based clustering algorithm, KHM 
have been proposed by the researchers. The main objective of the clustering is to 
produce the accurate and effective clusters with less computation time. The per-
formance of the KHM [13], is measured based on a function, which calculates 
Harmonic averages of the distances from each data point to the centers. The objec-
tive function in KHM, computes the membership function and weight associated 
to/with each of the data points. The centers location is recalculated from all the 
data points having the highest membership value, to assign a data point to the 
cluster. A two-stage genetic clustering algorithm can automatically, determine the 
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proper number of clusters and the proper partition from a given data set [14]. The 
two-stage selection and mutation operations are implemented to exploit the search 
capability of the algorithm.  

In the Gravitational Search Algorithm, the objects are considered to be with 
masses, which attract each other by the gravity force. All the objects move to-
wards the ones with heavier masses due to force. The information is being trans-
formed by the gravitational force among the objects and the objects, which have a 
higher mass become heavier. The Gravitational Search Approach using the K-
Harmonic Means method called GSAKHM [10] was proposed, which is an effec-
tive way of clustering the documents and can be achieved by using a combination 
of the Gravitational Search Method and the K-Harmonic Means algorithm.  

The hybrid clustering method using two popular clustering techniques, ant 
based clustering and the K-Harmonic Means algorithm (ACAKHM) was proposed 
[15].  ACA works on the principle of an ant’s behaviour of collecting or organiz-
ing the feedback of the behaviour of the ants.  Even though, ACA provides appro-
priate partitions without defining the initial cluster centers, it takes a long time to 
get a better result. To overcome this drawback, ACAKHM makes a better use of 
the advantage of both ACA and KHM. ACA is effectively used to get the initial 
canters and then KHM is used to avoid local optima.  

Candidate group search is based on some selection rules to isolate the candidate 
groups for each center (CGSKHM). Screening through all the data sets. If it fits in 
to the candidate group, the center has to be interchanged and a new solution is 
achieved by using KHM. The Candidate Group Search [16], offers a scheme com-
bining of some haphazardness and deterministic selection rules coming from the 
data set, CGS outperforms KHM and it requires less computation time. Variable 
neighbourhood search (VNS) is a meta-heuristic technique intended to resolve 
combinatorial and global optimization problems. Variable neighbourhood search 
for harmonic means clustering (VNSKHM) was proposed [17] in, which, the Var-
iable neighbourhood search is experimented to solve the problem of KHM cluster-
ing, which is easily trapped in local optima. The elementary idea is to continue to 
a systematic change of neighbourhood within a local search algorithm.  

3 Proposed Method 

The KHM algorithm is found to be a good clustering algorithm for many  
applications. The best feature is that , it requires less function evaluations and 
hence, converge is faster. But it gets stuck into local optima most of the times and 
therefore, the technique with global search abilities is required to improve the  
performance.  

The proposed method integrates the KHM and GA to produce optimal clusters, 
called Two-Stage Genetic KHM. The best features of both the techniques are used 
for cluster formation. The input space contains the clusters on, which the proposed 
two-stage GA is applied for cluster optimization in two stages with two objective 
functions, one for each stage. In the first stage, the clustering objective minimum 
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intracluster distance is used as the fitness function in a genetic process, which 
results in subclusters formation. In the second stage, the KHM function is used as 
a fitness function for cluster optimization. The steps carried out are as given in the 
algorithm. 
__________________________________________________________________ 

Algorithm:  TSGKHM 
Steps: 

1. Initial parameter setting with number of generations and population size 
2. Generate the population 
3. Fitness evaluation with fitnessfun_1 
4. Apply GA operators  & generate a new population 
5. Repeat step 3 & 4 till convergence 
6. Store Sub clusters with their fitness values 
7. Fitness evaluation with fitnessfun_2 
8. Apply GA operators  & generate a new population 
9. Repeat step 7 & 8 till convergence 
10. Optimal clusters 

__________________________________________________________________ 

3.1 Fitness Function_1: Intracluster Distance [18] 

In the first stage GA, the fitness function is intracluster distance E. The data points 
with minimum E value are the most fitted members for the cluster formation. On 
this basic theme, the subclusters are formed.  Suppose a data point ix  is assigned 

to the jth cluster based on minimum euclidean distance. The intra-cluster distance 
[19] is calculated by following formula: 

i j
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Where, x j is the center of cluster jc , and N is the size of population i.e. number 

of data points. 

3.2 Fitness Function_2: (KHM) K-Harmonic Means [10] 

The K-Harmonic Mean of the data point, is calculated by equation 1.   
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Where, N is number of clusters, ix is number of objects, and jC  is cluster  

center. In order to evaluate the membership of a data point, the function [10] in 
equation 2 is used. 
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The center is recalculated in the KHM algorithm [10] by using the formula given 
below.                                    
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4 Results and Discussion 

4.1 Dataset Used  

The experimentation results, initially, four globally accepted real life data sets are 
taken. These data sets are described in terms of the number of points present, di-
mensions, and the number of clusters. These four real life data sets are taken from 
a UCI machine learning repository [19], which represents examples of data with 
low, medium, and high dimension. The data set with this description are necessary 
for calculating the objective function values of clusters. Initially we have tested 
the results of our proposed work on selected four datasets in future we may test it 
on more datasets. 
 

(a) Fisher’s Iris dataset (n=150, d=4, k=3): It contains three different spe-
cies of iris flower and 50 samples were collected from the four features 
that are: sepal length, sepal width, petal length, and petal width.  

(b) Wine dataset (n=178, d=13, k=3): It consists of 178 objects characterized 
by 13 features. These features are obtained by a chemical analysis of 
wines that are produced in the same region in Italy. 

(c) Cancer dataset (n=683, d=9, k=2): It contains 683 objects characterized 
by nine features. All the data is categorized in to two classes, malignant 
tumors (444 objects) and benign tumors (293 objects).  

(d) Glass dataset (n = 214, d = 9, k = 6): It contains 214 objects character-
ized by nine features. The objects are categorized into six classes. 

4.2 Performance Measures 

In order to evaluate the performance of a proposed method we have used two 
measures i.e. KHM and F-measure. The runtime is also recorded for all the meth-
ods. A measure, which is used to evaluate the performance of a classification 
model [20, 21] where all the class labels are known is used. F-measure is the 
measure of the test of accuracy with an optimum score as 1 giving good clustering 
and combines both precision and recall to compute the scores. Precision is the 
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fraction of retrieved instances that are relevant. Recall is the fraction of retrieved 
instances that are relevant. KHM is the summation of all data points of the har-
monic average of the distance from a data point to all the centers, as defined in 
equation (3). The smaller value of sum indicates higher quality of clustering. 

4.3 Discussion on Results 

In order to form good quality clusters, the proposed work is divided into two stag-
es. In the first stage, the sub clusters are formed using GA. The objective function, 
intracluster distance is used as a fitness function for GA. Smaller the values of 
intracluster distance, higher the quality of clusters. The clusters formed are con-
sidered as subclusters so that final clusters can be formed in the second stage, 
using the KHM as a fitness function for GA. The best results are tabulated for 
each data set. Table 4.1, shows the results of four datasets in terms of sub-clusters 
formed in the first stage. These subclusters are nothing, but the actual clusters 
formed by fitness function_1. The input parameter P, F-measure, and runtime 
values are taken from the second stage calculations. F-measure values represent 
the clustering accuracy. These values change with the change in input. The 
runtime increases with respect to the size of the dataset and input parameter val-
ues. 

Table 4.1 Results of proposed TSGKHM  

Performance 
Criteria 

Datasets 
Iris Wine Cancer Glass 

Size of dataset 150 178 683 214 

Sub-clusters 9 8 12 5 
Inputs (P) 4 2 4 2 
F-measure 0.89 0.86 0.65 0.89 

Runtime 78 1950 3806 3463 

 
The second stage results for each dataset are recorded in the following tables. 

Table 4.2 shows the intermediate results for the various datasets. The subclusters 
resulted from the first stage and the number of data points in each subcluster is 
tabulated. The KHM values for some subclusters of iris dataset are exceeded even 
~600 because these are the intermediate results and the subclusters will be more 
refined further at the time of final cluster formation.   When these  subclusters are 
given as input, in the second stage, we got the results in terms of KHM and F-
measure. The KHM values are varying for each subcluster because of the number 
of data points present. Also, we got minimum values of KHM for some 
subclusters, as the subclusters are already optimized using GA. The reason for 
using KHM is to optimize the number of clusters by subcluster merging.  In order 
to merge the subclusters, the KHM values are compared. The KHM value reflects 
the quality of the subcluster based on, which the decision will be taken whether to 
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merge the subcluster with the other or to keep it separate. The exact logic for 
subcluster merging may be enhanced to improve the results.   

Table 4.2 Results of proposed TSGKHM in terms of subclusters on the datasets 

 

 

 

 

 

 

Subcluster 
no. 

# of Data 
points 

Runtime KHM F-measure 

Iris Dataset for P=4 
1 01 125 0.0141 1.05 
2 01 78 0.0453 0.30 
3 04 63 0.1205 0.44 
4 45 47 117.87 0.74 
5 35 78 117.88 0.89 
6 11 78 117.90 1.04 
7 03 62 117.92 1.02 
8 29 62 147.86 1.63 
9 21 62 578.27 1.08 

Wine Dataset for P=2 
1 06 2059 0.0108 1.05 
2 64 2106 0.0109 0.30 
3 02 1872 0.0434 0.44 
4 21 1856 0.0456 0.74 
5 38 1950 0.1632 0.89 
6 06 2090 0.4085 0.49 
7 03 1934 0.4101 0.52 
8 38 1669 0.0098 0.59 

Glass Dataset for P=2 
1 05 3385 0.00010 0.30 
2 14 3463 0.00110 0.89 
3 18 2886 0.00100 1.02 
4 29 3447 0.00120 1.05 
5 17 2885 0.00010 1.08 
6 19 3.403 0.00214 0.28 
7 22 3385 0.00031 0.27 
8 24 3432 0.00045 0.37 
9 18 3338 0.00160 0.36 

10 20 3385 0.00010 0.32 
11 08 3354 0.00821 0.35 
12 20 3417 0.00032 0.45 

Cancer Dataset for P=4 
1 10 3088 0.5210 0.25 
2 198 3027 0.3425 0.56 
3 12 2793 0.2489 0.50 
4 434 2823 0.2560 0.46 
5 29 3806 0.0241 0.65 
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Table 4.3 Comparison of intermediate results of TSGKHM with the existing methods 
PSOKHM and GSAKHM[10]. Here, KHM is the KHM function values, F-m is the  
F-measure, and Rt is the runtime parameter.   

 

Dataset 

 

Criteria 

PSOKHM GSAKHM TSGKHM 

KHM F-m Rt KHM 

 

F-m Rt KHM F-m 

 

Rt 

Iris P=4 106.06 0.751 1.967 

 

704.48 0.8471 2.799 0.0141 1.05 125 

Wine 

 

P=2 59844 0.829 9.525 7.046 0.9440 4.461 0.0108 1.05 2059 

Glass 

 

P=2 1196.7 0.424 17.669 7.0236 0.9897 3.994 0.0001 1.08 2885 

Cancer 

 

P=4 NA NA NA 701.03 0.6824 2.352 0.0241 0.65 3806 

 
The intermediate results of TSGKHM are tabulated. These will be used for 

analysis purposes so as to find out the exact criteria for subcluster merging. The 
results of the proposed work are compared with the existing hybrid KHM methods 
i.e. PSOKHM and GSAKHM [10] as tabulated in Table 4.3 Here, The best values 
for each dataset are taken for the comparison. These comparisons are made to 
analyze the deviations in the values of performance measures. Further, the results 
would be more refined after final cluster formation.  

5 Conclusions 

The two-stage genetic algorithm using K-harmonic means for data clustering is 
proposed, which can automatically cluster the entire data to produce the optimal 
clusters. We presented the results of the first stage in terms of subclusters using 
GA and results of the second stage in terms of KHM values and F-measure. The 
GA utilizes two fitness functions, intraclsuter distance to form subclusters and 
KHM to get the optimal number of clusters. We got the desired results for the first 
stage and in the second stage; the experimentation is done for calculating KHM 
values. The minimum values for KHM reflects good clustering hence, this obser-
vation will be used further for subclusters merging to get the final clusters. 
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Time-Efficient Tree-Based Algorithm for Mining
High Utility Patterns

Chiranjeevi Manike and Hari Om

Abstract. High utility patterns mining from transaction databases is an important
research area in the field of data mining. Due to the unavailability of downward
closure property among the utilities of the itemsets it becomes great challenge to
the researchers. Even though, efficient pruning strategy called, transaction weighted
utility downward closure property used to reduce the number of candidate itemsets,
total time to generate and test candidate itemsets is more. In view of this, in this
paper we have proposed a time-efficient tree-based algorithm (TTBM) for mining
high utility patterns from transaction databases. We construct conditional pattern
bases to generate high transaction weighted utility patterns in the second pass of our
algorithm. We used an efficient tree structure called, HP-Tree and tracing method
to keep high transaction weighted utility patterns and for discovering high utility
patterns respectively. We have compared the performance against Two-Phase and
HUI-Miner algorithms. The experimental results show that the execution time of
our approach is better.

1 Introduction

The problem of mining frequent patterns have been playing an important role in
different stages of data mining and knowledge discovery process such as associa-
tion rule mining [1], classification [4], clustering [7] etc. Big challenge faced by
researchers is finding efficient pruning strategy to reduce the large number of candi-
date patterns. Agrawal et al.[1] was introduced an efficient pruning strategy called,
Apriori. This strategy says that the support count of a superset of low support sub-
sets is low. In frequent pattern mining the patterns with support count above the
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specified threshold are generated as frequent patterns. In real time scenario all items
have different profits or importance, and to answers the few queries like the cus-
tomers whose contributing more to the profit of the company, the itemsets contribut-
ing more to the total profit, only the knowledge of frequent patterns is not sufficient.
In view of this utility mining was introduced with the assumption of different utility
values of items in transaction database and objective of usefulness [17]. Utility of an
item in a transaction is different measures of items like profit, cost, and quantity sold
etc. Pruning strategy like Apriori cannot be applied in utility pattern mining because
of the absence of downward closure property among the utilities of itemsets. There-
fore, finding efficient pruning strategy becomes a great challenge to the researchers.
Liu et al. [11] proposed an efficient algorithm called, Two-Phase by incorporating
a pruning strategy namely, transaction weighted utilization (TWU) downward clo-
sure property. This strategy says that the transaction weighted utilization of itemsets
hold downward closure property. Many researchers have been proposed different
algorithm to efficiently mine high utility patterns with limited resources. In this pa-
per we have proposed a time-efficient tree based algorithm for mining high utility
patterns with the objective of reducing execution time.

The remaining part of this paper is organized as follows. In Sect. 2, we describe
the related work. Problem definition is given in Sect. 3. In Sect. 4, we describe our
proposed algorithm with example. In Sect. 5, experimental results are presented and
analyzed. Conclusions and future works are given in Sect. 6.

2 Related Work

Utility mining theoretical model and fundamental definitions are given by Yao et al.
[16]. This model is based on the level-wise candidate generation and test methodol-
ogy, in each level low utility itemsets are pruned by using two properties called Util-
ity bound property, and support bound property. To overcome the drawbacks, Liu et
al. [11] proposed an efficient two-phase algorithm with a pruning strategy called
transaction weighted utilization downward closure property. This property says that
transaction weighted utility of any superset of a low transaction weighted utility
itemset is low. This algorithm suffers from level-wise candidate generation and test
problem. Yao et al. [15] proposed two algorithms namely UMining and Umining H
with two efficient pruning strategies by analyzing the utility upper bound property
which is introduced in [16]. These algorithms are also suffers from level-wise can-
didate generation and test problem and loss some patterns. Another algorithm was
proposed by Li et al. [9] called isolated itemset discarding strategy (IIDS) based on
the level-wise candidate generation and test problem. To overcome the drawbacks
with level-wise candidate generation and test problem of above algorithms Erwin et
al. [6] was proposed an efficient algorithm called CTU-Mine using pattern growth
approach [8]. Even though the runtime efficiency of CTU-Mine is better for low
utility values on dense datasets, overall performance is better than the Two-Phase
algorithm. Another efficient algorithm was proposed by same authors called CTU-
PRO [5] that is performed well on both sparse and dense datasets. Ahmed et al.
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[2] was proposed an algorithm called HUC-Prune based on the pattern growth ap-
proach. Tseng et al. [14] proposed an efficient two pass algorithm called UP-Growth
by using a data structure called UP-Tree. Shi et al. [12] proposed modified version
of Two-Phase algorithm to improve the performance. Above algorithms [16, 15, 9]
suffers from the problem of level-wise candidate generation and test problem and
algorithms which are implemented based on the pattern growth require more mem-
ory hence, recently Liu et al. [10] proposed an efficient algorithm called HUI-Miner.
Even though it needs no candidate generation process and requires very less amount
of memory, takes more time to construct utility-lists and generate high utility pat-
terns. Yen et al. [18] proposed an efficient algorithm for mining high utility patterns
with out need of generating candidate itemsets. Ahmed et al. [3] proposed three
efficient data structures for interactive and incremental high utility pattern min-
ing. Tseng et al. [13] proposed two algorithms called UP-Growth and UP-Growth+

with more efficient strategies to generate candidate itemsets with two scans of the
database. In view of the runtime performance and memory consumed by above al-
gorithms, we proposed a tree based algorithm to improve the runtime performance
of mining high utility patterns.

Table 1 Transaction Database

Tid Item A Item B Item C Item D Item E

T1 0 1 2 3 1
T2 2 1 1 0 0
T3 1 2 1 1 1
T4 0 1 0 14 1
T5 1 0 0 1 0

Table 2 Utility Table

Item Name A B C D E

Profit($) 3 5 1 1 10

3 Problem Definition

We have followed the identical definitions conferred in the preceding works [16,
11, 15]. Let I = {i1, i2, i3, . . . , im} be a finite set of items and TD be a transaction
database {T1,T2,T3, . . . ,Tn} in which each transaction Ti ∈ T D is a subset of I. each
item in a transaction associated with purchased quantity that is also called as internal
utility of item defined by iu(ip,Tq), for example, iu(A,T2) = 2, in Table 1. External
utility of an item is the unit profit value defined by eu(ip), for example, eu(B) = 5,
in Table 2.
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Definition 1. The utility of an item ip in a transaction Tq is the product of its in-
ternal utility and external utility and it is defined by u(ip) = iu(ip,Tq)× eu(ip), for
example, u(C,T1) = 2× 1 = 2, in Table 1 and Table 2.

Definition 2. The database utility of an item ip is the sum of all utilities in the
database defined by du(ip) = Σip∈Tq∈T Du(ip), for example, du(D) = u(D,T1) +
u(D,T3)+ u(D,T4)+ u(D,T5) = 3+ 1+ 14+ 1= 19, in Table 1 and Table 2.

Definition 3. The utility of an itemset X in transaction Tq is defined as u(X ,Tq) =
Σip∈X u(ip,Tq), for example, u(AB,T2) = 11, in Table 1 and Table 2.

Definition 4. The database utility of an itemset X in a database TD is defined by
u(X ,TD) = Σip∈X∈T Du(ip,Tq), for example u(AB,TD) = u(AB,T2)+ u(AB,T3) =
11+ 13= 24, in Table 1 and Table 2.

Definition 5. Transaction utility can be defined as the sum of the individual utilities
of all items in that transactionTq, defined by tu(Tq) = Σip∈Tq u(ip), tu(T1) = 20, in
Table 1 and Table 2.

Definition 6. The total database utility is the sum of the all transaction utilities in
the database, defined by tdu(TD) = ΣTq∈DBtu(Tq), tdu(TD) = tu(T1) + tu(T2) +
tu(T3)+ tu(T4)+ tu(T5) = 20+ 12+ 25+29+4= 90, in Table 1 and Table 2.

Definition 7. Transaction weighted utility of an item ip in the transaction database
TD is defined as twu(ip,T D) = Σip∈Tp∈T Dtu(Tq), twu(A,TD) = tu(T1)+ tu(T3)+
tu(T5) = 12+ 25+ 4= 41, in Table 1 and Table 2.

Definition 8. Minimum utility threshold is given by the percentage of the total trans-
action database utility, defined by minUtil = tdu(TD)× δ .

Definition 9. High utility itemset is an itemset with utility ≥ minUtil.

Definition 10. High utility pattern mining is the process of finding patterns with
utility more than the specified minimum utility threshold.

4 Proposed Algorithm

In this section, we describe our proposed algorithm called TTBM, this algorithm
requires three database scans. During the first scan it finds the high transaction
weighted utility of each item, in second scan constructs the tree based on the high
transaction weighted utility patterns. Next it updates the actual utilities of pattern in
tree by scanning database again. Brief description of the three scans of the algorithm
for the above transaction database(Table 1) is given below.

4.1 First Scan

During the first scan, algorithm loads each transaction one by one and accumulates
the transaction weighted utility of the items. For example, consider the transaction
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Algorithm 1. TTBM Algorithm
Input: Transaction Database TD; Minimum Utility Threshold δ
Output: High utility Patterns

1 while input 	= null do
2 for each item do
3 claculate TWU value
4 if TWU > δ then
5 add item to the itemsList

6 sort itemsList TWU desc order

7 while input 	= null do
8 for each transaction do
9 if item TWU > δ then

10 add item to the oList
11 TU = TU + itemUtility

12 sort oList items as in itemsList
13 tree.addTrans(oList, TU)

14 HuiList = mfpgrowth(tree)
15 tree.addHui(HuiList) while input 	= null do
16 for each transaction do
17 load items and generate subitemsets
18 calculate Utility of each subset
19 tree.addUtilities(subitemsets, listutility)

20 hui list = tree.tracing(δ )
21 return hui list

database and utility table in Table 1 and Table 2, after first scan algorithm finds
the following transaction weighted utilities of items, A:41, B:86, C:57, D:78, E:74.
If any item transaction weighted utility is lower than the minimum utility that will
be discarded, and that will not be consider for further computation so number of
candidate patterns effectively reduced.

4.2 Second Scan

During second scan, algorithm loads all items of a transaction except the items
which are discarded in the first scan. No item will be discarded if minimum util-
ity is set to 30, item A will be discarded for minimum utility 50 (i.e. twu(A) =
41). Transaction utility of each transaction will also be calculated in parallel, if any
item is discarded that utility is subtracted from transaction utility. The below table
(Table 3) represents the transaction database during second scan, items are ordered
in transaction weighted utility ascending. Next by reading each transaction TWU-
Tree is constructed that is shown in Fig. 1(a). HP-Tree in Fig. 1(a) is constructed
for high transaction weighted utility patterns {CEDB}, {DE}, {BE}, {BD}, and
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{BDE}. While loading first transaction root node is null so a new node with item
C will be constructed and transaction utility is assigned to the utility of that node.
Next we check child list of current node for the next item E, as the item C do not
have any child so E will be attached as child to the node C, in this fashion all items
will be processed. While processing next transaction first we will check first item
exists in the children list of root node, if not it will be created else transaction util-
ity is accumulated to existing. Next modified pattern growth is applied to find high
transaction weighted utility patterns. HP-Tree is constructed for all high transac-
tion weighted utility patterns, Fig. 1(b) represent the HP-Tree after adding all high
transaction weighted utility patterns.

Table 3 Updated Transaction Database

Tid Item C Item E Item D Item B TU

T1 2 1 3 1 20
T2 1 0 0 1 6
T3 1 1 1 2 22
T4 0 1 14 1 29
T5 0 0 1 0 1

null

E:29C:48

E:42 D:29

D:42 B:29

B:42

B:6

D:1
null

C: D:B:

E: E:E:D:

D:

B:

E:

(a). Transaction weighted utilities (b). High Transaction weighted utility itemsets

Fig. 1 HP-Tree

4.3 Third Scan

In third scan, candidate patterns are generated and utility also calculated in par-
allel. These candidate utilities are updated in HP-tree only if candidate is exist in
the tree, Fig. 2 represents the HP-Tree after adding all high transaction weighted
utility patterns. After adding all candidate utilities by traversing HP-Tree all high
utility patterns with utility more than the specified utility are generated. Algorithm
generates the high utility patterns {BDE:68} and {BE:50} for minimum utility 50.
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Fig. 2 HP-Tree with utilities

null

C:4 D:19B:25

E:23 E:48E:50D:38

D:0

B:0

E:68

5 Experimental Evaluation

All algorithms are implemented in java and experiments are preformed on a PC with
processor Intel CoreTM i7 2600 CPU @ 3.40 GHZ , 2GB Memory and the operating
system is Microsoft Windows 7 32-bit.

5.1 Synthetic Datasets

IBM synthetic dataset generator was used for generating datasets. The parameter
settings for generating datasets are followed from [1]. IBM generator generates the
binary database, so fit this into the scenario of utility pattern mining purchased quan-
tities of items in every transaction is generated randomly ranging from 1 to 5. Ex-
ternal utility (unit profit) value is also generated randomly ranging from 1 to 20 by
following lognormal distribution as shown in Fig. 3.

5.2 Experimental Results

Experiments are done over synthetic datasets to evaluate the performance of pro-
posed approach in different cases. In first case, we have performed experiments
with varying minimum utility thresholds (low range 0.01 to 0.09 and high range 0.1
to 0.9). In next and subsequent cases, experiments are done to check the scalability
of algorithms with varying number of distinct items, number of transactions, and
transaction lengths respectively. In the Fig. 4(a) we have shown only the perfor-
mance comparison of our approach with HUI-Miner, because Two-Phase algorithm

Fig. 3 External utility dis-
tribution for 300 items
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Table 4 Number of HUPs on T8I4D50K

MinUtility(%) # of HUP MinUtility(%) # of HUP

0.01 596954 0.1 12350
0.02 199106 0.2 3435
0.03 104845 0.3 1574
0.04 64322 0.4 879
0.05 42997 0.5 555
0.06 31073 0.6 376
0.07 23597 0.7 271
0.08 18729 0.8 199
0.09 14983 0.9 149
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Fig. 4 Varying minimum utility thresholds

performance is not good at low minimum utility thresholds that can also be ob-
served from Fig. 4(b) that the execution time is exponentially increasing with the
decreasing utility threshold. Fig. 4(a) & (b) shows that performance of our proposed
algorithm is far better than the performance of HUI-Miner for different utility
ranges. From Fig. 4(b) we can also observe that execution time of Two-Phase al-
gorithm is more efficient than proposed and HUI-Miner.
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Fig. 5 Varying number of items and transactions
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Fig. 6 Varying average length, minimum utility

From Fig. 5(a) we can observe that effect of increasing number of distinct items
on the execution time of the algorithms. From Fig. 5(a) we can also observe that
there is slight variation on the performance of proposed and Two-Phase algorithm,
but meager effect on the HUI-Miner algorithm. Fig. 5(b) and Fig. 6(a) shows that
effect of execution performance on varying number of transactions, and transaction
length is similar on proposed and Two-Phase algorithm and smaller than that of
HUI-Miner. Fig. 6(b) shows memory consumption of three algorithms.

6 Conclusion

In this paper we have proposed a time-efficient algorithm for effectively mine the
high utility patterns from transaction database. Our algorithm only need maximum
three database scans compare to the existing few algorithm those require multiple
database scans. Experimental performance analysis shows that proposed algorithm
execution time is better in all cases. However, the execution time of our algorithm
is efficient, memory consumption is more. So in our future work we make our al-
gorithm more efficient in both time and memory in finding the complete set of high
utility patterns.
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A Lexicon Pooled Machine Learning Classifier
for Opinion Mining from Course Feedbacks∗

Rupika Dalal, Ismail Safhath, Rajesh Piryani,
Divya Rajeswari Kappara, and Vivek Kumar Singh

Abstract. This paper presents our algorithmic design for a lexicon pooled approach
for opinion mining from course feedbacks. The proposed method tries to incorpo-
rate lexicon knowledge into the machine learning classification process through a
multinomial process. The algorithmic formulations have been evaluated on three
datasets obtained from ratemyprofessor.com. The results have also been compared
with standalone machine learning and lexicon based approaches. The experimental
results show that the lexicon pooled approach obtains higher accuracy than both the
standalone implementations. The paper, thus proposes and demonstrates how a lex-
icon pooled hybrid approach may be a preferred technique for opinion mining from
course feedbacks and hence suitable for develpment in a practical caurse feedback
mining system.

1 Introduction

Opinion Mining or Sentiment Analysis is defined as a quintuple < Oi,Fi j,Ski jl ,
Hk,Tl > [1]; where Oi is the focused object, Fi j is the particular feature of the ob-
ject, Ski jl is the sentiment polarity (positive, negative or neutral) of the object Oi by
opinion holder k on the jth feature expressed at time l. A lot of work has been done,
in the past, on opinion mining from different data sources (such as movie reviews,
product reviews, cellphone reviews etc). While some researchers tried to mine the
opinion for a text document as a whole (document-level), others have tried to take
the task to a deeper level of granularity by computing opinion at sentence-level

Rupika Dalal · Ismail Safhath · Rajesh Piryani ·
Divya Rajeswari Kappara · Vivek Kumar Singh
Text Analytics Laboratory, South Asian University, Akbar Bhawan,
Chanakyapuri, New Delhi-110021, India
e-mail: {rupika08,ismaail.s,rajesh.piryani,divyakappara,

vivekks12}@gmail.com
∗ This work is supported by UGC, India Major Research Project Grant No.-41-624/2012.

c© Springer International Publishing Switzerland 2015 419
El-Sayed M. El-Alfy et al. (eds.), Advances in Intelligent Informatics,
Advances in Intelligent Systems and Computing 320, DOI: 10.1007/978-3-319-11218-3_38



420 R. Dalal et al.

or aspect-level. Irrespective of the level of analysis, broadly two approaches have
been used for the opinion mining task, the lexicon-based approach and the machine
learning classification approach.

The overwhelming trend towards E-learning and Massive Online Open Courses
(MOOCs) is an interesting phenomena to observe. Users of these course often have
a forum to express their views about the course. Even in traditional classroom teach-
ing, institutions are now increasingly focusing on student course feedbacks. In ei-
ther of the scenarios, the number of students writing the feedback on one or more
courses may be large. It is in this context that we have tried to position our work
on opinion mining from course feedbacks. While most of the course feedbacks have
closed ended questions with fixed responses (a summary of which can be plotted
visually), it is also common to have open ended free-form text boxes in the course
feedback forms, which give liberty to students to freely write down his/her overall
experiences on a course. However, when reports on feedback are generated, they
use only numeric value fields and not the free-form text. It is difficult to read all the
texts in feedback responses manually. We have, therefore, designed a opinion min-
ing framework to automatically compute polarity of opinions expressed in course
feedback responses by the students.

The rest of the paper is organized as follows: the section 2 briefly describes
the existing approaches (machine learning classifier and lexicon based approach)for
opinion mining, including our SentiWordNet implementation. We then describe how
we designed the machine learning and lexicon hybrid using lexicon pooling, in sec-
tion 3. The section 4 presents details about the dataset, evaluation measures and
results. The paper concludes in section 5, with a discussion of our results and the
usefulness of this work.

2 Existing Approaches

Opinion Mining as a task can be approached through a machine learning classifica-
tion approach or by using a lexicon-based method. Dave et al. in their work reported
in 2003 [2], used scoring, smoothing, Naive Bayes (NB), Maximum Entropy (ME)
and Support Vector Machine (SVM) for assigning sentiment to documents. Kim and
Hovy in a work reported in 2004 [3], used a probabilistic method for assigning sen-
timent to expressions. Pang and Lee in their work reported in 2002 [4] and 2004
[5], applied NB, SVM and ME classifiers for document-level sentiment analysis of
movie reviews. In a later work reported in 2005 [6], they have applied SVM, re-
gression and metric labeling for assigning sentiment of a document using a 3 or 4
point scale. Gamon in a published work in 2004 [7], used SVM to assign sentiment
of a document using a 4-point scale. Bikel et al. in their work in 2007 [8], imple-
mented subsequence kernel based voted perceptron and compared its performance
with standard SVM. Durant and Smith [9], tried sentiment analysis of political we-
blogs. Since then many researchers have been trying to use some machine learning
classifier for sentiment analysis of unstructured texts. All these classifiers are super-
vised in nature and require annotated data for training. Since we aimed to do opinion
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mining from course reviews, we first tried to evaluate the applicability of machine
learning classifiers and implemented NB, SVM and ME using the R programing
language.

Lexicon-based methods are unsupervised, in nature used for opinion mining and
do not require any training or prior annotated data. Instead this approach relies on
use of sentiment lexicons. However, initially, these methods were not very accu-
rate primarily due to inappropriate and limited sentiment lexicons being used. This
is why, Turney [10], [11], used the World Wide Web itself as a corpus and imple-
mented the unsupervised SO-PMI-IR algorithm on movie and travel reviews. The
sentiment lexicon used in this approach are either created manually or automatically
[12] and [11]. The research in lexicon-based approach focused on using adjectives
as pointers of the semantic orientation [12], [13], [14] and [15]. Taboada et al. [16]
also built a dictionary for lexicon based methods. With the extension of WordNet as
a sentiment lexicon, Sebastiani and Esuli [17], [18], worked towards gloss analysis.
We have implemented the SentiWordNet-based lexicon approach. For this, we used
different linguistic features and a suitable score aggregation for the overall opin-
ion class computation. Computational Linguists suggest that adjectives are good
pointers of opinions and also Adverbs further modify the opinion expressed in re-
view sentences. For example, the sentence “He is very good lecturer” expresses a
more positive opinion about the teacher than the sentence “He is good lecturer”. For
our linguistic feature selection we mine both ‘adjective’ and ‘verb’, along with any
‘adverb’ prior to them. As adverbs are modifying the scores of succeeding terms,
therefore, it needs to be decided in what proportion the sentiment score of an ‘ad-
verbs’ should modify the succeeding ‘adjective’ or ‘verb’ sentiment score. We have
used the modifying weightage (scaling factor) of adverb score as 0.35, based on the
conclusions reported in [19] and [20]. For aggregating the two pattern (extracted
‘adverb+adjective’ and ‘adverb+verb’ combines) scores, we have attempted differ-
ent weight factors varying from 10% to 100%, and found that 30% weight for verb
score produces best accuracy levels. The pseudo-code for our implementation, Sen-
tiWordNet (AAAVC) [21], is depicted in Algorithm 1. Here AAAVC refers to Ad-
verb+Adjective and Adverb+Verb Combine.

3 The Lexicon Pooled Hybrid Approach

The machine learning and lexicon-based approach, each have its own merits and
demerits. The main problem with machine learning approach is that it requires sub-
stantial amount of training (and hence labeled training data), which may not always
be available. The lexicon-based approach on the other hand is largely dependent on
availability of a good sentiment lexicon. We tried to design a hybrid approach that
combines both the approaches with the aim of harnessing their advantages and re-
ducing the drawbacks. It may be very interesting to visualize that a hybrid machine
learning classifier can perform better even in presence of very limited training data.
The hybrid design allowed us to achieve higher accuracy levels with lesser training
data. A different kind of combining (sequential application of multiple methods)
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have been attempted earlier in the work reported by Prabowo and Thelwall [22].
We have, however, tried to combine the two different kind of approaches through a
multinomial pooling of lexicon within the classification process. This is based on the
sentiment analysis work done on Blogposts by Melville et al. [23]. We first quickly
summarize the NB and then explain how lexicon pooling has been incorporated
within its classification process.

3.1 Naive Bayes

It is a supervised probabilistic classifier, in which the opinion mining problem can
be visualized as a 2-class text classification task. Every text document is assigned to
one of the two opinion classes, ‘positive’ and ‘negative’ class. The main idea in this
classification is to classify the document based on statistical pattern of occurrence
of terms in the documents vis-a-vis the classes. The best class in NB classification
is the Maximum A-Posteriori (MAP) class, computed as:

cmap = argmax
c∈C

[logP(c)+ ∑
1≤k≤nd

logP(tk|c)] (1)

In equation 1, each P(tk/c) value refer to the weight which specify how good an
indicator the term tk is for class c, and in similar way the prior logP(c) indicates the
relative frequency of class c. In our case the labeled datasets have been fed to the
NB algorithm as k-folds (with k=3). If the amount of training data is not sufficient,
NB will perform badly as it will be difficult to learn term-class probabilities for
majority of terms. We tried to address this issue by incorporating the knowledge
from sentiment lexicon.

3.2 The Pooled Multinomial

We aimed to build a composite NB classifier which incorporates the background
knowledge from a publicly available sentiment lexicon with the training data. The
multinomial NB classifier for opinion mining relies on three assumptions: (a) doc-
uments are considered as bag of words; (b) there is one to one correspondence be-
tween each bag of word component and its class, and (c) given a document, the
words in the document are produced independently of each other. For the back-
ground knowledge model we need to estimate a-prior probabilities from the senti-
ment lexicon. The prior class probability P(c j) is estimated from the labeled training
data as done in normal NB classifier. The probabilities from NB and lexicon-based
knowledge are then aggregated by linear pooling [24].

Combining probability distributions form multiple experts is generally known as
pooling distributions. In our case the ‘experts’ are the two approaches to calculate
membership of a term to an opinion class. We have used linear pooling approach
to combine the probability distributions, which has been found to perform better in
a past work [23]. The linear pooling approach dates back to Laplace [24]. In this
approach the aggregate probability is calculated as:
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Algorithm 1. SWN (AAAVC)

1: For each sentence, extract adv+adj and adv+verb combines.
2: For each extracted adv+adj combine do:
3: if score(ad j) = 0 then
4: ignore it.
5: end if
6: if score(adv) > 0 then
7: if score(ad j) > 0 then
8: f (adv,ad j) = min(1,score(ad j)+ s f ∗ score(adv))
9: end if

10: if score(ad j) < 0 then
11: f (adv,ad j) = min(1,score(ad j)− s f ∗ score(adv))
12: end if
13: end if
14: if score(adv) < 0 then
15: if score(ad j) > 0 then
16: f (adv,ad j) = max(−1,score(ad j)+ s f ∗ score(adv))
17: end if
18: if score(ad j) < 0 then
19: f (adv,ad j) = max(−1,score(ad j)− s f ∗ score(adv))
20: end if
21: end if
22: For each extracted adv+verb combine do:
23: if score(verb) = 0 then
24: ignore it.
25: end if
26: if score(adv) > 0 then
27: if score(verb) > 0 then
28: f (adv,verb) = min(1,score(verb)+ s f ∗ score(adv))
29: end if
30: if score(verb) < 0 then
31: f (adv,verb) = min(1,score(verb)− s f ∗ score(adv))
32: end if
33: end if
34: if score(adv) < 0 then
35: if score(verb) > 0 then
36: f (adv,verb) = max(−1,score(verb)+ s f ∗ score(adv))
37: end if
38: if score(verb) < 0 then
39: f (adv,verb) = max(−1,score(verb)− s f ∗ score(adv))
40: end if
41: end if
42: Add the positive and negative scores to respective pools.
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P(ti|c j) = αNBPNB(ti|c j)+αLBPLB(ti|c j) (2)

Here, NB and LB are the experts (read methods) we used, and Pe(ti/c j) represents
the probability assigned by those experts on a term ti occurring in a document of
class c j. The αNB and αLB are the weights associated to the experts NB and LB
where:

αNB = log

(
accNB

1− accNB

)
;αLB = log

(
accLB

1− accLB

)
and accNB and accLB are the accuracies of experts NB and LB on the training set.

All accNB and accLB’s are normalized to sum to one. The final probability score for
a word is thus a linear weighted combination of probabilities computed from NB
and the lexicon-based method. The weights depend on the classification accuracies
of the respective individual methods.

4 Dataset and Results

We have used 3 datasets in our experimental evaluation. These datasets are col-
lected from the website ratemyprofessor.com, which contains feedbacks written by
students across the world on their courses (including instructors). The total collec-
tion comprised of 811 student feedbacks, out of which 556 are positive and 255 are
negative reviews. These ‘positive’ and ‘negative’ label assignments have been done
by a set of three annotators and we obtained very accurate inter-indexer consistency
values. The table 1 describes the dataset statistics.

Table 1 Datasets

S.No. Dataset #Reviews Positive Negative Avg. Word Length
1 Dataset 1 468 342 126 37
2 Dataset 2 227 136 91 36
3 Dataset 3 116 78 38 23

We have evaluated the machine learning classifiers with six different n-gram fea-
ture selection models: (i) Unigram, (ii) Unigram with Specific POS Tag, (iii) Bigram
(iv) Bigram with specific POS Tag (v) Trigram, and (vi) Trigram with Specific POS
Tag. All text was first tagged by using Stanford POS tagger. With unigram+POS
scheme, we extract unigram with POS tags as adjective. For bigram+POS and tri-
gram+POS, we select two and three word patterns corresponding to patterns used
by Turney in [11]. We have removed from the feature selection process, those terms
which do not occur in at least two documents. For the lexicon-based implementa-
tions, features were extracted in a similar manner by using POS tag information.
We used Recall, Precision, F-measure, Accuracy and Entropy for computing stan-
dard performance measures. The table 2 presents the results for the NB classifier
with different feature selection schemes. The table 3 shows the accuracy levels of
the three machine learning classifiers, on unigram feature selection (one that proved
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better than others) and the SWN based implementation. The tables 4, 5 and 6 shows
the summary of results of NB, lexicon-based and the lexicon-pooled approach, with
three different sentiment lexicon usage, respectively. While the table 4 corresponds
to pooling with the Bing Liu Opinion Lexicon (BLOL); the table 5 is for pooling
with SWN lexicon (only polarity classes are used and not strengths) and the table 6
shows results for pooling with SWN lexicon polarity values.

Table 2 Naive Bayes Results

Dataset Scheme #Features Accuracy Precision Recall F-Measure Entropy

Dataset 1

Unigram 2000 79.91 0.74 0.77 0.76 0.24
Unigram+POS 355 73.08 0.67 0.70 0.69 0.27
Bigram 10958 76.92 0.71 0.73 0.71 0.24
Bigram+POS 987 64.96 0.53 0.53 0.53 0.20
Trigram 17558 68.16 0.65 0.68 0.67 0.31
Trigram+POS 839 62.82 0.58 0.60 0.59 0.32

Dataset 2

Unigram 1456 76.21 0.75 0.75 0.75 0.23
Unigram+POS 265 77.53 0.77 0.76 0.77 0.23
Bigram 6536 71.81 0.71 0.71 0.71 0.25
Bigram+POS 547 60.35 0.65 0.64 0.65 0.31
Trigram 8931 61.67 0.66 0.65 0.66 0.31
Trigram+POS 394 48.02 0.69 0.56 0.62 0.14

Dataset 3

Unigram 844 71.55 0.73 0.76 0.74 0.18
Unigram+POS 147 53.45 0.59 0.59 0.59 0.19
Bigram 2706 68.97 0.67 0.70 0.68 0.24
Bigram+POS 186 70.69 0.71 0.74 0.72 0.20
Trigram 3189 69.83 0.65 0.61 0.63 0.23
Trigram+POS 121 70.69 0.72 0.75 0.73 0.18

As observed, the simple unigram feature selection performs best with all the three
machine learning classifiers implemented. Further, the NB matches the performance
levels of ME and SVM in all these three datasets. Results on dataset 1 is better than
others, apparently because it has larger reviews thereby allowing more features to be
used in the learning and classification process. As seen in table 3, the results of SWN
are quite close to that of machine learning classifiers. The main thing to observe in
the results (table 4) is that when we pool the sentiment lexicon in the NB process,
the results are better than both the individual approaches (except in dataset 3). The
tables 5 and 6 show the results for pooling with SWN and its polarity strength use.
While the first one shows improvements over NB and SWN implementations, use
of polarity does not have a significant improvement. It may also be observed that the
results of pooled multinomial are improved substantially if the results for lexicon-
based methods are good. In case, the lexicon-based method does not perform well,
results for pooled approach do not improve.
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Table 3 Results for NB, Lexicon-based and Lexicon Pooling with BLOL

Datasets Method # Feature Accuracy Precision Recall F-Measure Entropy

Dataset 1
Naive Bayes 2000 79.91 0.75 0.77 0.76 0.24
Lexicon Based 2000 76.50 0.70 0.70 0.70 0.23
Lexicon Pooled 2000 82.69 0.78 0.80 0.79 0.22

Dataset 2
Naive Bayes 1456 76.21 0.75 0.75 0.76 0.23
Lexicon Based 1456 70.93 0.76 0.65 0.70 0.12
Lexicon Pooled 1456 77.53 0.79 0.74 0.76 0.17

Dataset 3
Naive Bayes 843 71.55 0.73 0.74 0.74 0.18
Lexicon Based 843 63.79 0.62 0.63 0.62 0.25
Lexicon Pooled 843 63.07 0.69 0.70 0.70 0.14

Table 4 Results for NB, Lexicon-based and Lexicon Pooling with SentiWordNet Lexicon

Datasets Method # Feature Accuracy Precision Recall F-Measure Entropy

Dataset 1
Naive Bayes 2000 79.91 0.75 0.77 0.76 0.24
Lexicon Based 2000 73.93 0.66 0.55 0.60 0.07
Lexicon Pooled 2000 79.99 0.72 0.71 0.71 0.2

Dataset 2
Naive Bayes 1456 76.21 0.75 0.75 0.76 0.23
Lexicon Based 1456 67.40 0.72 0.60 0.66 0.095
Lexicon Pooled 1456 76.48 0.71 0.66 0.68 0.17

Dataset 3
Naive Bayes 843 71.55 0.73 0.76 0.74 0.18
Lexicon Based 843 50.86 0.60 0.59 0.60 0.14
Lexicon Pooled 843 71.03 0.71 0.74 0.73 0.18

Table 5 Results for NB, Lexicon-based and Lexicon Pooling with SentiWordNet+Polarity

Datasets Method # Feature Accuracy Precision Recall F-Measure Entropy

Dataset 1
Naive Bayes 2000 79.91 0.75 0.77 0.76 0.24
Lexicon Based 2000 48.08 0.50 0.50 0.50 0.38
Lexicon Pooled 2000 76.50 0.72 0.61 0.66 0.11

Dataset 2
Naive Bayes 1456 76.21 0.75 0.75 0.76 0.23
Lexicon Based 1456 54.63 0.56 0.56 0.56 0.34
Lexicon Pooled 1456 69.16 0.76 0.63 0.68 0.11

Dataset 3
Naive Bayes 843 71.55 0.73 0.76 0.74 0.18
Lexicon Based 843 51.72 0.47 0.47 0.47 0.26
Lexicon Pooled 843 62.07 0.72 0.71 0.71 0.11

5 Discussion

We have first implemented and empirically evaluated the performance levels of NB,
SVM and ME machine learning classifiers and the SWN implementation of lexicon-
based approach. Then, we designed a lexicon-pooled classifier by pooling the sen-
timent lexicon knowledge into the machine learning classifier process. The results
how that pooling the knowledge from sentiment lexicon improves the accuracy of
the NB classifier. However, the proportion of change varies with the way pooling
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is done. The BLOL appears to be more suitable for the pooling process. The Senti-
WordNet lexicon pooling also obtains better results than standalone NB. However,
pooling with sentiment strength information from the lexicon does not obtain the
expected improvement in performance. It can be concluded that the sentiment po-
larity class of a term as obtained from the sentiment lexicon, is a suitable and more
appropriate choice for the lexicon pooling than the polarity strengths. In fact for ba-
sic NB, the class information of a term is the key input required for classification. It
is also important to mention that the improvement in results of lexicon pooling are
substantial if results of lexicon based approach are good. This suggests that a good
sentiment lexicon is requires for pooling.

It would be relevant to state that the lexicon-pooled design could be very useful in
cases where the amount of training data available for the machine learning classifier
is not sufficient. The lexicon-based knowledge compensates for the lack of adequate
training data by estimating the term-class probabilities from the sentiment lexicon. In
the domain of course feedbacks it becomes very useful. Further, this opinion mining
formulation allows to obtain accurate analysis from the course feedback texts and can
complement the closed-ended question response summaries. The empirical analysis
shows that standalone implementations of machine learning classifier approach and
the lexicon-based approaches can be made to perform better in a hybrid formula-
tion. The hybrid formulation combines advantages of both. The missing term-class
knowledge for the NB is compensated by the information from the sentiment lexicon,
thereby improving the result accuracy. It remains to be seen as to how the sentiment
lexicon may be combined with other machine learning classification approaches such
as SVM and ME. For NB, it is done through a simple linear multinomial pooling but
will be a bit complex for other methods. Further, it would be relevant to apply the
hybrid on other data types and also for aspect-based opinion mining task.

References

1. Liu, B.: Sentiment analysis and subjectivity. In: Handbook of Natural Language Process-
ing, 2nd edn. Taylor & Francis, Boca (2010)

2. Dave, K., Lawrence, S., Pennock, D.M.: Mining the peanut gallery: Opinion extraction
and semantic classification of product reviews. In: Proceedings of the 12th International
Conference on World Wide Web, WWW 2003, pp. 519–528. ACM, New York (2003)

3. Kim, S.-M., Hovy, E.: Determining the sentiment of opinions. In: Proceedings of the
20th International Conference on Computational Linguistics, COLING 2004 (2004)

4. Pang, B., Lee, L., Vaithyanathan, S.: Thumbs up? In: Proceedings of the ACL Conference
on Empirical Methods in Natural Language Processing, EMNLP 2002 (2002)

5. Pang, B., Lee, L.: A sentimental education. In: Proceedings of the 42nd Annual Meeting
on Association for Computational Linguistics, ACL 2004 (2004)

6. Pang, B., Lee, L.: Seeing stars. In: Proceedings of the 43rd Annual Meeting on Associa-
tion for Computational Linguistics, ACL 2005 (2005)

7. Gamon, M.: Sentiment classification on customer feedback data. In: Proceedings of the
20th International Conference on Computational Linguistics, COLING 2004 (2004)

8. Bikel, D.M., Sorensen, J.: If we want your opinion. In: International Conference on Se-
mantic Computing (ICSC 2007) (2007)



428 R. Dalal et al.

9. Durant, K.T., Smith, M.D.: Mining sentiment classification from political web logs. In:
Proceedings of Workshop on Web Mining and Web Usage Analysis of the 12th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining (We-
bKDD 2006), Philadelphia, PA (2006)

10. Turney, P.D.: Mining the web for synonyms: Pmi-ir versus lsa on toefl. In: Flach, P.A.,
De Raedt, L. (eds.) ECML 2001. LNCS (LNAI), vol. 2167, pp. 491–502. Springer, Hei-
delberg (2001)

11. Turney, P.D.: Thumbs up or thumbs down?: semantic orientation applied to unsupervised
classification of reviews. In: Proceedings of the 40th Annual Meeting on Association
for Computational Linguistics, pp. 417–424. Association for Computational Linguistics
(2002)

12. Hatzivassiloglou, V., McKeown, K.R.: Predicting the semantic orientation of adjectives.
In: Proceedings of the 35th Annual Meeting of the Association for Computational Lin-
guistics and Eighth Conference of the European Chapter of the Association for Compu-
tational Linguistics, pp. 174–181. Association for Computational Linguistics (1997)

13. Wiebe, J.: Learning subjective adjectives from corpora. In: AAAI/IAAI, pp. 735–740
(2000)

14. Hu, M., Liu, B.: Mining and summarizing customer reviews. In: Proceedings of the 2004
ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
KDD 2004 (2004)

15. Taboada, M., Anthony, C., Voll, K.: Methods for creating semantic orientation dictio-
naries. In: Proceedings of the 5th International Conference on Language Resources and
Evaluation (LREC), Genova, Italy (2006)

16. Taboada, M., Brooke, J., Tofiloski, M., Voll, K., Stede, M.: Lexicon-based methods for
sentiment analysis. Computational Linguistics 37(2), 267–307 (2011)

17. Sebastiani, F.: Machine learning in automated text categorization. ACM Computing Sur-
veys (CSUR) 34(1), 1–47 (2002)

18. Esuli, A., Sebastiani, F.: Determining the semantic orientation of terms through gloss
classification. In: Proceedings of the 14th ACM International Conference on Information
and Knowledge Management, pp. 617–624. ACM (2005)

19. Benamara, F., Cesarano, C., Picariello, A., Recupero, D.R., Subrahmanian, V.S.: Sen-
timent analysis: Adjectives and adverbs are better than adjectives alone. In: ICWSM
(2007)

20. Berger, A.L., Pietra, V.D., Pietra, S.D.: A maximum entropy approach to natural lan-
guage processing. Computational Linguistics 22(1), 39–71 (1996)

21. Singh, V.K., Piryani, R., Uddin, A., Waila, P.: Sentiment analysis of movie reviews:
A new feature-based heuristic for aspect-level sentiment classification. In: 2013 Inter-
national Multi-Conference on Automation, Computing, Communication, Control and
Compressed Sensing (iMac4s), pp. 712–717. IEEE (2013)

22. Prabowo, R., Thelwall, M.: Sentiment analysis: A combined approach. Journal of Infor-
metrics 3(2), 143–157 (2009)

23. Melville, P., Gryc, W., Lawrence, R.D.: Sentiment analysis of blogs by combining lexical
knowledge with text classification. In: Proceedings of the 15th ACM SIGKDD Interna-
tional Conference on Knowledge Discovery and Data Mining, KDD 2009 (2009)

24. Clemen, R.T., Winkler, R.L.: Combining probability distributions from experts in risk
analysis. Risk Analysis 19(2), 187–203 (1999)



  
© Springer International Publishing Switzerland 2015 
El-Sayed M. El-Alfy et al. (eds.), Advances in Intelligent Informatics,  

429 

Advances in Intelligent Systems and Computing 320,  DOI: 10.1007/978-3-319-11218-3_39   

Quality Metrics for Data Warehouse 
Multidimensional Models with Focus on 
Dimension Hierarchy  Sharing 

Anjana Gosain and Jaspreeti Singh 

Abstract. Data warehouses, based on multidimensional models, have emerged as 
powerful tool for strategic decision making in the organizations. So it is crucial to 
assure their information quality, which largely depends on the multidimensional 
model quality. Few researchers have proposed some useful metrics to assess the 
quality of the multidimensional models. However, there are certain characteristics 
of dimension hierarchies (such as relationship between dimension levels; sharing 
of some hierarchy levels within a dimension, among various dimensions etc.) that 
have not been considered so far and may contribute significantly to structural 
complexity of multidimensional data models. The objective of this work is to 
propose metrics to compute the structural complexity of multidimensional models. 
The focus is on the sharing of levels among dimension hierarchies, as it may 
elevate the structural complexity of multidimensional models, thereby affecting 
understandability and in turn maintainability of these models. 

Keywords: Data warehouse, Multidimensional model, Quality metrics, 
Dimension hierarchies. 

1 Introduction 

Data warehousing systems play an important role in company's decision making 
processes. Inmon [15] defined data warehouse as "subject-oriented, integrated, 
time-varying, non-volatile collections of data that is used primarily in 
organizational decision making". These systems homogenize and integrate large 
volumes of organization's data in order to provide a single and comprehensive 
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representation of current as well as historical information. As data warehouses 
have become the main tool for strategic decision making, it is essential to 
guarantee their information quality from the early stages of the project [33]. The 
information quality in a data warehouse includes data presentation quality and data 
warehouse system quality, where one of the main components of the latter is 
multidimensional model quality [5]. 

It is widely accepted that development of data warehouse systems is based on 
multidimensional modeling [15, 20]. A variety of approaches to multidimensional 
modeling for data warehouse systems have been proposed in the past. [9] presents 
a survey on multidimensional modeling approaches available in the literature. 
Multidimensional modeling is a design technique which represents data as if 
placed in an n-dimensional space and specify two fundamental notions: the 'fact' 
and the 'dimension' [15, 18, 20]. The subjects of interest for an analyst are 
represented as 'facts' which are described in terms of a set of attributes called 
'measures' or 'fact attributes' for the business process. A 'dimension' represents 
different ways in which the 'facts' can be analyzed. The 'dimensions' are in turn 
organized into 'hierarchies' at various granularity 'levels' that allows the data 
analyzers to pose meaningful on-line analytical processing (OLAP) queries [15, 
16, 18, 20]. A dimension may consist of a single level referred to as 'non-hierarchy 
dimension' [24]. Besides, there can be shared dimensions as well as dimensions 
that share some hierarchy levels [2, 21, 22, 24, 29] as discussed in Section 4. 
Furthermore, there can be different relationships between aggregation levels 
within a dimension hierarchy [2, 16, 26, 29]. 

These components of the multidimensional model i.e. facts, dimensions, 
hierarchies, levels etc. contribute to its structural complexity [12]. As stated in 
[40], structural complexity is one of the important determinants of quality 
objectives for software artefacts. Indeed, data warehouse schemas are  
software artefacts, so it is important to investigate the possible associations that 
may exist between the structural elements of these schemas and their quality 
factors [40]. 

Metrics are widely recognized as an effective means to evaluate the quality 
factors in a consistent and objective manner [4, 7, 27]. Few works have been done 
in the past based on defining quality attributes for conceptual model of data 
warehouse [3] or metrics proposals based on structural complexities to evaluate 
these quality attributes [5, 6, 10, 28, 34, 39]. The proposed metrics are based on 
the facts, dimensions, attributes, hierarchy relationships, hierarchy depth, foreign 
keys, shared dimensions, multiple hierarchies, alternate paths etc. However, there 
are certain characteristics of dimension hierarchies such as relationship between 
dimension levels, sharing of some hierarchy levels within a dimension, among 
various dimensions etc. that have not been considered so far and needs further 
investigation as they are crucial to understand any multidimensional modeling 
approach [2, 21, 23, 25, 26, 29, 31, 32]. Notably, a single metric for shared 
hierarchies [10] is already proposed, but it does not incorporate all the aspects 
related to sharing of dimensional hierarchies, particularly when sharing of few 
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hierarchy levels occur, situations that often arise in practice. The objective  
of this work is to propose metrics to compute structural complexity of 
multidimensional models with emphasis on sharing of levels among dimension 
hierarchies. The sharing of levels may enhance its structural complexity, thereby 
affecting understandability and in turn maintainability of multidimensional  
model. 

This paper is organized as follows. Sub-section 1.1 provides an example to be 
used throughout this paper. Section 2 describes the related work. The 
categorization of hierarchies in data warehouses is discussed in Section 3. The 
types of dimension sharing are discussed in Section 4. Further, Section 5 describes 
the metrics proposed in this paper followed by an example for the same. Finally, 
conclusion and future work are discussed in the last section. 

1.1 Running Example 

In this section, we outline the approach used in this paper for representing 
structural properties of multidimensional model of a data warehouse. We adopt a 
conceptual perspective and consider the multidimensional model, namely 
MultiDimER, proposed by Malinowski et al. [23]. This model, based on entity-
relationship (ER) approach, defines the schema as a set of dimensions and fact 
relationships. A dimension represents a concept that groups data with common 
semantic meaning for the domain being modeled. It can be either a level, or one or 
more hierarchies. A level represents an entity type and its instances are addressed 
as members. A level contains key attributes and may also contain descriptive 
attributes. A hierarchy consists of several related levels that are used for drill-
down and roll-up OLAP queries. For the two related levels, lower level is referred 
to as a child, the higher level as a parent, and the relationship between them is 
called child-parent relationship. The cardinalities are used to indicate the 
participation of the two related levels in the child-parent relationship. 
Furthermore, two or more child–parent relationships can be exclusive which is 
represented using  symbol. The hierarchies in a dimension may specify different 
conceptual structures for analysis which is expressed using the analysis criterion 
as . A fact relationship is represented as a n-ary relationship between 
levels. The measures associated to the fact relationship are represented as its 
attributes. 

Consider the example shown in Fig. 1 [23]. We have used this example in order 
to explain various concepts related to categorization of dimensional hierarchies 
(Section 3) and dimension sharing (Section 4). Roughly speaking, it illustrates a 
sample scenario where three fact relationships, i.e. Sales, Employees' Salaries and 
Sales Incentive Program, indicate the facts of interest. The Sales fact is structured 
in a four-dimensional space and allows analysis: "who" bought (dimension 
Customer), from "where" (dimension Store), "what" (dimension Product), and 
"when" (dimension Time). Similarly, Employees' Salaries fact relationship can be 
analyzed along Employee, Store and Time dimensions, and Sales Incentive 
Program fact can be analyzed along Program Type, Sales Region and Time 
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dimensions. The dimensions are further arranged into hierarchies using desired 
granularity levels. 

2 Related Work 

Very little research has been conducted in the field of metrics or objective 
indicators for data warehouse models, to analyze the quality attributes such as 
understandability, maintainability, analyzability etc. 

The first proposal of metrics for logical data warehouse schemas is given by 
Calero et al. [5]. The authors have provided three sets of metrics based on their 
applicability to table, star or schema levels. They formally validated the schema 
level metrics using Zuse framework [41]. Serrano et al. [35] have presented the 
empirical validation of the schema level metrics identified in [5] and further 
replicated their experiments [36, 38] to prove that a subset of metrics proposed in 
[5] are useful as quality indicators. Furthermore, Serrano et al. [40] carried out the 
theoretical validation of a subset of metrics identified in [36, 38] using Briand's 
framework [4] and subsequently carried out the experimental validation to 
conclude that the metrics are significantly related to understandability of the data 
warehouse schema. Gosain et al. [11] and Kumar et al. [19] replicated the 
empirical validation of 'useful' metrics identified in [40]. 

Berengur et al. [3] have defined quality indicators and their corresponding 
metrics for conceptual models for data warehouse. The authors categorized the 
metrics as diagram level metrics and package level metrics. 

The paper [37] presents a set of metrics to evaluate quality of conceptual data 
warehouse models. These metrics are proposed on the basis of unified modeling 
language (UML) and are categorized into three parts as: class scope, star scope 
and diagram scope metrics. The metrics are based on classes related to facts, 
dimensions, their relationships, attributes, dimension hierarchies etc. The authors 
have also empirically validated the metrics to show their practical utility. They 
have theoretically validated these metrics using distance framework [30]. 

Cherfi and Prat [6] proposed metrics to measure simplicity and analyzability of 
multidimensional schema. However, these metrics are neither theoretically nor 
empirically validated, so could not prove their utility as practical indicators to 
measure quality of data warehouse models. 

Gosain et al. [10] proposed metrics considering some aspects related to 
dimension hierarchies such as multiple hierarchies, shared hierarchies, etc. The 
authors have validated the metrics theoretically (using Briand's framework [4]) as 
well as empirically [12]. 

Sushama et al. [28] proposed a complexity metric to consider complexity 
caused by relationships among various elements present in data warehouse 
multidimensional models. The authors have done preliminary validation of the 
metric using Kaner's framework [17]. 
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Although few researchers have given due importance to dimension hierarchies 
and proposed related metrics, but there are certain characteristics of dimension 
hierarchies such as relationship between dimension levels, sharing of some 
hierarchy levels within a dimension, sharing of some hierarchy levels among 
various dimensions etc., as discussed in Sections 3 and 4, that have not been 
considered so far and needs further investigation. Hence, the aim of this paper is to 
propose metrics related to dimension hierarchies, focusing on shared levels, which 
may contribute significantly towards structural complexity of multidimensional 
models for data warehouse. 

3 Hierarchies and Their Categorization in Multidimensional 
Modeling 

Dimension hierarchies play a central role in multidimensional modeling as they 
represent different ways to aggregate/disaggregate data available in the data 
warehouse, depending on levels of aggregation. They enrich the semantics of data 
in the warehouse and allow the data analyzers to pose interesting and meaningful 
OLAP queries [16, 18, 20]. The levels of aggregation in the hierarchies must be 
modeled in a way that allows representing structural and schematic irregularities 
[2, 21, 22, 24, 29]. Furthermore, dimension hierarchies bridge the communication 
between the decision makers and implementers [22]. There have been a number of 
proposals available in the literature on the categorization of dimension hierarchies 
[2, 13, 14, 21, 22, 24, 32] for conceptual multidimensional models. However, the 
remarkable contribution to the classification of dimensional hierarchies at the 
conceptual level can be found in [22, 24] as these approaches allow representing 
every possible real-world situation. Due to space constraint, we discuss only the 
hierarchies relevant to our work using an example Fig. 1 and refer the reader to 
[22, 24] for details on other types of hierarchies (such as multiple inclusive, 
parallel independent, weighted non-strict, fuzzy and patterned hierarchies) 
proposed for data warehouses. 

3.1 Simple Hierarchies 

Simple hierarchies are those hierarchies where the dimension has a single 
hierarchy defined on it. These hierarchies use only one analysis criterion. Example 
of a simple hierarchy is the schema for Product dimension i.e. Product-Category-
Department where Product level roll-up to Category level which in-turn rolls-up to 
Department level. Simple hierarchies are further categorized as follows: 

• Symmetric hierarchies: This is a sub-type of simple hierarchy where at the 
schema level only one path exists and all the levels in the hierarchy are 
mandatory. For instance, the hierarchy of the schema Product-Category-
Department is symmetric. 
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• Asymmetric hierarchies: This is also a sub-type of simple hierarchy where at 
the schema level only one path exists, but some lower levels of the hierarchy 
are not mandatory. To keep it simple, this hierarchy is not shown in Fig. 1. 

3.2 Multiple Alternative Hierarchies 

These represent the scenario where more than one hierarchy is defined in a 
dimension, i.e. there exists multiple non-exclusive simple hierarchies that may 
share some levels. Notably, all such hierarchies associated to a dimension are 
based on the same analysis criterion. An interesting aspect about this type of 
hierarchy is that it is not semantically correct to use different composing 
hierarchies in combination as grouping conditions within a query [22, 24]. The 
entire Time dimension of the Sales fact relationship is a classical example of 
multiple hierarchies where the pairs of aggregation paths (Date-Week-Year and 
Date-Month-Quarter-Year) share the two levels i.e. Date and Year and is based on 
the same analysis criteria, namely Sales Time. 

3.3 Generalized Hierarchies 

A dimension may include subtypes that result from generalization/specialization 
relationship between some levels [1] i.e. a level is super class for other levels. 
Such hierarchies are termed as generalized hierarchies. At the schema level, this 
hierarchy contains multiple exclusive paths sharing some levels [22]. All these 
exclusive paths represent a single hierarchy and are based on the same analysis 
criteria. At the instance level, every member of the hierarchy is associated to only 
one path. These hierarchies include special cases of specialization and 
generalization as categorized in [24] (namely, generalization, specialization, 
disjoint specialization, overlapping specialization, mixed and non-covering) on the 
basis of splitting and joining levels i.e. the levels at which alternative paths split 
and join respectively, strictness of hierarchy or partial roll-ups. Although, [22] 
considers only non-covering hierarchies as a special case of generalized 
hierarchies in which exclusive paths are obtained by partial roll-up relationships. 
An example of generalized hierarchy is the Customer Type hierarchy of the 
Customer dimension where Branch and Area are two common hierarchy levels. 

3.4 Parallel Hierarchies 

Parallel hierarchies in a dimension are based on different analysis criteria. On 
account of shared levels, these hierarchies can be specialized into parallel 
independent and parallel dependent hierarchies. This work uses the concept of 
parallel dependent hierarchies that have sharing of some levels. An example of 
parallel dependent hierarchies can be observed in Store dimension: 1) location 
hierarchy: to represent geographical location of the store address (Store-City-
County-State-Country) and 2) sales organization hierarchy: to represent its 
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organizational division (Store-Sales district-State-Sales region). Here, the 
composing hierarchies i.e. location and sales organization hierarchies are non-
covering and symmetric respectively. In these hierarchies, State being the 
common level plays different roles based on the specified analysis criteria. 

3.5 Strict Hierarchies 

If all the cardinalities from parent to child levels in a hierarchy are one-to-many, 
then such hierarchies are called strict hierarchies, i.e. at the schema level, a child is 
related to at most one parent member and a parent may have several child 
members. An example of strict hierarchy is the schema Date-Month-Quarter-Year 
which has at most one outgoing roll-up relationship. 

3.6 Non-Strict Hierarchies 

Such hierarchies arise as a result of at least one many-to-many cardinality between 
their child and parent level, which is a very common scenario in real-life 
applications. An example of such hierarchy is the relationship that exists in 
Employee dimension (Employee-Section sub-dimension) of Employees' Salaries 
fact where an employee is working in several sections leading to a many-to-many 
cardinality in this relationship, thereby acting as a non-strict hierarchy. Such 
hierarchies require special care while performing aggregation, to avoid the well-
known problem of double counting [2, 21, 23, 25]. 

An important point about categorization of hierarchies is their orthogonal 
behavior. Various kinds of hierarchies discussed above can be either strict or non-
strict. For instance, it can be observed that the Employee dimension has a 
hierarchy (Employee-Section-Division) which is non-strict as well as symmetric. 

4 Dimension Sharing 

A multidimensional data model may allows multiple facts which can share 
dimensions among each other, leading to a multi-fact scheme generally referred  
to as a galaxy or fact constellation [18]. The smallest unit that can be shared  
is a dimension level whereas the highest shareable unit can be a complete 
dimension [23, 25]. Within a single fact, there can be sharing of levels within a 
dimension and between dimensions. Furthermore, going beyond a single fact, the 
sharing of levels as well as sharing of dimensions can occur across fact schemes 
also [23, 25]. 

Ref. [25] identified different types of dimension sharing based on whether the 
shared unit is a complete dimension or a part of the dimension (i.e. few hierarchy 
levels). In this paper, we are focused on the scheme complexity due to shared 
hierarchy levels, i.e. the case of partial sharing, which is discussed below. 
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4.1 Partial Sharing 

Partial sharing can arise due to the sharing of dimension level(s) within or across 
fact schemes. The dimension level being shared is modeled once and referred by 
different fact-dimensional relationships. 

There may be different cases of partial sharing as follows: 

• sharing of dimension level(s) within a dimension, as are the cases for 
generalized hierarchies, parallel dependent hierarchies and multiple alternative 
hierarchies. For instance, the level State is shared between the two hierarchies 
of the Store dimension (i.e. the Sales organization, the Store location) in the 
Sales fact. 

• sharing between dimensions in a same fact scheme. For example, the 
aggregation path comprising four levels namely, City, County, State, Country 
is shared between the Store location hierarchy in Store dimension and the 
Customer location hierarchy in Customer dimension of Sales fact. 

• sharing between dimensions across different fact schemes. An example of this 
kind of sharing is the sharing of the aggregation path comprising levels Month, 
Quarter and Year of the Time dimension among two facts i.e., Sales and 
Employees' Salaries. Another example is the Sales region level in Store 
dimension of Sales fact being shared in the Sales Incentive Program fact. 

Notably, sharing of dimensions/levels allows reusing of existing data as well as 
enhances analytic capability of the scheme by opening possibilities to analyze 
measures associated to different fact relationships [21, 23]. On the contrary, the 
sharing of dimensions or some hierarchy levels among different dimension 
hierarchies may significantly increase the structural complexity of the scheme at 
the conceptual level. 

5 Metrics for Multidimensional Models 

The complexity of a system largely depends on the number and the variety of 
elements and the relationships among those elements [8]. Our goal is to define a 
set of metrics to measure the structural complexity of multidimensional models for 
data warehouse. Specifically, we have focused on the sharing of levels among 
dimension hierarchies, within and across fact schemes, at conceptual level. The 
proposed metrics fulfill the properties desired out of the software metrics in 
general i.e. they are simple, objective and empirical [7]. The metrics are defined as 
follows based on the example scenario described in Introduction: 

Number of Non-Hierarchy Dimensions (NNHD): This metric count the non-
hierarchical dimensions in the multidimensional model for data warehouse. 

Number of Hierarchy Dimensions (NHD): This metric count the hierarchical 
dimensions in the multidimensional model for data warehouse. 



438 A. Gosain and J. Singh 

Number of Shared Levels Within Dimensions (NSLWD): Various granularity 
levels can be shared by more than one hierarchy within a dimension. For all the 
dimensions existing in the multidimensional model, NSLWD metric counts the 
total number of such shared levels within dimensions. If the dimension itself is 
shared among different fact schemes, then the shared levels of that particular 
dimension are counted only once. 

Number of Shared Levels between Dimensions within a Fact Scheme 
(NSLBD): Within the same fact scheme, there can be sharing of granularity 
level(s) among hierarchies associated to different dimensions. NSLBD counts the 
total number of such shared levels between dimensions, for all the fact schemes 
existing in the model. 

Number of Shared Levels between Dimensions across Different Fact Schemes 
(NSLAF): In a multi-fact scheme, the sharing of levels can occur among 
hierarchies associated to different dimensions, across different fact schemes. The 
metric NSLAF counts the total number of such shared levels existing in the model. 
If the same level is shared more than once across different fact schemes, then that 
shared level is counted only once. 

Total Number of Shared Levels (NSL): This metric counts the total number of 
shared levels in the multidimensional model for data warehouse. So,                                                               = + +                                                       ( )               

Total Number of Attributes in Shared Levels (TASL): If there are shared levels 
in the multidimensional model, TASL metric counts the total number of attributes 
in those shared levels. If the same level is shared more than once on account of 
different types of dimension sharing, then, we include the shared level only once 
to count its attributes. 

Let NASL denote the number of attributes of a shared level and NRSL1 denote 
the total number of shared levels, excluding repetition of the shared level that may 
occur due to different types of dimension sharing (i.e. NRSL = NSL - repeated 
counting of shared levels), then  
 

                                                                           =                                                                  ( ) 

                                  

Number of Non-Strict Hierarchies (NNSH): This metric counts the total number 
of non-strict hierarchies for all the fact schemes existing in the model. 

Consider the sample scenario discussed in Introduction. The proposed metrics are 
computed for the multidimensional model shown in Fig. 1. 

                                                           
1  Here, NRSL is just a term used for computation of TASL and not considered as metric for 

computing structural complexity of multidimensional model. 
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NNHD = 1: There is only one dimension (i.e. Program Type dimension of Sales 
Incentive Program fact scheme) which involves a single level. 

NHD = 5: Except the dimension namely Program Type, all the other dimensions 
(i.e. Customer, Store, Product, Time, and Employee) involve at least one 
hierarchy, so the total number of hierarchical dimensions is 5. 

NSLWD = 4: In the Sales fact, there are four such levels - The level State is 
shared between the parallel hierarchies of the Store dimension (i.e. the Sales 
organization, the Store location); Branch and Area are two shared levels in 
generalized hierarchy of the Customer dimension; and the level Year is shared 
between multiple hierarchies of the Time dimension (i.e. Date-Week-Year and 
Date-Month-Quarter-Year). However, there is no such shared level in other fact 
schemes. Here, the Store dimension being shared among Sales and Employees’ 
Salaries fact is considered only once while counting shared levels. 

NSLBD = 4: The four levels namely, City, County, State and Country, are shared 
among Customer and Store dimensions of the Sales fact. Again, there is no level 
being shared between dimensions in Employees’ Salaries and Sales Incentive 
Program fact. 

NSLAF = 4: Considering the pair of facts namely, Sales Incentive Program and 
Sales, the Sales Region level and Year level are shared among these two facts; the 
levels Month, Quarter and Year are shared among the Sales fact and Employees' 
Salaries fact; and no sharing of levels occur among Employees’ Salaries and Sales 
Incentive Program facts. Notably, the Store dimension being shared among 
Employees' Salaries and Sales facts is the case of complete dimension sharing, 
hence not included in the count for this metric. Also, as mentioned above, the 
level Year being shared twice, needs to be counted only once. 

NSL = 4 + 4 + 4 = 12, which is the total of the metrics namely NSLWD, NSLBD, 
and NSLAF. 

TASL = 24. For the computation of TASL, we first need the values of NRSL and 
NASL which can be obtained as follows: 

Here, NRSL = 10, since, NRSL = NSL - repeated counting of shared  
levels, where repeated counting of shared levels = 1 + 1 = 2 (1 count for State 
level and 1 count for Year level, because: the level State is being counted twice: 
(i) in the Store dimension while counting NSLWD and (ii) between Store and 
Customer dimensions while counting NSLBD. Similarly, the level Year is counted 
twice while computing the number of shared levels taking into account different 
types of dimension sharing) and NSL = 12 as computed above. Therefore, NRSL 
= 12 - 2 = 10. 

Also, while computing NASL for the shared levels using example Fig. 3, we 
have not taken into consideration 'Other Attributes' field. For instance, City level 
includes four attributes namely City Name, City Population, City Area and Other 
Attributes. So NASL for City level i.e. NASLCity = 4 - 1 = 3 (i.e. 'Other Attributes' 
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field excluded). Similarly, NASL value for all other shared levels is as follows: 
NASLBranch = 2, NASLArea = 2, NASLCounty = 3, NASLState = 4, NASLCountry = 4, 
NASLSales region = 3, NASLMonth = 1, NASLQuarter = 1, NASLYear = 1. 

So, TASL = ∑ NASLKK = 24, adding up all the individual NASL values 
mentioned above. 

 
NNSH = 1: The only hierarchy involving many-to-many relationship is the simple 
hierarchy of Employee dimension in the Employees' Salaries fact, thereby acting as 
a non-strict hierarchy. 

The values of the proposed metrics are shown in Table 1. 

Table 1 Computed values of proposed metrics 

Proposed metrics Value 

NNHD 1 

NHD 5 

NSLWD 4 

NSLBD 4 

NSLAF 4 

NSL 12 

TASL 24 

NNSH 1 

 

However, the metrics definition is only one step in the complete process of 
obtaining a set of valid and useful metrics. It is essential to validate the metrics in 
order to confirm and understand the implication of the metrics. 

An important point to mention here is that we have used an ER-based 
multidimensional model to explain metrics proposed in this paper, but these 
metrics are based on general structural properties of the multidimensional models 
for data warehouse, so these metrics can very well be applied to object oriented 
multidimensional models also. 

6 Conclusion and Future Work 

Multidimensional data model quality depends largely on its structural features like 
facts, dimensions, hierarchies, relationship among various elements etc. Though 
dimension hierarchies allow analyzing data at different levels of granularity, but 
they may elevate structural complexity of the data models, thereby affecting their 
understandability and in turn maintainability. In this paper we have proposed 
metrics related to dimension hierarchies, with emphasis on sharing that may be 
possible among those hierarchies, in order to assure the quality of the 
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multidimensional models used in the early stage of a data warehouse design. 
These metrics will help to measure the structural complexity of multidimensional 
models for data warehouse. However, it is fundamental to perform theoretical as 
well as empirical validation of the defined metrics to prove their utility. For this, 
we are now working on the theoretical validation of these metrics. 
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A Method to Induce Indicative
Functional Dependencies
for Relational Data Model

Sandhya Harikumar and R. Reethima

Abstract. Relational model is one of the extensively used database models.
However, with the contemporary technologies, high dimensional data which
may be structured or unstructured are required to be analyzed for knowl-
edge interpretation. One of the significant aspects of analysis is exploring the
relationships existing between the attributes of large dimensional data. In re-
lational model, the integrity constraints in accordance with the relationships
are captured by functional dependencies. Processing of high dimensional data
to understand all the functional dependencies is computationally expensive.
More specifically, functional dependencies of the most prominent attributes
will be of significant use and can reduce the search space of functional depen-
dencies to be searched for. In this paper we propose a regression model to find
the most prominent attributes of a given relation. Functional dependencies
of these prominent attributes are discovered which are indicative and lead to
faster results in decreased amount of time.

Keywords: Prominent Attributes,Indicative Functional Dependencies.

1 Introduction

The super change in information technology paved the way for high dimen-
sional data exchange. For the readiness in communication and effective ma-
nipulation of high dimensional data, knowledge discovery became inevitable.
Knowledge Discovery and Data Mining is a multidisciplinary area which has
the main focus on methodologies for extracting useful knowledge from data. If
we have a method to extract enough knowledge to represent the high dimen-
sional data, then the effective manipulation of data will be possible. When
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we have a set of data pertaining to a particular domain, the relationships ex-
isting between the attributes can efficiently be understood by the functional
dependencies provided.

A functional dependency is a constraint between two sets of attributes
in a relation from a database. An attribute or set of attributes X is said to
functionally determine another attribute Y (written X→Y) if and only if each
X value is associated with at most one Y value [1]. Customarily we call X
as determinant set and Y as dependent set. So if we are given the value of
X we can determine the value of Y. Thus we understand that X is enough
to represent Y. For example, in an address database, zip code determines
city. The discovery of functional dependencies from relations has received
considerable interest [2,3]. Formally, a functional dependency over a relation
schema R is an expression X→Y, where X,Y⊆R.

The dependency holds or is valid in a given relation r over R if for all pairs
of tuples t, u∈r we have: if t[B] = u[B] for all B∈X, then t[ A] = u[ A] (we
also say that t and u agree on X and A). A functional dependency X→A is
minimal (in r ) if A is not functionally dependent on any proper subset of
X, i.e. if Y→A does not hold in r for any Y⊂ X. The dependency X→A is
trivial if A∈X [2].

An approximate functional dependency is a functional dependency that al-
most holds. For example, gender is approximately determined by first name
[2]. Such dependencies arise in many databases when there is a natural de-
pendency between attributes, but some tuples contain errors or represent
exceptions to the rule. The discovery of unexpected but meaningful approxi-
mate dependencies seems to be an interesting and realistic goal in many data
mining applications. They also have applications in database design [4].

The main challenge to induce indicative functional dependency is to find
the most prominent or relevant attributes. In order to find which attributes
are prominent we need to analyze the huge volume of data. Processing each
and every data value is inefficient and hence we need an efficient method to
analyze the data and understand which attributes are prominent. The anal-
ysis may be easy if the data values corresponding to each attribute posses
high variation or large dissimilarity to each other. Very rarely this is the case
since the schema and data are tightly coupled. The context of the informa-
tion is also lacking. Hence in this paper our main focus is to find the most
prominent attributes with the help of which we seek for functional depen-
dencies that can be approximate but provide some important relationships
existing among the attributes of the data. We propose a regression model
to find the prominent attributes from high dimensional data. By applying
linear regression we are removing the attributes which has an error value less
than a particular threshold value and keep rest of the attributes as promi-
nent ones. Further, the indicative functional dependencies associated with
the prominent attributes are found by using the FD Mine algorithm [2].

For an instance, consider the following Table which contains five attributes
describing course details. It is evident from the table that a student can
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attend a single semester at a time. When we are considering the attributes
LECTURE and Teaching Assistant, it can be seen that the same lecture is not
taught by more than one Teaching Assistant. These are all some relationships
that we can find from the table. If we have some information on the important
attributes of the table then it is enough to consider the relationships based
on these important attributes. So the first step is to obtain the prominent
attributes from the data and then find the functional dependencies associated
with them. We can consider these as the indicating functional dependencies
since these are good enough to indicate the important relationships among
the attributes, within the data.

Table 1 Sample entries in table of course data

St ID SEM LECTURE Teaching Assistant CLASSROOM

1001 6 Algorithm A 107
1017 5 DB B 103
1109 3 MOBILE C 106
1001 6 Maths E 108
1017 5 cs D 104
1017 5 DB B 107
1108 3 MOBILE C 105
1111 3 Maths E 110

1.1 Motivation

Several algorithms for the discovery of functional dependencies [5, 11, 12] and
Approximate functional dependencies [5, 13] have been presented, amongst
which TANE algorithm [5] is based on considering partitions of the relation
and deriving valid dependencies from the partitions. The algorithm searches
for dependencies in a breadth-first or level-wise manner. The paper presents
how the search space can be pruned effectively and how the partitions and
dependencies can be computed efficiently. The method works well with re-
lations up to hundreds of thousands of tuples. The method is at its best
when the dependencies are relatively small. When the size of the (minimal)
dependencies is roughly one half of the number of attributes, the number of
dependencies is exponential in the number of attributes and the situation
is more or less equally bad for any algorithm. When the dependencies are
larger, the level-wise method that starts the search from small dependencies
is obviously farther from the optimum. The level-wise search can, in principle,
be altered to start from the large dependencies. Nevertheless, the partitions
could not be computed efficiently.

Problem of discovering multivalued dependencies is dealt by fdep algo-
rithm [6]. They elaborate the connection between the problem of dependency
discovery and the problem of inductive learning or learning from examples
from the field of machine learning. The results show that the TANE algorithm
performs better, when the number of the attributes of the input relation is
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small. An inductive learning has also been followed in [10] to find the de-
pendencies. As the number of attributes of the input relation increases, the
performance of fdep is better than the performance of the TANE algorithm.
The main drawback lies in the large number of hypotheses which have to be
considered by the proposed algorithm.

A novel search method, for computing minimal FDs using heuristic-driven,
depth-first search is described by the algorithm fastFDs [7]. The main draw-
back is that the performance is dependent on the heuristic we have selected.
Discovering the Functional Dependencies when there is more than one rela-
tion is described as qualified FDs[8]. They gave propagation rules of applica-
tion in restructuring operators. [11,12,13] also have shown various methods
of finding the functional dependencies from the relational databases.

FD Mine[2] is one amongst the most efficient algorithms. In the paper,
several properties of relational databases relevant to the search for functional
dependencies, are identified. Using these, a theorem has been proved that
allows equivalences among attributes to be identified based on nontrivial clo-
sures. This algorithm finds all minimal functional dependencies in a database.
Like TANE, FD Mine is based on partitioning the database and comparing
the number of partitions. However, FD Mine provides additional pruning
rules, based on the analysis of the theoretical properties of functional de-
pendencies. These pruning techniques are guaranteed not to eliminate any
valid candidates, and whenever they are relevant, they reduce the size of the
dataset or the number of checks required. The results show that the prun-
ing rules in the FD Mine algorithm are valuable because they increase the
pruning of candidates and reduce the overall amount of checking required to
find the same FDs.

2 Linear Regression Model

A regression model is a compact mathematical representation of the relation-
ship between the response variable and the input parameters in a given design
space [9,10]. Linear regression models are widely used to obtain estimates of
parameter significance as well as predictions of the response variable at arbi-
trary points in the design space. In Linear Regression, the model specification
is that the dependent variable, yi is a linear combination of the parameters
(but need not be linear in the independent variables). For example, in simple
linear regression for modeling n data points consisting of one independent
variable xi, and two parameters, β0 and β1, the equation of a straight line
with varying parameters gives the best fit.

yi = β0 + β1xi + εi, i = 1, . . . , n. (1)

In multiple linear Regression, there are several independent variables or func-
tions of independent variables.
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Adding a squared term of xi to the preceding regression gives parabola
equation:

yi = β0 + β1xi + β2x
2
i + εi, i = 1, . . . , n. (2)

This is still Linear Regression. Although the expression on the right hand
side is quadratic in the independent variable xi, it is linear in the parameters
β0,β1 and β2.

In both cases, εi is an error term and the subscript i indexes a particular
observation.

Given a random sample from the population, we estimate the population
parameters and obtain the sample linear regression model:

ŷi = β̂0 + β̂1xi. (3)

The residual, ei = yi -ŷi , is the difference between the value of the dependent
variable predicted by the model, ŷi, and the true value of the dependent
variable, yi. One method of estimation is ordinary least squares. In the more
general multiple regression model, there are p independent variables:

yi = β1xi1 + β2xi2 + · · ·+ βpxip + εi, (4)

where xij is the ith observation on the jth independent variable, and where
the first independent variable takes the value 1 for all i (so β1 is the regression
intercept).The least squares parameter estimates are obtained from p normal
equations. The residual can be written as

εi = yi − β̂1xi1 − · · · − β̂pxip. (5)

The normal equations are

n∑
i=1

p∑
k=1

XijXikβ̂k =
n∑

i=1

Xijyi, j = 1, . . . , p. (6)

In matrix notation, the normal equations are written as

(X�X)β̂ = X�Y, (7)

where the (ij)thelement of X is xij , the ith element of the column vector Y

is yi, and the jth element of β̂ is β̂j . Thus X is n×p, Y is n×1, and β̂ is p×1.
The solution is

β̂ = (X�X)−1X�Y (8)

By using the regression co-efficient as in equation(8) further predict the out-
put using equation(3). Based on the residual error obtained using equation(5)
we can understand the difference between the observed value and estimated
function value. Small residual sum indicates tight fit of the model to the data.
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3 A Regression Model for Finding Indicative
Functional Dependencies

We seek for the indicative functional dependencies of the relational model.
In order to find the prominent attributes, the linear regression model is more
appealing since attributes in relational databases usually have linear relation-
ships. After preprocessing we generate a regression model as described in the
algorithm in the subsection that follows. Based on the error obtained, the
prominent attributes will be the ones which have error more than threshold
value. From the prominent attributes, the functional dependencies associated
with them will be found. For the discovery of functional dependencies of the
prominent attributes FD Mine algorithm[2] is used.

Fig. 1 Inducing Indicative Functional Dependencies

3.1 FD Mine for Discovering Approximate
Functional Dependencies

The algorithm starts with finding the Nontrivial Closure of each candidate.
Let F be a set of FDs over a dataset D and X be a candidate over D. The
closure of candidate X with respect to F, denoted as Closure(X), is defined
as { Y|X→Y can be deduced from F by Armstrong’s axioms}. The nontrivial
closure of candidate X with respect to F, denoted as Closure’(X), is defined
as Closure’(X)=Closure(X)-X. After obtaining the NonTrivial Closure asso-
ciated with the candidate, find the FDs and Keys. If there is a dependency
like Xi →Closure[Xi], then add it to FD SET. If Xi∪Closure’[Xi]=R then
Xi is a Key and add it to KEY SET.

By using the closure further find the equivalence among candidates. Let
X and Y be two candidates of dataset D, Z = X∩Y, and let Closure(X) and
Closure(Y) be the nontrivial closures of candidates X and Y respectively. If
Closure(X)→Y-Z, and Closure(Y)→X-Z, then X→Y. Then we can say that X
is equivalent to Y. It will take the candidates for the next level from the cur-
rent set of candidates excluding the candidates which are elements in KEY
SET and EQ SET. The pruning rules for deletion considered are detailed
below. Former is, if X↔Y, then candidate Y can be deleted. It reduces the
search space by eliminating redundant attributes and all their values from
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database. In addition, if X→Y holds, then any superset YW of Y does not
need to be examined. It also eliminates redundant candidates. For example,
because XY↔WZ holds, if XYT→U holds, then WZT→U also holds. Latter,
if X is a key, then any superset XY of X does not need to be examined.
Discovering thecandidates for thenext level isdonemainlybytwopruning rules.
Former is, if Closure(X) andClosure(Y) are the nontrivial closures of attributes
X and Y, respectively, then XY→Closure(X)∪Closure(Y) does not need to

Algorithm 1. Inducing Indicative Functional Dependencies(RM)

Input: RM : Relational Data with n columns with column type specifications and
m number of instances
Output: Indicative Functional Dependencies

1: Preprocess(RM)
2: Set data RM as matrix Xmn mn with m rows and n columns
3: for i:1 to n do
4: Set the response matrix Y = Xi

5: Set the Regression input as matrix excluding ith column
6: Find the Regression coefficient using equation(8)
7: Find the predicted output Y � using equation(6)
8: Find the residual error using equation(5)
9: if residual error>Thrushold error then
10: store ith column in prominent matrix P.
11: end if
12: end for
13: FD Mine(P)
14: Display FD SET

Algorithm 2. Preprocess(RM)

Input: RM : Relational Datasource with T columns with column type specifications
and I number of instances
Output: Preprocessed datasource

1: Let I be the number of instances in RM
2: for i:1 to T do
3: if ith datatype is numerical then
4: find the mean μ and stand deviation σ of I numerical values
5: for k:1 to I do
6: find the normalized value using x−μ

σ
where x is the kth numeric value

7: end for
8: end if
9: if ith datatype is boolean then
10: assign 1,2 corresonding to boolean values.
11: end if
12: if ith datatype is ordinal then
13: assign ASCII value corresponding to ordinal values.
14: end if
15: end for
16: Return the preprocessed Data source RM
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Algorithm 3. FD Mine(P)

Input:Database D and its attributes X1, X2, ... , Xm
Output: FD SET

1: Initialization Step set R = {X1, X2, , , , Xm} set FD SET = φ
2: set EQ SET =φ, set KEY SET =φ set CANDIDATE SET =

{X1, X2, , , , Xm} ∀X1 ∈ CANDIDATE SET, set Closure[X1 ] =φ
3: while CANDIDATE SET�= φ do
4: for i:1 to CANDIDATE SET do
5: ComputeNonTrivialClosure(Xi)
6: ObtaintFDandKey
7: end for
8: ObtainEQSet(CANDIDATE SET)
9: PruneCandidates(CANDIDATE SET)
10: GenerateNextLevelCandidates(CANDIDATE SET)
11: end while
12: Return(FD SET)

be inspected. This pruning rule is justified by one property, if Closure(XY) is
the nontrivial closure of candidate XY, then Closure(X)∪Closure(Y)→Closure
(XY) holds. It means that if X→Z and Y→W holds, then XY→WZ also
holds. Latter is, let X1X2..Xk → Xk+1 be a k-level FD. If any subsets
Xi(1)Xi(2)...Xi(k−1) of X1X2...Xk satisfies Xi(1)Xi(2)...Xi(k−1) → Xi(k), then
X1X2..Xk → Xk+1 does not need to be inspected.

3.2 A Running Example

The following example will help to illustrate the working of our proposed
method. Consider the data matrix corresponding to Table 1 after preprocess-
ing. ⎛⎜⎜⎜⎜⎜⎝

St ID SEM LECTURE Teaching Assistant CLASSROOM
−0.904752163 1.1456439237 1.1326519639 −1.4577379737 0.3330397768
−0.5942742089 0.3818813079 0.3743591867 −0.7717436331 −1.4431723663
1.1909740269 −1.1456439237 −1.1498858907 −0.0857492926 −0.1110132589
−0.904752163 1.1456439237 1.1632900559 1.2862393886 0.7770928126
−0.5942742089 0.3818813079 0.3896782327 0.600245048 −0.9991193305
−0.5942742089 0.3818813079 0.3743591867 −0.7717436331 0.3330397768
1.1715691548 −1.1456439237 −1.1498858907 −0.0857492926 −0.5550662947
1.2297837711 −1.1456439237 −1.1345668447 1.2862393886 1.6651988842

⎞⎟⎟⎟⎟⎟⎠
We can rename the attributes St ID, SEM, LECTURE, Teaching Assistant
and CLASSROOM as A,B,C,D, and E respectively for simplicity. We model
it as E=Aβ1+Bβ2+Cβ3+Dβ4. Each iteration of the linear programming have
built a model and obtained the error corresponding to the attribute as shown
below,

A= Bβ1+Cβ2+Dβ3 ; error A 8.154760405719994
B= Aβ1+Cβ2+Dβ3 ; error B 6.873863542250151
C= Aβ1+Bβ2+Dβ3 ; error C 6.8686772519496415
D= Aβ1+Bβ2+Cβ3 ; error D 6.345447645786461
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From this, if a threshold value of 6.5 is taken, then A,B,C and E are the
prominent attributes. Once the prominent attributes are obtained, FD Mine
is applied. The Functional dependencies obtained after applying FD Mine
on prominent attributes is shown here.

A→B, C→B, EA→B, EA→C, EB→A, EB→C, EC→B, EC→A
These Indicative Functinal Dependencies show every relationship correspond-
ing to prominent attributes. On analyzing the data, it is clear that A→B and
C→D are the minimal functional dependencies that must hold.

4 Experiments and Evaluation

We have done experiments on Bank Marketing dataset, Cancer dataset, Hep-
atitis dataset and German credit dataset. The Bank Marketing dataset is
related with direct marketing campaigns of a Portuguese banking institu-
tion[17]. The dataset includes 45211 instances and it is described by 16 at-
tributes(17th attribute is the target). Cancer dataset is one of three domains
provided by the Oncology Institute that has repeatedly appeared in the ma-
chine learning literature[18]. This data set includes 201 instances of one class
and 85 instances of another class. The instances are described by 9 attributes,
some of which are linear and some are nominal. Hepatitis data contain 155
intances and 19 attributes[19] and German Credit dataset includes 1000 in-
stances and 20 attributes[19].

Consider the error obtained after building the regressionmodel for Hepatitis
dataset in which the irrelevant attributes texted in bold is shown in table 2.

197 FDs obtained after doing FD Mine on prominent attributes.

Table 2 Error value obtained after building regression model for hepatitis dataset

ATTRIBUTES ERROR

Y 14414.426748758575
A 279.5455395074454
B 6495.834383864317
C 172.1831644634682
D 235.56277521887853
E 289.3421243911014
F 209.12491356433384
G 247.10553932174213
H 277.1598256891142
I 275.0174665014448
J 236.1195779353524
K 273.77147334868874
L 250.71527562398734
M 284.23584048408014
N 285.83763885451185
O 237.94220598238593
P 17249.91434740195
Q 16250.255544219186
R 609.7656427628563
S 9183.104536055616
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4.1 Comparison with FD Mine

Using the FD Mine algorithm there were 402 number of functional depen-
dencies while using the proposed mathod, an enhanced result of 197 number
of functional dependncies were obtained. Based on these 197 indicative func-
tional dependencies it seems possible to have a better analysis of the data.
Keeping all the 402 functional dependencies which contain both irrelevant and
relevant functional dependencies, is not effective. If we have the functional
dependencies of relevant attributes, we can use these functional dependen-
cies as indicative functional dependencies and can effectively represent the
important relationships existing in the data. The result obtained with other
datasets are shown in figure.

Fig. 2 Number of FDs for each dataset using FD Mine(1) and the Proposed
method(2)

4.2 Further Analysis

We have considered cancer dataset with 300 instances as training dataset.
The error obtained after building regression model is shown below.

Table 3 Error value obtained after building regression model for training dataset

ATTRIBUTES ERROR

A 58613.032162038995
B 3.839920591741155E8
C 1615.39366535798
D 1075.0571034117895
E 1127.1322769276765
F 1035.942936153549
G 1133.5622558866532
H 1467.9036038265647
I 1222.160756950302
J 1172.52687328578
K 659.0565812109907
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In table 4 irrelevant attributes are texted as bold. We have obtained 64 func-
tional dependencies as indicative functional dependencies after FD Mine.
The residual sum obtained for cancer dataset with 300 instances as testing
dataset is shown below.

Table 4 Error value obtained after building regression model for testing dataset

ATTRIBUTES ERROR

A 148381.68681316302
B 3.292850305237574E8
C 1419.8966858442354
D 864.6887668065837
E 872.256176407442
F 860.0381271693109
G 895.476296981621
H 1064.4659326609094
I 963.1457589738627
J 879.2476545640903
K 451.34903553380616

The indicative functional dependencies obtained for test dataset is 63 based
on the prominent attributes D,F,K and they are similar to the result ob-
tained for training dataset. From this it is evident that the result obtained is
accurate.

5 Conclusion

We presented a method to find the indicative functional dependencies for
the relational databased with high number of attributes. Data from rela-
tional databases were processed to find the prominent attributes by building
a regression model. Again we considered the dataset only with relevant at-
tributes, further obtaining the indicative functional dependencies with the
help of FD Mine algorithm.

We have done experiments on different datasets and have seen that the
result is accurate.
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Novel Research in the Field of Shot Boundary 
Detection – A Survey 

Raahat Devender Singh and Naveen Aggarwal 

Abstract. Segregating a video sequence into shots is the first step toward video-
content analysis and content-based video browsing and retrieval. A shot may be 
defined as a sequence of consecutive frames taken by a single uninterrupted cam-
era. Shots are the basic building blocks of videos and their detection provides the 
basis for higher level content analysis, indexing and categorization. The problem 
of detecting where one shot ends and the next begins is known as Shot Boundary 
Detection (SBD). Over the past two decades, numerous SBD techniques have 
been proposed in the literature. This paper presents a brief survey of all the major 
novel and latest contributions in this field of digital video processing. 

Keywords: Shot boundary detection, scene change detection. 

1 Introduction 

The increased availability and usage of digital video obligates development of 
techniques that analyze video content automatically. Almost all content-analysis 
operations rely on automatic detecting of the boundaries between camera shots. 
Since SBD provides a foundation for almost all video abstraction and high-level 
segmentation tasks, it has a rich and vast history. The next section provides a brief 
and general introduction to the problem of detection of shot boundaries in a digital 
video and the various evaluative measures that are used to judge the performance 
of the various approaches that are suggested as a solution to this problem. 

2 Introduction to Shot Boundary Detection 

A shot is an unbroken sequence of frames taken from one uninterrupted camera. 
Shot Boundary Detection (SBD) is the detection and classification of transitions  
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between adjacent shots. There are a number of different types of transitions that can 
occur between shots which can be characterized as abrupt changes (hard cuts) or 
gradual transitions (dissolves, wipes, fades). 

Hard cuts (or simply, cuts) represent the most common type of transition in vid-
eos where there is a clear distinction between the contents of two frames. Dis-
solves constitute the gradually disappearance of one frame and appearance of an-
other. Disappearance of a frame into a dark frame (fade-out) or appearance of a 
frame out of a dark frame (fade-in) together are termed as FOI (Fade Out/In). In 
wipes appearing/disappearing shots coexist in different spatial regions of the transi-
tion frames [1]. 

2.1 Performance Evaluation 

The comparison between the output of an algorithm and the ground truth is 
performed based on the number of missed and false detections. A missed detection 
is the one when a shot boundary actually existed but wasn’t detected by the 
algorithm. On the other hand, a false detection occurs when the algorithm detects 
a transition where an actual boundary didn’t exist. The basic evaluative measures 
in detection and retrieval problems are recall, precision and F-measure.  

Recall estimates what proportion of the correct shot boundaries is detected, 
while precision appraises what proportion of the detected boundaries are correct. 
F-measure (or F1 score) reflects the temporal correctness of the detected results 
[2]. To evaluate the performance of their algorithms, researchers have been known 
to use either their own test sets or utilize standard test sets, like the ones provided 
by TRECVid [3], which makes it easier to compare their results with those of 
other techniques. 

3 Survey of Novel Contributions to the Field of SBD 

Despite the vastness of this field, most of the proposed approaches utilize a 
handful of techniques to tackle the problem of transition detection, which include 
pixel-based and histogram-based approaches, methods that focus on edge 
information, texture or color features of the video frames, methods that utilize 
motion or audio features, approaches based on statistical techniques or statistical 
classifiers etc. Consequently, various comprehensive surveys and reviews also 
focus on a limited and specific range of available techniques. Since this field of 
video processing has a long history, many past surveys do not include the latest 
additions to the pool of proposed methodologies.  

This paper, however, presents all the major novel and latest contributions that 
utilize an amalgamation of concepts and techniques to achieve enhanced results 
for the daunting task of video shot boundary detection. For the sake of brevity, 
only a general insight into the working of these methods has been provided with-
out going over any technical details of their functioning. 
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3.1 Techniques for Abrupt Transition Detection 

This section summarizes the innovative techniques formulated to detect only the 
abrupt transitions (hard cuts) in video sequences. 

3.1.1 Thresholding of Histogram Intersection 

It’s been observed that many SBD techniques use histogram to differentiate be-
tween transition and non-transition frames by applying thresholds to histogram 
intersections, which could be local, global or adaptive in nature. The following 
table summarizes the methods that fall under this category. 

Table 1 Summarization of histogram intersection-based thresholding algorithms. R, P and 
F denote recall, precision and F-measure values, respectively.  

Algorithm Technique Used Test Set Results (%) Salient Features 

Audio-Assisted 
Video Segmentation 

 
Jiang et al.  

[4] 

Integration of audio   
analysis and color track-
ing to cluster shots into 
semantically correlated 
groups 

 

TV news 
broadcasts 
in MPEG-7 

format 

R=91.9 

P=86.8 

Includes an efficient  
audio segmentation and 
speaker change detection 
algorithm 

Shot Connectivity 
Graph 

 
Javed et al.  

[5] 

Exploitation of sematic 
structure of videos, 
segmentation of video 
into shots, construction 
of data-structure (graph) 
linking similar shots 
over time 
 

4 episodes 
of a specific 

talk show 

F=97.1 Robust due to lack of time 
constraint on segmenta-
tion, 

Good for videos with low 
spatial and temporal  
resolution 

Colored Pattern 
Appearance Model 

 
Sze et al.  

[6] 

Modelling of visual 
appearance of a small 
image block by the 
stimulus strength, the 
spatial and color pattern 

MPEG-7 
format home 
videos with 
strong noise, 

motion 

R=95.2 

P=35.4 

Sufficiently invariant to 
strong noise and large  
object/camera motion, 

Adaptive threshold 

Modified Phase 
Correlation  

 
Urhan et al.  

[7] 

Use of Fourier transform 
to detect similarity 
between spatially sub-
sampled frames, local 
and global thresholding 
of phase-correlation 
peaks, mean and vari-
ance tests for false 
detection removal 

Archive 
B&W films 

MPEG-7 
format hand-
held camera 

videos 

R=98.5 

P=94.2 

Reduced computational 
load due to spatial sub-
sampling, 

Insensitive to global 
illumination changes, 
severe noise 

 
All these methods use a limited and specific range of test videos, most of which 

contain a lot of noise and motion disturbances. Method suggested by Urhan et al. 
in [7] seems to provide the best results in this category. 
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Table 2 Summarization of hybrid approaches. R, P and F denote recall, precision and F-
measure values, respectively. FAR stands for False Alarm Ratio. 

Algorithm Technique Used Test Set Results (%) Salient Features 

Constant False 
Alarm Ratio 

Approach 
 

Liu et al.  
[8] 

Detecting cuts by calcu-
lating the current frame 
distance and counting 
the number of previous 
differences less than this 
one to guarantee a  
controllable false alarm 
ratio 
 

MPEG-7 
format 
movies, 

news videos

FAR=10 Controllable FAR, 

Computable misdetection 
ratio, 

High detection accuracy 

Feature Tracking 
and Automatic 

Threshold  
Selection 

 
Whitehead et al.  

[9] 

Measuring dissimilarity 
among frames using  
feature tracking metric 
by tracking fine details 
(corners, texture),  
determination of global 
threshold from PDF of 
difference values 
 

Variety of 
videos with 
fast camera/

object 
motion, 
special 
effects 

R=96.1 

P=87.4 

F=90.8 

Reduced false alarm rate, 

Enhanced robustness 
against camera and object 
motion without additional 
computational cost 

Best-Fitting 
Kernel 

 
Urhan et al.  

[10] 

Identification of the 
boundary candidates 
based on the absolute 
frame difference  
between estimated and 
original image frames, 
classified using combi-
nation of local and  
global thresholds 

 

Highly  
degraded 

B&W  
archive 
films 

R=93.0 

P=93.3 

F=93.2 

False detections because 
of intensive camera and 
object motion, 

Similar scene content 
causes missed cuts 

 

Video Mosaicing 
and 

Montage Rules   
 

Chen et al.  
[11] 

Use of video mosaicing 
for b/g reconstruction 
and film making aka 
montage rules for the  
extraction of spatio-
temporal features from 
video sequences 
 

MPEG-1 
format 

home video, 
movies of 

various  
genres 

R=77.3 

P=77.5 

Sufficiently invariant to 
strong noise, large ob-
ject/camera motion 

 

Modified Dugad 
Model  

 
Krulikovská and 

Polec [12] 

Calculation of difference 
measure from successive 
frames within a sliding 
window 

Real-time video shot cut 
detection with the use of 
statistically adaptive 
threshold 

Standard 
TRECVid 

test set 

R=98.1 

P=96.8 

F=97.4 

No computational delays 
since previously evaluated 
frames are used by the 
model to adapting itself to 
the sequence statistics 
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3.1.2 Hybrid Approaches 

Instead of simply applying threshold to histogram intersections, the following 
methods implement a hybrid technique to extract useful features from video 
frames and calculate frame dissimilarity measure (distance measure) and perform 
shot boundary detection.  

It can be concluded from the table that the method proposed in [12] generates 
best results by operating on a benchmark dataset provided by TRECVid. 

3.2 Techniques for Gradual Transition Detection 
This section summarizes the innovative techniques formulated to detect only 
gradual transitions–GTs, like dissolves, fades and wipes in video sequences. 

Table 3 Summarization of GT detection approaches. R, P and F denote recall, precision and 
F-measure values, respectively. 

Algorithm Technique Used Test Set Results (%) Salient Features 

Temporal  
Characteristics of  

Intensity  
Variation 

 
Truong et al.  

[13] 

Application of two 
thresholds on the char-
acteristic downwards 
curve formed by tem-
poral intensity variation 
of frame pixels during a 
dissolve transition  

Standard 
test set of 
variety of 

videos 

Dissolves:

R=82.2 
P=75.1 

Fades: 

R=92.8 
P=89.6 

Improver false alarm 
reduction via the use of 
two thresholds, 

Sufficiently invariant to 
noise and motion present 
in video   

Morphological  
Filters and Radon 

Transform 
 

Nam and Tewfik 
[14] 

Processing of temporal 
evaluation of intensity  
variation of pixels via 
morphological filters,  
detection of wipes using 
Radon transform of  
every frame  

TV news, 
documen-

taries,  
music con-
certs and 
feature 
films 

 

Dissolve: 

R=86.8 
P=80.3 

Wipes: 

R=77.7 
P=76.3 

Separate algorithms for 
different transitions, 

Effective distinction be-
tween fades and dissolves 

Meta-Segmentation 
Approach  

 
Tsamoura et al.  

[15] 

Color coherence, lumi-
nance center of gravity 
and intensity variation 
features extracted from 
frames and  fed into a  
binary classifier: 
(Support Vector Ma-
chine-SVM) 
 

TRECVid 
2007 data 
set with  
intense 

 motion and 
luminance 
variations 

R=88 

P=73 

No need for threshold 
selection, 

Reduced sensitivity to 
local/global motion, illu-
mination changes and 
noise in video 

Audio-Visual  
Feature Extraction 

 
Sidiroupoulos et al.  

[16] 

Incorporation of  low 
and high level audio and 
visual cues (extracted 
from visual and auditory 
channels) into General-
ized Scene Transition 
Graph 

Set1- 
TRECVid 

dataset, 

Set2-
movies, 

Set3-news 
clips 

F(set1)= 

88.9 

F(set2)= 

85.5 

F(set3)= 

78.7 

Reduced computational 
cost, 

Diminished need of heu-
ristic parameter setting, 

Generalizable to various 
genres of videos 
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Table 4 Summarization of statistical approaches to SBD. R, P, F denote recall, precision 
and F-measure, respectively. 

Algorithm Technique Used Test Set Results (%) Salient Features 

N-Distance  
Measure Model 

 
Huang and Liao 

[17] 

Combination of intensity 
and motion features for 
scene change detection 
using a moving window 
and two thresholds  

Action 
movies, 

news, sports 
music  
videos, 

commer-
cials and 
sitcoms 

Cuts: 

R= 97.7 
P= 96.8 

 

GTs: 

R= 93 
P= 78 

Relaxed threshold selec-
tion, 

Efficient reduction in 
false alarm rate,  

Two thresholds help avoid 
false alarms due to camera 
zoom and pan operations 

 

Motion and  
Illumination  
Estimation 

 
Li and Lai  

[18] 

Exploitation of motion/  
illumination estimation in 
a video via generalizable 
optical flow  constraint, 
incorporation of motion 
vectors to encompass  
intensity changes 

TRECVid  
data set  
videos 

Cuts: 

R= 96.8 
P= 92.9 

GTs: 

R= 77.4 
P= 81.4 

Robust against translation, 
rotation, scaling, zooming 
and object motion, 

Simple data analysis,  

Easier global threshold  
selection 

 

Change  
Detection  
Theory 

 
Lelescu and 
Schonfeld  

[19] 

Modelling video sequenc-
es as stochastic processes 
and scene changes as 
changes in the parameters 
of these processes, dimen-
sionality reduction via 
PCA (performs additive 
(AMCD) and non-additive 
modeling (NAMCD)) 

MPEG-2 
format  

news, sports 
and music 

videos, 
documen-

taries 

AMCD: 

R=92 
P=72 

NAMCD 

R=81 
P=65 

Single-pass, real time  
approach for compressed 
videos, 

No a priori assumptions: 
(limits scope of algo-
rithm) 

No predefined windows, 

Invalidates alarms from 
camera zoom and pan 

Multi-Stage  
Approach for  
Edit Detection 

 
Zheng et al.  

[20] 

Cut detection via second-
order difference method, 
FOI detection via mono-
chrome frame identifica-
tion, twin comparison and 
FSA for GT detection 

Large data-
base con-
sisting of 
TRECVid 

2003/ 2004 
datasets 

Cuts: 

R=92.1 
P=91.2 
F=92.6 

GTs: 

R=91.7 
P=71.4 
F=80.3 

Immune to abrupt illumi-
nation change, large  
object/camera movement, 

Utilizes motion based 
self-adaptive threshold 
along with global and 
heuristically determined 
ones 

Fuzzy Logic 
Based Cut  
Detection 

 
Fang et al.  

[21] 

Combination of color,  
texture, edge variance, 
motion compensation  
features into a hybrid  
feature via their fuzzy 
membership, use of fuzzy 
rules and thresholds,  
analysis of change in pixel 
variance with Canny edge 
detector for GT detection 

2 open test 
datasets 

R=98.8 

P=96.0 

F=97.4 

Easier assignment of  
importance to features, 

Easier selection of  
optimal thresholds, 

Fuzzification leads to a 
robust and reliable  
technique 
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Table 4 (continued) 

Linear Transition 
Detector 

 
Grana and 
Cucchiara  

[22] 

Iterative algorithm that 
exploits a linear transition 
model with additional  
capabilities to cope with 
non-linear factors such as 
camera/objects motions, 
color/luminance variations

Set 1: 
TRECVid 

data set 

Set 2: 

MPEG-7 
format 
sports  
videos 

Set1:Cuts:

R= 95.7 
P=82.3 

GTs: 

R= 73.9 
P= 65.4 

Set2: Cuts:

R=86, P=75

GTs: 

R=77.6 
P=71.6 

 

Requires only two param-
eters, thus makes the 
training process easier, 

Use of a precise model 
leads to more discrimina-
tive power than a general 
method, 

Assumes linearity of the 
transition effect 

 

GED and 
 Gaussian  
Functions 

 
Amiri and Fathy 

[23] 

Definition of a distance 
metric from color histo-
grams and GED to capture 
temporary color distribu-
tion of frame, metric 
demonstrated abrupt 
changes in hard cuts, 
semi-Gaussian behavior  
in GTs 

Set 1: 
TRECVid 
2006 data 

set 

Set 2: news, 
music, 
sports  
videos,  

cartoons, 
documen-

taries 
 

Set1:Cuts:

R=97, P=95

GTs: 

R=95, P=92

Set2: 

R= 96.8 
P=94 

 

Independent of video  
content,  

Cost effective, 

Less sensitive to object 
motion, color and illumi-
nation variations, camera 
zoom/pan, 

False alarms caused by 
flashlights and very high 
speed camera motion 

Dual Detection 
Model 

 
Jiang et al.  

[24] 

Incorporation of color  
histogram and pixel value 
differences (human visual 
features) in an adaptive 
binary search procedure, 

Feature matching using 
scale invariant feature 
transform (SIFT) algo-
rithm for handling false 
alarms 

TRECVid 
dataset in 

addition to 
videos from 

internet 

Cuts: 

R=93.3 
P=98.9 

GTs: 

R=89.0 
P=74.3 

 

 

Simultaneous detection of 
cuts and GTs, 

Considerable reduction in 
computational complexi-
ty, 

Efficient removal of false 
alarms due to large cam-
era/object motion  

 

 
It’s observed that the technique in [16] produces good results for TRECVid  

data set; however, fades are best detected by the method proposed in [13]. 

3.3 Techniques for Abrupt and Gradual Transition Detection 

This section summarizes the novel techniques formulated to detect both hard cuts 
and gradual transitions in video sequences. All the techniques have been classified 
according to the dominant course of action followed by them. The categories are: 
statistical approaches, clustering and rule-based approaches, machine learning  
approaches and content based unprecedented approaches.   
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3.3.1 Statistical Approaches 

The scope of this category ranges from approaches that utilize simple statistical 
techniques like sum of absolute difference of pixel intensities to those employing 
more elaborate statistical techniques such as Principal Component Analysis (PCA) 
and Finite State Automata (FSA). 

On a standard test set (TRECVid in this case), the best results can be said to 
have been achieved by the method proposed in [23]. Fuzzy logic brings certain 
advantages to the field of transition detection [21] and is leads to generation of 
good results as well. 

3.3.2 Clustering and Rule-Based Approaches 

The following techniques either follow a specific modeling rule to detect bounda-
ry frames or try to distinguish between normal frames and transitions frames by 
judging similarities/dissimilarities among them and clustering them with or with-
out the help of thresholds. 

Table 5 Summarization clustering and rule-based approaches. R, P, F denote recall, 
precision and F-measure, respectively. C stands for cuts, FI means fade-in, FO means fade-
out, D stands for dissolves. 

Algorithm Technique Used Test Set Results (%) Salient Features 

Video Edit Models 
 

Hampapur et al. 
[25] 

A rule based model that 
studies video production 
processes to capture content 
and production style of  
every video individually  

Cable TV 
data: news, 
sports and 

music  
videos, 

commer-
cials and 
sitcoms 

 

F= 

91 (C) 

75 (FI) 

100 (FO) 

73 (D) 

Top-down approach: 
simpler computations,  

Robust against camera 
pan and zoom, 

Most errors occur due to 
object motion too close 
to camera 

Histogram-Based 
Fuzzy C-Means 

Clustering 
 

Lo and Wang  
[26] 

Amalgamation of threshold 
based and clustering based 
approaches to overcome the 
problem of correct thresh-
old determination and  
accurate estimate of number 
of clusters (with the use of 
fuzzy logic) 

Soap  
operas, 

commer-
cials and 
movies of 

various  
genres 

Hit Ratio: 

HR=91.2 

False Ratio:

FR=19.2 

Both robust and  
gereralizable due to its 
fuzzy nature, 

Operates under several 
limiting assumptions 
which may be impracti-
cal to satisfy 

Normalized Cut 
Criterion 

 
Damnjanovic  

et al. [27] 

Partitioning of frames into 
clusters by focusing on their 
semantic structure with the   
help of adaptive thresholds 

Videos 
showing 
different  
editing  
effects, 

news, music 
videos, 

documen-
taries,  

animations

R=91 

P=89 

Simultaneous detection 
of cuts and GTs, 

Not completely immune 
to illumination/color 
changes and extensive 
animation effects  
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On a wide range of test videos, the technique proposed by Damnjanovic et al. 
in [27] produces favorable results. 

3.3.3 Machine Learning Approaches 

In the methods that follow, features, after being extracted from the frames, are fed 
into supervised or supervised classifiers which then learn how to detect transitions 
from a training set and use this knowledge to detect transitions on actual test set, 
thereby avoiding the use of thresholds for decision making. 

Table 6 Summarization of machine learning approaches to SBD. R, P, F denote recall, 
precision and F-measure, respectively. 

Algorithm Technique Used Test Set Results (%) Salient Features 

Foveation points
 

Boccignone  
et al. [28] 

Computation of consistency 
measure of the fixation  
sequences generated by an 
ideal  observer looking at the 
video at each time instant, 
brightness, color, orientation 
information encapsulated 
into a Bayesian formulation 

TRECVid 
2001  

dataset 

Cuts: 

R=97 
P=95 
F=93 

Dissolves: 

R=92 
P=89 
F=90 

 

Single algorithm that 
detects both types of 
transitions (no needless 
computational over-
head), 

Insensitive to small  
object motion,  

Slight computational 
bottleneck, requires a 
hardware solution in 
case of time-sensitive 
tasks 

MV Filtration 
Scheme and RCH

 
Han et al.  

[29] 

Features in the form of  
dominant color mask  
projection and Motion  
Vectors (MVs) along with   
Region Color Histograms 
(RCH) integrated into SVM 
based  
classifiers 

12 soccer 
videos with 

complex 
editing  

effects and 
sudden 
camera 
motion 

Cuts: 

F=98 

GTs: 

F=85 

Enhanced capabilities to 
reduce false alarms and 
missed detections, 

Robust on a large  data 
set, 

Immune to camera 
zoom/pan, 

Works for sports videos 
only 

Supervised  
Learning  

Methodology 
 

Chasanis et al. 
[30] 

 

Learning based technique 
that detects shot boundaries 
by capturing difference  
between the visual content 
of normal frames and transi-
tion frames, final classifica-
tion performed via SVM  

TV series, 
educational 

films, 
documen-

taries 

Cuts: 

R=99.4 
P=98.6 

Dissolves: 

R=90.8 
P=86.0 

Threshold independent,  

Insensitive to content of 
video,  

No a priori knowledge 
required, 

Simultaneous detection 
of cuts & dissolves 

 

 
Foveation point based approach in [28] uses a benchmark TRECVid dataset 

and is capable of generating very good results. 
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3.3.4 Content-Based and Unprecedented Approaches 

This section summarizes methodologies that either depend highly on the underly-
ing content of video sequences or utilize a key idea that had never been used for 
the task of transition detection. By focusing on the semantics of the video, these 
algorithms are able to diminish the effects of scaling, rotation and translation. 

Table 7 Summarization of statistical approaches to SBD. R, P, F denote recall, precision 
and F-measure, respectively. 

(Note:- Authors of [33] used a different set of evaluative measures: these were 
robustness (µ), missless error (Em), falseless recall (Rf) and gamma (γ). The best 
values obtained for these metrics were 0.11, 0.37, 0.51 and 0.80 (for cuts) and 
0.11, 0.61, 0.43 and 0.69 (for flashes). Recall and error rates (α and β) were used 
to judge the fade detection results. For all fades recall and error were reported to 
be 0.95 and 0.30, however, for long fades, error of 0.05 was obtained.) 

Algorithm Technique Used Test Set Results (%) Salient Features 

Back-Ground 
Tracking 

 
Oh et al.  

[31] 

Computation of background 
difference between frames, 
use of semantics of frame 
background to handle  
various kinds of camera  
motions 

Cartoons, 
soap  

operas,  
sitcoms, 
music  
videos,  
science  
fiction 

Cuts: 

R= 97.7 
P= 96.8 

GTs: 

R= 93 
P= 78 

 

Less sensitive to the 
predetermined threshold 
values,  

Good for large data-
bases since it exhibits 
time/space efficiency, 

Intuitive and generic 
threshold makes the  
algorithm extendable 

 

Spatial-Temporal 
Joint Probability 
Image Analysis 

 
Li et al.  

[32] 

Combination of spatial and 
temporal characteristics of 
pixel intensities and use of 
joint probability for  
accurate characterization of 
the temporal evolution of the 
visual characteristics of  
videos 

Sports and
battlefield 

videos with 
fast 

camera and 
object 

motion and 
captions 

Cuts: 

R=97, P=96

Cross  
dissolves: 

R=82, P=93

Dither  
dissolves: 

R=75, P=81

 

Efficient, fast, scalable 
and very suitable for  
real-time video segmen-
tation, 

Poor performance in 
case of large  
object/camera motion 

Virtual Rhythm 
 

Guimarães  
et al. [33] 

Transformation of segmenta-
tion problem into pattern  
detection problem, use of 
morphological, topological, 
discrete geometry tools to 
segment videos without  
dissimilarity measures 

Videos with 
zoom, tilt, 

pan effects, 
special 
effects,  
object  
motion 

See ‘Note’ 
before  
table 

Uses global information 
thus invariant to scaling 
/rotation/translation, 

Capable of accurately 
detecting flashes, 

Implementationally 
simple, 

Low processing cost, 

Reduced number of 
missed detections 
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Table 7 (continued) 

Color Anglograms 
and  

Latent Semantic 
Indexing 

 
Zhao and Grosky 

[34] 

Negotiation of gap between 
low-level features and  
high-level concepts by  
uncovering semantic  
correlation between frames 
via extracting underlying  
semantic structure of video 
frames 

TV com-
mercials, 

movie  
trailers and 
news videos

Cuts: 

R=91.4 
P=82.9 

GT: 

R=88.3 
P=72.6 

 

 

Invariant to scaling/ 
rotation/translation, 

Tolerant towards 
object/camera motion  

Animate Vision 
 

Albanese et al. 
[35] 

Computation of an arbitrary 
similarity measure between 
consecutive frames by  
utilizing mechanisms of  
visual attention (color, shape 
& texture) used by humans 
to recognize significant  
changes in the visual content

Movies and 
documen-

taries 

 

Cuts; 

R= 100 
P= 91.1 

 

Dissolves 

R=98.0 
P=87.7 

 

Dynamic threshold for 
dissolve detection, 

Inefficient in presence 
of rapid camera/object 
movements 

Visual Attention 
Model 

 
Mendi and 

Bayrak 
[36] 

Utilization of color and  
luminance features of the 
frames to identify structural 
similarity between frames 
(motivated by the human 
visual system) 

Two neuro-
surgical 

videos with 
cuts and 
dissolves 

 

 

R=100 

P=92 

Immune to dissolve  
effect, 

Useful for key-frame 
extraction, 

Restricted data set used 
for evaluations  

 
The animate vision approach of [35] produces best results in this category, but 

it’s important to realize that the test videos used in the method (movies and docu-
mentaries) usually have specific production rules associated with them, which are 
somewhat helpful in detection of transitions. For a more general and elaborate test 
set, background tracking in [31] performs rather well. 

3.4 Conclusion 

This paper presented a brief survey of all the major novel and latest contributions 
in the field of shot boundary detection, along with the reported system 
performance statistics and special features of each methodology. This work can 
serve as a reference for working in SBD application. 
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Fuzzy Based Approach to Develop Hybrid 
Ranking Function for Efficient 
Information Retrieval 

Ashish Saini, Yogesh Gupta, and Ajay K. Saxena  

Abstract. Ranking function is used to compute the relevance score of all the doc-
uments in document collection against the query in Information Retrieval system. 
A new fuzzy based approach is proposed and implemented to construct hybrid 
ranking functions called FHSM1 and FHSM2 in present paper. The performance 
of proposed approach is evaluated and compared with other widely used ranking 
functions such as Cosine, Jaccard and Okapi-BM25. The proposed approach per-
forms better than above ranking functions in terms of precision, recall, average 
precision and average recall. All the experiments are performed on CACM and 
CISI benchmark data collections. 
 

Keywords: Information retrieval, precision, recall, vector space model, ranking 
function. 

1 Introduction 

Information Retrieval (IR) means finding a set of documents that is relevant to the 
query. The ranking of a set of documents is usually performed according to their 
relevance scores to the query. The user with information need issues a query to the 
retrieval system through the query operational module. 
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Fig. 1 A general IR system architecture  

A general IR system architecture is shown in Fig. 1 [1]. In this figure, IR sys-
tem is divided into two parts. First is the document archive, a set of textual units 
(often called document collection), and second is a retrieval system with query. A 
user of a retrieval system presents queries to describe which kinds of documents 
are desired. The retrieval system matches the queries against the documents in the 
textual archive. It then returns the user a list of sub-collection of the documents 
which are deemed as “best matches”.  

Traditionally, documents may be available in different forms e.g. full text, hy-
pertext, administrative text, directory, numeric or bibliographic text [2]. It is very 
difficult to match these documents with queries to extract relevant information 
(documents). Therefore, IR models are used to represent these documents in an 
appropriate manner. The IR model gives the fundamental premises and forms the 
basis for ranking. Although different IR models are available in literature, but 
Vector Space Model (VSM) [3] is the best-known and most widely used IR mod-
el. This model creates a space in which both documents and queries are represent-
ed by vectors. A |v|- dimensional vector is generated for each document and query 
for a fixed collection of documents, where |v| is the number of unique terms in the 
document collection. VSM has some advantages over other IR models such as it is 
simple model and can handle weighted terms. It also produces a ranked list as 
output that reduces administrative work.  

Therefore, VSM is used as a base model in this paper. IR system computes the 
relevancy of the documents against the queries with the help of ranking function. 
Some efforts have made by different researchers to construct an effective ranking 
function for enhancing the performance of IR system in recent years. Fan et al. [4] 
proposed that ranking functions could be represented as trees. They also proposed 
a classical generational scheme for ranking function. Pathak et al. [5] proposed the 
linear combination of similarity measure and then used GA to optimize the weight 
of each similarity measure. This approach suffers two drawbacks. First, it is a time 
consuming process and second, it is not able to capture vagueness and uncertainty 
of query as well as of documents. Sahami [6] proposed a new approach to measure 
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the similarity between short text snippets by leveraging web search results to pro-
vide greater context for the short texts. Faltings [7] also presented a novel  
approach that allowed similarities to be asymmetric while still using only infor-
mation contained in the structure of the ontology. Torra et al. [8] used Fuzzy 
graphs to calculate similarity between words based on dictionaries. Chen [9] pre-
sented a new ranking function to handle the similarity problems of generalized 
fuzzy numbers based on the geometric mean averaging operator. Usharani et al. 
[10] used GA to calculate similarity of web document based on cosine similarity. 

In the present paper, a new fuzzy hybrid ranking function called as FHSM is 
proposed and two ranking functions FHSM1 and FHSM2 are developed for vector 
space IR model by combining different ranking functions/similarity measures on 
the basis of optimal set of weights decided by fuzzy logic. The performance of 
proposed ranking functions are evaluated and compared with extensively used 
ranking functions cosine, jaccard and okapi-BM25 on the basis of average preci-
sion and average recall. Precision-Query curves and Recall-Query curves are also 
used to compare the performance of these ranking functions. 

The rest of present paper is organized as follows: section 2 describes proposed 
fuzzy based hybrid ranking function. Experiments and results are presented in 
section 3 and at last conclusion is drawn in section 4. 

2 Proposed Fuzzy Based Hybrid Ranking Function 

Fuzzy logic is used to determine appropriate weights for maximum retrieval effi-
ciency in developing proposed hybrid ranking function. The FHSM1 is the 
weighted sum of the scores returned by cosine and jaccard ranking functions and 
FHSM2 is the weighted sum of the scores returned by cosine and okapi-BM25 as 
given in (1) and (2) respectively. 

FHSM1 (D, Q) = w1* cosine + w2 * jaccard (1) 

FHSM2 (D, Q) = w1* cosine + w2 * okapi-BM25 (2) 

where D is the set of documents, Q is the set of queries and w1 and w2 are weights. 
Mamdani [11] type FIS is used in proposed approach with the help of Matlab 

Fuzzy Logic Toolbox [12]. In this FIS, the values of two input variables such as 
the values of cosine and jaccard/okapi-BM25 coefficients for each document are 
used to determine values of two output variables, weights w1 and w2 respectively. 
The range of input and output variables are represented by LOW, MEDIUM and 
HIGH. In this paper, triangular membership function is being used to map  
input space to a degree of membership of fuzzy set. The details of the membership 
functions for input and output variables of FHSM1 and FHSM2 are shown in  
Fig. 2. 
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Variables          Membership function 

 
Input:  cosine, jaccard/okapi-BM25 
 
Output:  W1, W2 

Fig. 2 Input and output membership functions  

The following fuzzy rule base is constructed to calculate the value of w1 and w2. 

1. If (cosine is Low) and (jaccard/okapi-BM25 is Low) then (w1 is Low) (w2 is 
Low) (1). 

2. If (cosine is Low) and (jaccard/okapi-BM25 is Medium) then (w1 is Low) (w2 
is Medium) (1). 

3. If (cosine is Low) and (jaccard/okapi-BM25 is High) then (w1 is Low) (w2 is 
High) (1). 

4. If (cosine is Medium) and (jaccard/okapi-BM25 is Low) then (w1 is Medium) 
(w2 is Low) (1). 

5. If (cosine is Medium) and (jaccard/okapi-BM25 is Medium) then (w1 is Medi-
um) (w2 is Medium) (1). 

6. If (cosine is Medium) and (jaccard/okapi-BM25 is High) then (w1 is Medium) 
(w2 is High) (1). 

7. If (cosine is High) and (jaccard/okapi-BM25 is Low) then (w1 is High) (w2 is 
Low) (1). 

8. If (cosine is High) and (jaccard/okapi-BM25 is Medium) then (w1 is High) (w2 
is Medium) (1). 

9. If (cosine is High) and (jaccard/okapi-BM25 is High) then (w1 is High) (w2 is 
High) (1). 

 

Fig. 3 Fuzzy inference engine for FHSM1 

0    0.15     0.3      0.5     0.7    1 

Low           Medium          High
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In order to interpret the entire fuzzy inference process at once, the fuzzy infer-
ence diagram [11] for FHSM1 and FHSM2 are presented in Fig. 3 and Fig. 4 re-
spectively. In these figures, the four plots in each row represent the antecedent and 
consequent of the particular rule. Hence, each rule is a row of plots and each col-
umn is a variable. The first two column of plot show the membership functions 
referenced by the antecedent, or the if-part of each rule. The third and fourth col-
umns of plots show the membership functions referenced by the consequent, or 
the then-part of each rule. The bottom most plots in third and fourth column repre-
sent the aggregate weighted decision values of w1 and w2. These figures may be 
used as a diagnostic for the performance of all nine fuzzy rules. For example, the-
se show that which rules are active or how individual membership function shapes 
are influencing the results. 

 

Fig. 4 Fuzzy inference engine for FHSM2  

 

Fig. 5 Rule surface view of input and output variables of FHSM1  

 

Fig. 6 Rule surface view of input and output variables of FHSM2  
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The fuzzy implication is modeled by Mamdani’s minimum operator and the 
sentence connective is also interpreted as oring the propositions and defined by 
MAX operator. The AND operator is typically used to combine the membership 
values for each fired rule to generate the membership values for the fuzzy sets of 
output variables in the consequent part of the rule. 

Further, the three dimensional rule surfaces [11] are plotted in Fig. 5 and Fig. 6 
to display the dependencies of any one of two output variables (i.e. w1 and w2) on 
both the inputs variables (i.e. cosine, jaccard in case of FHSM1 and cosine, okapi-
BM25 in case of FHSM2). 

3 Experiments and Results 

All experiments have been performed on CACM and CISI data collections [13]. 
CACM and CISI are the benchmark datasets in English language and contain 3204 
and 1460 documents respectively. The twenty five queries are randomly chosen 
from each data collection. Then the similarity values are evaluated by using pro-
posed Fuzzy based ranking functions (FHSM1 and FHSM2) and ranking done 
accordingly. Top ranked fifty documents are taken to evaluate the performance of 
IR in terms of precision and recall. After that results are compared with the widely 
used ranking functions such as cosine, jaccard and Okapi-BM25.  

3.1 Precision - Query and Recall - Query Curve 

The precision-query curves for CACM and CISI datasets are shown in Fig. 7 and 
Fig.8 respectively.Fig.7 clearly illustrates that FHSM2 gives better precision val-
ues for twenty one queries and FHSM1 also outperforms other ranking functions. 
Similarly Fig. 8 shows the superiority of FHSM1 and FHSM2 over other ranking 
functions.  
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Fig. 7 Precision-Query curve for CACM dataset  
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Fig. 8 Precision-Query curve for CISI dataset  

The recall-query curves for CACM and CISI datasets are presented in Fig. 9 
and Fig. 10 respectively. Fig.9 shows that FHSM2 gives better recall values for 
twenty three queries out of twenty five and FHSM1 also gets better recall values in 
comparison to other ranking functions. Fig.10 also concludes that FHSM1 and 
FHSM2 are superior to others. 
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Fig. 9 Recall-Query curve for CACM dataset  
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Fig. 10 Recall-Query curve for CISI dataset 
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Table 1 Comparison of average precision and average recall of proposed approach with 
cosine, jaccard and okapi-BM25 for CACM dataset 

Methods 
Top 25 retrieved Documents Top 50 retrieved Documents 

Average Precision Average Recall Average Precision Average Recall  

Cosine 0.1880 0.1714 0.1472 0.2414 

Jaccard 0.1671 0.1530 0.1344 0.2053 

Okapi-BM25 0.1976 0.1868 0.1636 0.2818 

FHSM1 0.2023 0.1997 0.1701 0.2832 

FHSM2 0.2125 0.2422 0.1878 0.3412 

Table 2 Comparison of average precision and average recall of proposed approach with 
cosine, jaccard and okapi-BM25 for CISI dataset 

Methods 
Top 25 retrieved Documents Top 50 retrieved Documents 

Average Precision Average Recall Average Precision Average Recall  

Cosine 0.0546 0.0344 0.0531 0.0702 

Jaccard 0.0383 0.0191 0.0416 0.0374 

Okapi-BM25 0.1099 0.0718 0.0918 0.1178 

FHSM1 0.1112 0.0831 0.1006 0.1385 

FHSM2 0.1292 0.1004 0.1144 0.1584 

3.2 Comparison of Average Precision and Average Recall 

Table 1 and Table 2 show the comparison of the average precision and the average 
recall of the proposed ranking functions i.e. FHSM1 and FHSM2 with Cosine, 
Jaccard and Okapi-BM25 for CACM and CISI datasets respectively. From Table 
1 and Table 2, it is clear that the average precision and the average recall of the IR 
system are increased by proposed ranking functions. The analysis is done for top 
twenty five and top fifty retrieved documents. 

4 Conclusion 

The present paper proposes a fuzzy logic based approach to develop ranking func-
tions to enhance the performance of IR system. Specifically, two fuzzy hybrid 
ranking functions named as FHSM1 and FHSM2 are developed and implemented 
to improve the retrieval efficiency. The performance of the proposed approach is 
compared with widely used ranking functions as cosine, jaccard and okapi-BM25. 
The comparisons of results are done on the basis of precision and recall. The aver-
age precision and average recall are determined and efforts are also made to per-
form query wise analysis of results. The results are promising. It is also observed 
that FHSM2 gives better results than FHSM1 because individually okapi-BM25 
(part of FHSM2) outperforms jaccard (part of FHSM1). 
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Knowledge Transfer Model in Collective 
Intelligence Theory 

Saraswathy Shamini Gunasekaran, Salama A. Mostafa,  
and Mohd. Sharifuddin Ahmad 

Abstract. In a multi-agent environment, a series of interaction emerges that 
determines the flow of actions each agent should execute in order to accomplish  
its individual goal. Ultimately, each goal realigns to manifest the agents’ common 
goal. In a collective environment, these agents retain only one common goal from 
the start, which is achieved through a series of communication processes that 
involve discussions, group reasoning, decision-making and performing actions. 
Both the reasoning and decision-making phases diffuse knowledge in the form of 
proven beliefs between these agents. In this paper, we describe the concept of 
discussions, group reasoning and decision making, followed by its corresponding 
attributes in proposing a preliminary Collective Intelligence theory. 

Keywords: collective intelligence, decision-making, multi-agent systems, 
collaboration. 

1 Introduction  

Conceptually, an agent is sharply autonomous at understanding its environment in 
order to pursue its goal. These intelligent entities are robustly designed such that 
they are capable of learning and adapting themselves in group tasks as evident in 
many fields. Military and defense is one such field in which agents are deployed in 
unmanned aerial vehicles (UAVs) for the search and surveillance missions. As 
such, many of these multi-agent systems incorporate swarm-based algorithms that 
were introduced by Bonobeau and Meyer [1]. These algorithms somehow revolve 
around the idea of negotiation and game theories. 

Agents in a multi-agent system negotiate with each other to achieve their 
individual goals [5][16]. The communication process that occurs between these 
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agents is fundamental so as to coherently fulfill their group optimal goal. Sufficiency 
in terms of the communication process is reflected by the efficiency of a task being 
accomplished. Generally, the efficiency rate is subject to the problem domain.  

In this paper, we propose our collective intelligence (CI) theory in which we 
mimic the actual communication process that occurs between two or more human 
entities and analyze the possible processes and their attributes in the pursuit of 
enhancing the efficiency of a collaborative goal attainment strategy. We discuss 
the processes that act as the driving force on the emergence of collective 
intelligence that is derived from an active collective discussion which occur 
amongst two or more human entities. Furthermore, we explain the attributes that 
are involved in the processes. The motivation of this work is inspired by the need 
to model such emergence which could be deployed in multi-agent systems for 
improved performance. 

2 Research Objectives 

Collective Intelligence (CI) systems have aroused the interest of many researchers 
due to its (i) adaptivity in uncertain environments, (ii) ability to organize 
themselves autonomously, and (iii) emergent behavior. Among others, multi-agent, 
adaptive, swarm intelligence, and self-organizing systems are considered to be CI 
systems. However, while the growth of research in CI systems continues, it has yet 
to lead to a systematic approach for model design of these kinds of systems [11]. 
Understanding the emergence of intelligent collective behaviors in social systems, 
such as norms and conventions, higher level organizations, collective wisdom and 
evolution of culture from simple and predictable local interactions has been an 
important research question since decades [12], [19]. Agent-based modeling of 
complex social behaviors by simulating social units as agents and modeling their 
interactions provides a new generative approach to understanding the dynamics of 
emergence of collective intelligent behaviors.  

To achieve the aim of the research, the following objectives are proposed:  

1. To investigate and identify the processes and attributes that instantiate the 
emergent intelligence of a collective interaction between human entities. 

2. To organize these processes and attributes into adaptive sequential 
phases. 

These objectives manifest a preliminary theory of the emergence of collective 
intelligence. 

3 CI Mechanism 

Embarking upon the theory of Collective Intelligence (CI) that emerges from the 
intellectual discussions amongst human entities reveals a higher rate of success in 
goal attainment[13][2][11][22][23]. CI, Swarm Intelligence, Collaborative 
Intelligence, Group Intelligence as the many terms deployed in the concept, the 
integrity between all of which often propose the idea of a group goal attainment. 
This is the basis that supports a team of actors to incorporate their individual 
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diversity of knowledge and experience in the pursuit of a common goal [25][12], 
resulting in a dynamic process of intelligent group discussion, reasoning and 
decision-making.  

Therefore to begin with, we observed and recorded nine separate meetings. 
Seven of these meetings were general business meetings and two were building 
design meetings. Interestingly, the observations lead us to three important 
discoveries. 

1. Knowledge is the focal interaction attribute that is communicated between two 
or more entities.  

2. Knowledge is transformed and cross-fertilized through a series of discussions, 
reasoning process and decision making. 

3. Knowledge is communicated iteratively in order to manifest collective 
intelligence (e.g. goal attainment). 

Figure 1 below describes the knowledge flow that is perceived from the nine 
meetings. The knowledge diffuses and transforms through four important phases 
which includes understanding problem, obtaining ideas, reasoning process and 
implementation and testing. The discoveries of the phases were carefully evaluated 
in [6]. 

 

 

Fig. 1 Phases in the preliminary theory of Collective Intelligence 

3.1 Knowledge as the Focal Interaction Attribute That Is 
Communicated between Two or More Entities 

Communication is the key in any collective environment. It allows entities in a 
group to moderate information, ideas, and feelings as well as to create and share 
meaning.  It is a two-way process of reaching mutual understanding [9][3]. As 
such, communication can be presented in a lingual and non-lingual form [14]. 
Lingual communication involves the characterization of words through verbal or 
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written forms. Non-lingual communication involves the action reflected through a 
certain behavior. The effectiveness of a communication is often influenced by the 
ability of oneself to understand the motive or goal one has crafted and assimilating 
that within the environment it resides in [21].  Inevitably, different environments 
enforce different rules that govern the construction of a goal.  

Seemingly, these rules are a reflection of information one has over the domain. 
This information is knowledge that one has gathered through education or 
experience in life [10]. For instance, a mother’s knowledge on child upbringing 
may have differed from how it was a century ago or in terms of the various culture, 
ethnic, region or even countries we live in. A century ago, perhaps we would not 
have heard of vaccination for measles which at current time is a must in certain 
countries.  

Therefore, knowledge is the root to the establishment of any form of 
communication [4]. Every entity in a group interaction is equipped with a certain 
degree of knowledge in order to communicate effective solutions in various fields 
[8] [17] [20] [24].    

In our CI theory, we embark on the principle of representing each entity as having 
its own personal intelligence (PI). PI represents the mental consciousness one has 
over one’s physical and neurological capability which is knowledge and enabling that 
to stimulate the social structure in order to achieve its goal. Success due to one’s PI is 
often influenced by how one’s knowledge is utilized in achieving a goal.  Hence, as 
our CI preliminary theory dictates, each entity in a group interaction is governed by 
various levels of PI due to variant degrees of knowledge. This knowledge is shared 
between entities for attaining effective decision making solutions. 

3.2 Knowledge Is Transformed and Cross-Fertilized  
through a Series of Discussions, Reasoning Process  
and Decision Making 

In every effective communication, knowledge is transferred from one entity to 
another. There is an inherent process that guides the knowledge transformation into 
meaningful decision-making options. From our observation, it is evident that a 
meeting often initiates with a discussion and proceeds when an entity in the group 
begins the topic of discussion by conveying the initial idea on the subject matter to 
the other members of the group.  The purpose of this gesture is to share knowledge 
based on one’s experience over the topic of discussion in the form of a lingual 
proposal.  However, during the course discussion, each member may argue the 
validity and effectiveness of the initial proposed idea and other corresponding ideas 
by elevating a legit reason.  

Consequently, the interactions turn into argumentation when other members 
suggest counter proposals of fresh new ideas. Here, argumentation is the process of 
diminishing an idea with specific reasons that support its purpose. While some 
group reasoning may progress smoothly, most of these reasoning processes 
experience a string of arguments that are ultimately resolved through negotiation. 
Ultimately, this negotiation process ensures that an agreement is reached for 
decision-making purpose. This agreement progresses into action performance  or 
re-discussed depending on its potential to solve the problem. A definition table is 
below summarizes the processes involved in the group interactions. 
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Table 1 Processes and its definition in knowledge transfer model in CI 

Process Definition
Discussion The process of conveying ideas between members of a group. 

• The principal concept of a discussion is to be able to share   
knowledge based on the experience one has over the topic of   
discussion, which is in the form of a lingual proposals. 

 
Argumentation The process of diminishing an idea with specific reasons that support its   

purpose. 
• Argue the validity and effectiveness of the proposed idea, by 

elevating a legit reason. 
 

Negotiation The process of validating the proposed idea based on certain 
parameters. 
• Any argument has to reach a point of agreement or disagreement. 

In order to achieve either state, the proposed idea and its   
supporting reasons have to be validated. 

 
Decision Making Execution of an idea.

 
This observation indicates the existence of a knowledge transfer model in our 

CI theory that involves any group interaction. The knowledge transfer model 
describes the processes that represent knowledge transformation. It is important to 
note that during the reasoning process, the knowledge is transformed in an 
iterative manner between the argumentation process and negotiation process. This 
is because the nature of a group interaction often involves immense idea 
generation between various parties. These collections of ideas is refined for 
optimal solution requiring a continuous set of agreements, disagreements, 
proposals and counter proposals, Once an idea or a combination of ideas has been 
agreed upon, a decision is made to implement the idea. In this work, if the idea 
contributes to a successful action-performing outcome. We call the process of 
manifesting the outcome as collective intelligence (CI), otherwise the decisions of 
the outcome go through another cycle of discussion, agreement and negotiation.  

 
Fig. 2 Knowledge Transfer Model 
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The knowledge transfer model enables us to harvest a set of rules that yields the 
mechanism for our CI theory. This rule is vital in constructing the algorithm for 
the CI model in our research.  

First, a problem is initiated for an appropriate construction of a common goal. 
Then, each entity retrieves and realigns its existing knowledge concerning the problem. 
One entity starts the discussion by sharing its knowledge on that problem. 
The shared knowledge is either accepted or rejected by other members of the group. 
When the knowledge is accepted, it diffuses into decision-making and actions-performing 
processes.  
If the actions are successful in achieving the common goal, we have achieved CI else we 
start the discussion process again. 
When the knowledge is rejected, it diffuses into a reasoning process. 
In the reasoning process, that knowledge is argued until an agreement is reached during 
negotiation. 
When the knowledge is accepted, it diffuses into decision-making and actions-performing 
processes.  
If the actions are successful in achieving the common goal, we have achieved CI else we 
start the discussion process again. 

Hence, from the rules, we construct the flowchart that represents the CI theory. 
 

 

Fig. 3 Flowchart of the CI theory 
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Consequently, we convert this model into meta-rules that represents the CI 
preliminary theory. 

Each entity retrieves its knowledge on the problem  
Each entity aligns (assembles all known solutions) all knowledge it has about the problem 
start Discussionprocess() 
{An entity presents its knowledge 
 If all entities share that knowledge it then becomes a common knowledge 
 {start Decisionmakingprocesss() 
 start Performingactionsprocess()} 
 else{ 
 start Argumentationprocesss() 
 if an entity conquers the meeting 
 start Decisionmakingprocesss() 
 start Performingactionsprocess() 
 end()} 
 else  
 start Negotiationprocess() 
 While ( there is no longer argumentation){ 
 start Decisionmakingprocesss() 
 start Performingactionsprocess()}end()} 

We further investigate the meta-rules as we identify that the processes in the 
knowledge transfer model only describe the knowledge flow that occurs between 
the collaborative entities, and there are attributes that represent the knowledge itself 
within those processes. These attributes are aligned according to the phases in the 
preliminary CI theory as well as the processes in the knowledge transfer model as 
shown in the table below. 

Table 2 Phases, processes and attributes in CI 

Phase Process Attributes
1 Discussion 1. Domain Identification

2. Domain Familiarity 
3. Formation of a common Goal 
4. Task Identification 
5. Task Familiarity 

2 Discussion 1. Idea Identification
3 Discussion 1. Propose Idea
 Argumentation 1. Disagreement

2. Counter Idea 
 Negotiation 1. Idea Organization

2. Agreement 
4 Decision Making 1. Idea execution

2. Idea storage 

 
The first phase of problem understanding is crucial as it potentially establishes 

the inevitability of achieving a common goal. Here, domain identification is done 
to clarify the scope of the problem. Once this is achieved, domain familiarity is 
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pursued to understand and identify the applicability of the domain with the existing 
knowledge content that each member of the group has. This continues with the 
formation of a common goal, which influences a collaborative mindset between the 
members of a group. Following this is the task identification, in which it is 
identifying tasks that would solve the problem Finally, in task familiarity, each 
member creates an association with its existing knowledge and experience.  At this 
stage, each entity reflects solely on its personal intelligence (PI) to associate with 
the attributes mentioned above. 

In the second phase, idea identification ensues. Here, solutions to the problem 
are postulated. As a norm, the entity that proposes the initial idea possesses higher 
authority, higher depth of knowledge and higher confidence level. The proposed 
idea goes through a series of agreement, disagreement and counter idea.   

At this point, the third phase follows when reasoning is carried out on the ideas 
that are presented. Throughout this phase, idea organization is done to organize the 
task solutions based on the level of efficiency.  

The last phase involves idea execution in which the accepted idea is 
implemented. Finally, all the ideas are stored in the memory of all the entities for 
future task execution. Another definition table is constructed to enable a clearer 
understanding on the attributes that represents the knowledge itself in the 
knowledge transfer model. 

Table 3 Attributes definition 

Attributes Definition
Domain Identification 
Domain Familiarity 
Formation of a 
common Goal 
Task Identification 
 
 
Task Familiarity 

Determining and defining the scope of the problem. 
Understanding and identifying the applicability of the 
domain with the existing knowledge content. 
Defining a universal aim to be achieved. 
Defining the nature of the task by structuring the type of 
task that needs to be executed in order to achieve the 
common goal. 
Identifying task similarity with existing knowledge content.  

Idea Identification Defining ideas that are associated with the execution of the 
task. 

Propose Idea Presentation of ideas.
Disagreement 
Counter Idea 

Rejection of the idea that has been presented.
Proposition of a new idea. 

Idea Organization 
 
 
Agreement 

Composition of all the ideas that are discussed and is 
organized based on the level of efficiency it has in 
accomplishing the task. 
Acceptance of the idea that has been presented. 

Idea execution 
Idea storage 

Implementation of the accepted idea.
Saving the ideas that have been discussed and the idea that 
has been agreed upon for future references. 

 
With these attributes, we could further enhance the meta-rules that represent the 

CI preliminary theory.  
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Each entity retrieves its knowledge on the problem  
Each entity aligns( assembles all solution based on its success rate) all knowledge it has 
about the problem 
start Discussionprocess(domainidentification, domainfamiliarity, goalformation, 
taskidentification, taskfamiliarity, ideaidentification, proposeidea ){ 
 An entity presents its knowledge 
 If all entities share that knowledge it then becomes a common knowledge{ 
 start Decisionmakingprocesss(ideaexecution, ideastorage) 
 start Performingactionsprocess()}else 
 {start Argumentationprocesss(disagreement, counteridea) 
 if an entity conquers the meeting 
 start Decisionmakingprocesss(ideaexecution, ideastorage) 
 start Performingactionsprocess() 
 end()} 
 else  
 start Negotiationprocess(ideaorganization, agreement) 
 While ( there is no longer argumentation) 
 {start Decisionmakingprocesss(ideaexecution, ideastorage) 
 start Performingactionsprocess() 
 }end() 
} 

3.3 Knowledge Is Communicated Iteratively to Achieve 
Collective Intelligence (Goal Attainment) 

In the preliminary theory of CI, the intention is to derive the intersection of 
knowledge of various entities in the group. As such, each entity is equipped with 
individual levels of PI. As the discussion, argumentation and negotiation process is 
an iterative process, knowledge is diffused from one entity to another transformed 
and cross-fertilized [7]. We term this process as knowledge intersection. 

 
Fig. 4 Intersection of knowledge 
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The diffused knowledge is deliberated concisely and acts as an added value for 
current and future task execution. Hence, we propose that CI is the intersection of 
all the PIs, which can be represented as below: =  ∩   ∩   ∩ ∩ … … … .∩  

4 Conclusion and Further Work 

Collective Intelligence in human entities is a valid and profound idea if the 
emergent intelligence resulting from discussions leads to a successful outcome. A 
successful outcome is demonstrated by the achievement of a common goal. The 
process of knowledge interactions and intersection represents the emergence 
process of collective intelligence in reaching a common goal. 

A discussion involves a series of agreements and negotiation that is iterative in 
nature. This iterative process creates an intersection of knowledge that is diffused, 
transformed and cross-fertilized into intelligent outcomes. The four phases of 
understanding problem, obtaining ideas, reasoning and implementation and 
evaluation structures the flow of knowledge in the communication process. 

In our future work we shall explore the argumentation and the negotiation 
parameters and the association of the BDI model with the CI theory. 
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A Novel Way of Assigning Software Bug 
Priority Using Supervised Classification on 
Clustered Bugs Data 

Neetu Goyal, Naveen Aggarwal, and Maitreyee Dutta  

Abstract. Bug Triaging is an important part of testing process in software devel-
opment organizations. But it takes up considerable amount of time of the Bug 
Triager, costing time and resources of the organization. Hence it is worth while to 
develop an automated system to address this issue. Researchers have addressed 
various aspects of this by using techniques of data mining, like classification etc. 
Also there is a study which claims that when classification is done on the data 
which is previously clustered; it significantly improves its performance. In this 
work, this approach has been used for the first time in the field of software testing 
for predicting the priority of the software bugs to find if classifier performance 
improves when it is preceded with clustering. Using this system, clustering was 
performed on problem title attribute of the bugs to group similar bugs together 
using clustering algorithms. Classification was then applied to the clusters ob-
tained, to assign priority to the bugs based on their attributes severity or compo-
nent using classification algorithms. It was then studied that which combination of 
clustering and classification algorithms used provided the best results. 

1 Introduction  

In large software development organizations, Bug Triaging is an important activi-
ty and an indispensable part of Software Testing. It helps in software bug 
management and taking critical decisions related to the fixing of software bugs. It 
involves things like finding out which bugs need immediate attention and which 
are not that important to be fixed, assigning appropriate developer to the bug who 
                                                           
Neetu Goyal · Maitreyee Dutta 
National Institute of Technical Teachers Training & Research, Chandigarh, India  

Naveen Aggarwal  

Panjab University, Chandigarh, India 



494 N. Goyal, N. Aggarwal, and M. Dutta 

 

could fix it etc. Although it being a significant part of software development, it is 
quite time consuming and tedious taking up considerable amount of time and 
resources. Hence there arises a need to develop an automated system for Bug 
Triaging so as to save developer’s time and effort, ultimately leading to saving of 
the resources of the organization itself. This problem has been addressed by 
researchers [2, 14, 16, 20] by automating its various aspects like identification of 
duplicate bugs, assigning a bug to an appropriate developer who could fix it, 
classifying the priority and severity of the bugs, grouping similar bug reports etc. 
For achieving these tasks, they have used several methods, one of them being Data 
Mining techniques like classification. Although using these techniques have 
provided good results, but still there is a scope for improvement. This is because, 
in software development, one cannot afford to provide incorrect priority to the 
bugs. Assigning correct priority to the bugs plays a significant role in fixing the 
critical bugs on time. In order to achieve this, a new method has been proposed in 
this work. As found by few researchers [5, 26], when clustering is used as a pre-
processing step in certain areas before other machine learning algorithms were 
applied on the data, such as classification, it can increase the performance of these 
machine learning algorithms. The same approach has been suggested in this work 
for automated classification of priority of the software bugs. It is being proposed 
to first cluster the software bugs based on their similarity instead of directly 
applying classification algorithms on them. Also it is proposed to classify the bugs 
based on severity or component attibute of the bugs to find which attribute out of 
these can provide better results. For this effect, various combinations of clustering 
and classification algorithms have been used in this work to study the effect of 
clustering on the performance of classifiers for bug priority classification. 

2 Related Research Work     

This section discusses that how various data mining techniques have been used by 
researchers in the area of Software Bug Triaging. For predicting suitable 
Developers, some researchers [1, 2, 3, 7, 11] have used classification techniques. 
While Čubranić and Murphy [7] used Bayesian learning approach, Anvik et al. [3] 
used SVM for classification. Ahsan et al. [1] used classifiers Decision Tree, Naïve 
Bayes, RBF Network, Random Forest, REPTree, Support Vector Machine and 
Tree-J48. In addition to this, Anvik et al. [2] developed a recommender for 
assigning appropriate component to a bug. For predicting the Severity of a bug, 
Lamkanfi et al. [15] have used Naïve Bayes classifier. Lamkanfi et al. [16] 
extended their work further by using Naïve Bayes Multinomial, K-Nearest 
Neighbour and Support Vector Machines classifiers as well. Chaturvedi and Singh 
[6] applyied several other machine learning algorithms in addition to these. To 
automate the bug priority classification, Yu at el. [28] used Artificial Neural 
Network (ANN). Kanwal and Maqbool [14] applied Naïve Bayes and SVM  
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classifiers and found SVM to be better. Sharma et al. [25] worked across projects 
for bug priority prediction. For grouping related bug reports using classification 
technique, Nigam et al. [20] used Multi-Class Semi Supervised SVM with 
different Kernel functions. Hanchate et al. [12] applied Decision Tree for this 
whereas Neelofar et al. [19] had applied Multinomial Naïve Bayes algorithm. 
Whereas others [9, 17, 18, 22, 24] have resorted to clustering techniques for this 
purpose. For detecting duplicate bug reports, Runeson et al. [23] took the help of 
natural language information and Wang et al. [27] used natural language as well as 
execution information of a bug. In [8, 13], researchers had used clustring for 
detecting duplicate bug reports. Banerjee et al. [4] had used string matching to 
find longest common subsequence between bug reports for duplicate bug 
detection. Gegick et al. [10] had addressed an issue where Security Bug Reports 
(SBRs) are mislabelled as Non Security Bug Reports (NSBRs).  

In [5, 26], researchers had explored that when clustering is used as a pre-
processing step in certain areas before other machine learning algorithms are 
applied on the data, such as classification algorithms, it can increase the 
performance of these machine learning algorithms. This approach has been used in 
this work to improve the performance of classification algorithms. 

3 Approach Used for Priority Classification     

In this section, the approach used for automated priority classification of software 
bugs as part of software bug triaging has been presented. This system addresses 
the following two areas related to software bug triaging:  

1. It clusters similar bugs based on their problem title using clustering technique.  
2. In each cluster, priority is assigned to each bug using classification technique.  

The data mining techniques used for automating the priority assignment of bugs 
are as follows: 

1. Information Retrieval - In this work, the bug reports were clustered on the basis 
of similarity of their problem title fields. To compute this similarity using appro-
priate similarity measures, the bug reports need to be represented as feature vec-
tors. Since all the words in the problem title text field are not significant enough 
to represent a bug report; therefore this text was pre-processed using text retrieval 
methods of Information Retrieval technique to determine the ones which were 
representative of this text. These retrieval techniques are as follows: 
a. Tokenization - In this step, those keywords were identified which could 

represent the problem title field. It involves converting the stream of char-
acters of the given field into stream of words or tokens. In this process, 
capitals, punctuations, symbols such as brackets, hyphens and other non-
alphabetic constructs etc are removed from the text. 
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b. Stop Word Removal - In this step, common words, like a, and, the, for, 
with etc that do not carry any specific information are removed. 

c. Stemming - In this step, all the words left after performing step a and b  
are converted to their root forms. For example, words like connected, con-
necting, connection, and connections were converted to their root form 
connect. 

d. Vector space model - In the end, Vector space model was used to represent 
the words obtained from the previous steps, as feature vector for each bug. 
Each word of this vector has a weight associated to it, which indicates the 
degree of importance of the particular attribute for the characterization of 
the Problem Title text for a particular bug. 

2. Clustering - In this work, XMeans [21], Simple KMeans and Expectation 
Maximization clustering algorithms were applied on the data obtained from the 
previous steps. These algorithms were inputted with the pre-processed bug  
attributes from the previous step. Then using clustering process, similar bug  
reports were then grouped together in four different clusters.  

3. Classification - Classification was applied in two ways. In one case, it was 
applied to each of the clusters obtained from the clustering algorithms 
mentioned in the previous section. In the second case, classification was 
directly applied to the data obtained from the Information Retrieval step 
mentioned in previous section. The classification was done to predict the 
priority of the bugs. It was done on the basis of the severity or component 
attributes of the bugs. The classification algorithms used in this work were 
Bayes Net, Random Forest and SMO [29].      

4 Dataset and Resources Used     

The dataset to be used for the proposed thesis work is the bug data of one of the 
software products of a software organization. This bug data is a collection of bug 
reports entered in the bug repository for the said product. These bug reports con-
tain different fields or attributes providing the details of the bugs. Out of these 
fields, the ones which have been used in this work are: defect id, problem title, 
severity, priority and component. The dataset of software bugs for this work com-
prised of 36543 number of bug records. The clustering was applied on the whole 
dataset using the Classes to cluster mode of Weka. For classification, 66% of the 
dataset i.e. 24118 number of bug records were used for training the classifiers. 
Rest of the 34 % bug records i.e. 12425 number of bug records were used as test 
set for predicting the priority of the bugs. This dataset consisted of software bug 
reports for priority 0, 1, 2 and 3. Out of the total bug records, 1715 bug records 
were of priority 0, 5221 were of priority 1, 17648 were for priority 2 and 11959 
records were of priority 3.  
 
 



A Novel Way of Assigning Software Bug Priority  497 

 

 

Fig. 1 Proposed system for priority classification of clustered software bugs 

5 Algorithm 

The automated system developed in this work has mainly 5 steps. An algorithm 
for this system has been presented as follows using those steps: 

Algorithm for automated priority classification of clustered software bugs 
Returns: Clustered and Priority classified instances of Bug Reports 
Arguments: No. of clusters, Training data percentage, Test data percentage 
1. Data Extraction  

a. Extract data from the Bug database with only required bug attributes 
i.e, defect id, problem title, category, component and priority, 
ignoring other bug attributes in Bug Reports; 

2. Feature Selection 
a. Perform Tokenization on problem title attribute; 
b. Remove Stop Words from terms obtained from previous step; 
c. Apply Stemming on terms left from previous step; 
d. Create a Feature Vector from the terms obtained from previous step 

using Vector Space Model. 
3. Clustering 

a. Group similar bugs together under 4 different clusters using 
clustering algorithm XMeans/Simple KMeans/EM. 
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4. Classification 
a. Classification without clustering 

i) Classify test data for predicting priority for each bug based 
on its severity/component attribute using classification 
algorithm Bayes Net/Random Forest/SMO. 

b. Classification with clustering 
i) For each cluster created in step 3a, classify test data by 

predicting priority for each bug based on its severity/ 
component attribute using classification algorithm Bayes Net/ 
Random Forest/ SMO. 

5. Performance Evaluation and Output Representation 
a. Calculate and compare performance parameters Accuracy, Precision 

and Recall. 

6 Results     

The results of classification were obtained both with and without performing clus-
tering before applying classification on the data. In case of classification of previ-
ously clustered data, the bug data was first clustered on the basis of problem title. 
Each cluster thus obtained was then classified separately based on the severity or 
component attribute of the bugs. The results comprised of details such as ‘total 
number of instances’ in each cluster, ‘number of instances took as test data’ out of 
the total number of instances, ‘percentage of correctly classified instances’ etc. 
Also the Precision and Recall of each cluster was computed. Finally the mean of 
all the clusters was calculated for the values of ‘percentage of correctly classified 
instances’, Accuracy, Precision and Recall.  

The graphs for severity based classification with and without clustering have 
been presented in Figure 2 for all the combinations of clustering and classification 
algorithms used. Similarly graphs for component based classification for all such 
combinations have been presented in Figure 3. It can be noted from the graphs that 
in case of severity based classification, the results obtained for all the classifiers 
i.e. SMO, Bayes Net and Random Forest were the same with each other with or 
without clustering. Whereas in case of component based classification, these val-
ues slightly varied with each other. 

From the graphs, it can be observed that, of all the clustering algorithms when 
applied before classification for both severity and component based classifications, 
the maximum performance improvement was obtained with XMeans. Simple 
KMeans proved to be the second best. While with Expectation Maximization, the 
performance improvement was the least. But it is to be noted that the overall 
increase in the performance was always there when classification was preceded by 
any of the above mentioned clustering algorithms. 
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Fig. 2 Bar graph for Impact of Clustering on Accuracy, Precision and Recall of Bug Priori-
ty Classification based on Severity 
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Fig. 3 Bar graph for Impact of Clustering on Accuracy, Precision and Recall of Bug Priori-
ty Classification based on Component 

7 Conclusion     

With XMeans, an overall performance improvement of 9.24% was achieved. It 
was followed by Simple KMeans with which an overall improvement of 5.67% 
was obtained. With Expectation Maximization, the improvement was 3.49%. 
Overall, the best results were obtained with XMeans clusterer, when used with the 
Bayes Net classifier. Hence it can be concluded that clustering improved the 
performance of the classifiers, when applied on the software bug data under 
consideration. The approach used in this work can be applied using other types of 
clustering and classification algorithms also in addition to the ones used in this 
work with other types of tools. Software bug data from other sources like Open 
data sources and data form other software organizations can be used to do the 
experiments. 
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Multi Objective Cuckoo Search Optimization 
for Fast Moving Inventory Items* 

Achin Srivastav and Sunil Agrawal 

Abstract. The paper focuses on managing most important (class A) fast moving 
inventory items. A multi objective cuckoo search optimization is used to deter-
mine trade off solutions for continuous review order point, order quantity stochas-
tic inventory system. A numerical problem is considered to illustrate the results. 
The results show a number of pareto optimal points are obtained using cuckoo 
search multi objective algorithm on a single run, which provides the practitioners 
flexibility to choose the optimal point. 

1 Introduction 

Inventory management is essential for survival and growth of any industry. Each 
distinct item of an inventory is known as stock keeping unit (SKU).Inventory items 
are classified in different classes as A (most important), B (moderate important) and 
C (least important). The class A constitutes 15 to 20 percent of stocks and account 
for 80 percent or more of total value. The B class constitutes 30 to 40 percent of 
stocks and account for 15 percent of total value. The C class constitutes 40 percent 
of stocks and account for 5 percent of total value. The above classification shows A 
class items are highly important, so we restrict our focus to them. The class A items 
can further be sub-classified on basis of lead time demand as fast moving (average 
demand during lead time 10 or more than 10), slow moving (average demand during 
lead time less than10) and very slow moving items (order quantity equal to one, case 
of expensive items). Here, we are focusing on A class fast moving inventory items. 
Silver et al. [8] has discussed fast moving A class inventory items and given an 
equation of expected total relevant cost for it. Silver et al. [8] has used simultaneous 
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approach to determine both lot size and safety stock factor to determine total  
relevant cost. The shortcoming with this approach is that there is single objective 
function is considered and only single optimal solution is obtained.  In the inventory 
optimization, the cost and service level are conflicting objectives and optimizing a 
single objective can give unacceptable results with respect to other objectives. 
Therefore, it is essential to use multi objective optimization to obtain closer to realis-
tic solutions of the inventory problems. There are number of evolutionary algorithm 
available for multi objective optimization . The most common are Genetic algo-
rithm, Particle Swarm Optimization and Cuckoo search optimization. In Inventory 
optimization the researchers have used Ant colony optimization, GA and PSO. We 
have chosen Cuckoo search as it is more efficient and easy to implement than GA 
and PSO [11]. The use of Levi Flight provides more diversification than any other 
nature inspired algorithm. Secondly , number of parameter to be tuned are much less 
than any other nature inspired algorithm. 

2 Literature Review 

The literature on multi objective optimization of inventory system shows that 
work of Bookbinder and Chen [2], Agrell [1], Puerto and Ferandez [7], Mandal et 
al. [3] have used conventional preference based multi  objective procedures [4]. 
Bookbinder and Chen [2] analyzed multi-echelon inventory systems using multi 
criterion decision making approach. Agrell [1] determined lot size and safety stock 
factor using interactive multi criteria framework. Puerto and Ferandez [7] obtained 
pareto optimal sets for stochastic inventory problem through advanced mathemati-
cal derivatives. Mandal et al. [3] developed optimal solution for fuzzy inventory 
model using geometric programming method. 

Recent works on multi objective optimization on inventory problems are of 
Tsou [9], [10], Pasandideh et al. [6] and Park and Kyung [5]. Tsou [9] used multi 
objective particle swarm optimization (MOPSO) and technique for order prefer-
ence in similarity to ideal solutions (TOPSIS) to determine optimal solutions for 
an inventory system. Tsou [10] used a improved particle swarm optimization algo-
rithm to determine pareto front for continuous review inventory system. 
Pasandideh et al. [6] developed a bi-objective economic production quantity mod-
el for defective items using non dominated sorting genetic algorithm and multi  
objective particle swarm optimization. Park and Kyung [5] developed multi objec-
tive inventory model for obtaining optimal cost and fill rate using multi objective 
particle swarm optimization. The above literature shows that none of the paper  
has considered cuckoo search in solving multi objective inventory problem.  
Some of the prominent works on cuckoo search in other problems are [11], [12] 
and [13]. 
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3 Notations  

The notations are given below: 

ETRC (k,Q) = expected total relevant cost  
A = fixed set up cost per order 
D =  demand per year in units / year 
σL= standard deviation of demand during lead time 
k= safety factor 
p( u≥ k) =stockout risk 
s= order point 
Q = order quantity 
B1= backorder cost in $/ stockout 
r = inventory carrying charge, in $/$/year 
v= unit variable cost in $/unit 
C (k,Q) = expected cost in $ 
N(k,Q) = expected number of stockout                                                                                                                       

4 Multi Objective Cuckoo Search Approach for Stochastic 
(s, Q ) Inventory System 

Silver et al. [8] has given the following equation for Fast moving inventory items. 
It is combination of ordering cost, holding cost and stockout cost. 
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To obtain best solution both in terms of cost and service level, we formulate the 
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Subject to constraints: 
 

DQ ≤≤0         (4) 
 

       (5)  
 

The equation (2) represents total cost and equation (3) calculates the frequency 
of stockout. Both are minimization functions. The equation (4) and (5) are con-
straint equation for order quantity and safety factor. 

As discussed in introduction about benefits of cuckoo search of diversity and 
ease of implementation over  PSO, GA and other mete heuristic evolutionary algo-
rithms, we have used cuckoo search to solve the above inventory model.  

Cuckoo search is population based stochastic search algorithm. It is developed 
by Yang and Deb [11]. It is based on life of cuckoo and exhibits levy flight distri-
bution. It is widely used in non linear problems and quite useful for multi objec-
tive optimization problems. Cuckoos are known for their melodious voice and 
aggressive reproduction.  In this work we have used weighted sum based cuckoo 
search optimization. Here we combine all objectives into a single objective by 
assigning weights to them where weights are generated randomly from a uniform 
distribution. We have varied the weights for improving diversity. We have used 
the following rules for cuckoo search [11]:   

1. Each cuckoo lays one egg at a time and put it in randomly chosen nest. 
2. The best nests with high quality egg is used to produce next generation. 
3. The egg laid by a cuckoo is discovered by the host bird with a probability 

pa Є  (0,1).In this case the host bird either throw the egg or simply abandon 
the nest so the fraction pa of n host nests are replaced by new nests. 

 
Based on the above mentioned assumption the basic steps of the Cuckoo search 

can be summarized in the flowchart mentioned in Fig. 1.In this process the global 
random walk is carried out by using levy flight distribution and new solution xt+1  

for cuckoo i is generated  as mentioned below: 
 

),s(Lxx t
i

1t
i λα+=+

       (6) 

 
The Levy flight essentially provides a random walk whose random step length 

(α) is drawn from a Levy distribution, which has an infinite variance with an infi-
nite mean [11]. 
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Fig. 1 Flowchart of Multi objective cuckoo search optimization 
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5 Numerical Problem and Results  

Consider a numerical problem from Silver et al. [8] with the following data: 

D = 700 containers/year 
v= $ 12 /container 
xL = 100 containers 
σL = 30 containers 
B1 = $32 per shortage 
A= $3.20 
r= 0.24/ year 

Determine the optimal parameters, s, Q, k and expected total relevant cost. 
Silver et al. [8] have used simultaneous approach and determine optimal solu-

tion by solving Q and k iteratively and have calculated total cost using equation 
(1). The results are: 

Q = 64, k= 0.98, s= 130 and ETRC (k, Q) = $269.07. 

5.1 Using Cuckoo Search Multi Objective Approach 

We have used cuckoo search multi objective optimization to solve above numeri-
cal problem.  

 

 

Fig. 2 Pareto optimal curve for the inventory problem 

The Fig. 2 represents the pareto optimal curve which is obtained between f1 
and f2.This shows with multi objective optimization we have obtained multiple 
optimal solution in a single run. 
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Fig. 3 Trade point curve between Cost and Order service level 

The Fig. 3 represents the pareto curve which is obtained between cost and order 
service level. This curve will provide practitioners the flexibility to choose the 
desired service level and respective cost. 

The assessment of performance of the multi objective cuckoo search algorithm is 
done on basis of value of metrics such as error ratio, spacing and spread. We have 
compared the results of multi objective cuckoo search algorithm with multi objective 
particle swarm algorithm on basis of the above three mentioned aspects. We have 
performed five runs of experiment to record the average value of the metrics. 

Table 1 Comparison of performance of multi objective algorithms of cuckoo search and 
particle swarm optimization  

Metrics Cuckoo Search Particle Swarm Optimization 
Error ratio 0.1466 0.2920 
Spacing 0.0233 0.0163 
Max. Spread 0.4992 0.4013 

 
The Table 1 shows that performance of multi objective cuckoo search algo-

rithm is better than particle swarm optimization in error ratio and maximum 
spread. The small value of error ratio in cuckoo search algorithm suggests that 
number of non-dominated solutions which are not members of pareto front is quite 
low. The high value of spread shows that non dominated solutions are well diver-
sified. The spacing value in cuckoo search algorithm is slightly more than particle 
swarm optimization. The good value of spacing in particle swarm optimization 
gets irrelevant as it has high error ratio. 
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6 Conclusion 

In this paper, a multi objective optimization of inventory problem is solved using 
cuckoo search. This model overcomes the issue of conventional single objective 
inventory models in predicting stockout cost or service level. A numerical prob-
lem is solved to illustrate the benefits of multi objective optimization over simul-
taneous approach. The multiple optimal solutions obtained are shown with pareto 
optimal curve. The cuckoo search optimization approach is compared with particle 
swarm optimization and it is found the cuckoo search optimization perform quite 
well with respect to particle swarm optimization and can be used in multi objec-
tive optimization inventory problems. This work on managing class A fast moving 
inventory items will be very helpful to inventory managers and decision makers.  
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An Empirical Study of Some Particle
Swarm Optimizer Variants for
Community Detection

Anupam Biswas, Pawan Gupta, Mradul Modi, and Bhaskar Biswas

Abstract. Swarm based intelligent algorithms are widely used in applica-
tions of almost all domains of science and engineering. Ease and flexibility of
these algorithms to fit in any application has attracted even more domains
in recent years. Social computing being one such domain tries to incorporate
these approaches for community detection in particular. We have proposed
a method to use Particle Swarm Optimization (PSO) techniques to detect
communities in social network based on common interest of individual in
the network. We have performed rigorous study of four PSO variants with
our approach on real data sets. We found orthogonal learning approach re-
sults quality solutions but takes reasonable computation time on all the data
sets for detecting communities. Cognitive avoidance approach shows average
quality solutions but interestingly takes very less computation time in con-
trast to orthogonal learning approach. Linear time varying approach performs
poorly on both cases, while linearly varying weight along with acceleration
coefficients is competitive to cognitive avoidance approach.

Keywords: particle swarm optimization, community detection, social net-
work analysis, k-means algorithm.

1 Introduction

Swarm intelligent (SI) techniques are stochastic search processes. Since last
decade SI techniques have got widespread acceptance from the implementers
of various fields. Extensively used SI techniques in various applications which
include Particle Swarm Optimization (PSO) [2], Ant Colony Optimization
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(ACO) [1], Artificial Bee Colony (ABC) [7], Gravitational Search Algorithm
(GSA) [8] and Intelligent Water Drop (IWD) [9]. All these approaches are
initiated with a set of solutions called population, then in successive steps
each candidate of the set learns collectively from other candidates and adapts
itself in accordance to the solution space. Strategy incorporated and learning
mechanism of these techniques mimic the natural facts and phenomenons.
As far as PSO is concerned, it mimics the collective social behavior of birds
flocking and fish schooling. Each candidate solution in the population is re-
ferred to as particle and population is referred to as swarm. Particles in
the swarm share their knowledge with the neighbors. Comparatively better
particle attracts other particles towards it. Besides, each particle’s cognition
about its own better state also has influence on its movement towards other
better neighbors. Overall decision to move any particle is made through both
particle’s own experience as well as neighbor’s experiences.

Let us consider that xi(t) denotes the position vector of particle i and
vi(t) denotes the velocity vector of a particle in the search space at time step
t, where t denotes discrete time steps. Let xpb(t) be the position vector of
particle i’s personal best position so far and xgb(t) be the position vector of
global best particle so far. Then the velocity of particle i at time step t + 1
is obtained as:

vi(t+ 1) = vi(t) + c1r1[xpb(t)− xi(t)] + c2r2[xgb(t)− xi(t)] (1)

Here r1 and r2 are vectors of uniform random values in range (0, 1). Pa-
rameters c1 and c2 are the cognitive acceleration coefficient and social accel-
eration coefficient respectively. Now, the position of particle i can be updated
as given below:

xi(t+ 1) = xi(t) + vi(t+ 1) (2)

At each time step t+1 velocity and position of each particle i are updated
from previous velocity and position at time step t using Equation 1 and
Equation 2. This updating process continues until it reaches the maximum
time step limit or acquires a solution with expected minimum error.

Numerous improvements to the basic PSO have been proposed in litera-
ture. Shi and Eberhart [3] introduced the concept of weighted velocity re-
ferred to as inertia weight (ω). With inertia weight, Equation 2 is modified
as follows:

vi(t+ 1) = ωvi(t) + c1r1[xpb(t)− xi(t)] + c2r2[xgb(t)− xi(t)] (3)

Parameters of PSO algorithm such as inertia weight, cognitive acceleration
coefficient (c1) and social acceleration coefficient (c2) have great impact on its
performance. Proper and fine tuning of the parameters may result in faster
convergence of the algorithm. In [4] time varying weight was introduced to
balance exploration and exploitation of PSO. Ratnaweera et. al [5] proposed
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hierarchical self organization approach to PSO. Hybrid versions of PSO with
other intelligent techniques are proposed in [6], [10].

In recent years Zhan et. al [11] proposed orthogonal learning method to
PSO. Li et. al [12] proposed different learning strategy for each particle in
the swarm. Pehlivanoglu [13] has proposed neural network based periodic
mutation strategy into PSO. Biswas et. al [14] proposed cognitive avoidance
approach to overcome misleading of particles.

In this paper we will study PSO as an application to Social Network Anal-
ysis (SNA). A social network is a network of people interacting with each
other or related to each other via some inter-dependencies. Such social net-
works can be represented in the form of graphs and link between two nodes of
the graph represents relation between them. An interesting problem in social
networks is community detection, division of the network into groups which
have strong intra-cluster dependencies and weak inter-cluster dependencies.
Every aspect of SNA has link to identification of communities in the network.
Hence detection of communities in the SNA has great importance.

Besides the graphical representation of a social network, it can also be
viewed as a collection of feature vectors in which each feature is chosen specific
to a target community. Such a representation of nodes in a social network
provides the flexibility to use n-dimensional Euclidean geometry (where n is
the cardinality of feature-set) for the similarity analysis of nodes. We have
utilized PSO to exploit the vector representation of the network to accomplish
the task of community detection. Our approach in detail can be found in
section 3.

Rest of the paper is organized as follows: section 2 elaborates different
variants that are considered for our experiment, section 3 describes our ap-
proach with social interpretation, section 4 consist of detailed analysis along
with experimental setups and finally concluded in section 5.

2 Considered Variants

Over the decades several modifications had been proposed to the original
PSO. We have selected these variants covering changes to PSO since its in-
troduction to recent years on the basis of their popularity. We have considered
four of them for this application centric study those are briefed below:

2.1 PSO-TVIW

Shi and Eberhart[4] introduced the concept of inertia weight to the original
version of PSO, in order to balance the local and global search during the
optimization process. Here, inertia weight is linearly varied weight over the
generations.
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ω = ωmin + (ωmax − ωmin)
(Imax − Icurrent)

Imax
(4)

ωmin and ωmax are the minimum value and maximum value of weight respec-
tively. Imax is the maximum number of iterations and Icurrent is the present
iteration number. Shi and Eberhart showed ωmin = 0.4 and ωmax = 0.9 gave
better performance.

2.2 PSO-TVAC

Ratnaweera et.al [5] used very similar concepts as in PSO-TVIW. With ex-
tension to particle swarm optimization with time varying inertial weight they
introduced linearly varying acceleration coefficients c1 and c2 along with ω.
This additional linearity to PSO-TVIW becomes more effective to global
search during beginning of the algorithm and to local search at the end.

c1 = c1min + (c1max − c1min)(Imax − Icurrent)/Imax (5)

c2 = c2max + (c2min − c2max)(Imax − Icurrent)/Imax (6)

ω = ωmin + (ωmax − ωmin)(Imax − Icurrent)/Imax (7)

Here, c1min is the minimum value of c1, c1max is the maximum value of
c1, c2min is the minimum value of c2 and c2max is the maximum value of c2.
Ratanweera et.al [5] showed the algorithm performs better when c1 varies
from 2.5 to 0.5, c2 from 0.5 to 2.5 and ω from 0.9 to 0.4.

2.3 PSOCA

The movement of the particle in the solution space is guided by the global
and local best solution. During this course of movements certain unnecessary
moves may also be encountered. In this version of PSO [14], a cognitive
avoidance term has also been introduced to improve the efficiency of the
algorithm, each particle maintains its worst value that it has attained so far
along with the particle best and global best values to restraint particles move
towards worst value.

2.4 OLPSO

One of the demerits of aforementioned variants of PSO is the failure to over-
come the particle oscillations that often occur when it is trapped between
the local and global best solutions. This reduces efficiency of the search due
to delayed convergence. To remedy such issues, Zhan et. al [11] constructed
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a guidance vector Po out of the global best and local best position vectors. It
performs factor analysis for each particle to determine impact of each factor
in the global best particle and local best position vectors. This has improved
the speed of particle’s movement towards the optimal solution.

3 Methodology

3.1 Social Interpretation

Our social life is full of choices. Everyone has different interests, likings and
dis likings. For instance, a person may like Cricket and at the same he may
dislike Hockey, or he may like to listen Hindi music over English and so on.
Hence people can be attributed to various things based on their interests. For
this particular example we have four attributes Cricket, Hockey, Hindi music
and English music and we have two possibilities for each attribute, either
it is liked or disliked by an individual. In real life situations there may be
several instances of this kind. Suppose we represent liking or disliking with
numerical values 1 and 0, the information is transformed into a boolean table
where each row or instance represents a person’s list of likings and dis likings
and such instances can be represented with multi-labeled graph as shown in
Fig. 1. By segregating the data into groups, we mean to identify network
of people or communities having the most overlapping likes or dislikes. Such
groups may consist mostly of people liking hindi music and cricket or a group
which is comprised of hockey and cricket liking people and so on.

Fig. 1 Multi-label graph representation of instances with attributes. A person is
connected with respect to an attribute to other if both have entries 1 in the table.
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3.2 Utilization of PSO

To extrapolate PSO in our case, we have encoded particles in terms of in-
stances. Suppose we have n instances containing m attributes and we want to
group them into k communities. To do so we have used very similar approach
to the k-means[15] algorithm in background of our approach. For measuring
similarity between two instances considered Euclidean distances. Each cen-
troid of k-means is a potential instance. We represent k dimensional particles
with k centroids of k-means, but unlike k-means centroids are updated iter-
atively. Each particle in the population represents individual grouping of k
communities. To determine fitness of a particle we have considered Davies-
Bouldin index [16]. This index measures quality of a single community. As
our particle is representative of k communities, to obtain fitness of a particle
averaged Davies-Bouldin index of all communities.

Let Px = {A1, A2, ..., Ak} be a particle which represents a grouping of
k communities, where Ai = {ai1, ai2, ..., aim} is any instance vector of all
attribute values which has been chosen as the centroid for the ith community.
Let Ai = {ai1, ai2, ..., aim} and Aj = {aj1, aj2, ..., ajm} be the ith and jth

instances respectively. Euclidean distance between these two instance can be
computed as:

Eij =
2

√
(ai1 − aj1)2 + (ai2 − aj2)2 + ..., (aim − ajm)2 (8)

Let the community corresponding to the yth dimension of any particle Px

be Cy = {A′
1, A

′
2, ..., A

′
t} , the centroid of which is represented in the particle

as Ay. This community is comprised of t instances. Davies-Bouldin index of
this community can be obtained as follows:

By =
Ey1 + Ey2 + ...+ Eyt

t
(9)

With Equation 9 we can obtain individual Davies-Bouldin index of all
communities corresponding to the centroids present in each dimension of any
particle. Now we can compute fitness of any particle Px as follows:

f(Px) =
1

k

k∑
y=1

By (10)

Detail algorithm to implement our approach with PSO is explained in our
previous work [17]. In our implementations of PSO variants, we specified an
upper limit to the number of generations in order to terminate the execu-
tion and chosen the particle with best fitness from the final population for
comparison.
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4 Result Analysis

To perform correlative analysis of the four PSO variants with their implica-
tion to community detection, we carried out experiments on real world data
sets. Comparative analysis of our approach has been done using variants of
PSO to detect communities on three data sets. Two of them i.e. Blogger1
and Blogger2 are related to blogger networks and third one is standard Iris
data. Though Iris data set is used mainly for feature selection, here we have
considered it because it is related to feature and also very popular.

Blogger’s data set 1 was collected from the UCI Machine Learning Database
(http://archive.ics.uci.edu/ml/datasets/BLOGGER) [18]. The data set con-
sists of a table of 100 bloggers with 6 attributes namely, Education, Political
Caprice, Topics, Local media turnover and Local, political and social space.
Iris data set [20], which contained 150 instances and 4 attributes, was also
collected from the same source.

Blogger’s data set 2 was collected from the Arizona State University [19].
The data file was processed and a csv file was made in which corresponding
to an entry of a bloggers we had the tags associated with him. Some of these
tags were “analysis / opinion”, “apple”, “hardware”, “mods”, “mac mini”,
“gaming”, “software”, “odds and ends” etc. This file was further processed
to form a matrix in which the columns were the tags from the data set, and
the rows represented the bloggers. Entries of the first 100 bloggers from this
data set were used for further analysis in our experiments.

4.1 Experimental Setup

Each of the variants of PSO were executed with all three data sets. Parameter
values that had been recommended by proposer of respective PSO variant is
considered for our experiments, those values are also mentioned above.

4.2 Analysis

The results obtained with our approach from all four variants of PSO are pre-
sented in Fig. 2. In Blogger’s data set 1 we found best results were generated
for 2 communities. We found that the first community consisted predomi-
nantly entries of bloggers with a higher degree of education, few bloggers
with medium level of education, and very few with low level of education.
Most of the bloggers in the first cluster had entries for local media turnover
(LMT) and local, political and social space (LPSS) as “YES”. Bloggers in
this cluster predominantly blogged about political topics. Second community
predominantly had entries of blogger with medium level of education and few
with low level of education and fewer with high level of education. Majority
of bloggers in the second cluster blogged about news and there were fewer
entries as compared to the first cluster where entries for LMT and LPSS was
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Fig. 2 Results of our approach to community detection on data sets

“YES”. The data set was efficiently clustered into 2 sets viz. professional blog-
gers and seasonal (temporary) bloggers. With all variants of PSO we found
Dunn index(intra) 3 and rand index 1. OLPSO has least Dunn index(inter)
also obtained highest Davies-Bouldin index.

Blogger’s data set 2 was grouped into 15 communities some of which were
singleton sets, these singleton sets were justified because some bloggers in
the data set blogged about topics different from all others. Characteristics of
other clusters are as follows: The second cluster mostly consisted of bloggers
tagged with “hardware” and “mods”, the third cluster consisted of blog-
gers with common tags as “odds and ends”, “internet tools”, “productiv-
ity” and “software”, fourth cluster had bloggers who had their blogs mostly
tagged with “macworld” ,fifth cluster consisted of bloggers mostly tagged
with “analysis opinion” and “apple” related words , sixth cluster had blog-
gers blogging about “operating systems” and “software” tags , ninth cluster
had bloggers blogging about “ipod family”, and “itunes”, thirteenth cluster
had bloggers tagged with “ipod family” and fourteenth cluster had bloggers
tagged with “software”. Again in this data set also OLPSO results in least
Dunn index(inter) and highest rand index, but PSOCA results in highest
Dunn index(intra). Besides detecting communities in a social network, we
also tested our approach on the standard Iris data set. We found PSOCA
and PSO-TVAC result in better rand index and Dunn index(intra), whereas
OLPSO again results in least Dunn index(inter).

Overall PSO-TVIW outperforms all other variants in terms of isolation of
communities formed. PSOCA and PSO-TVAC are competitive with respect
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to density within the communities with PSO-TVAC having a slightly better
overall performance. OLPSO could not perform well on other quality mea-
sures but it yielded the results with highest rand index. If we look at the
computation time of all variants, it seems OLPSO takes the highest time
whereas, PSOCA takes the least time.

5 Conclusion

We have proposed an approach to detect communities in the social network
using PSO and very similar approach to k-means algorithm in background.
We have studied our approach on four variants of PSO. In this empirical
study, we have evaluated these variants with three real world data sets. We
have noticed PSO-TVAC and PSOCA shows almost similar results, but took
more time. This time extra consumption is due to the slow convergence to op-
timal value. OLPSO outperforms in terms of distances between communities,
but it takes higher computation time. Conclusion to our study is that if we
are looking for more isolated communities OLPSO is better option, whereas if
we are looking dense communities and also have constraints on computation
time then PSOCA will be better option for detecting communities.
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Evaluation of Data Warehouse Quality from 
Conceptual Model Perspective 

Rakhee Sharma, Hunny Gaur, and Manoj Kumar& 

Abstract. Organizations are adopting Data Warehouse (DW) for making strategic 
decisions. DW consist of huge and complex set of data, thus its maintenance and 
quality are equally important. Using improper, misunderstood, disregarded data 
quality will highly impact the decision making process as well as its performance. 
The DW quality is depending on data model quality, DBMS quality and Data 
quality itself. In this paper, we have surveyed on two aspects of DW quality; one 
is how researchers have improved the quality of Data; and another is how data 
model quality is improved. The paper discusses that metrics are real quality 
indicators of DWs; they help the designers in obtaining good quality model that 
allows us to guarantee the quality of the DW. In this paper, our focus has been on 
surveying research papers with respect to quality of the multidimensional 
conceptual model of DW. Having surveyed various papers, we compared all the 
proposals concerning theoretical validation and empirical validation of conceptual 
model metrics for assessment of DW model quality. 

Keywords: Data warehouse, multidimensional model, Object Oriented approach, 
metrics, Data quality, Data model quality, validation, UML, Conceptual model, 
Information quality, Framework, Quality indicator. 

1 Introduction 

Organizations have important and huge set of information. Thus to maintain it, 
efficiently they are adopting data warehouse (DW). Data Warehouse is a subject-
oriented, integrated, time variant and non-volatile collection of data in support of 
management’s decision making processes (Inmon, 1996). This huge set of data  
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has raised a new issue for the organizations: maintaining quality of data. If the 
data quality is not assured it leads to disastrous conditions, thus its quality is our 
prime aspect. Using improper, misunderstood, disregarded data quality will highly 
impact the decision making process as well as its performance. The research 
industry has taken many steps in improving the quality of DW so that the process 
of making decisions provides a new success mark to the organization. Several 
approaches have been proposed to improve the quality of data stored in DW, 
quality of the data model as well as the presentation of the data stored in DW. Sidi 
et al (Sidi et al., 2012) discussed about several data quality models and concluded 
about their suitability regarding DWs. The researchers also proposed a model, the 
combination of the data models surveyed in (Sidi et al., 2012). Chen et al in a 
paper (Chen et al., 2012) has included what data quality tools should be used in 
what problem. 

Developing high quality DW is time consuming and expensive task, many 
projects, thus failed to deliver high data quality which leads to their failure. Hence, 
DW quality must be considered into whole DW development phase. Assuring 
quality at early stages of DW development can be achieved by improving the 
quality of data models used in designing. Data models are generally considered at 
three levels, conceptual, logical and physical. Serrano et al (Serrano et al., 2007) 
represented information quality as the quality of DW and presentation quality. 
Further, they have shown what actually must be considered to improve the quality 
of DW. It can be improved by improving database management system (DBMS) 
quality, data model quality or data quality. The research industries have mainly 
focused on improving data model quality. For improving quality DW modeling 
should be exposed at a higher level of design, increasing the understanding of 
users. This can be achieved by improving the quality of conceptual modeling 
phase of DW development. Nelson et al (Nelson et al., 2012) proposed a 
comprehensive conceptual modeling quality framework bringing together two 
well-known quality frameworks: the framework of Lindland, Sindre and Solvberg 
(LSS) and that of the Wand and Weber based on Bunge’s ontology (BWW). They 
have defined several quality corner stones and that in turn defines quality 
dimension. Multidimensional (MD) model of DW is an early stage artifact and has 
been widely accepted as the foundation of DW, hence improving its quality will 
have a positive impact on DW quality. MD data models have been proposed at 
both logical and conceptual levels. At logical level star schema has been proposed 
by (Kimball and Ross, 2002). To develop the quality MD data model, some 
indicators are needed, namely metrics proposed in (Calero et al., 2001a). They 
defined valid metrics by following the metric proposal of (Calero et al., 2001b) as  
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shown in fig1.Metrics are a way of measuring quality factor. These are validated 
through two methods proposed in (Calero et al., 2001a) Formal and empirical, 
although performed only formal validation using Zuse framework (Zuse, 1998). 
The empirical validation of the proposed metrics was done in (Serrano et al., 
2002). This empirical validation have been further refined in (Serrano et al., 2003) 
and they have also proposed hypothesis a null and three alternative hypotheses. 
The validation has also been introduced at object oriented conceptual level 
modeling in (Serrano et al., 2004). They have proposed following metrics: Class 
scope, Star scope, Diagram scope. The validations of these metrics have been 
given by various researchers (Ali and Gosain, 2012; Gupta and Gosain, 2010; 
Gosain et al., 2010; 2011; 2013; Gosain and Mann, 2013; Kumar et al., 2013; 
Nagpal et al., 2012; 2013; Serrano et al., 2008) and result concludes that there 
exists some correlation between metrics and quality factors such as 
understandability, efficiency, completeness etc. 

The remaining paper is structured as: section 2 presents impact of data quality 
on DW quality. Section 3 describes data model quality at conceptual level and also 
describes MD and object oriented MD approach. Section 4 discusses about metric 
definition and proposed metrics with theoretical and empirical validation in 
subsections 4.1 and 4.2, respectively, and the last section provides conclusion and 
future work. 

 

Fig. 1 Steps for definition 
and validation of metrics 
(Calero et al., 2001b) 

Metric definition 

Theoretical validation  
Empirical validation 

Case  
studies 

Experiments 

 

2 Data Quality 

Data, mainly of DW plays important role in the decision making process. Its 
quality is major concerned area for researchers and organizations. The data quality 
degrades over time, if the processes and the information input qualities are not 
controlled, while data flows across information systems. In (Munawar et al., 2011) 
researchers have defined data quality of DW as business quality, information 
quality, technical quality. Fig 2 describes the data quality in detail. Business 
quality can be functional and non-functional; information quality can be quality of 
information content and quality of information access, technical quality deals with 
correctness, unambiguous, consistency and completeness. Developing high quality  
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DW is time consuming and expensive task, many projects, thus failed to deliver 
high data quality which leads to their failure. Data quality issues can be seen at 
any stage of development of DW. They must be tackled as soon as possible to 
improve the overall quality. Data quality can be measured using metrics and issues 
regarding data quality can be controlled at early stages. 

Data quality of DW 

Business quality 
Information quality 

Technical quality 

Functional Non Functional 

Quality of information content Quality of information access 

Complete 

Consistent Correct 

Unambiguous 
 

Fig. 2 Data Quality of DW (Munawar et al., 2011) 

3 Data Model Quality 

Data model quality is the clearest indicator of DW quality. In (Calero et al., 
2001a) it is clearly mentioned that data model quality can be viewed at three 
different levels separately; Physical, logical and conceptual. In this section we 
describe about conceptual modeling, the multidimensional model and OO 
approach. Santos et al (Santos et al., 2010) proposed data quality model TDQM 
for improving quality and the process. But this model is not suitable for DWs. 
Another data quality model AIMQ is based on the foundation of model PSP/IQ 
(Lee et al., 2002). This model is highly accurate for making DW free of errors and 
provides completeness for product quality. Another data model quality framework 
is proposed by Moody et al (Moody and Shanks, 2003) and also introduces some 
quality factors such as simplicity, implementation, integration, understandability, 
flexibility and completeness which affect data model quality. For improving the 
quality DW modeling should be exposed at a higher level of design increasing the 
understanding of the user. This can be achieved through a conceptual modeling 
phase, which provides easy communication between the designer and the user, 
early detection of modeling errors and easily extendable schemas (Tryfona et al., 
1999).   

Many researchers (Gosain et al., 2011; Kumar et al., 2013; Nelson et al., 2012; 
Serrano et al., 2003; 2004; 2007; 2008) have worked on conceptual level data 
model quality. Conceptual modeling for DW can be tackled from MD modeling 
point of view. The structure of the multidimensional model depicts a star in the 
center and several outlying structures of data. MD models store information in 
facts and dimensions. A fact table is a structure that contains many occurrences of 
data and dimensions describe one important aspect of the fact table. The 
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dimension table always defines the information that relates to the fact table. The 
fact table and dimension table are related with the existence of a common unit of 
data (Inmon, 1996). Dimensional data model is usually designed using the star 
schema modeling facility; which allows good response times and an easy 
understanding of data and metadata for both users and developers (Inmon, 1996). 
Serrano et al (Serrano et al., 2004) uses an extension of UML for the conceptual 
modeling of DW for defining metrics. The extension of UML uses the Object 
Constraint Language (OCL) for expressing the rules of new defined elements. The 
researchers adopted object oriented conceptual approach because it can represent 
the properties of DW easily at a conceptual level.  

4 Metric Definition, Proposal and Validation 

To guarantee the quality of multidimensional models for DWs, the subjective 
quality criteria or the design guidelines are not enough. Therefore, a set of formal 
and quantitative measures should be provided to reduce subjectivity and bias in 
evaluation and guide the designers in their work (Berenguer et al., 2005). These 
sets of measures that guide the designers in developing more precise DW are 
called metrics. Metrics should be defined in a procedural way and few steps must 
be followed to ensure their reliability. Steps to be followed in for defining the 
metrics are shown in figure 1 as proposed by (Calero et al., 2001a).Many 
researchers have been proposed the valid metrics as quality indicators for DW. 
These quality indicators help in evaluating the quality factors for DW such as 
understandability, efficiency, completeness etc. The first proposal was given by 
Calero et al (Calero et al., 2001a). They proposed a large set of metrics that can be 
applied at 3 levels, namely, table, star and schema. Table 1 represents the list of 
metrics used at all three levels. 

Table 1 Proposed metrics for 3 levels (Calero et al., 2001a) 

Table Metrics Star Metrics Schema Metrics 
NA NDT NFT 
NFK NT NDT 
 NADT NSDT 
 NAFT NT 
 NA NAFT 
 NFK NADT 
 RSA NASDT 
 RFK NA 
  NFK 
  RSDT 
  RT 
  RScA 
  RFK 
  RSDTA 

 



526 R. Sharma, H. Gaur, and M. Kumar 

Serrano et al (Serrano et al., 2007) proposed an initial set of metrics for the 
object oriented data warehouse conceptual model using UML. These metrics were 
also defined at three levels: class, star and diagram. The researchers focused 
mainly on star level metrics. Table 2 represents the proposed metrics at star level. 

Table 2 Proposed metrics for Object Oriented DW conceptual model using UML (Serrano 
et al., 2007) 

Metrics Description 
NDC Number of dimension classes 
NBC Number of base classes 
NC Total number of classes 
RBC Ratio of base classes 
NAFC Number of FA attributes of fact class 
NADC Number of D and DA attributes of dimension classes 
NABC Number of D and DA attributes of base classes 
NA Total number of FA, D and DA attributes 
NH Number of hierarchy relationships 
DHP Maximum depth of hierarchy relationships 
RSA Ratio of attributes of star schema 

 
Cherfi et al (Cherfi and Prat, 2003) proposed a metric approach based on UML 

and multidimensional schema quality evaluation framework (Si-Said et al., 2003) 
focusing on quality of multidimensional schemas considering specifically 
analyzability and simplicity criteria. The researchers focused mainly on 
specification view among the three views proposed in (Si-Said et al., 2003). The 
paper also addressed the problem of evaluation and maintaining balance between 
multidimensional schema’s analyzability and simplicity and presented their 
associated metrics. Berenguer et al (Berenguer et al., 2005) proposed a framework 
for designing the metrics, being each metric a part of quality indicator. The 
researchers proposed metric design guidelines for UML packages in 
multidimensional modeling and metrics were proposed at three levels: level 1 
defining one package for each star schema, level 2 defining on package for each 
dimension and fact and level 3 defining the whole content of both dimension and 
fact packages. Gosain et al (Gosain et al., 2011) proposed the metrics emphasizing 
on dimension hierarchies in multidimensional models. Table 3 represents the list 
of proposed metrics. 

Table 3 Proposed metrics for dimension hierarchies (Gosain et al., 2011) 

Metrics Description 
NMH Number of multiple hierarchies 
APMH Average number of alternate paths in multiple hierarchies 
ALMH Average number of levels in multiple hierarchies 
SMH Number of shared multiple hierarchies 
ADMH Average number of dimensions participating in shared multiple hierarchies 
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4.1 Theoretical Validation 

Defining metrics for DW is not sufficient to achieve a good quality 
multidimensional model for DW. They need to be validated to prove their 
correctness as quality indicators. Theoretical validation of metrics helps the 
designers to know that when to apply the metrics and in which manner. Calero et 
al (Calero et al., 2001a) performed the theoretical validation of some of proposed 
metrics chosen from all three levels using the Zuse framework (Zuse, 1998). This 
framework is a measurement theory based framework whose goal is to determine 
the scale to which a metric pertains (Calero et al., 2001a). The formal framework 
(Zuse, 1998) defines three mathematical structures, viz. the extensive structure, 
the independence conditions and the modified relation of belief. The result of the 
theoretical validation of metrics indicated that all the proposed metrics are either 
on the ordinal scale or on superior scale. 

After this theoretical validation, the theoretical validation of proposed metrics 
(Serrano et al., 2007) was performed using Briand et al (Briand et al., 1996) 
framework in (Serrano, 2004) and using the DISTANCE framework (Poels and 
Dedene, 1996) in (Serrano et al., 2007). The validation result determined that all the 
metrics are characterized by the ratio scale and they are theoretically validated 
software metrics and are therefore rather serviceable. Gosain et al (Gosain et al., 
2013) also performed the theoretical validation of metrics proposed in (Gosain et al., 
2011) using Briand et al framework (Briand et al., 1996). The researchers observed 
that all the dimension hierarchies metrics considered in the paper satisfy all the 
properties that characterize the metric as either size measure or length measure. The 
result of the theoretical validation concluded that NLDH is a length measure metric 
while all other metrics are size measures which prove that the metrics are 
theoretically validated and contribute ominously towards structural complexity. Table 
4 summarizes the theoretical validation work conducted by several researchers. 

Table 4 Theoretical validation summarization 

Paper Title Framework Used Metrics Used Result 

Towards Data Warehouse 
Quality Metrics 
(Calero et al., 2001a) 

Zuse 
(Zuse, 1998) 

Combination of star and schema level 
metrics (NA, NFK, NDT, NT, NADT, 
NAFT, NFT, NSDT, NASDT). 

All the proposed 
metrics are either in 
the ordinal scale or 
in superior scale. 

Metrics for Data Warehouse 
conceptual models 
understandability 
(Serrano et al., 2007) 

Distance 
(Poels and Dedene, 
1996) 

Star Scope Metrics(NABC, RBC, NBC, 
NH, NDC, NC, NAFC, NA, RSA, DHP) 

All the metrics are 
characterized by the 
ratio scale and they 
are theoretically 
validated software 
metrics and are 
therefore rather 
serviceable. 

Validating dimension 
hierarchy metrics for the 
understandability of 
multidimensional model for 
data warehouse 
(Gosain et al., 2013) 

Briand 
(Briand et al., 1996) 

NMH(no. of multiple hierarchies) 
APMH (average no. of alternate paths in 
multiple hierarchies ) 
ALMH (average no. of levels in multiple 
hierarchies) 
SMH (No. of shared multiple hierarchies) 
ADMH (average no. of dimensions 
participating in shared multiple 
hierarchies ) 

Metrics contribute 
significantly towards 
structural complexity 
of multidimensional 
models. 
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4.2 Empirical Validation 

The objective of empirical validation is to prove the practical usefulness of the 
proposed metrics. Some ways of performing empirical validation are shown in 
figure 1. The empirical validation of metrics was first performed by Serrano et al 
(Serrano et al., 2002) by conducting a controlled experiment over proposed 
metrics using GQM (Goal Question Metric) approach (Basili and Weiss, 1984; 
Basili and Rombach, 1998). The researchers considered only schema level metrics 
for validation and the experiment was conducted by choosing 12 subjects (experts 
having experience in database design) to solve eleven DW schemas to measure the 
dependent variable understandability. They also formulate two hypotheses: one 
null and one alternate to find the correlation between the structural complexity 
measures and understandability of schemas. The result concluded that there seems 
to be a correlation between some metrics (NT, NFT, and NSDT) and complexity 
of the schema.The validation process was refined in (Serrano et al., 2003) by 
focusing only on two metrics NFT and NDT. The numbers of schemas were 
reduced to four and result indicated that NFT is a solid indicator of the complexity 
of the multidimensional models, but NDT is neither an indicator of complexity nor 
can it reduce the complexity. 

Serrano et al (Serrano et al., 2004) empirically validates the proposed metrics 
for object oriented DW conceptual model using UML. The numbers of subjects 
taken were seventeen and the number of schemas was increased to ten for 
performing experiments. The outliers were also eliminated from collected data. 
The experiment verified two quality factors: understandability and modifiability 
and result concluded that there exist a high correlation between the metrics (NBC, 
NC, RBC, NABC, NA, NH and DHP) and understandability. And there is no 
correlation between metrics and modifiability. Serrano at al refined their 
experiment in (Serrano et al., 2007) with twenty five subjects and ten DW 
schemas. The quality factors considered in the experiment were understandability, 
efficiency and effectiveness. The researchers concluded that the metrics (NBC, 
NC, RBC, NABC, NA, NH and DHP) seems to be correlated with 
understandability of DW schema but with respect to efficiency and effectiveness, 
researchers found that a high inverse relationship exist between the metrics (NBC, 
NC, RBC and NH) and efficiency of subjects working with schemas. The 
empirical validation was replicated by Serrano et al in (Serrano et al., 2008) to 
confirm the results of previous experiments. The researchers conducted a four step 
analysis to check whether individually or collectively, the metrics are correlated 
with the understandability of schemas using statistical techniques. Only four 
metrics from schema level metrics were verified with thirteen schemas and eighty 
five subjects. The researchers found that all four metrics are good indicators of  
 
 
 



Evaluation of Data Warehouse Quality from Conceptual Model Perspective 529 

DW quality. Gosain et al (Gosain et al., 2010) predicts the quality of the 
multidimensional model using machine learning technique: Neural Network 
Approach. The experiment was conducted on four metrics (NFT, NDT, NFK and 
NMFT) and ANN technique was applied to the data set provided in (Serrano et al., 
2008). The results showed that technique proposed is able to predict the quality of 
the DW multidimensional model with acceptable accuracy. 

The empirical validation procedure was also adapted by Gupta et al (Gupta and 
Gosain, 2010). The objective of the validation was to reduce the set of metrics to 
obtain the effective measures only and then performing empirical of these metrics 
to use them as quality indicators. The metrics proposed in (Calero et al., 2001a) 
were validated using Linear Regression technique and result predicted that NFT 
and NSDT are best quality indicators of DW schema. The Regression Analysis 
experiment was again conducted by Gupta et al (Gupta et al., 2011) using object 
oriented DW conceptual model using UML. The numbers of schemas taken were 
twenty solved by ten subjects. The metrics defined in (Serrano et al., 2007) were 
used for finding out the correlation between understandability and efficiency and 
complexity of the schema. Result of the experiment indicates that several metrics 
are correlated with the understandability of models as well as with efficiency of 
the subjects. 

Gupta et al (Gupta and Gosain, 2012) extended their work of reducing the 
redundant metrics using the PCA (Principle Component Analysis) approach. The 
approach was applied on 41 schemas for the metrics proposed in (Calero et al., 
2001a). Among seven metrics (NFT, NDT, NSDT, NAFT, NADT, NASDT and 
NFK), only three metrics (NFT, NFK and NAFT) are extracted as a principal 
component. The benefit of PCA approach is that it reduces the efforts required for 
further computation to get the precise quality indicators. Ali et al (Ali and Gosain, 
2012) proposed a model based on fuzzy logic technique to find out the nonlinear 
relationship between the metrics and quality of object oriented multidimensional 
model, and performed empirical validation to assess the effectiveness of the 
proposed model. The results of fuzzy based models are compared with the 
controlled experiment conducted by researchers. The metrics used for empirical 
validation are NDC, NBC, NA and NC. The experiment was carried out by twenty 
subjects over eleven schemas. And result concluded that proposed model is a 
successful measure of the understandability of the multidimensional model for 
these four metrics. 

Gosain et al (Gosain et al., 2013) extended their work (Gosain et al., 2011) by 
empirical validation the dimension hierarchy metrics for evaluating the correlation 
between quality factor understandability and complexity of the multidimensional 
schema. The validation was done with the help of controlled experiment with 
seventeen multidimensional schemas for thirty subjects (divided in two groups of 
fifteen subjects each). After experimenting, statistical techniques (Correlation and 
Linear Regression) were applied. The result indicates that the metrics are 
significant in predicting the quality of multidimensional models for DW. 
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Kumar et al (Kumar et al., 2013) performed the empirical validation of 
structural metrics proposed in (Serrano et al., 2004; 2008) by applying statistical 
methods (Logistic Regression) and machine learning techniques (Decision Trees, 
Naïve Bayesian Classifier) for predicting the effect of structural metrics on 
understandability. The researchers also represent the comparison of statistical 
techniques and machine learning techniques. The experiment was conducted for 
twenty schemas with eighteen subjects. The result of the experiment indicates that 
some metrics individually affects the understandability of the schema while some 
have combined effect on the understandability of multidimensional schema. The 
comparison result shows that Naïve Bayesian Classifier is a better method for 
prediction than Logistic Regression. Gosain et al (Gosain and Mann, 2013) used 
Linear Regression Analysis for predicting multidimensional quality. They have 
also evaluated understandability and efficiency through various combinations of 
metrics. The empirical validation was performed on metrics proposed in (Serrano 
et al., 2007). The experiment was performed using thirty three schemas by fifty 
subjects and the result indicates that all the metrics are solid indicators of 
predicting the quality for multidimensional schemas of DW. Table 5 summarizes 
the empirical validation work conducted by several researchers. 

Table 5 Empirical validation summarization 

 
Paper Title Level 

Worked On 
Metric 
Used 

Hypotheses 
Formed 

Technique 
Used 

Quality Factors Result 

Validating metrics for 
Data Warehouse 
(Serrano et al., 
2002) 

Logical Schema 
Level 

One Null and 
One Alternate 

Statistical Understandability There exist some 
correlation between 
some metrics and 
complexity of 
schema. 

Experimental 
validation of 
multidimensional 
data model metrics 
(Serrano et al., 
2003) 

Logical Schema 
Level 

One Null and 
Three Alternate 

Statistical Understandability NFT is a solid 
indicator of the 
complexity of the 
multidimensional 
models but NDT is 
neither an indicator 
of complexity nor 
can it reduce the 
complexity. 

Empirical validation 
of metrics for 
conceptual models 
of Data Warehouse 
(Serrano et al., 
2004) 

Conceptual Star Level One Null and 
One Alternate 

Statistical Understandability 
and Modifiability 

There exist high 
correlation between 
some metrics and 
Understandability. 
But no correlation 
between metrics 
and modifiability. 

Metrics for Data 
Warehouse 
conceptual models 
understandability 
(Serrano et al., 
2007) 

Conceptual Star Level Three Null and 
Three Alternate 

Statistical Understandability, 
Efficiency and 
Effectiveness 

Some metrics seem 
to be correlated 
with 
understandability 
and a high inverse 
relationship exists 
between metrics 
and efficiency of 
subjects. 

Empirical studies to 
assess the 
understandability of 
Data Warehouse 

Logical Schema 
Level 

Four Null Statistical Understandability Four metrics of 
schema level are 
good indicators of 
Data Warehouse  
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Table 5 (continued) 

Paper Title Level 
Worked On 

Metric 
Used 

Hypotheses 
Formed 

Technique 
Used 

Quality Factors Result 

 schema using 
structural metrics 
(Serrano et al., 
2008) 

      
 quality. 

Neural Network 
approach to predict 
quality of Data 
Warehouse 
multidimensional 
model 
(Gosain et al., 2010) 

Logical Schema 
Level 

-- Machine 
Learning 

Understandability Technique 
proposed is able to 
predict the quality of 
Data Warehouse 
multidimensional 
model with 
acceptable 
accuracy. 

Analysis of Data 
Warehouse quality 
metrics using LR 
(Gupta and Gosain, 
2010) 

Logical Schema 
Level 

-- Statistical Understandability Two metrics NFT 
and NSDT are best 
quality indicators of 
Data Warehouse 
schema. 

Empirical validation 
of object oriented 
Data Warehouse 
design quality 
metrics 
(Gupta et al., 2011) 

Conceptual Star Level One Null and 
One Valid 

Statistical Understandability 
and Efficiency 

Several metrics are 
correlated with 
understandability of 
models as well as 
with efficiency of 
the subjects. 

Validating Data 
Warehouse quality 
metrics using PCA 
(Gupta and Gosain, 
2012) 

Logical Schema 
Level 

-- Statistical Understandability Among seven 
metrics only three 
metrics are 
extracted as 
principal 
component. 

Predicting the quality 
of object oriented 
multidimensional 
(OOMD) model of 
Data Warehouse 
using fuzzy logic 
technique 
(Ali and Gosain, 
2012) 

Conceptual Star Level -- Machine 
Learning 

Understandability The proposed 
model is a 
successful measure 
of the 
understandability of 
multidimensional 
model for metrics. 

Validating dimension 
hierarchy metrics for 
the understandability 
of multidimensional 
models for Data 
Warehouse 
(Gosain et al., 2013) 

Logical Dimension 
Hierarchy 

One Null and 
One Alternate 

Statistical Understandability The metrics are 
significant in 
predicting the 
quality of 
Multidimensional 
models of Data 
Warehouse. 

Empirical validation 
of structural metrics 
for predicting 
understandability of 
conceptual schemas 
for Data Warehouse 
(Kumar et al., 2013) 

Conceptual Star Level One Null and 
Twelve 
Alternate 

Statistical and 
Machine 
Learning both 

Understandability Some metrics 
individually affects 
the 
understandability of 
the schema while 
some have 
combined effect on 
the 
understandability of 
multidimensional 
schema. 

Empirical Validation 
of metrics for object 
oriented 
multidimensional 
model for Data 
Warehouse (Gosain 
and Mann, 2013) 

Conceptual Star Level Two Null and 
Two Alternate 

Statistical Understandability 
and Efficiency 

All the metrics are 
solid indicators of 
predicting quality for 
multidimensional 
schemas of Data 
Warehouse. 

 

5 Conclusion and Future Work 

Data Warehouse stores large and complex set of information, so assuring its 
quality should be the prime concerned while designing DWs. The paper discusses 
about different aspects of data quality, data model quality and DW quality. 
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The paper focuses on surveying the research work on improving data warehouse 
quality. It discusses about the metrics proposed on logical and conceptual levels of 
DW. We have also highlighted the frameworks and techniques concerning 
theoretical and empirical validation of logical and conceptual model metrics for 
assessment of DW model quality. Researchers have performed empirical validations 
by considering different number of subjects and schemas; however, to achieve more 
precise results, empirical validation of metrics can be performed by considering 
more schemas and subjects. 
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Enhancing Frequency Based Change Proneness 
Prediction Method Using Artificial Bee Colony 
Algorithm* 

Deepa Godara and Rakesh Kumar Singh 

Abstract. In the field of software engineering, during the development of Object 
Oriented (OO) software, the knowledge of the classes which are more prone to 
changes in software is an important problem that arises nowadays. In order to 
solve this problem, several methods were introduced by predicting the changes in 
the software earlier. But those methods are not facilitating very good prediction 
result. This research work proposes a novel approach for predicting changes in 
software. Our proposed probabilistic approach uses the behavioral dependency 
generated from UML diagrams, as well as other code metrics such as time and 
trace events generated from source code. These measures combined with 
frequency of method calls and popularity can be used in automated manner to 
predict a change prone class. Thus all these five features (time, trace events, 
behavioral dependency, frequency and popularity) are obtained from our proposed 
work. Then, these features are given as the input to the ID3 (Interactive 
Dichotomizer version 3) decision tree algorithm for effectively classifying the 
classes, whether it predicts the change proneness or not. If a class is classified into 
prediction of change prone class, then the value of change proneness is also 
obtained by our work.  

1 Introduction 

When adapting a system to new usage patterns or technologies, it is necessary to 
foresee what such adaptations of architectural design imply in terms of system 
quality [3]. Software systems are continuously subjected to changes.  Changes are 
necessary to fix bugs, to enhance a product by adding new features, to adapt to a 
new environment and re-factor the source code [5]. Changes in software are made 
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due to a variety of reasons such as revision or adaptation, enhancements, fixing 
errors and perfective maintenance. Some parts of the object oriented software may 
be more prone to changes than others. Knowing which classes are change-prone 
can be very helpful; change-proneness may indicate specific underlying quality 
issues [8]. Handling change is one of those fundamental problems in software 
engineering. To deal with new technology and changing requirements 
evolutionary development has been proposed as the most efficient method [6]. 
Remedial actions can be taken if a maintenance process is able to identify which 
classes of the software are more change-prone. Evolution process of software can 
focus on such change prone classes [8].  

Various software development projects fail in different ways but these all share 
common symptoms. Some of them are: changing requirements and specifications, 
unrealistic expectations, new technology, technology incompetence, unrealistic 
time frames, unclear objectives, devastating complexity [12]. A small change can 
unexpectedly disturb the system [13]. Change-prone classes in software require 
particular attention because they require effort and increase development and 
maintenance costs. Identifying and characterizing those classes can enable 
developers to focus preventive actions such as, peer-reviews, testing, inspections, 
and restructuring efforts on the classes with the similar characteristics in the 
future. As a result, developers can use their resources more efficiently and deliver 
higher quality products in a timely manner [2]. If faulty classes can be detected in 
advance, remedial measure such as focused inspection can be taken. To identify 
faulty classes prediction model using design metrics can be used [13].The 
accuracy of the predicted impact determines the accuracy of cost estimation and 
quality of project planning [11]. 

We believe that most of the researchers use static characteristics of the object 
oriented software to specify whether a design is good or not [14]. Behavioral 
Dependency Analysis (BDA) is a measure that determines the functional 
dependency between two entities. BDA can be divided into three groups based on 
the source of information: (1) execution trace based (2) model based and (3) code 
based. Sequence diagrams can be used to determine the behavioral dependency 
between two distributed objects [15]. 

UML is a general purpose modeling language that is widely accepted in software 
engineering community. It supports object-oriented designs which in turn encourage 
component reuse. It supports many diagrams to provide multiple views of the 
system under design [10]. The UML based design enabled us to apply formal 
verification and validation techniques [1]. The unified modeling language (UML) is 
a graphical language for visualizing, specifying, constructing, and documenting 
software-intensive systems. It helps to visualize design and communicate with 
others [12]. UML is an Object Management Group (OMG) standard. It is useful for 
modeling complex and large systems.OMG is proposing the UML specification for 
international standardization for information technology [9]. Due to vast acceptance 
of object-oriented design, we observe that polymorphism and inheritance are more 
frequently used to improve reusability [7].It offers many diagrams to model a 
software system such as sequence diagrams, class diagrams etc. 
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Section 2 enlightens the short notes for the proposed change proneness 
prediction methodology and the structure for the suggested methodology. At last, 
the conclusions are summed up in Section 3. 

2 Proposed Methodology of Change Proneness Prediction 

In our proposed work, the main intention is to develop an optimal frequency based 
change proneness prediction method using behavioral dependency and ABC 
algorithm. The input of our proposed work is an application. In our work, we have 
to predict the change proneness of any given application.  In order to predict, at 
first, the features of every application need to be collected from the application. 
After the identification of these features, the change proneness in each class can be 
predicted by using ID3 Decision tree algorithm. If a class is classified as predicted 
class for change proneness, then the value of the change proneness prediction is 
also calculated.  
 

 

Fig. 1 Proposed change-proneness prediction method 

2.1 Phase-I: Identification of Features 

The features obtained from an application are time, trace events, behavioral 
dependency, frequency and popularity, which predict only the change proneness. 
These 5 features are derived from the application in the following three methods:- 
 

(i) Features obtained directly from an application 
(ii) Features obtained from UML Diagrams 
(iii) Features obtained from optimal frequent item set mining and ABC 
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The features such as time and trace events of the methods are identified directly 
from the input easily. And the feature behavioral dependency is obtained from the 
UML diagrams. The dependency represents the behavior of each and every class 
in the software, which is calculated from the UML diagrams. And the frequency 
of interfaces and methods can be computed by using optimal frequent item set 
mining algorithm based on ABC. Using this frequency, we can find out the feature 
popularity. 

2.1.1 Features Obtained Directly from an Application 

In this way, only the two features time and trace events are obtained directly from 
the given input application. From the source code, we can directly find these 
features as given below. 
 
2.1.1.1   Time 
From the input source code, we can find this feature value, time. In source code, 
many classes and methods are presented. For a class, more number of methods is 
included in it. Each will be called by other classes also. To get the time feature, we 
have to calculate the execution time of each methods of each class. This execution 
time of every function facilitates the time feature value.  
 
2.1.1.2   Trace Events 
Some of the methods in the source code are not executed in the run time. During 
runtime of the source code, we have to identify the following things, 

(i) What are the methods executed during the runtime? 
(ii) How many times, these methods are executed during the runtime? 

Using these details, the feature trace event is computed directly from a given 
application 

2.1.2 Features Obtained from UML Diagrams 

The feature behavioral dependency is difficult to compute directly from the source 
code. In order to obtain the dependency value of a source code, we need to 
generate UML diagrams for the source code. From these UML diagrams, we can 
find the behavioral dependency feature for the given application. 
 
2.1.2.1   Generation of UML Diagrams 
UML diagrams provide communication between the customer, system analysts 
and programmers, who write the source code. So, it acts as a mediator or 
information provider to find out the features. In general, 8 kinds of UML diagrams 
are generated. But for our purpose we need only 2 kinds of UML diagrams  

UML Sequence Diagram: - It represents a sequence of interaction between the 
objects.  
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UML Class Diagram: - It represents the relationship between classes and 
interfaces. 
 
2.1.2.2   Behavioral Dependency 
Behavioral Dependency is one of the important features to predict the change 
proneness. In a source code, if one class gets changes, it also affects the other 
class. It can be found only through the dependencies between the classes or 
objects 

The relationship between the sender object and receiver object is an example of 
the behavioral dependency, while sending a message between two objects. The 
changes in the class of the receiver object also affect the class of the sender object. 
The inheritance and polymorphism are also taken into account, during the 
measurement of behavioral dependency. The higher changes in behavioral 
dependency indicate the possibility of more changes to happen.  

 
2.1.2.2.1   Measuring the Behavioral Dependency Using UML Models 
To measure the behavioral dependency from the source code, we generate a UML 
Sequence and Class diagram for the source codes. From this, we then measure the 
behavioral dependency by using the following methods. 

(i) Construct Object Dependency model 
(ii) Construct System Object Dependency model 
(iii) Form reachable path table 
(iv) Calculate the weighted sum of reachable paths  
(v) Calculate the Behavioral Dependency of a class 

2.1.3 Features Obtained from Optimal Frequent Item Set Mining and ABC 

The features frequency and popularity are obtained from the input by using  
optimal frequent item set and ABC algorithm.  

Frequency 
The frequency of the methods that are called by other methods is calculated using 
frequent item set mining method. Each function can be called by more number of 
functions.  In this pattern, the rules for the method calls are generated.  It is 
possible to happen that some of the methods cannot be called by other methods in 
the “changed” software. This will make changes in the frequency of the methods 
that are called by other methods. So, it is also one of the effective features to 
predict the change-proneness. 

In our work, the method calls by different classes are considered as the set of 
instances. Each method call has a number of classes as the items.    

The process of these frequent item set algorithm then identifies all the common 
sets of classes for the method calls, in which these set of classes have at least a 
minimum support. Minimum support specifies the minimum number of times the 
method calls exist in the common set of classes. Then the classes for the method 
calls are combined with parameters such as {1-length combination, 2-length 
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combination, (n-1)-length combination} based on the number of classes for 
method calls. For example, if a set of classes is {a, b, c}, then 1-length 
combinations are {a}, {b}, {c} and the 2-length combinations are {a, b}, {b, c}, 
{a, c} taken from the common set. Likewise, according to the length of the set of 
classes, the combinations are taken by this frequent item set mining algorithm.  

After the identification of a set of frequent item sets, association rules are 
produced. Every association rule has qualities such as support, confidence and lift.  

After generating the rules, we have a number of rules to find the frequency of 
method calls for a particular class. To overcome this, we need to optimize these 
rules, for which Artificial Bee Colony (ABC) Algorithm is exploited in our work.  

ABC Algorithm: - If we use only the frequent item set mining for getting the 
frequency feature values means, it is possible to produce more number of rules, in 
which many non-frequent item sets also presented. To avoid these non-frequent 
item sets, we use ABC algorithm within the frequent item set mining for 
optimizing the rules in this.  

Then the frequency 
1( )Freq  of the method calls is found using these optimized 

rules. This is the feature that obtained from frequent item set and ABC algorithms. 

Popularity 
This is the fifth feature that helps to predict the change proneness in the given 
input. By using the following equation and also the feature frequency, we can 
calculate this feature, popularity.  

                                  1 2,Popularity PO Freq Freq= +                      (1) 

where, 
( ) ( ).1 2

2

MC MC
Freq

Total Number of methods used
=  

            1MC  - Number of times a method called by other methods  

            2MC  - Number of times a method calls other methods 

Now all the features such as time, trace events, behavioral dependency, 
frequency and popularity are taken from the given application input.  

2.2 Phase-II: Classification of Classes for the Change-
Proneness Prediction 

For classifying the classes which predict the change-proneness and do not predict 
the change-proneness, one of the classification algorithms named ID3 Algorithm 
is utilized. Based on the classification of classes, we can separate the classes 
which predict the change-proneness in classes from the classes which do not 
predict the change-proneness in the classes.  



Enhancing Frequency Based Change Proneness Prediction Method 541 

2.2.1 ID3 Algorithm 

ID3 (Interactive Dichotomizer version 3) is a simple decision tree learning 
algorithm that is used for classification purpose. It builds decision trees based on 
greedy search in an up-down manner, which contains the set of nodes and edges 
that connect these nodes. According to our work, the result of classification is 
divided into two- (1) classes that predict the change-proneness (set of positive 
results - PR ) and (2) classes that do not predict the change-proneness (set of 

negative results - NR ). The total classes are represented asT PR NR= ∪ . The 

number of sets of positive results ( PR ) is denoted as a and the number of sets of 

negative results ( NR ) is denoted as b . The probability of a class belongs to PR is 

a

a b+
 and the probability of a class belongs to NR is

b

a b+
.  The intermediate 

information required to make the decision tree as a source of the result PR  

or NR is given  

as,
log log , , 02 2( , )

0 ,

a a b b
when a b

I a b a b a b a b a b

otherwise

− − ≠
= + + + +





        (2) 

If attribute (feature) X  with values { , , ..... }1 2v v vN  is used for the root of the 

tree, then it partitions T  into{ , , ..... }1 2T T TN , in which Ti  denotes the classes in 

T  that have value vi of X . Let Ti  consists of ai  classes of PR  and bi  classes 

of NR , then the intermediate information needed for the sub-tree for Ti  

is ( , )I a bi i . The expected information EI  needed for the decision tree with X  as 

the root ( ( )EI X ), is found as a weighted average as given below. 

                                         ( ) ( , )
1

N a bi iEI X I a bi ii a b

+
= 

= +
                                    (3) 

From the above equation (10), the weight for the i th branches is the proportion 

of the classes T  that belongs toTi . Now, we can find the value of information 

gain IG  by branching on X  which is given below.  

                               ( ) ( , ) ( )IG X I a b EI X= −                                             (4) 

All the features X  are analyzed by ID3 algorithm and X  , which gives 
maximum ( )IG X  value is selected for constructing the decision tree. Then for the 
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residual subsets , , ....1 2T T TN , to construct the tree, the same process recursively 

continues... For each , ( 1, 2, ... )T i Ni = , if all the classes are positive, then it makes 

a decision with “YES” node and stops the process and if all the classes are 
negative, then it makes decision with “NO” node and stops the process; Otherwise 
ID3 chooses another attribute in the same way as given earlier. 

Thus the classes which predict the change proneness and the classes which do 
not predict the change proneness are classified using ID3 algorithm. 

2.2.2 Finding Change Proneness Prediction Value 

Now from the classification results, the classes which predict change proneness 
are taken separately and the probability values for each class for the change 
proneness are found according to the following equation (12).  

           ( ) ( ) ( | ) * ( ) ( ) * ( | ) * ( )2 2 2 1 1 2 2 1 1P T P T P T T P T P T P T T P T= + −           (5) 

In the above equation (5), we have considered only two classes 1T  and 2T . 

Likewise, probability of all classes Ti  is calculated as in equation (5) to find the 

change proneness value. Hence we can predict the change proneness of classes 
using the five features such as time, trace events, behavioral dependency, 
frequency and popularity. 

3 Conclusion 

In this paper, an effective change proneness prediction system was effectively 
constructed using frequent item set mining and ABC algorithm. At first, the 
features from this application were taken. The features taken were time, trace 
events, behavioral dependency, frequency and popularity. The features such as 
time, trace events were directly computed from the input application and the 
feature behavioral dependency was recognized from the UML diagrams of the 
input application. The feature frequency was estimated by means of frequent item 
set mining with ABC algorithm. Then the last feature popularity was assessed by 
treating the frequency as one of the inputs. Then the classes utilized in the 
application are categorized into two sets which specify whether the classes 
forecast the change-proneness or not by means of a decision tree algorithm, ID3. 
In future, the tests will be implemented on Java platform for authenticating any of 
the application regarding the fact whether it forecasts the change prone or 
otherwise, by means of the evaluation metrics such as precision, recall, FPR, FNR 
and accuracy. Further, we will be making comparisons of our work with other 
authors work to show that our approach gives more accurate results. 
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Formulating Dynamic Agents’ Operational 
State via Situation Awareness Assessment 

Salama A. Mostafa, Mohd. Sharifuddin Ahmad, Muthukkaruppan Annamalai, 
Azhana Ahmad, and Saraswathy Shamini Gunasekaran 

Abstract. Managing autonomy in a dynamic interactive system that contains a 
mix of human and software agent intelligence is a challenging task. In such 
systems, giving an agent a complete control over its autonomy is a risky  
practice while manually setting the agent’s autonomy level is an inefficient 
approach. This paper addresses this issue via formulating a Situation Awareness 
Assessment (SAA) technique to assist in determining an appropriate agents’ 
operational state. We propose four operational states of agents’ execution cycles; 
proceed, halt, block and terminate, each of which is determined based on the 
agents’ performance. We apply the SAA technique in a proposed Layered 
Adjustable Autonomy (LAA) model. The LAA conceptualizes autonomy as a 
spectrum and is constructed in a layered structure. The SAA and the LAA notions 
are applicable to humans’ and agents’ collaborative environment. We provide an 
experimental scenario to test and validate the proposed notions in a real-time 
application. 

Keywords: Autonomous agent, Multi-agent system (MAS), Layered adjustable 
autonomy (LAA), Dynamic environment, Decision-making. 
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1 Introduction 

The main idea behind any intelligent autonomous systems is to minimize humans’ 
intervention in the systems’ operations [1]. In many domains, the applicability of 
such systems is highly constrained [2]. However, the multi-agent systems (MAS) 
paradigm reinforces the concept of autonomy to be much more significant [1] as 
autonomy is a core characteristic of software agents [3]. Nonetheless, the practical 
setting of the MAS requires that the behavior of the agents in the system subjects 
to each agent’s local desire, as well as the global goal, which mandates dynamic 
distribution of the agents’ autonomy [4]. This issue indicates the fact that agent 
autonomy is adjustable since interactions with others are required to achieve the 
goal [2].  

The adjustable autonomy paradigm introduces many approaches that enable 
humans and agents to dynamically share control and initiative such as the mixed-
initiative [5] and the sliding autonomy [4]. Some practical examples of agent-
based systems that espouse these notions are: human-robots team [3, 6, 7], 
unmanned vehicles [8] and drones [9].  

The Layered Adjustable Autonomy (LAA) model is an agent-based  
approach that offers solutions to some autonomy problems [10, 11]. The LAA 
encompasses modeling a spectrum of autonomy in a layered structure, where 
agents act at different layers of autonomy levels in order to fulfill the system’s 
autonomy conditions. The LAA model aims to give the system explicit control 
over the agent’s actions whenever needed by means of providing autonomy 
management model and measurement methods to ensure quality and robust 
decision-making [12].  

In this paper, we propose a Situation Awareness Assessment (SAA) technique 
as a part of the LAA model. The SAA technique checks the agents’ responses to 
the environmental changes and evaluates their performance. The LAA and the 
SAA feedbacks determine the agents’ operational states; proceed, halt, break and 
terminate. The practical reason behind the proposed approach is to synchronize 
agents’ actions by halting agents who are not qualified to operate and reduce 
system’s disturbances by blocking and even terminating agents that operate 
erroneously.  

2 Literature Review 

Many researchers acknowledged the fact that autonomous agents might act 
undesirably due to different circumstances which might be beyond or under their 
control [2, 3, 4, 5, 7, 9, 14, 15]. Examples of possible situations are found in the 
cases of learning agents, coerced agents and manipulated agents [9, 13]. Different 
autonomy models are proposed in the literature including absolute autonomy [1], 
adjustable autonomy [3, 5, 9] and sliding autonomy [4, 6], each of which is built 
based on some arguments and offers solutions that resolve specific autonomy 
issues [7, 10]. Subsequently, situation awareness assessment privileges are 
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frequently used in computer science, especially in computer automation aspects 
[16, 17, 18, 19, 20]. A significant outcome is the Situation Awareness Global 
Assessment Technique (SAGAT) proposed by Endsley [16] to measure the 
situation awareness level of a system. The aim of SAGAT is to assist a pilot of an 
air fighter to maintain high-level of situation awareness during a mission to 
enhance his/her decision-making quality and the cockpit’s performance. 
Consequently, many different mechanisms are proposed to constrain agents’ 
decisions via controlling their operational states, some of which are discussed in 
the following paragraphs. 

Kapitan [13] comprehensively discussed agents’ autonomy, freedom and 
responsibility of their actions. Kapitan considered an agent is retrospectively 
responsible of its action based on predefined conditions. For a given time, if an 
agent has the intention to do an action and performs the action based on self-
obligation, then the agent is responsible for doing the action. He suggested 
including the motivation and omissions in responsibility determination. He 
determines the responsibility and the consequence of agent’s choice for both doing 
and omitting an action. 

Sierra and Schorlemmer [15] proposed a distributed mechanism to block or 
ostracize agents that violate certain norms. They experimented a cooperative norm 
scenario in which two options are possible; cooperate or defect. An agent’s utility 
increases when it cooperates with cooperative agent and vice versa. The violator 
agents are categorized to unrestricted, semi-restricted and ostracized based on 
their violation records. The mechanism significantly reduces norm violations 
among the agents’ community and increases their compliance to the cooperation 
norm. 

3 The Layered Adjustable Autonomy 

We propose the Layered Adjustable Autonomy (LAA) model to resolve some of 
the autonomy adjustment issues that concern the interactions of software and 
human agents to achieve common goals [10]. It enables global control of 
autonomous agents that guides or even withholds agents’ actions whenever 
necessary. The LAA architecture separates the autonomy into a number of layers. 
The layers encapsulate an agent’s decision process adjustment [12]. Each layer is 
attributed to deal with actions that correspond to the agent’s autonomy level [11]. 
The LAA distributes the autonomy to a qualified agent that satisfies the 
knowledge (know) and/or authority (can) conditions to act on an event (i.e. agent: 
know (event) ∧ can (event) → decide (event)) [10]. This is achieved by 
formulating autonomy management structure, measurement criteria and 
intervention rules on the agents’ decisions of actions [12].To give the agent the 
characteristics of intelligence and speed which are the core requirements for a 
dynamic interactive system, the agents in the LAA are designed to work through 
the Deliberation, Decision and Action modes. Consequently, the agents’ 
interactions with its surrounding proceeds through five phases which are observe 
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event, reason event, select action, obtain autonomy layer and process action as 
shown at the bottom of Figure 1 [21]. An Autonomy Analysis Module (AAM) and 
a Situation Awareness Module (SAM) are part of an agent’s architecture. They 
cooperate to distribute the autonomy based on the LAA conditions. There are 
other uses of the AAM and SAM that are beyond the paper’s scope1. The paper 
proposes a Situation Awareness Assessment (SAA) strategy to assess agents’ 
performance and support the LAA in the autonomy distribution and adjustment. 
Figure 1 describes the proposed LAA model and its related parts including the 
SAA. 
 

 

Fig. 1 The layered adjustable autonomy model 

An autonomy layer can be viewed as a virtual entity that has specific autonomy 
properties and is attributed by specific sets of actions based on some conditions 
[11, 21]. We define an action, , as an organized sequence of activities that are 
represented via programmatic functions to accomplish discrete operations of the 

action. We regard the completion of a task, Ϯ, achieves the goal state. Task, Ϯ, 

comprises a set of discrete and/or repetitive actions, Ϯ = { , , ...}. The actions 

in the LAA are categorized based on some attributes. Each attributed actions 
category has a corresponding autonomy layer that has a set of autonomy properties 
[21]. When an agent selects an action, its autonomy is encapsulated based on the 
selected action’s attribute and the autonomy layer’s properties [10]. Figure 2 
shows a generic model of the autonomy layers and the associations of the actions 
to their corresponding autonomy layers. The actions’ categorization and the 

                                                           
1  Only the basics of the AAM and SAM are described in this paper. The details can be 

found in [9], [10], [11] and [12]. 
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autonomy layers’ properties determination are domain specific issues. An example 
of possible application to the LAA model in a domain is detailed in Mostafa et al. 
[21]. Subsequently, the LAA model provides a mechanism that facilitates the 
agent to interact with a human as well as with other agents when it performs 
actions. The agent obtains a layer with a property that enables it to perform the 
interactions [21]. However, the interactions between the human and the agent are 
constrained via the actions’ attributes [10]. Some actions are engineered to disable 
the agent from interacting with others.  
 
 

 

Fig. 2 A generic model of the autonomy layers 

 
Definition 1. Let A be the set of all actions sorts,  be an action and  A; Ϯ be the 
possible tasks, Ϯ = { , , …} in which   A;  
Definition 2.  Let ȹ be the actions acquiring attribute function,  be the action 
after acquiring its attributes,   and };  be the possible 
autonomy layers and ={ , , …};  be the action and the layer association 
function,  be the action after inheriting its corresponding layer autonomy properties, 

 x  and };  
Definition 3.  Let an agent ϼ  be defined as an entity which performs a set of actions 
A based on the current states of the environment, E, to produce a new set of 
environment E',  x  and ϼ functions based on the LAA model rules where 

   ;  equipped with observe, reason, select, obtain and process functions to 
perform actions; assume that there exist an event e  E and  responds to e according 
to the LAA via the following phases, which are described by means of axioms;  
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Phase 1:    [(observe(ϼ, )  e] 
Phase 2:  e [(reason(ϼ, e)  ] 
Phase 3:   [((select(ϼ, ) )   ] 
Phase 4:    [((obtain(ϼ, ) )  , ] 
Phase 5:  [(process(ϼ, ) ]))))) 

The axioms describe the phases of an agent ϼ exclusion cycle along with the LAA 
process. They outline the process of ϼ performs action α  ᵵ in responses to event e. 
By reasoning over e, ϼ selects an action α,  sets the action’s attributes, ᾳ; ϼ obtains a 
layer ȴ to process the selected action, ᾳ; the attributed action inherits the autonomy 
properties of its corresponding autonomy layer via , ᾁ; and ϼ processes the action; 
thus, transforming the environment E to E’. However, there are other intermediating 
processes of the five phases involving the autonomy measurement and distribution 
that are not included here.  

The AAM is an inner component of the agent. It enables the agent to perform at 
different autonomy layers which are obtained based on the LAA conditions. The 
LAA model distributes the autonomy among agents based on their knowledge and 
authority qualifications [5, 11] which are modeled as autonomy measurement 
attributes (see Figure 1) [12]. The AAM applies the LAA conditions to ensure that 
each agent’s autonomy is compatible with the actions. It provides a mechanism to 
distribute the autonomy to the three modes of Deliberation, Decision and Action 
as follows:  

1. Deliberation Mode: The deliberation mode is represented by the 
observation and the reasoning phases. In this mode, the agent with the higher 
knowledge to deliberate on what it observes is more qualified than the agent 
with lesser knowledge. The outcome of this mode is a task that needs to be 
accomplished. 

2. Decision Mode: In the action selection phase, both the knowledge and 
authority autonomy attributes are used to determine which agents to decide 
on actions as different agents might select different actions to perform the 
same task. The outcome of this mode is the selected action or actions to 
perform the task. 

3. Action Mode: During the action execution phase, the agent’s autonomy 
condition is built upon its authority to act. Hence, the agent that obtains an 
autonomy layer is able to access specific resources to perform the action. The 
outcome of this mode is the action execution. 

The SAM is responsible for performing re-planning via checking the re-
planning conditions of the agents after performing each action. The SAM uses a 

plan validating function (Ɣ) to investigate the validity of the plan which is a part 

of the agent deliberation mode. After each action processing, Ɣ checks the state of 
the beliefs that are responsible for motivating the processed desire or pre-desire 
(pre-D). If there is a match between the pre-beliefs (pre-B) and post-beliefs (post-
B), in which both of them indicates states that match the pre-D, then the plan is 
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valid. Otherwise, if there is a contradiction between the pre-B, the post-B and the 
pre-D, then the plan is no longer valid and plan reconsideration is required. The 
post-B might be combined with other transition states due to the environment’s 
dynamism, hence, the pre-B and post-B are filtered via filter function before the 
comparison process.  The re-planning might derives new desire (post-D) and 
causes the SAM to call the options function that considers four options; operate, 
continue with the plan; repeat, repeat the previous action; insert, insert new 
action; and skip, skip the current action.  

4 The Situation Awareness Assessment Technique 

The Situation Awareness Assessment (SAA) technique assesses agents’ 
performance. The main objective of the SAA is to test the LAA model efficiency 
when agents are performing actions. The SAA identifies the successful and the 
unsuccessful agents’ actions via comparing the actions’ outcomes with 
predetermined and expected results. Consequently, the SAA measures the utility 
of the agents in order to adjust their operational states based on their 
performances. As mentioned earlier, each agent has its own AAM and SAM. The 
SAM provides a mechanism to interact with the SAA technique and process its 
feedback. The AAM applies the operational states’ adjustment throughout the 
three modes of the agent’s execution cycle. In addition, the agent has a log file, 
which contains records of the agent’s activities including the operational states for 
every execution cycle. The following steps and Figure 3 illustrate the process of 
agents’ engagements and data transmission with the LAA model and the SAA 
technique. 

1. The LAA initial distributor retrieves the initial autonomy criteria.  
2. The initial distributor sets the autonomy parameters of the layers and 

distributes the autonomy to the AAMs of agents. 
3. The qualified agents that have proceed operational state perform actions. 
4. The AAMs set the unqualified agents to the halt operational state. 
5. The SAA checks the unsuccessful actions and notifies the SAMs. 
6. The SAMs set the agents that cause unsuccessful action to the block state.  
7. The agents update their respective log files.  
8. The SAA retrieves all the log files’ data of the agents. 
9. The SAA measures the utility of the agents then decide on the terminate 

operational state of them. 
10. The LAA dynamic distributor adjusts and distributes the autonomy to the 

AAMs of the agents based on the initial distributor and the execution cycle 
feedback.  

11. The dynamic distributor updates the initial criteria file records for the  
next run.  

After going through the 11 steps in the first round, in the proceeding rounds, 
the first and the second steps are not applicable.  
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Fig. 3 Agents’ engagement and data transmission 

4.1 The Formulation of the Operational States 

In this section, we detail the formulation of the proposed proceed, halt, block and 
terminate operational states and their corresponding procedures. We explain the 
proposed operational states configuration options. We also express the mechanism 
of agents’ utility measurement and situation awareness assessment. The 
operational states are controlling conditions that determine the agents’ execution 
cycle. The denotation of which are as follows: 

1. proceed: The agent does a complete execution cycle if the operational states 
2, 3 and 4 (given below) are invalid. 

2. halt: The agent’s execution cycle is interrupted due to some autonomy 
constraints. The AAM provides a mechanism that is responsible for the halt 
state activation condition. 

3. block: The agent’s execution cycle is interrupted due to some situation 
awareness constraints. The SAM provides a mechanism that is responsible 
for the block state activation condition. 

4. terminate: The agent stops functioning as a result of occurrences of 
operational states 2 or 3. The SAA technique provides a mechanism that is 
responsible for the terminate state activation condition. 

proceed operation: The agent that satisfies the LAA and the SAA conditions 
can carry out a complete execution cycle. Consequently, the agent that is under the 
halt or block state and does not terminate, its operational state reverts to the 
proceed state. 

halt operation: The AAM checks and distributes the autonomy three times in 
one execution cycle. The first autonomy checking and distribution is in the 
deliberation mode (phase 1 and 2), the second is in the decision mode (phase 3) 
and the third is in the action mode (phase 4 and 5). The halt operation might occur 
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in any of the three modes. It occurs when the agent fails to fulfill the LAA 
conditions2. 

block operation: The block operation is a consequence of an agent that 
performs unsuccessful action. After an agent performed an action, its SAM 
reasons the beliefs and the desires to investigate action successfulness (as 
explained in Section 3), then updates the corresponding agent’s block operational 
state. Subsequently, the SAA assesses the agents’ performances and notifies the 
SAMs to block the agents that performed unsuccessful actions. The SAA uses 

performance update function (ƥ), performance matrix ( ) and performance 

scheme matrix (Ṕ) to implement the assessment strategy and to keep track on all 

the agents.  is updated via the ƥ based on Ṕ after each agent’s run cycle as 

explained in Section 4.2. The performance update function ƥ process is defined as: 

 

 

where  is the performance matrix, i is agent index,  is the action index  
and  is a plan shifting factor. The value of  is changeable based on the planned 
actions checking points as it is difficult to check all the actions, especially in dynamic 
environment. 1 indicates successful actions, 0 indicates non-scheme action and  
and -1 indicates unsuccessful action.  means checking the action is not required.  

terminate operation: It is valid when the performance of an agent has negative 
results. The terminate operation is measured by the SAA’s utility update function ( . 
It is calculated after an agent encounters a block or halt operation. The utility update 
function uses three operational states which are proceed ( ), halt ( ) and block ( ) 
as input and decides between the other two operational states which are  or 
terminate ( ). The SAA uses a utility matrix ( ) to implement the assessment 
strategy and to keep track on the agents’ performance. The utility matrix is updated 
based on the three operational states proceed ( ), halt ( ) and block ( ) occurrence 
after each agent’s run cycle using the utility update function ( ): 

 

where  is a function that returns the minimum utility score of the agents,  is 
the agents index and = {1, 2, …}.  
                                                           
2 The LAA model initial distributor of autonomy uses the data that is collected from the 
system’s previous runs as initial criteria using probability formulae [12]. The data contains 
errors and failures history when agents implement actions and the impact of each. Some of 
the autonomy parameters are configured during testing based on the corresponding agent 
performance. 
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The utility measure procedure terminates the agents that perform unsuccessful 
actions. It ensures that there is at least one active agent in the system. 
Consequently, the SAA checks the efficiency of the LAA model as the LAA 
distributes the autonomy to the agents based on their performance.  

4.2 Experimental Scenario 

The above model is currently being applied to an online search application using a 
drone system. The drone performs surveillance mission and finds a number of 
objects within closed area. The agents are deployed to autonomously control the 
drone. The agents perform precompiled actions using an adjustable plan. The plan 
is a depth first search algorithm that represents a specific scheme and shared by 
the agents. The plan scheme is a grid that contains the required drone path and the 
objects’ locations. The plan’s scheme is used by the SAA technique to determine 
the agents’ actions successes. The following diagram shows a visualize example 
of the plan scheme. 

 

 
 
 
 
 
 
 
 

Fig. 4 The plan scheme 

The SAA validates the agents’ actions in the environment by assessing the 
drone performance based on the plan’s scheme. The assessment includes drone 
path and location and the number of identified objects by the drone. In the 
experimental setting, we assume that the environment has fixed parameters each 
of which is observable and understandable by the agent. The experiment has two 
objectives; from the agents’ utility measurement outcomes, we conclude the 
assessment of the overall performance, and ultimately, the accurate assessment 
leads us to reengineer the system in such a way that enhances its performance. 

5 Conclusion and Future Work 

In this paper, we present a generic representation to the Layered Adjustable 
Autonomy (LAA) in a multi-agent system. We propose a Situation Awareness 
Assessment (SAA) technique to test and evaluate agents’ performance. The SAA 
outcomes are used to enhance agents’ situation awareness. The motivation behind 

H  

drone location detected object not detected object key: 
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using proceed, halt, block, and terminate operational states is to synchronize 
agents’ actions and reduce system disturbances. We provide an example scenario 
to prove the applicability of the proposed model. 

The Layered Adjustable Autonomy (LAA) model and the SAA technique 
report the work-in-progress of our research and they are currently being applied to 
a drone system. In our future work, we shall report the results of the application. 
We argue that the proposed agents’ operational states and the SAA technique can 
be further improved to manifest resilient measurement of autonomous systems. 
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An Intelligent Modeling of Oil Consumption 

Haruna Chiroma, Sameem Abdulkareem, Sanah Abdullahi Muaz,  
Adamu I. Abubakar, Edi Sutoyo, Mungad Mungad, Younes Saadi,  
Eka Novita Sari, and Tutut Herawan 

Abstract. In this study, we select Middle East countries involving Jordan, 
Lebanon, Oman, and Saudi Arabia for modeling oil consumption based on 
computational intelligence methods. The limitations associated with Levenberg-
Marquardt (LM) Neural Network (NN) motivated this research to optimize the 
parameters of NN through Artificial Bee Colony Algorithm (ABC-LM) to build a 
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model for the prediction of oil consumption. The proposed model was competent 
to predict oil consumption with improved accuracy and convergence speed. The 
ABC-LM performs better than the standard LMNN, Genetically optimized NN, 
and Back-propagation NN. The proposed model may guide policy makers in the 
formulation of domestic and international policies related to oil consumption and 
economic development. The approach presented in the study can easily be 
implemented into a software for use by the government of Jordan, Lebanon, 
Oman, and Saudi Arabia.  

Keywords: Artificial Bee Colony, Neural Network, Levenberg-Marquardt, Oil 
Consumption, Prediction. 

1 Introduction 

A significant amount of energy supply to the world market comes from the Middle 
East. Yet, there are countries in the Middle East that significantly depend on oil 
importation for domestic consumption. Thus, we propose to model oil 
consumption in some selected Middle East countries.  Jordan and Lebanon were 
selected due to their insufficient production of oil. Saudi Arabia was involved in 
the case study of its role in supplying significant quantity of oil to the global 
market and being a member of the Organization of the Petroleum Exporting 
Countries (OPEC). Oman attracted attention for involvement in the study as a 
result of its significant production of crude oil and the country is not a member of 
the OPEC [1]. 

There are studies on modeling of energy demand and consumption in the 
literature, for example, Assure et al. [2] applied Particle Swarm Optimization 
(PSO) and Genetic Algorithm (GA) to estimate oil demand in Iran based on 
socioeconomic indicators.  The key indicators of energy demand in Turkey such 
as population, Gross Domestic Product (GDP), import and export were used for 
energy demand estimation in Turkey using Ant Colony Optimization (ACO) [3]. 
Chiroma et al. [4] applied Co-Active Neuro Fuzzy Inference System (CANFIS) 
because of its strengths over Fuzzy Neural Network (NN) and Adaptive Network-
based Fuzzy Inference System (ANFIS). The CANFIS was modelled to predict 
crude oil price and comparative analysis shows that the CANFIS was found to 
perform better than the ANFIS. To improve the effectiveness of the CANFIS, 
Chiroma et al. [5] model the consumption of energy in Greece based on the 
hybridization of GA and CANFIS. It was found that the propose approach 
performs better than the comparison methods including CANFIS. Kaynar et al. [6] 
proposes NN and neuro–fuzzy system to predict natural gas consumption in 
Turkey. Results indicated that the prediction accuracy of the ANFIS was better 
than the Autoregressive Integrated Moving Average (ARIMA), multi-layer 
perceptron, and radial basis function networks. Malaysia oil production was 
estimated using ARIMA by [7].  However, the ARIMA typically assume normal 
distribution for input data which makes the ARIMA unsuitable for modeling 
energy because of the high level of energy uncertainty [8].  
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Applications of GA in training NN require lengthy local searches close to a 
local optimum. In GA, if population changes, the GA abolished the preceding 
knowledge of the problem [9].  The PSO has the possibility of being stuck in local 
optimal which can undermine its effectiveness [9].  Despite the effectiveness of 
NN in solving linear, nonlinear, and complex problems, the NN can possibly be 
trapped in local minima and over-fit the training data. There is no ideal framework 
for determining the optimal structure of the NN and the selection of the initial 
training parameters. Researchers typically employ the cumbersome trial-and-error 
technique to determine the optimal structure and selection of the NN parameters 
[10]. However, Karaboga and Basturk [11] reported that several comparative 
studies proved that the performance of the Artificial Bee Colony algorithm (ABC) 
outperforms GA, ACO, PSO, and Differential Evolution algorithms. 

In this study, we propose to hybridize ABC and Levenberg-Marquardt NN 
(LM) due to its accuracy and convergence speed over other fast learning 
algorithms [12] and computational efficiency [13] in order to improve prediction 
accuracy and convergence speed in modeling oil consumption. The hybridization 
of ABC and LM (ABC-LM) is not a new concept, but applying the concept in the 
modeling of oil consumption in Jordan, Lebanon, Oman, and Saudi Arabia is the 
innovation of this study.    

The rest of this paper is organized as follows. Section 2 describes the proposed 
method and data collection. Section 3 describes experimental results and 
discussion. Finally the conclusion and future works are presented in Section 4. 

2 Proposed Method 

2.1 Artificial Bee Colony  

In the ABC algorithm, the colony of artificial bees (AB) involve three (3) major 
stages, including:  employed bees, onlookers, and the scout. The first portion of 
the colony comprises of the employed AB, whereas the second portion contain 
onlookers. For each of the food source, only one employed bee exists. The 
employed bee of the discarded food source becomes the scout.  The execution of 
ABC can be summarized in the following steps [11]: 
Initialize population with random possible solutions 
REPEAT 
Step 1:  Move the employed bees onto their food sources and determine their 
nectar  amounts. 
 Step 2: Move the onlookers onto the food sources and determine their nectar 
 amounts. 
Step 3:  Move the scouts for searching new food sources. 
Step 4: Memorize the best food source found so far and continue 
UNTIL (requirements are met and optimal solution found). 
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2.2 Data Collection 

The ABC-LM is a data driven model, therefore, require data and careful design for 
successful modeling of the oil consumption. The oil referred to in this paper as 
reported by [1] comprised of liquefied petroleum gases, residual fuel, distillate oil, 
kerosene, jet fuel, motor gasoline, and other petroleum products. Our goal is to 
collect data for domestic oil consumption in Jordan, Lebanon, Oman, and Saudi 
Arabia.  The oil consumption data were collected from the official website of the 
Energy Information Administration of the US department of Energy on a yearly 
basis for a period starting from 1981 to 2012. The data were found to be complete 
without missing points, outliers, and incomplete information. The oil consumption 
data are given in thousands of barrels. The independent variables responsible for 
domestic oil consumption are the installed power capacity and the residence 
yearly/electricity consumption [14]. The yearly ambient temperature, GDP, the 
amount of CO2 pollution,  number of air conditioners, electricity price, installation 
of renewable energy technologies and etc. [14].  According to Khazem [15], data 
availability is one of the criteria’s for the selection of variables to be used in 
modeling. The data set for modeling in this study were not normalized to prevent 
the destruction of original patterns in the historical data [16]. The data were 
subjected to descriptive analysis in order to unveil their characteristics. The 
descriptive statistics of the data sets including maximum and minimum oil 
consumption are presented in Table 1. The standard deviation indicates that the 
dispersion of the oil consumption do not much deviated from each other except for 
Saudi Arabia.  

Table 1 Descriptive statistics of the oil consumption  

Min. Max. Mean Std. Dev. 

Jordan 37.00 112.43 81.63 22.39 
Lebanon 33.00 128.86 75.66 29.12 

Oman 16.66 144.89 53.01 32.22 
Saudi Arabia 610.0 2861.00 1418.79 547.30 

2.3 Experiment Setup for Modeling ABC-LM for Oil 
Consumption 

The complete modeling setup is represented in the flowchart shown in Fig. 1. The 
major steps involved in the modeling comprised of data collection and 
preprocessing, ABC and NN initialization, and evaluation of the proposed method. 

The ABC-LM requires data for training and testing the efficiency of the model. 
Data partition in modeling has no specific universal acceptable partition ratio. 
Several data partition ratios were experimented and 80% for training and 20% for 
testing the effectiveness of the ABC-LM model was adopted. The objective of the 
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Fig. 1 The proposed method for intelligent modeling of the oil consumption 

ABC is to optimize the NN weights, bias, and hidden neurons.  The NN require 
initialization for the ABC optimization to start execution. The input neurons were 
fixed to five (5) since independent variables in the historical are five (5), and the 
dependent variable is the oil consumption because it depends on the independent 
variables. The hidden layer of the NN was set to one (1), though, the number of 
hidden layers can be more than one (1) but theoretical work of [17] argued that 
one hidden layer is sufficient for modeling any function. The activation functions 
of the hidden and output layer are sigmoid and linear, respectively, as 
recommended by [12].  The epoch for the training was set to 3000. The objective 
function used for the ABC in the experiment is Mean Square Error (MSE) because 
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is more preferable than other statistical measures, especially when comparing 
different algorithms on the same dataset [18]. Optimization using the ABC 
involves the searching of optimal values of NN weights, bias, and a number of 
hidden layer neurons. For every Bee, it represents an NN for optimizing the MSE.  
There are parameters associated with the ABC that requires settings for efficiency 
in the search for the best solution. The performance of ABC depends on the best 
settings of the parameters which includes: number of sites chosen out of number 
of scout bees visited sites, the initial size of the patches, a number of bees 
recruited for the selection, number of bees recruited to the best  sites, a number of 
the elite sites out of  selected sites, and number of the scout bees. However, there 
is no idle framework for automatically setting the best values that can yield the 
best results. Typically, researchers resort to trial-and-error methods for 
determining the approximate values of these parameters. In our work, in order to 
obtain the best parameter values, we perform  thirty seven (37) experimental  
trials with a small sample of the dataset in each of the selected countries under 
study for a fair determination of the optimal values of these parameters. The 
parameters that produced the minimum in all the four countries under study were 
adopted for the full scale experiments. The modeling of the ABC-LM continues 
for 3000 epochs as mentioned earlier until learning curve with the minimal MSE 
is returned with the corresponding weights, hidden layer neurons, and bias. The 
convergence speed and the accuracy were recorded.  For comparison, the Back-
propagation NN (BPNN), genetically optimized NN (GANN), and standard 
Levenberg-Marquardt NN (LMNN) were used to build a model for the prediction 
of the oil consumption. 

3 Results and Discussion 

3.1 Comparative Analysis of Oil Consumptions 

The proposed ABC-LM was implemented on a machine with the following 
configurations:  MATLAB 2012b and SPSS Version 20 on a personal computer 
(HP L1750, 4 GB RAM, 232.4 GB HDD, 32-bit OS, Intel Core 2 Duo CPU @ 
3.00 GHz). The oil consumption for the countries selected for this study was 
analyzed using the statistical t-test for testing the significant difference between 
oil consumption of the comparison countries. The results of the analysis are 
presented in Tables 2-3. The oil consumption in Jordan was compared to that of 
Lebanon for fair comparison because both countries don’t produce significant 
amount of oil and heavily depends on oil import for domestic use. The t-test 
analysis was performed under the assumption that the oil consumption in  
Jordan and Lebanon is equal. The t-test results for the two countries are shown in 
Table 2.  
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Table 2 T-test results (p-value = 0.05, 95% interval) for oil consumption in Jordan and 
Lebanon 

t df Sig. 
Mean 

Difference 

Jordan 20.628 31 0.000 81.63045 

Lebanon 14.698 31 0.000 75.66600 

 
 
The t-test results indicated in Table 2, shows that there is a significant 

difference between the oil consumption in Jordan and Lebanon. Therefore, we 
concludes that the oil consumption in Jordan is significantly higher than the oil 
consumption in Lebanon. Meaning that the GDP of Jordan is better than that of 
Lebanon since oil consumption is positively related to GDP [14]. Hence, the 
industrial and economic activities in Jordan could probably be higher compared to 
Lebanon as economic development is highly driven by oil consumption.   

Table 3 T-test results (p-value = 0.05, 95% interval) for oil consumption in Oman and 
Saudi Arabia 

 t df Sig. 
Mean 

Difference 

Oman 9.873 23 0.000 62.97208 

Saudi Arabia 16.578 23 0.000 1619.72714 

 
Revenue generation in both Oman and Saudi Arabia heavily depend on the 

sales of oil and they both produce significant amount of oil to the global oil 
market. The t-test results presented in Table 3 was performed under the 
assumption that the oil consumption in both Oman and Saudi Arabia is equal.  
Table 3 shows that there is a significant difference between oil consumption in 
Oman and Saudi Arabia.  Therefore, the oil consumption in Saudi Arabia is 
significantly higher than that of Oman. The probable reason could be attributed to 
economic development in Saudi Arabia because oil consumption influences 
growth in GDP. The mean oil consumption for each of the countries as shown in 
Tables 2-3 indicated that Saudi Arabia has a significantly higher level of oil 
consumption than Jordan, Lebanon, Oman, and Saudi Arabia. Meaning that 
among the countries considered as our case study, the GDP of Saudi Arabia 
outperforms that of the other countries. This implies boom in economic 
development and industrial production. Thus, estimation of oil consumption 
become imperative for development planning in these countries.  
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3.2 ABC-LM for the Oil Consumption 

The optimal parameters used for the modeling of oil consumption based on ABC-
LM as described in section 2.4 are presented in Table 4.  The parameters in Table 
4 were realized after the best results were found at the end of the experimental 
trials in modeling the oil consumption.  

Table 4 Parameters of the ABC-LM model 

The optimal parameter Setting 

Number of sites chosen out of number of scout bees visited sites  32 
Number of elite sites out of m selected sites  2 
Number of scout bees  150 
Number of bees recruited for the best e sites  50 
Number of bees recruited for the selection 20 
The initial size of the patches  0.5 
Number of NN input neurons 5 
Number of NN hidden neurons 7 
NN hidden layer Activation function Sigmoid 
NN output layer activation function Liner 
NN Number of hidden layers 1 
Number of output neurons 1 
Epoch 3000 

 
The best error convergence curve of the ABC-LM model is depicted in Fig. 2. 

The curve has no oscillation which signifies the smooth convergence to the best 
fitness function (MSE). The straight line at the end of the curve indicates 
convergence at a point where the optimum fitness could not improve. This 
phenomenon indicates successful convergence [19]. 

 

 

Fig. 2 Convergence of ABC-LM on the training dataset. 
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The ABC-LM model was used to predict oil consumption in the four countries 
under study. The oil consumption data from the 2007 to 2012 was reserved for 
testing the effectiveness of our proposed ABC-LM model. Figure 3 shows the 
prediction of oil consumption for each of the countries. The group bar charts 
indicate the actual and predicted oil consumption for each country. The actual oil 
consumption for Jordan is represented as Jordan, whereas the predicted oil 
consumption is represented as predict JOC. The actual oil consumption in 
Lebanon is represented as Lebanon, whereas the predicted oil consumption is 
represented as predict LOC. The actual oil consumption in Oman is represented as 
Oman whereas the predicted oil consumption is represented as predict OOC. The 
actual oil consumption in Saudi Arabia is represented as Saudi Arabia whereas the 
predicted oil consumption is represented as predict SOC.   

 
 

 

Fig. 3 ABC-LM model predicted oil consumption and actual oil consumption. 

 
The performance of the ABC-LM model was compared with that of other soft 

computing techniques.  The standard LMNN, GANN, and BPNN were used to 
predict oil consumption in all the countries under study. The best results were 
found in the Saudi Arabia oil market and reported in Table 5 for the purpose of 
comparing with our approach. The ABC-LM as shown in Table 5 is better than the 
comparison algorithms in terms of both accuracy and convergence speed which 
are the key indicators of measuring performance in soft computing, machine 
learning, and data mining. The performance of the ABC-LM could probably be 
attributed to the realistic search of the ABC to locate an exact solution and avoid 
the limitations of the LMNN.  
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Table 5 Comparing performance of ABC-LM, LMNN, GANN, and BPNN 

 Algorithm CPU time Accuracy (MSE) 

LMNN 347 0.5185 
GANN 238 0.1618 
BPNN 593 0.7211 
ABC-LM 192 0.0014 

 
Accurate prediction of oil consumption can improve effective allocation of 

resources, distribution of oil in a country, tackling of an oil shortage. Also, it can 
guide in accurate formulation of international policy related to oil consumption. 
The ABC-LM model built for the prediction can be used by Jordan, Lebanon, 
Oman, and Saudi Arabia for the prediction of future oil consumption. The model 
proposes in this research can help in the formulation of oil consumption policy 
related to economic development in the context of Jordan, Lebanon, Oman, and 
Saudi Arabia. General, planning of industrial activities as well as  development of 
an effective risk analysis framework for the countries can be achieved while 
considering ABC-LM model as an advisory mechanism. Our proposal does not 
mean the replacement of experts and decision makers in the process of taking 
decisions but to complement their efforts so that better decisions can be achieved 
as compared to the lack of decision support tools.     

4 Conclusion and Future Work 

In this study, an ABC-LM model is proposed to predict oil consumption in four 
Middle East countries comprising of Jordan, Lebanon, Oman and Saudi Arabia. 
The performance of the ABC-LM was compared with that of BPNN, LMNN, and 
GANN and it was found that the ABC-LM outperforms the comparison 
algorithms. The ABC-LM model developed in this research can constitute an 
alternative method for the prediction of oil consumption as well as a guide for the 
formulation of international and domestic policy related to oil consumption. 
Hence, sustainability can be enhanced for the development of economic growth, 
thereby, creates job opportunities for the unemployed population in the countries 
under study. The methodology documented in this study can easily be modified to 
predict oil consumption for other Middle East countries such as Iran, Iraq, Kuwait, 
Yemen, and etc. as well as modeling of oil consumption in OPEC countries.  

In the future we will extend this research to include countries from North 
America and Europe. Our next direction is to find out whether oil consumption of 
OPEC countries is positively related? If so; can computationally intelligent 
algorithms be applied to predict oil consumption in an OPEC country based on oil 
consumption in other OPEC countries?.  
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Abstract. In this modern era of science and technology, several innovations exist 
for the benefit of the differently-abled and the diseased. Research organizations 
worldwide, are striving hard in identifying novel methods to assist this group of 
the society to converse freely, move around and also enjoy those benefits which 
others do. In this paper, we concentrate on assisting people suffering from one 
such deadly disease – the Motor Neuron Disease (MND), wherein a patient loses 
control of his/her complete mobility and is capable of only oculographic move-
ments. By utilizing these oculographic movements, commonly known as the  
eye-gaze of an individual, several day to day activities can be controlled just by 
the motion of the eyes. This paper discusses a novel and cost effective setup to 
capture the eye gaze of an individual. The paper also elaborates a new methodol-
ogy to identify the eye gaze utilizing the scleral properties of the eye and is also 
immune to variations in background and head-tilt. All algorithms were designed 
on the MATLAB 2011b platform and an overall accuracy of 95% was achieved 
for trials conducted over a large test case set for various eye gazes in different 
directions. Also, a comparison with the popular Viola-Jones method shows that 
the algorithm presented in this paper is more than 3.8 times faster. 
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1 Introduction 

Over the past decade, several advancements in science and technology particularly 
related to fields such as artificial intelligence, gesture recognition and natural user 
interfaces have increased a hundred-fold. These developments prove to be very 
useful in easing the day to day life activities of mankind. For example, an auto-
mated vehicle capable of ferrying passengers without a driver [1], or a glass table 
being converted to a cost-effective touch screen [2] – these are just few of the 
several ways of how technology has changed the lives of people. It is also of great 
elation to note that this progress is also spreading towards the betterment of the 
differently-abled individuals as well. This includes meeting the two most im-
portant needs of such individuals – communication and locomotion. Scientists are 
finding various means to assist this section of the society to communicate freely. 
This is possible through various innovations such as Braille to speech convertors 
[3] or blink recognition systems [4], wherein blinks are converted to sentences. 

With respect to locomotion, discoveries such as the “talking walking stick” for 
the blind [5] and the joystick controlled wheelchair [6] assist the differently abled 
in moving freely in public places and also in the safety of their homes with ease. 
Unfortunately, both these methodologies require the user to have their locomotory 
organs – hands or legs to be intact in order to use the same. In case of diseases 
such as the Motor Neuron Disease also known as the  Lou Gherig’s Disease [7], 
wherein the patient suffering from the same, loses his/her ability to move due to 
loss of nerve functionality, utilizing the aforementioned methods is clearly quite 
impossible.  

According to statistics from the National Institute of Health (NIH), USA, ap-
proximately 25,000 individuals are currently suffering from the MND disease and 
an additional 4,500 patients get added to this toll every year [8]. Knowledge of the 
disease came into further prominence after the world’s most eminent scientist Dr. 
Stephen Hawking contracted the disease in the late 1960’s [9]. As mentioned pre-
viously, patients suffering from this disease lose all abilities to move and also in 
adverse cases lose their ability to speak as well. On the contrary, it is found that 
ocular movement – the ability to move their eyeballs, is still possible for these  
individuals [10]. Therefore, by tracking the gaze of these patients, certain activi-
ties including controlling the motion of a wheelchair remotely would certainly be 
possible.   

Research on eye gaze recognition dates back to the year 1989, when 
Hutchinson et.al. [11] invented the eye gaze response interface computer aid - 
“Erica”. The setup utilizes a camera and an infrared light aimed at the eyes of the  
user. Near infrared light is then reflected against the retina and the cornea of the 
eye, which is further captured by the camera. The position of the reflections ob-
tained map to the direction of the eye gaze. 

According to [12], eye gaze recognition techniques can be divided into two cat-
egories – model based and appearance based. A model based eye gaze recognition 
system utilizes features of the eyes such as contours or even reflections, similar to 



Design and Implementation of a Novel Eye Gaze Recognition System  571 

the method stated previously, in order to identify the eye region and the gaze. 
These methodologies require complex setups, high definition cameras and can be  
extremely cost ineffective in a common mans perspective to purchase [13]. Varia-
tions in lighting can also prove to be harmful in recognition, if considerable pre-
processing is not performed. Appearance based systems on the other hand utilize 
simplified setups such as low resolution web cameras and use several comparison 
techniques of the captured eye image with a database of different eye gazes. 
Though cost effective, these methods require huge memories and a large training 
data set to identify the eye gaze [14]. Though immune to the lighting environment 
in which the setup is utilized, the system fails for unknown eye contours and also 
in case of individuals with squint. A major problem of concern for all the above 
methodologies is head tilt. Assumptions in all cases have been made that the head 
of the user is upright looking directly into the camera. In case of a slight variation 
in the angle of the head position, the above mentioned methods would fail and 
even if necessary corrections can be instantiated, the complexity of the algorithm 
would increase. 

In this paper, we introduce a novel yet cost effective implementation for eye 
gaze recognition. The system utilizes a low cost computer camera fixed to a com-
fortable head mount in the form of a simple cap. The system is not affected by 
lighting or background variations and has been successfully tested for all types of 
individuals. The setup for the same has been elaborated in Sect. 2. The algorithm 
utilized for the gaze recognition has been explained in detail in Sect. 3.A display 
of the results obtained for varying individuals has been shown in Sect. 4. Sect. 5 
deals with applications of our eye gaze recognition system, conclusion and also 
future scope of our research.  

2 Setup 

The setup used for our experiments is as shown in Fig. 1.  
 

 

Fig. 1 An illustration of the setup used in our experiments 

    The camera utilized for our setup is an i-ball computer camera with a 2 Mega-
pixel video Resolution. The video captures frames at a rate of 30 frames per  
second. This is in turn attached upright to the bill of a simple cap as shown in Fig. 
1. Several setups which utilize electro-oculography [15] could be used, but  
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ultimately a novel setup using a simple cap would be a better choice, due to its 
increased comfort and cost effectiveness for the user. A very important point to 
note is that since both eyes of a normal user point in the same direction while 
looking, the eye gaze of a single eyeball is therefore sufficient to track. In the case 
of a user suffering from squint, the camera can be focused on the normal eye. 
Therefore, it is due to this reason the camera is adjusted such that only one of the 
eyes is concentrated upon. Also, in order to ease detection of the eye, the camera 
is adjusted such that the left most corner of the eye, corresponds to the left most 
column of the image obtained. On an average, a 70 mm distance from the camera 
to the user’s eye must be maintained. In the case of the “bill” not being long 
enough, it can be extended using cardboard or any other similar material. 

The main advantage of the setup as explained above is that since the camera is 
placed close to the eye, the eye gaze can be tracked effortlessly. Also, since the 
background of the user is not taken into consideration, the setup provides a noise 
free environment. Since the camera is attached to a cap worn by the user, a 
movement in head position would not affect the eye gaze recognition since the 
camera would also move in the same direction as that of the user. In case of low 
illumination, soft LED lights which do not harm the eyesight of the user can be 
switched on for better results. Cameras with IR LED’s could also be used. 

3 Implementation 

As explained in the above section, a live video feed which tracks the eye gaze of 
the user is obtained from the camera attached to the cap. This is further subjected 
to an eye gaze recognition algorithm, the resultant of which decides whether the 
user is looking straight, left, right or has closed his eyes. The flowchart of the 
algorithm utilized has been depicted in Fig. 2 and has been elaborated further be-
low. The process of the eye gaze recognition can be divided into two phases – the 
first phase for calibration wherein the user provides initial training to the system 
as to how he/she looks straight. This ensures the system is robust and would work 
for any type of individual. With the information obtained from the calibration 
phase, the actual eye tracking begins in the second phase, after a certain delay 
delta required for calibration. In a hardware implementation perspective, it must 
be noted that both the calibration phase and the eye gaze recognition phase use the 
same methodologies and hence the image processing architectures can be reused, 
in turn proving area efficient as well. 

3.1 Color Conversion 

The first and foremost step in image processing is to convert the input color 
frames of the live feed into a color scheme suitable for segmentation. In this algo-
rithm, conversion is performed into the YCbCr color space of which the intensity 
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(Y) component is utilized for further processing. Conversion from the RGB color 
scheme to the intensity component is represented by the equation (1) [16]. 

                                Y= + (0.299×R) + (0.587×G) + (0.114×B)                            (1) 

where R, G and B are the Red, Green and Blue pixels respectively, of the color 
image. Another added advantage of color conversion is with respect to the 
memory required to store an image. In case of the RGB color space, 3 bytes of 
memory is required per pixel but in the case of the Y component, a minimal 1 byte 
is required, thereby reducing the memory requirement by 1/3rd. The Y component 
is then utilized for segmentation which is explained in detail next. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Flowchart of the novel algorithm for eye gaze recognition using Scleral area of the 
eye 

3.2 Segmentation 

Once color conversion completes, the next major step is to extract and differenti-
ate the various regions inside the eye i.e. the sclera and the pupil. This is an  
important step since the position of the pupil decides the direction of the gaze of 
the user. Amongst several thresholding algorithms available such as Watershed, 

Start 

Capture video from camera

Color conversion and segmentation using  
Otsu's algorithm 

Calibration time =
n seconds?

Area of sclera in δL and δR are stored 
as Llive and Rlive respectively 

Eyegaze direction detection based 
on Scleral area comparison 

No Yes

Area of sclera in δL and δR are stored 
as Llive and Rlive respectively 

Stop 

Erosion for glint removal 
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Histogram based segmentation, clustering e.t.c., the choicest algorithm to perform 
thresholding on a grayscale image was the Otsu’s algorithm for segmentation. 
[17]. A very popular algorithm for automatic segmentation – the Otsu’s algorithm 
was discovered by Otsu in 1991 and is utilized in a wide variety of applications 
such as text extraction, pest detection on leaves, face recognition and the like. The 
working of the same is elaborated in [18].  

Upon application of this algorithm on the resultant acquired grayscale image, a 
binary image is obtained wherein the darker regions of the eye i.e. the pupil, eye-
brows and eyelashes are converted to black (0) and the remaining regions such as 
the sclera, are converted to white(1).  In special cases wherein the LED lights of 
the camera are switched on, a part of the pupil glows due to glint and this region 
of the pupil is also erroneously made white by the Otsu’s algorithm. This noise is 
to be removed and its procedure to do the same has been explained further. 

3.3 Noise Removal 

As mentioned previously, the noise affecting our image is nothing but the reflec-
tion of light or the LED’s on the pupil (glint). Since we require the pupil to be 
completely black for the correct functioning of our algorithm, this noise must be 
removed. Since glint is of small area and is surrounded by black pixels, a simple 
erosion [19] can remove this noise, wherein if a white pixel which belongs to glint 
is surrounded by even a single black pixel, that white pixel is made black in a  
resultant image. Based on experiments, a square structuring element of 5x5 was 
used to perform erosion and the glint was successfully diminished.  

3.4 Calibration Phase 

It must be noted that both the calibration phase and also the eye gaze recognition 
phase utilize the output obtained after erosion, the only difference being that the 
calibration mode is performed initially (first time use) to obtain a reference, after 
which the eyegaze recognition mode begins. 

Since the eye position, eye gaze and the shape of eyes for every individual dif-
fers, generalizing the algorithm for every user becomes a difficult task and hence 
the need for a calibration mode. It is during this phase, the system is trained to 
understand the straight gaze of an individual. For this purpose the user is first 
made to look straight at the camera. A common method to identify a person’s gaze 
is to store various images of the user looking straight, left or right and comparing 
the subsequent frames from the live camera feed, with the images stored. This 
method though accurate, leads to a high memory utilization and also slows down 
the algorithm considerably. Taking this disadvantage into account, a novel meth-
odology to detect the eye gaze based on the area of the sclera region is utilized. 
First and foremost, through experimentation over a large image data set, the width 
(δ) of the human eye on an average, for a camera placed 70 mm away, was calcu-
lated. This is shown in Fig.3.  
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Fig. 3 Image depicting the width δ of the eye and also the                    
width to the right and left of the pupil 

 
 
 
 

The area of the sclera region to the left (δL) and the right (δR) of the pupil was 
then calculated. These in turn provide the reference areas – Lref and Rref of the 
sclera region to the left and right of the pupil, when a person looks straight. Utiliz-
ing these values as reference, a decision on which direction the user is looking can 
be taken later on in the eye gaze phase. In this way, instead of storing 3 reference 
images of 640x840, 2 bytes of reference data are sufficient to decide the eye gaze, 
in turn proving to be a very area efficient algorithm in a hardware perspective. 

3.5 Eye Gaze Recognition 

Once the reference area values for the sclera are obtained and calibration mode is 
complete, the left and right area values (Llive and Rlive) of the sclera for every 
frame which subsequently follows is also calculated. It can be clearly seen from 
Fig. 4, that when the user looks right, the sclera area on the right side of the eye is 
more than the area present in the right half of the reference image. Similarly, it can 
be seen that the area of the sclera on the left side has reduced.  

 

                                               
(a)                                                       (b) 

Fig. 4 Images showing the scleral areas enclosed in boxes in both the (a) Reference image 
as Rref and Lref and the (b) Live image as Rlive and Llive 

In this way, by performing a simple comparison of reference and live area val-
ues, the position of the eye can be deciphered. In the case of closed eyes, this can 
be easily detected since the reflection of the eyelid is detected white by the Otsu’s 
algorithm and hence area will be much greater than the reference image. Table 1 
shows the comparison chart between the areas of the reference and live images 
and its indicated meaning.  
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Table 1 Relation between direction of eye gaze and scleral area comparison 

Sclera area comparison Direction of eye gaze 

Is Lref > Llive  &&  Rref < Rlive  Looking right 

Is Lref < Llive  &&  Rref > Rlive  Looking left 

Is Lref > Llive  &&  Rref > Rlive  Eyes closed 

Is Lref ≈ Llive  &&  Rref ≈ Rlive Looking straight 

4 Results 

The setup, as shown in Sect. 2, was used for our experiments and all algorithms 
were designed and developed on Simulink, a part of MATLAB – 2011b.  

Fig. 5 shows the output obtained at every stage of the algorithm as elaborated in 
the previous section. Trials were conducted on over 50 individuals, of which three 
such individuals wearing the setup can be seen in Fig. 5a. The grayscale image of 
the eye region obtained and its corresponding segmentation into white and black 
using Otsu’s thresholding can be seen in Fig. 5b and 5c respectively. Highlighting 
of the pupil area and removal of glint after performing the erosion operation can 
be seen in Fig. 5d, for all three individuals. Eroded images obtained for a user 
looking left, right and closed are also shown in Fig. 6.  

As mentioned above, trials were conducted for over 50 individuals for various 
eye gazes. The percentage of accuracy of successfully identifying each eye gaze, 
as shown by the user, was tabulated and can be seen in Table 2. A slight reduction 
in accuracy can be seen in the case of recognizing “closed eyes”, mainly due to 
non uniform illumination of the eyelid. This however can be rectified, by provid-
ing sufficient lighting on the face of the individual. 

In order to further validate our results, the speed of our algorithm was com-
pared in MATLAB 2011b (running on an Intel I3 processor of 2.5 GHz speed) 
with a well-known algorithm utilized for face and eye region recognition – The 
Viola-Jones algorithm [20]. The Viola-Jones method was discovered in 2001 by P. 
Viola and M. Jones and utilizes Haar-like features and ADABoost techniques 
[21]. It was found that our complete algorithm requires only 0.062 seconds to 
execute, whereas the Viola-Jones on the other hand requires 0.237 seconds to 
perform only the Haar transform step of the complete algorithm on a standard 
640x480 image. This shows that the methodology shown in this paper is more 
than 3.8 times faster than the existing technique. 

The only constraint of our algorithm is when the user wears spectacles and the 
experiments are conducted with the camera LED’s switched on. Due to the reflec-
tion of the light on the spectacles worn, an accurate result is not obtained. This can 
be seen in Fig. 7. However future implementations can overcome this issue by 
utilizing a more intricate segmentation algorithm, though coming at a price of 
hardware area overhead. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5 (a) RGB images of three different users wearing the setup (b) The color converted 
images (c) The Otsu Thresholded images obtained and (d) Images after glint removal 

                          
                                        (a)                (b)                (c) 

Fig. 6 Eroded images of a user (a) looking right (b) looking left and (c) closing his eyes 

Table 2 Percentage of accuracy of successful identification of the eyegaze 

Direction of Eyegaze Accuracy of identification 

Looking right 96% 

Looking left 95% 

Eyes closed 90% 

Looking straight 98% 

Total Percentage of Accuracy  95 % 

 

                 
                            (a)               (b)                  (c)                  (d) 

Fig. 7 Incorrect eye gaze recognition due to interference of light reflection from spectacles 
worn by the user 
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5 Conclusion    

In this paper we have presented a novel and cost effective implementation for 
detecting the eye gaze of an individual. The system also utilizes a novel algorithm 
for eye gaze recognition based on scleral area and has an overall accuracy of 95%, 
without the interference of background or head-tilt. Further, the algorithm is also 
seen to be 3.8 times faster than the most popular Viola-Jones method of eye region 
recognition. The system, a boon for the differently-abled, can be used for a wide 
variety of applications such as control of automobiles, switching on electronic 
equipment and also for conversing as well. Further research can also be performed 
to integrate both eye gaze and also blink recognition for the benefit of these  
individuals. 
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Correlation Based Anonymization Using 
Generalization and Suppression for Disclosure 
Problems* 

Amit Thakkar, Aashiyana Arifbhai Bhatti, and Jalpesh Vasa 

Abstract. Huge volume of detailed personal data is regularly collected and shar-
ing of these data is proved to be beneficial for data mining application. Data that 
include shopping habits, criminal records, credit records and medical history are 
very necessary for an organization to perform analysis and predict the trends and 
patterns, but it may prevent the data owners from sharing the data because of 
many privacy regulations. In order to share data while preserving privacy, data 
owner must come up with a solution which achieves the dual goal of privacy 
preservation as well as accurate data mining result. In this paper k-Anonymity 
based approach is used to provide privacy to individual data by masking the at-
tribute values using generalization   and   suppression. Due to some drawbacks of 
the existing model, it needs to be modified to fulfill the goal. Proposed model tries 
to prevent data disclosure problem by using correlation coefficient which esti-
mates amount of correlation between attributes and helps to automate the attribute 
selection process for generalization and suppression. The main aim of proposed 
model is to increase the Privacy Gain and to maintain the accuracy of the data 
after anonymization. 

Keywords: Privacy Preserving Data Mining, Anonymization, Correlation, Data 
loss, Privacy Gain, Accuracy. 

1 Introduction 

Data mining is generally thought of as the process of extracting implicit, previ-
ously unknown and potentially useful information from databases.  Utilizing this 
huge volume of data for decision making is very important for many organiza-
tions in today’s many environments. P. Samarati [1] has mentioned that huge 
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amount of data and global networks are focusing on sharing of information which 
may be the most important feature for many organizations. They have given the 
solution to protect the data by anonymizing it and by removing the explicit identi-
fiers such as name, phone number, etc. and converting the remaining data into 
anonymous data by using operations such as randomization, perturbation and 
cryptographic based techniques. De-identifying data by removing the explicit 
identifiers however, provides no guarantee of anonymity.  

Released information may often lead to disclosure attack such linking attack 
which may be caused by linking the released data and publicly available data such 
as Voter Registration data. Such linking attacks are serious problem as they may 
reveal the identity of the person. Typical data published by some governmental 
agencies contained person identity like his/her name, address, city, date of birth 
contact number, and information about employment. These publicly distributed 
data can be used for linking identities with de-identified information, thus al-
lowing re-identification of respondents. This situation has raised severe concern in 
the several areas where data are publicly available and have been subject to 
abuses, compromising the privacy of individuals. 

In paper [12] author has shown an important method for privacy de-
identification using the concept of k- anonymity. The idea in k-anonymity is to 
reduce the granularity of representation of the data in such a way that a given 
record cannot be distinguished from at least (k − 1) other records [12]. 

2 Background and Related Work 

There are already some existing methods to find solutions for privacy problem.  
K-anonymity [4] can prevent the identity disclosure attack but not attribute disclo-
sure attack. Another method, ℓ- diversity [2] method preserves the privacy against 
attribute disclosure attack. But, it is weaker in case of identity disclosure attack. T-
closeness [7] method is good at attribute disclosure attack. It is computationally 
complex in achieving the privacy. 

Sweeny [4] introduced k-anonymity as a property that each record is indistin-
guishable with at least k-1 records. This method has drawback that if there exist 
same value of sensitive attribute in equivalence class then privacy cannot be 
achieved as it can lead to homogeneity attack and background knowledge attack. 
In Enhanced P sensitive k-anonymity model [19], the modified micro data table T* 
satisfies (p+, α)-sensitive k- anonymity property if it satisfies k-anonymity, and each 
QI- group has at least p distinct categories of the sensitive attribute and its total 
weight is at least α. Compared to p sensitive k anonymity method, this method re-
duces the possibility of Similarity Attack and incurs less distortion ratio.  

ℓ-diversity [2] method overcomes the drawbacks of k- anonymity. In this 
method, an equivalence class is said to have ℓ-diversity if there are at least ℓ 
“well-represented” values for the sensitive attribute. A table is said to have ℓ- 
diversity if every equivalence class of the table has ℓ- diversity. This method fails 
to preserve the privacy against skewness and similarity attacks. 
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In t-closeness method [7], an equivalence class is said to have t-closeness if the 
distance between the distribution of a sensitive attribute in this class and the 
distribution of the attribute in the whole table is no more than a threshold t. A 
table is said to have t-closeness if all equivalence classes have t-closeness. It pre-
serves the privacy against homogeneity and background knowledge attacks. 

All the above methods use generalization and/or suppression operation for 
masking the person specific data. Results shows that these operations causes con-
siderable amount of information loss because higher the generalization hierarchy   
more information loss will be there.  Also suppression causes elimination of entire 
row or attributes value. So we may loss important or relevant data that may be 
very useful to our data mining task. Proposed model eliminates these drawbacks 
by using correlation coefficient and two type  of  generalization hierarchy which 
reduces loss of important data and it also eliminates attacks such as background 
knowledge attack, homogeneity attack, similarity attack etc. 

2.1 Problem Statement 

There are various open issues are there in the current (Existing) System. Few of 
them are listed below. We are considering following drawbacks of the current 
system. 

As we know that existing system uses generalization hierarchy for transforming 
the data into anonymized database, which causes considerable data loss. So Accu-
racy of data after Anonymization is decreased more. Also algorithm used for ex-
isting system such as k-anonymity and l-diversity have certain drawbacks such as 
k-anonymity can’t handle homogeneity attack and background knowledge attack; 
and l-diversity is difficult to achieve. In existing system, user manually chooses 
quasi identifier attribute for generalization and suppression. So we have tried to 
overcome this problem in our proposed framework. 

3 Proposed Framework 

The proposed framework provides novel anonymization technique comprising 
correlation coefficient, generalization and suppression.  

Identifier attributes: Attributes such as Person ID and Name that can be used 
to identify a record are identifier attributes. Identifier attributes can lead to spe-
cific entity thus they present in initial data only. 

Key attributes or Quasi-identifier: Attributes such as Zip Code and Age are key 
attributes or quasi identifier attributes which may be known by attackers. Key 
attributes are present in the anonymized data as well as in the initial data. 

Sensitive attributes: Confidential attributes such as income medical infor-
mation and Grade Pay that are assumed to be unknown to an intruder. Sensitive 
attributes are present in the anonymized data as well as in the initial data. 
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To protect the data, the identifiers attributes are completely removed, and the 
key attributes are “perturbed”, using disclosure control methods, in order to avoid 
the possibility of disclosure. We assume that the values for the sensitive attributes 
are not available from any external source. This assumption guarantees that an 
intruder cannot use the confidential attributes values to increase his/her chances of 
disclosure, and, therefore, their “masking” is unnecessary. 

A. Flow Diagram for Proposed framework 

 
 

B. Simulation: 

Step 1: Attribute Selection process for generalization and suppression: 

In attribute selection process, we have used attribute correlation method which 
returns the correlation coefficient of the two attributes. Correlation coefficient is 
used to determine the relationship between two properties. For example, you can 
examine the relationship between an age and salary, between age and disease etc. 
If result of Correlation coefficient is greater than zero than two attributes are posi-
tively correlated means increase or decrease in one attribute value will corre-
spondingly increase or decrease. In our proposed system, attribute having higher 
correlation will be subjected to generalization type 1 as it is positively correlated 
with other attributes and  we want less information loss which results from gener-
alization type 1, other attributes having lower correlation will be subjected to gen-
eralization type 2 or suppression . For example, we have age, zip-code and salary 
attributes. So, we have to calculate Correlation coefficient between them as below. 
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( , ) =   ∑( − )( − )∑( − )  ∑( − ′)   
Example: 
We have used Numeric Dataset of Healthcare Medical System Database which 
contains information of all the patients, their disease, their personal data etc. Now, 
Suppose Medical Survey team wants’ to make survey for disease outbreak and 
patterns. For that they can use the healthcare medical system but without revealing 
the identity of any patient.  

Table 3.1 Original Patient Data  

 

 
Table 3.2 Correlation coefficient for attributes  
 

 

Table 3.3 Result after Generalization Type-1  

 

Table 3.4 Result after Generalization Type-2  

 
 
 
 

No. Zip code Age Salary Disease 

3 29 47678 5000 Stomach cancer

4 36 47911 6000 Gastritis 

5 52 47312 11000 Flu 

6 36 47906 8000 Bronchitis 

7 30 47677 7000 Bronchitis 

8 36 47673 9000 Pneumonia 

9 32 47678 22000 stomach cancer 

10 25 47812 13000 Flu 

11 36 47312 12000 Bronchitis 

12 44 47614 35000 Stomach cancer

13 57 47333 50000 Pneumonia 

14 23 47813 22000 Bronchitis 

15 40 47678 25000 Gastric ulcer 

16 59 47897 7000 Flu 

17 39 47911 36000 Bronchitis 

18 36 47312 22000 Gastritis 

19 41 47865 18000 Pneumonia 

20 19 47912 15000 Flu 

 Zip-code Age Salary Sum 

Zip-code 1 -0.31519 -0.24027 0.44454 

Age -0.31519 1 0.371199 1.056009 

Salary -0.24027 0.371199 1 1.130929 

No Age Zip code Salary Disease 

5 52 47312 11000<=12000 Flu 

11 36 47312 12000<=22000 Bronchitis 

18 36 47312 12000<=22000 Gastritis 

No. Age Zip code Salary Disease 

5 36-52 47312 11000<=12000 Flu 

11 36-52 47312 12000<=22000 Bronchitis 

18 36-52 47312 12000<=22000 Gastritis 

So, Correl (zip-code, age) = -0.31519 
Correl (zip-code, salary) = -0.24027 
Correl (salary, age) = 0.371199 
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Table 3.5 3-Anonymous Data 

 
 
 
 
 
 
 
 

Thus, we can apply generalization type 1 to attribute ‘age’ and generalization 
type 2 or suppression to other attributes. 
 
Step 2: Generalization and Suppression on selected attributes. 

Now, in the third step we apply generalization and/or suppression process to at-
tributes, so attribute having highest correlation coefficient will be candidate for the 
generalization type 1. In generalization type 1, for each group find minimum and 
maximum value of the attribute and replace all the values of that attribute with 
[minimum-maximum] interval. 

Now, we will apply generalization type 2 on attribute salary, so, find next near-
est minimum and next largest value of each corresponding value of attribute. For 
example, salary=11,000, next nearest minimum value is itself as there as there is 
not any value which is less than 11,000 and next largest value is 12,000. So, we 
have interval 11000<=12000. So, we have above  result in table 3.3. 

For suppression, we first sort the dataset according to index of attribute having 
lowest correlation coefficient then we will match all the values of an attribute and 
replace unmatched digit with “*”. For example, in above result, we can suppress 
last four digit with “*” i.e. 4****. We are not applying full domain suppression 
because it causes high data loss, so we keep first digit as it is and suppress the 
remaining digits. 

Here, for above group in table 3.4, age attribute has three values 52, 36, 36. So, 
minimum value will be 36 and maximum value will be 52. Thus, we have [36-52] 
interval. 
 
Step 3: Check for k-anonymity 

Definition of k-anonymity [3] states that, a dataset complies with k-anonymity 
protection if each individual’s record stored in the released dataset cannot be dis-
tinguished from at least k-1 individuals whose data also appears in the dataset. 
For example,  

Here, k=3 and above group is 3-Anonymous as for same zip-code and age 
value we have three different sensitive attribute value. 

 
 
 

 

No Age Zip code Salary Disease 

5 36-52 4**** 11000<=12000 Flu 

11 36-52 4**** 12000<=22000 Bronchitis 

18 36-52 4**** 12000<=22000 Gastritis 
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Step 4: Check for l-diversity 

A data set satisfies L-diversity if it is divided into a partition and the sensitive 
attribute contains at least L different values in each group. L-diversity is needed in 
order to prevent published database from homogeneity attack and background 
knowledge attack. 

Above example states that it is 3-diverse as there are three different values for 
same quasi-identifiers value. 

 
Anonymized Data: 

 
Table 3.6 3-Anonymized Data 

No Age Zipcode salary Disease 

1 [29<=30] 4767* [3000-9000] Gastric ulcer 

2 [28<=44] 47*** [7000-50000] Gastritis 

3 [29<=32] 4**** [5000-25000] Stomach cancer 

4 [19<=39] 479** [6000-36000] Gastritis 

5 [36<=52] 4**** [11000-22000] Flu 

6 [19<=39] 479** [6000-36000] Bronchitis 

7 [29<=36] 4767* [3000-9000] Bronchitis 

8 [30<=36] 4767* [3000-9000] Pneumonia 

9 [29<=40] 4**** [5000-25000] Stomach cancer 

10 [23<=41] 478** [13000-22000] Flu 

11 [36<=52] 4**** [11000-22000] Bronchitis 

12 [28<=57] 47*** [7000-50000] Stomach cancer 

13 [44<=57] 47*** [7000-50000] Pneumonia 

14 [23<=25] 478** [13000-22000] Bronchitis 

15 [32<=40] 4**** [5000-25000] Gastric ulcer 

16 [39<=59] 479** [6000-36000] Flu 

17 [36<=59] 479** [6000-36000] Bronchitis 

18 [36<=52] 4**** [11000-22000] Gastritis 

19 [25<=41] 478** [13000-22000] Pneumonia 

20 [19<=36] 479** [6000-36000] Flu 

 
By Analyzing the Anonymized data, we conclude that there are fewer chances 

of Homogeneity attack and Background Knowledge attack which could be possi-
ble if intruder have some extra information. Here two type of generalization 
makes chances of attack to minimum. 
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4 Experimental Setup 

We have used core-i3 processor with 4GB of RAM to evaluate our algorithm on 
different criterion. We also used weka tool to analyze our dataset on different 
classification algorithm. We have taken numerical dataset like Healthcare dataset, 
credit dataset to analyze proposed framework. Following parameters are  
measured. 

Accuracy 
Accuracy represents the percentage of correctly identified matches the engine 

detects from the possible matches. This measurement of accuracy is used on an 
overall basis for the entire dataset meaning correct matches include all classifier 
and null matches. = #   #  

Privacy Gain 
Privacy gain can be defined as amount of Anonymization achieved after apply-

ing Anonymization process which results from generalization and suppression 
methods. 

    % = − ∗  

  Where, Tn= Total no. of Instances 

               Ta= Total no. of instances anonymized 

5 Results 

Experiment-1: Compare performance of different database for different value of 
K and Q. 

Table 5.1 Anonymization using  Naïve Bayes Classifier(Q=3) 

Data set Instance 
Processed 

Parameters Original 
data sets 

Anonymized data sets 
(Q=3) 

K=4 K=6 K=10 

Adult 33K Correctly classi-
fied(%) 

83.42 82.61 

 

82.83 

 

82.55 

 

Time taken to 
build model(sec)

0.09 0.08 0.07 0.06 

Privacy Gain(%) - 90.26 90.91 - 

Credit 10K Correctly classi-
fied(%) 

74.87 71.67 

 

71.57 

 

72.97 

 

Time taken to 
build model(sec)

0.01 0.05 0.02 0.01 

Privacy Gain(%) - 37.2 48.4 65 
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Table 5.2 Anonymization using  Naïve Bayes Classifier(Q=4) 

Data set Instance 
Processed 

Parameters Original 
data sets 

Anonymized data sets 
(Q=4) 

K=4 K=6 K=10 

Adult 33K Correctly classi-
fied(%) 

83.42 82.4  82.5 82.29 

Time taken to 
build model(sec) 

0.09 0.06 0.05 

 

0.05 

Privacy Gain(%) - 95.27 90.91 99.68 

Credit 10K Correctly classi-
fied(%) 

74.87 71.77 71.57 73.17 

Time taken to 
build model(sec) 

0.01 0.03 0.01 0.01 

Privacy Gain(%) 0 38.2 48.4 65 

 
 
Experiment-2: Comparison of Result generated by Existing model, proposed 
model and ARX Tool after applying Homogeneity attack and Background 
knowledge attack. 

Table 5.3 Original Data 

No. Zipcode Age Nationality Condition 

1 13053 28 Russian Heart Disease 

2 13068 29 American Heart Disease 

3 13068 21 Japanese Viral Infection 

4 13053 23 American Viral Infection 

5 14853 50 Indian Viral Infection 

6 14853 55 Russian Heart Disease 

7 14850 47 American Viral Infection 

8 14850 49 American Viral Infection 

9 13053 31 American Cancer 

10 13053 37 Indian Cancer 

11 13068 36 Japanese Cancer 

12 13068 35 American Cancer 
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Table 5.4 Anonymization using existing l-diversity Model 

No. Zipcode Age Nationality Condition 

1 1305* <=40 * Heart Disease 

2 1305* <=40 * Viral infection 

3 1305* <=40 * Cancer 

4 1305* <=40 * Cancer 

5 1485* >40 * Cancer 

6 1485* >40 * Heart Disease 

7 1485* >40 * Viral infection 

8 1485* >40 * Viral infection 

9 1306* <=40 * Heart Disease 

10 1306* <=40 * Viral infection 

11 1306* <=40 * Cancer 

12 1306* <=40 * Cancer 

Table 5.5 Anonymization using proposed Model 

No. Zipcode Age Nationality Condition 

1 1**** [23-37] Russian Heart Disease 

2 1**** [21-35] American Heart Disease 

3 1**** [21-35] Japanese Viral Infection 

4 1**** [23-37] American Viral Infection 

5 1485* [47-55] Indian Viral Infection 

6 1485* [47-55] Russian Heart Disease 

7 1485* [47-55] American Viral Infection 

8 1485* [47-55] American Viral Infection 

9 1**** [23-37] American Cancer 

10 1**** [23-37] Indian Cancer 

11 1**** [21-35] Japanese Cancer 

12 1**** [21-35] American Cancer 

6 Conclusion and Future Extension 

Privacy preserving data mining is a new era of data privacy in which private data 
has to be published and proposed system provides data security even after data has 
been published for any data mining application used by any organization. Pro-
posed algorithm uses correlation based attribute selection method which auto-
mates the Anonymization process as user  need to specify which attribute to select 
for different operation such as generalization and suppression. Also proposed 
algorithm uses two types of generalization to make database more secure as  
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attacker is not able to apply homogeneity attack and background knowledge attack 
on published database. Proposed model increases considerable amount of Informa-
tion gain after Anonymization which increases security of a data.   

There are still many possible extensions in the future work. First, proposed ap-
proach uses only single sensitive attribute. So, in future work proposed approach 
for multiple sensitive attribute will be implemented. Second, proposed approach 
uses only numeric attributes as quasi identifiers. So, in future work one can adopt 
proposed approach for non-numeric or categorical quasi-identifier attributes. And 
if time permits this work can be extended to improve the performance measures 
such as running time, memory utilization, information loss etc. 
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Combining Different Differential Evolution 
Variants in an Island Based Distributed 
Framework–An Investigation 

Shanmuga Sundaram Thangavelu and C. Shunmuga Velayutham 

Abstract. This paper proposes to combine three different Differential Evolution 
(DE) variants viz. DE/rand/1/bin, DE/best/1/bin and DE/rand-to-best/1/bin in an 
island based distributed Differential Evolution (dDE) framework.  The resulting 
novel dDEs with different DE variants in each islands have been tested on 13 high-
dimensional benchmark problems (of dimensions 500 and 1000) to observe their 
performance efficacy as well as to investigate the potential of combining such com-
plementary collection of search strategies in a distributed framework.  Simulation 
results show that rand and rand-to-best strategy combination variants display supe-
rior performance over rand, best, rand-to-best as well as best, rand-to-best combina-
tion variants.  The rand and best strategy combinations displayed the poor perfor-
mance.  The simulation studies indicate a definite potential of combining comple-
mentary collection of search characteristics in an island based distributed framework 
to realize highly co-operative, efficient and robust distributed Differential Evolution 
variants capable of handling a wide variety of optimizations tasks. 

Keywords: Differential Evolution, distributed Differential Evolution, Co-operative 
Evolution, Complementary Search Strategies. 

1 Introduction 

Since its inception in 1995, by R. Storn and K.V. Price, Differential Evolution (DE) 
has emerged as one of the powerful stochastic Evolutionary Algorithms (EAs) for 
continuous search domain [1, 2]. Like typical EAs, the differential evolution is a 
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population-based global optimizer that employs the iterative variation (mutation 
followed by crossover) and selection operations.  However, the generation of off-
springs from the scaled differences of random but distinct parent vectors in the cur-
rent population (called the differential mutation operation) makes DE stand apart 
from other members of EA family.  Depending on the way the offsprings are gener-
ated, through different parent vector perturbations, there exists multitude forms of 
differential mutation operations resulting in many DE variants. 

Despite the existence of multitude of DE variants, interestingly no single vari-
ant of DE has displayed the best performance for a wide range of optimization 
problems as explained by no free lunch theorem [3]. Consequently, a trial-and-
error selection of suitable DE variant becomes necessary for solving a given opti-
mization problem.  To alleviate this problem, recent research efforts employ en-
semble learning with parameter and DE mutation strategy adaptation [4, 5]. These 
efforts, in effect, are an attempt to bring together a variety of search characteristics 
to effectively solve a diverse range of problems. This paper employs an alternative 
way to achieve a complementary collection of search characteristics by conceiving 
a distributed Differential Evolution algorithm which comprises different DE vari-
ants as subpopulations in different islands. 

Towards this, the paper attempts a preliminary investigation to study about the 
potential interplay of different search characteristics in a distributed framework.  
Consequently, this paper employs three simple classical DE variants viz. 
DE/rand/1/bin, DE/best/1/bin and DE/rand-to-best/1/bin in an island based dis-
tributed DE framework to solve 13 high-dimensional (D = 500 and 1000) bench-
mark functions.  Since high-dimensional optimization functions often pose severe 
challenges to the EAs in general, the collection of benchmark functions considered 
in this study would serve as a good test bed to analyze the potential, if there are 
any, of employing different DE variants in a distributed DE framework. 

The rest of the paper is organized as follows.  Section 2 describes the Differen-
tial Evolution and the proposed distributed Differential Evolution algorithms.  
Section 3 gives a brief overview of related research works.  Sections 4 and 5  
describe the design of experiments and the simulation results discussion respec-
tively.  Finally, Section 6 concludes the paper. 

2 Distributed Differential Evolution Combining Multiple 
Search Strategies 

Differential Evolution (DE) explores search space by starting with a uniformly 
randomized D-dimensional real-valued vectors , , , , , , … , , , .  NP 
such vectors form the initial population (i.e. G = 0).  At each generation, by em-
ploying the differential mutation, DE generates a mutant vector ,  against each 
(target vector) ,  in the current population using weighted differences of random 
distinct individuals of current generation. Being a preliminary investigation, this 
paper employs three simple mutation strategies viz. 
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1. DE/rand/1 , =  , +  . ( ,, −  , )        (1) 

 
2. DE/best/1 , =  , +  . ,, −  ,        (2) 

 
3. DE/rand-to-best/1 , =  , +  . , − , +  . ( ,, −  , )    (3) 

 
where K, F represent positive real scaling factors, ,  denotes the best individ-
ual in the current population and , ,   with ∈ 1, …  are mutually exclu-
sive randomly generated indices anew for each mutant vector generation. The 
naming scheme employed (commonly in DE literature) is self explanatory: rand, 
best, rand-to-best represent the nature of individual being perturbed and 1 repre-
sents the number of parent pair(s) used in weighted difference calculation. 

Following the differential mutation, DE typically employs either binomial 
crossover or exponential crossover that mixes a mutant vector ,  with its corre-
sponding target vector ,  to generate a trial vector, , .  Having observed the 
superiority of binomial crossover over the exponential crossover, in our earlier 
study [6], this paper employs the former. Finally, DE employs a one-to-one 
knockout competition between each target vector ,  and its trial vector ,  to 
decide the survivor for the next generation G+1.   

The above mentioned mutation, crossover, selection cycle marks the end of one 
DE generation and this cycle is repeated generation after generation until a stop-
ping criterion is satisfied. 

The above considered DE variants viz. DE/rand/1/bin, DE/best/1/bin and 
DE/rand-to-best/1/bin (/bin represents the binomial crossover), by virtue of their 
differences in offspring generation, display different search characteristics. For 
example, while DE/rand/1 is exploratory in nature, DE/best/1 is greedy and tend 
to converge faster.  This paper attempts to achieve a complementary collection of 
such search characteristics by employing the above discussed three DE variants as 
subpopulations in different islands thus resulting in a distributed Differential Evo-
lution (dDE) framework.  Further, this paper attempts a preliminary investigation 
to identify the potential, if there are any, of such complementary collection of 
search characteristics in a distributed framework to solve high-dimensional func-
tion optimization problems. 

This investigation demands an extensive empirical analysis of the exhaustive 
combinations of the above identified three variants.  Assuming an island size of 4, 
for the sake of easier analysis, 15 dDE variants arising out of combining the above 
said three variants in all possible combinations viz. 1:3, 2:2, and 3:1 combinations 
of two of three variants; 2:1:1 combination of three variants and same variants in 
all islands (total 15 combinations) have all been implemented. Table 1 shows all 
such combinations of three variants in four islands, where r_all, b_all and rb_all 
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respectively represents the case where the same variants rand/1/bin, best/1/bin and 
rand-to-best/1/bin occupy all four islands.  The same notations with different pro-
portions of combination represent the remaining 12 dDE variants.  For the sake of 
brevity, this paper employs r, b and rb to represent respectively DE/rand/1bin, 
DE/best/1/bin and DE/rand-to-best/1/bin strategies. Figure 1 shows the algorith-
mic representation of the variant brrb/1:1:2, by way of an example and figure 2 
shows the representation of few chosen dDE variants viz. r_all, br/2:2, rrb/3:1 
and brrb1/1:1:2. 

Table 1 The 15 dDE variants arising out of combining DE/rand/1/bin, DE/best/1/bin and DE/rand-to-
best/1/bin variants 

S.No. Variant Name Description 
1 r_all DE/rand/1/bin in all four nodes (homogeneous mixing) 
2 br/1:3 DE/best/1/bin in one node, DE/rand/1/bin in three nodes 
3 br/2:2 DE/best/1/bin in two nodes, DE/rand/1/bin in two nodes 
4 br/3:1 DE/best/1/bin in three nodes, DE/rand/1/bin in one node 
5 b_all DE/best/1/bin in all four nodes (homogeneous mixing) 
6 rrb/3:1 DE/rand/1/bin in three nodes, DE/rand-to-best/1/bin in one node 
7 rrb/2:2 DE/rand/1/bin in two nodes, DE/rand-to-best/1/bin in two nodes 
8 rrb/1:3 DE/rand/1/bin in one node, DE/rand-to-best/1/bin in three nodes 
9 rb_all DE/rand-to-best/1/bin in all four nodes (homogeneous mixing) 
10 brb/3:1 DE/best/1/bin in three nodes, DE/rand-to-best/1/bin in one node 
11 brb/2:2 DE/best/1/bin in two nodes, DE/rand-to-best/1/bin in two nodes 
12 brb/1:3 DE/best/1/bin in one node, DE/rand-to-best/1/bin in three nodes 
13 brrb/1:1:2 DE/best/1/bin in one node, DE/rand/1/bin in one node, DE/rand-to-best/1/bin in two nodes 
14 brrb/2:1:1 DE/best/1/bin in two nodes, DE/rand/1/bin in one node, DE/rand-to-best/1/bin in one node 
15 brrb/1:2:1 DE/best/1/bin in one node,  DE/rand/1/bin in two nodes, DE/rand-to-best/1/bin in one node 

3 Related Works 

Despite the fact that employing different DE variants as subpopulations in an is-
land based DE is novel, this idea has been earlier attempted by researchers with 
respect to Genetic Algorithms (GAs).  A gradual distributed real-coded genetic 
algorithms which employ different GAs, with different crossover operators, as 
subpopulations in an island based framework has been attempted by Herrera and 
Lozano in [7]. A two population island model combining binary coded GA and 
gray coded GA has been studied by Skolicki and De Jong in [8]. 

In DE literature, one of the efforts towards combining a variety of search strat-
egy has resulted in self-adaptive (sequential) DE called SaDE [4] which employed 
DE/rand/1/bin, DE/rand-to-best/2/bin, DE/rand/2/bin and DE/current-to-
rand/1/bin in a pool and let the successful strategy (based on the success probabil-
ity in previous generations) to create the trial vector.  This facilitated different 
variants to contribute in appropriate evolutionary phase during search displaying 
robust performance.  It is worth noting that SaDE achieved a complementary col-
lection of search characteristics in a Sequential DE framework.  Mallipedi et. al.  
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extended this idea by including an ensemble of control parameters along with 
mutation strategies in the pool [5].  The above said extension has also been at-
tempted by Wang et.al in their Composite DE (CoDE) [9].  Hybridization of DE 
with particle swarm optimization [10-13], ant colony optimization [14, 15], bacte-
rial foraging optimization [16], artificial immune system [17] and simulated an-
nealing [18, 19] have all been other interesting directions of research in DE litera-
ture to achieve a complementary collection of search strategy.  However, unlike 
the above discussed works, this paper attempts to achieve a co-operative collection 
of search strategies in an island based distributed DE framework.   

4 Design of Experiments 

To investigate the potential of the above said framework, the 15 distributed DE vari-
ants (arising out of combining rand/1/bin, best/1/bin and rand-to-best/1/bin in vari-
ous combinations in 4 islands) have been tested for their performance efficacy on a 
set of 13 benchmark problems of dimensionality 500 and 1000. Table 2 displays the 
13 high-dimensional benchmark optimization problems. (adopted from [20]). 
 

 

Fig. 1 The algorithmic representation of brrb/1:1:2 variant 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Initialize  with 
Compute  
Divide the population of size NP into 4 subpopulations of size NP/4 
Scatter the sub populations to all nodes 
Place DE/best/1/bin in 1 node, DE/rand/1/bin in 1 node  
 and DE/rand-to-best/1/bin variant in 2 nodes, 
WHILE stopping criterion is not satisfied DO 

  
  

1. Mutation Step 
2. Crossover Step 
3. Selection Step 

  
  

 (For every migration frequency generation) 
1. Send nm candidates, selected by selection policy, to next node as per migration topology 
2. Receive the nm candidate from the previous node as per migration topology 
3. Replace the candidates selected by replacement policy by the received nm candidates 

  
 ;  

   Compute  
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Fig. 2 Pictorial Representation of few dDE mixing schemes  ((a) r_all (b) br/2:2 (c) rrb/3:1 
(d) brrb/1:1:2) variants 

Table 2 Details of the benchmark functions used in simulation experiments 

 

 
The control parameters of the Differential Evolution algorithm viz. the popula-

tion size (NP), Scale factors (F and K) and the crossover rate (Cr) have been set as 
follows.  The population size has been fixed as 200 (with 50 as subpopulation size 
in each of 4 islands) and 400 (with 100 as subpopulation size in each of 4 islands)  
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for the dimensions 500 and 1000 respectively.  The scale factor (F) has been gen-
erated anew for each generation randomly in the range [0.3, 0.9].  In case of 
DE/rand-to-best/1/bin, the value of K has been set the same value as F.  The 
crossover rate values ∈ [0,1] with step size 0.1 have been tested for all variants 
on each of the benchmark problems.  Hundred independent runs have been per-
formed for each variant–benchmark function–  value combination.  A bootstrap 
test, to determine the confidence interval for the obtained mean objective function 
values, has been conducted.  The  value, of each variant-test function combina-
tion, that corresponds to the best confidence interval (i.e. 95%) has been chosen to 
be used in our subsequent simulations. Table 3 shows the Cr values used by the 
three DE variants for each test function for both 500 and 1000 dimensions. 

The control parameters of island based distributed framework have been set as 
follows. As has been said earlier, the simulation experiments assume an island size 
of 4 with 50 and 100 individuals in each island for 500 and 1000 dimensions cases 
respectively.  Based on an earlier empirical analysis [21], the best solution in each 
island is allowed to migrate in a ring topology, once every 45 generations, replac-
ing a random but best solution in the receiving island. 

As DEs are stochastic in nature, each simulation experiment (involving each of 
15 dDE on each test function) has been repeated 100 times (runs) with randomly 
initialized population for every run.  Each simulation experiment will stop either if 
a maximum number of generations Gmax = 2500 is reached or if a tolerance error 
value of 1 × 10-12 is reached. 

Table 3 Crossover rate (Cr) values used for problems of Dimensions (D) 500 and 1000 

D Variant f01 f02 f03 f04 f05 f06 f07 f08 f09 f10 f11 f12 f13 

500 / 

1000 

rand/1/bin 0.9/0.9 0.8/0.9 0.7/0.9 0.7/0.8 1.0/1.0 0.7/0.8 0.0/0.9 0.0/0.0 0.9/0.9 0.7/0.0 0.9/1.0 0.0/0.0 0.1/0.1 

best/1/bin 0.3/0.3 0.2/0.3 0.1/0.1 0.1/0.1 0.2/1.0 0.1/0.1 0.2/0.2 0.0/0.0 0.2/0.3 0.1/0.2 0.8/0.6 0.2/0.3 0.1/0.1 

rand-to-best/1/bin 0.2/0.3 0.1/0.1 0.1/0.1 0.1/0.1 0.2/0.2 0.1/0.1 0.1/0.1 0.0/0.0 0.3/0.3 0.1/0.1 0.8/0.8 0.2/0.1 0.1/0.1 

 
Considering the fact that the current work attempts to investigate the potential 

of combining different search strategies, the probability of convergence (Pc) and 
quality measure (Qm) of different combinations have been reported instead of their 
mean performance. The probability of convergence [22] is the mean percent of 
number of successful runs (Sr) out of total number of runs (tr) (tr = 14 functions x 
100 runs each = 1400) i.e. = ⁄ %.  The quality measure [22] is the ratio of 
convergence rate of successful runs (Cs) and the probability of convergence (Pc) 
i.e. = ⁄ .  The convergence rate of successful runs is the average number 
of function evaluations for successful runs i.e. =  ∑ / , where  is 

the number of function evaluations in jth  successful run.  A variant with high Pc 
value and lower number of function evaluations (i.e. low Qm value) is considered 
to be a competitive variant. 
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Apart from the quality measure (Qm), considering the fact that high-dimensional 
optimization functions pose severe challenges to the optimizer, a variant of Qm 
calculation i.e. Q-test has also been reported as described in [20].  For each 
benchmark problem, the average final objective function value obtained by the 
best performing combination B has been considered along with the average fitness 
value at the beginning of the optimization b.  The threshold value Thr, which rep-
resents 95% of the decay in fitness value of B, is calculated as ℎ = −0.95 ( − ).  Hence, a run is considered successful if a combination succeeds 
during a certain run to reach the Thr value.  Using this, the Qm has been recomput-
ed to obtain Q-test values.  The ∞ denotes the failure of a combination to reach the 
threshold (i.e. infinite time required to reach the threshold). 

5 Simulation Results and Discussions 

Tables 4 and 5 show the Q-test values obtained by the combinations of DE strate-
gies for each function with 500 and 1000 dimensions respectively.  As stated ear-
lier, the entry ∞ indicates the failure of a particular combination to solve a func-
tion within Gmax generations.  For the sake of easier analysis, the 15 dDE variants 
are sorted in ascending order, based on their Q-test performance, in Tables 6 and 7 
for 500 and 1000 dimensions respectively.  In both Tables 6 and 7, NAs indicate 
the case where no other variants can be put as they have not been able to solve a 
particular problem. 

In case of 500 dimensions, no variants could solve f11 and only 2 variants man-
aged to solve f5. Interestingly, in most cases viz. f1, f2, f3, f4, f6, f7, f10 and f12, the 
combinations of rand/1/bin and best/1/bin displayed a poor performance. This 
performance is contrary to the fact that rand/1/bin and best/1/bin are complemen-
tary strategies with the former exploratory in nature and the latter more greedy.  
However, in case of functions f8 and f9, rand/1/bin and best/1/bin combinations 
have displayed a slightly better performance. Interestingly b-all, br/3:1, br/2:2 and 
br/1:3 have displayed the top performance in case of f13.  The poor performance of 
rand-best combinations can be observed in 1000 dimensions too, in case of f1, f2, 
f3, f4, f6, f8, f9 and f10.  While none of rand-best combinations could solve the func-
tion f7, rand-best combinations br/2:2, r-all and br/1:3 were the only variants 
(apart from rrb/3:1) to solve f5.  However, in case of functions f11, f12 and f13, b-all 
has displayed the best performance with br/3:1, br/1:3 and br/2:2 showing rea-
sonably better performance. 

On the contrary, the homogeneous rb-all has displayed the best performance in 
most of the cases (f2, f3, f4, f5, f6, f7, f10 and f12 in the case of 500 dimensions;  f1, f2, 
f3, f4, f6, f7, f8 and f10 in case of 1000 dimensions).  This behavior of rand-to-
best/1/bin is quite understandable as the variant intrinsically combines both rand 
and best mutation strategies.  Both in case of 500 and 1000 dimensions, between 
the best and poor performance, the intermediate performance have been displayed 
by the combinations of rand and best strategies with rand-to-best strategy. 
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Table 4 Q-Test values obtained (for each function and variant for 500 Dimensions) 

Mixing f01 f02 f03 f04 f05 f06 f07 f08 f09 f10 f11 f12 f13 

r_all 380559.2 332050 170000 183510 ∞ 184590 ∞ 488458.3 437836.4 160214 ∞ 142870 455710.4 

b_all 318572.4 298092 151582 160908 ∞ 160964 492000 486950 ∞ 165434 ∞ 55176 436908.9 

rb_all 310248.5 156976 60372 62934 437911 63276 293826 468222.7 394357.3 51410 ∞ 31260 466800 

br/1:3 315123.7 265142 153296 164422 ∞ 163900 ∞ 486936.8 358600 164438 ∞ 72544 449139.7 

br/2:2 334679.1 266706 150770 161218 ∞ 161340 487000 488294.7 369661.5 162276 ∞ 62886 443551.2 

br/3:1 334683.3 276188 150198 160378 ∞ 160060 482400 488306.7 417331.3 161252 ∞ 57912 437330.1 

rrb/3:1 230596 179038 67192 71014 ∞ 70670 331124 484170.2 296352 56934 ∞ 37224 466435.6 

rrb/2:2 242580 168852 63476 66484 ∞ 66610 307568 478990.5 309688 54004 ∞ 34230 453291.9 

rrb/1:3 272290 163826 61524 64534 ∞ 64018 297790 474079.5 325183.8 52306 ∞ 32592 467406.7 

brb/3:1 309051.6 182798 67504 71006 ∞ 71480 379567.44 485587.5 392243 56320 ∞ 36114 445106.2 

brb/2:2 300276.1 171612 63566 66538 ∞ 66058 365287.32 480829.1 385683 53728 ∞ 33742 455074.3 

brb/1:3 296269.4 163844 61420 64458 472600 64448 338030.11 476260 384969.9 52148 ∞ 32386 460376 

brrb/2:1:1 304239.1 183230 67384 71018 ∞ 70712 388581.82 487769.7 348662.5 56656 ∞ 35904 449810.8 

brrb/1:2:1 277207.1 181020 67340 71190 ∞ 70960 357413.64 482170.7 324520 57010 ∞ 36498 449216.4 

brrb/1:1:2 285765.2 170570 63388 66160 ∞ 66052 347000 482102.8 341577.1 53174 ∞ 33242 452660.4 

Table 5 Q-Test values obtained (for each function and variant for 1000 Dimensions) 

Mixing f01 f02 f03 f04 f05 f06 f07 f08 f09 f10 f11 f12 f13 

r_all ∞ 938325.4 297592 543076 200569.2 543616 ∞ 969573.3 ∞ ∞ ∞ 490788 882066.7 

b_all 929346.7 720036 581188 613616 ∞ 615236 ∞ 982228.6 ∞ 327148 962776 123968 837565.2 

rb_all 487208.1 396784 157708 164988 ∞ 165664 825828 934531.9809272.3 125352 ∞ 170620 876600 

br/1:3 981200 809012 292712 474652 205120 477648 ∞ 968577.8 ∞ 440136 986800 180220 866835.4 

br/2:2 877444.4 673364 318568 489504 174000 489144 ∞ 973428.6 981600 359760 988974.4 147880 860163.9 

br/3:1 919726.3 666157.6 365788 512252 ∞ 513936 ∞ 974782.6 ∞ 338776 979065.2 132440 859441.8 

rrb/3:1 553052 443600 175960 189168 177800 189852 948800 966350 719051.5 139992 ∞ 201908 880016.2 

rrb/2:2 513204 416848 165856 176796 ∞ 176228 893848.1952464.5 774584 133472 ∞ 183676 884250.7 

rrb/1:3 508056 406872 160172 171732 ∞ 171336 853127.3 951470 776084 130540 ∞ 180532 874813.6 

brb/3:1 835756.3 482172 180256 190440 ∞ 189136 900990.5962369.2870711.1 139840 981774.5 129900 850289.7 

brb/2:2 775329.3 436044 168392 176820 ∞ 175632 871708.1952970.5794717.5 132168 985085 130392 866240 

brb/1:3 670484 411780 163624 170900 ∞ 171880 845994.7956231.6759153.2 130356 990302.7 145300 889154.3 

brrb/2:1:1844472.3 563684 179308 189648 ∞ 189828 908737.5968547.8894033.3 139588 989877.8 134460 848815.4 

brrb/1:2:1762262.9 526124 177132 189672 ∞ 189672 926411.4967712.8860148.1 139712 986400 146524 867604.9 

brrb/1:1:2721504.2 434204 166684 176684 ∞ 176336 882691.5961253.3807866.7 133076 983600 146504 877228.6 

 
To get a still better picture of the performance efficacy of combining rand and 

best strategies with rand-to-best strategy, the Quality measure (Qm) values have 
been calculated and are displayed in Tables 8 and 9 for 500 and 1000 dimensional 
cases respectively. Interesting patterns of performance efficacy can be observed in 
the case of 500 dimensions as shown in table 8.  
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The rand and rand-to-best strategy combinations have displayed the top per-
formance in terms of Qm values. This is closely followed by that of the rand, best 
and rand-to-best combination variants as well as the homogeneous rb-all.  The 
best and rand-to-best combination variants have displayed a relatively moderate 
performance. As observed in case of Q-test, the rand and best combination vari-
ants have displayed poor performance in terms of Qm.  Interestingly, in case of 
1000 dimensions, as can be seen in Table 9, the homogeneous rb-all has displayed 
the best performance. However, the other observations in 500 dimensions case 
largely hold good in 1000 dimensions too. 

Table 6 Q-Test Results for 500 Dimensions (variants listed in sorted order based on the Q-
Test values for each function) 

f01 f02 f03 f04 f05 f06 f07 f08 f09 f10 f11 f12 f13 

rrb/3:1 rb_all rb_all rb_all rb_all rb_all rb_all rb_all rrb/3:1 rb_all NA rb_all b_all 

rrb/2:2 rrb/1:3 brb/1:3 brb/1:3 brb/1:3 rrb/1:3 rrb/1:3 rrb/1:3 rrb/2:2 brb/1:3 NA brb/1:3 br/3:1 

rrb/1:3 brb/1:3 rrb/1:3 rrb/1:3 NA brb/1:3 rrb/2:2 brb/1:3 brrb/1:2:1 rrb/1:3 NA rrb/1:3 br/2:2 

brrb/1:2:1 rrb/2:2 brrb/1:1:2 brrb/1:1:2 NA brrb/1:1:2 rrb/3:1 rrb/2:2 rrb/1:3 brrb/1:1:2 NA brrb/1:1:2 brb/3:1 

brrb/1:1:2 brrb/1:1:2 rrb/2:2 rrb/2:2 NA brb/2:2 brb/1:3 brb/2:2 brrb/1:1:2 brb/2:2 NA brb/2:2 br/1:3 

brb/1:3 brb/2:2 brb/2:2 brb/2:2 NA rrb/2:2 brrb/1:1:2 brrb/1:1:2 brrb/2:1:1 rrb/2:2 NA rrb/2:2 brrb/1:2:1 

brb/2:2 rrb/3:1 rrb/3:1 brb/3:1 NA rrb/3:1 brrb/1:2:1 brrb/1:2:1 br/1:3 brb/3:1 NA brrb/2:1:1 brrb/2:1:1 

brrb/2:1:1 brrb/1:2:1 brrb/1:2:1 rrb/3:1 NA brrb/2:1:1 brb/2:2 rrb/3:1 br/2:2 brrb/2:1:1 NA brb/3:1 brrb/1:1:2 

brb/3:1 brb/3:1 brrb/2:1:1 brrb/2:1:1 NA brrb/1:2:1 brb/3:1 brb/3:1 brb/1:3 rrb/3:1 NA brrb/1:2:1 rrb/2:2 

rb_all brrb/2:1:1 brb/3:1 brrb/1:2:1 NA brb/3:1 brrb/2:1:1 br/1:3 brb/2:2 brrb/1:2:1 NA rrb/3:1 brb/2:2 

br/1:3 br/1:3 br/3:1 br/3:1 NA br/3:1 br/1:3 b_all brb/3:1 r_all NA b_all r_all 

b_all br/2:2 br/2:2 b_all NA b_all br/2:2 brrb/2:1:1 rb_all br/3:1 NA br/3:1 brb/1:3 

br/2:2 br/3:1 b_all br/2:2 NA br/2:2 b_all br/2:2 br/3:1 br/2:2 NA br/2:2 rrb/3:1 

br/1:3 b_all br/1:3 br/1:3 NA br/1:3 NA br/3:1 r_all br/1:3 NA br/1:3 rb_all 

r_all r_all r_all r_all NA r_all NA r_all NA b_all NA r_all rrb/1:3 

Table 7 Q-Test Results for 1000 Dimensions (variants listed in sorted order based on the 
Q-Test values for each function) 

f01 f02 f03 f04 f05 f06 f07 f08 f09 f10 f11 f12 f13 

rb_all rb_all rb_all rb_all br/2:2 rb_all rb_all rb_all rrb/3:1 rb_all b_all b_all b_all 

rrb/1:3 rrb/1:3 rrb/1:3 brb/1:3 rrb/3:1 rrb/1:3 brb/1:3 rrb/1:3 brb/1:3 brb/1:3 br/1:3 brb/3:1 brrb/2:1:1 

rrb/2:2 brb/1:3 brb/1:3 rrb/1:3 r_all brb/1:3 rrb/1:3 rrb/2:2 rrb/2:2 rrb/1:3 brb/3:1 brb/2:2 brb/3:1 

rrb/3:1 rrb/2:2 rrb/2:2 brrb/1:1:2 br/1:3 brb/2:2 brb/2:2 brb/2:2 rrb/1:3 brb/2:2 brrb/1:1:2 br/3:1 br/3:1 

brb/1:3 brrb/1:1:2 brrb/1:1:2 rrb/2:2 NA rrb/2:2 brrb/1:1:2 brb/1:3 brb/2:2 brrb/1:1:2 brb/2:2 brrb/2:1:1 br/2:2 

brrb/1:1:2 brb/2:2 brb/2:2 brb/2:2 NA brrb/1:1:2 rrb/2:2 brrb/1:1:2 brrb/1:1:2 rrb/2:2 brrb/1:2:1 brb/1:3 brb/2:2 

brrb/1:2:1 rrb/3:1 rrb/3:1 rrb/3:1 NA brb/3:1 brb/3:1 brb/3:1 rb_all brrb/2:1:1 br/1:3 brrb/1:1:2 br/1:3 

brb/2:2 brb/3:1 brrb/1:2:1 brrb/2:1:1 NA brrb/1:2:1 brrb/2:1:1 rrb/3:1 brrb/1:2:1 brrb/1:2:1 br/2:2 brrb/1:2:1 brrb/1:2:1 

brb/3:1 brrb/1:2:1 brrb/2:1:1 brrb/1:2:1 NA brrb/2:1:1 brrb/1:2:1 brrb/1:2:1 brb/3:1 brb/3:1 brrb/2:1:1 br/2:2 rrb/1:3 

brrb/2:1:1 brrb/2:1:1 brb/3:1 brb/3:1 NA rrb/3:1 rrb/3:1 brrb/2:1:1 brrb/2:1:1 rrb/3:1 brb/1:3 rb_all rb_all 

br/2:2 br/3:1 br/1:3 br/1:3 NA br/1:3 NA br/1:3 br/2:2 b_all NA br/1:3 brrb/1:1:2 

br/3:1 br/2:2 r_all br/2:2 NA br/2:2 NA r_all NA br/3:1 NA rrb/1:3 rrb/3:1 

b_all b_all br/2:2 br/3:1 NA br/3:1 NA br/2:2 NA br/2:2 NA rrb/2:2 r_all 

br/1:3 br/1:3 br/3:1 r_all NA r_all NA br/3:1 NA br/1:3 NA rrb/3:1 rrb/2:2 

NA r_all b_all b_all NA b_all NA b_all NA NA NA r_all brb/1:3 

 
The relatively superior performance of rand and rand-to-best combination vari-

ants over the other combinations can be attributed to the fact that while rand-to-
best strategy intrinsically combines rand and best strategies making it a very ef-



Combining Different Differential Evolution Variants in an Island  603 

fective variant, the rand strategy facilitates in the search of former by maintaining 
the population variability unlike the greedy best strategy.  In case of rand, best and 
rand-to-best combination variants, while rand strategy maintains population vari-
ability, the best strategy reduces it.  Despite the fact that rand and best strategies 
are complementary in nature (both explorative and greedy), they lose to the intrin-
sic combinations in rand-to-best/1/bin. 

Table 10 shows the execution time taken in a typical run (2000 generations) by 
DE/rand/1/bin on all benchmarks problems for both D = 500 and 1000 on Intel Core 
2 Duo 1.86 GHz PCs with 2 GB DDR2 RAM in linux environment.  It is worth 
noting that combining different DE variants, as proposed in this paper, has exactly 
the same operational scheme as that of a typical distributed DE (dDE).  The only 
difference lies in the fact that the former employs different DE variants in each is-
lands unlike the latter which employs same DE variant in all islands.  Thus the pro-
posed framework has similar processing time as its classical dDE counterpart. 

Table 8 Qm Results for 500 Dimensions (variants sorted on Qm value) 

Mixing f01 f02 f03 f04 f05 f06 f07 f08 f09 

rrb/2:2 24258000 16885200 6347600 6648400 ∞ 6661000 30756800 30176400 30968800 

rrb/3:1 23059600 17903800 6719200 7101400 ∞ 7067000 33112400 22756000 29635200 

rrb/1:3 27229000 16382600 6152400 6453400 ∞ 6401800 29779000 41719000 32193200 

brrb/1:2:1 23562600 18102000 6734000 7119000 ∞ 7096000 15726200 19769000 32452000 

rb_all 30714600 15697600 6037200 6293400 35470800 6327600 29382600 45417600 35097800 

brrb/1:1:2 26290400 17057000 6338800 6616000 ∞ 6605200 25678000 34711400 32791400 

brb/1:3 29034400 16384400 6142000 6445800 3308200 6444800 31436800 38100800 35802200 

brrb/2:1:1 27990000 18323000 6738400 7101800 ∞ 7071200 17097600 16096400 33471600 

brb/2:2 27625400 17161200 6356600 6653800 ∞ 6605800 25935400 26445600 36254200 

brb/3:1 28741800 18279800 6750400 7100600 ∞ 7148000 16321400 15538800 36478600 

br/2:2 28782400 26670600 15077000 16121800 ∞ 16134000 1461000 9277600 33639200 

br/1:3 23949400 26514200 15329600 16442200 ∞ 16390000 ∞ 9251800 35501400 

br/3:1 28113400 27618800 15019800 16037800 ∞ 16006000 964800 7324600 27961200 

b_all 27715800 29809200 15158200 16090800 ∞ 16096400 492000 3895600 ∞ 

r_all 37294800 33205000 17000000 18351000 ∞ 18459000 ∞ 11723000 38529600 

                    

Mixing f10 f11 f12 f13 SumFE nc Pc % Cs Qm 

rrb/2:2 5400400 ∞ 3423000 16771800 1.78E+08 1000 76.92308 178297.4 2317.866 

rrb/3:1 5693400 ∞ 3722400 20989600 1.78E+08 992 76.30769 179193.5 2348.303 

rrb/1:3 5230600 ∞ 3259200 14022200 1.89E+08 1017 78.23077 185666.1 2373.313 

brrb/1:2:1 5701000 ∞ 3649800 27402200 1.67E+08 931 71.61538 179714.1 2509.434 

rb_all 5141000 ∞ 3126000 7002000 2.26E+08 1081 83.15385 208795.7 2510.957 

brrb/1:1:2 5317400 ∞ 3324200 23991000 1.89E+08 987 75.92308 191206.5 2518.424 

brb/1:3 5214800 ∞ 3238600 23018800 2.05E+08 1021 78.53846 200364 2551.157 

brrb/2:1:1 5665600 ∞ 3590400 33286000 1.76E+08 939 72.23077 187893.5 2601.295 

brb/2:2 5372800 ∞ 3374200 31855200 1.94E+08 982 75.53846 197189.6 2610.453 

brb/3:1 5632000 ∞ 3611400 36053600 1.82E+08 942 72.46154 192841.2 2661.29 

br/2:2 16227600 ∞ 6288600 36371200 2.06E+08 881 67.76923 233883.1 3451.169 

br/1:3 16443800 ∞ 7254400 32787200 2E+08 867 66.69231 230523.6 3456.525 

br/3:1 16125200 ∞ 5791200 36298400 1.97E+08 851 65.46154 231799.3 3541 

b_all 16543400 ∞ 5517600 39321800 1.71E+08 786 60.46154 217100.3 3590.717 

r_all 16021400 ∞ 14287000 30532600 2.35E+08 877 67.46154 268418.9 3978.844 
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Table 9 Qm Results for 1000 Dimensions (variants sorted on Qm value) 

Mixing f01 f02 f03 f04 f05 f06 f07 f08 f09 

rb_all 48233600 39678400 15770800 16498800 ∞ 16566400 82582800 87846000 76071600 

rrb/1:3 50805600 40687200 16017200 17173200 ∞ 17133600 84459600 76117600 77608400 

rrb/2:2 51320400 41684800 16585600 17679600 ∞ 17622800 70614000 59052800 77458400 

rrb/3:1 55305200 44360000 17596000 18916800 355600 18985200 19924800 46384800 69748000 

brb/1:3 67048400 41178000 16362400 17090000 ∞ 17188000 64295600 72673600 71360400 

brrb/1:1:2 69264400 43420400 16668400 17668400 ∞ 17633600 52078800 57675200 65437200 

brb/2:2 76757600 43604400 16839200 17682000 ∞ 17563200 32253200 58131200 50067200 

brrb/1:2:1 53358400 52612400 17713200 18967200 ∞ 18967200 32424400 37740800 23224000 

brb/3:1 72710800 48217200 18025600 19044000 ∞ 18913600 18920800 37532400 7836400 

brrb/2:1:1 70091200 56368400 17930800 18964800 ∞ 18982800 29079600 44553200 21456800 

br/1:3 3924800 80901200 29271200 47465200 8204800 47764800 ∞ 34868800 ∞ 

br/2:2 15794000 67336400 31856800 48950400 522000 48914400 ∞ 20442000 981600 

br/3:1 17474800 65949600 36578800 51225200 ∞ 51393600 ∞ 22420000 ∞ 

b_all 27880400 72003600 58118800 61361600 ∞ 61523600 ∞ 13751200 ∞ 

r_all ∞ 55361200 29759200 54307600 15644400 54361600 ∞ 29087200 ∞ 

                    

Mixing f10 f11 f12 f13 SumFE nc Pc % Cs Qm 

rb_all 12535200 ∞ 17062000 43830000 4.57E+08 1037 79.76923 440381.5 5520.694 

rrb/1:3 13054000 ∞ 18053200 51614000 4.63E+08 1038 79.84615 445783.8 5583.034 

rrb/2:2 13347200 ∞ 18367600 59244800 4.43E+08 1008 77.53846 439462.3 5667.669 

rrb/3:1 13999200 ∞ 20190800 65121200 3.91E+08 942 72.46154 414955 5726.555 

brb/1:3 13035600 36641200 14530000 62240800 4.94E+08 1053 81 468797.7 5787.626 

brrb/1:1:2 13307600 1967200 14650400 61406000 4.31E+08 968 74.46154 445431.4 5982.033 

brb/2:2 13216800 78806800 13039200 69299200 4.87E+08 1020 78.46154 477705.9 6088.408 

brrb/1:2:1 13971200 1972800 14652400 70276000 3.56E+08 854 65.69231 416721.3 6343.533 

brb/3:1 13984000 92286800 12990000 73975200 4.34E+08 937 72.07692 463646.5 6432.663 

brrb/2:1:1 13958800 35635600 13446000 66207600 4.07E+08 899 69.15385 452364.4 6541.421 

br/1:3 44013600 986800 18022000 68480000 3.84E+08 760 58.46154 505135.8 8640.481 

br/2:2 35976000 38570000 14788000 71393600 3.96E+08 765 58.84615 517026.4 8786.07 

br/3:1 33877600 90074000 13244000 78209200 4.6E+08 824 63.38462 558794.7 8815.935 

b_all 32714800 96277600 12396800 77056000 5.13E+08 836 64.30769 613737.3 9543.762 

r_all ∞ ∞ 49078800 68801200 3.56E+08 645 49.61538 552560 11136.87 

Table 10 Execution Time (in sec) of a variant rand/1/bin for a run (2000 generations) for 
500 and 1000 dimensional problems 

D f01 f02 f03 f04 f05 f06 f07 f08 f09 f10 f11 f12 f13 

500 13.5 11.9 8.45 8.43 8.06 17.07 31.38 40.07 16.58 14.59 24.28 26.69 22.09 

1000 42.8 39.54 26.73 26.92 26.33 57.01 110.29 136.54 56.23 46.6 85.42 84.91 73.76 

 
The above observations regarding the combinations of DE variants provide in-

sight about the definite potential of combining different strategies in an island 
based distributed framework. However, it is worth admitting that a thorough un-
derstanding of the performance efficacy of combining different DE variants in a 
distributed framework necessitates an extensive empirical performance analysis.   
A thorough theoretical and empirical understanding of the exploration-exploitation 
characteristics of DE variants would provide a much better insight in designing 
efficient and robust dDE variants suited for a wide variety of optimization tasks.  



Combining Different Differential Evolution Variants in an Island  605 

6 Conclusion 

This paper proposed combining different Differential Evolution (DE) search strat-
egies in an island based distributed framework to investigate the potential of such 
complementary collection of search strategies. Towards this, 15 distributed DE  
variants arising out of combining DE/rand/1/bin, DE/best/1/bin and DE/rand-to-
best/1/bin, in an island size of 4, have all been implemented and tested on 13 high-
dimensional (500 and 1000) optimization functions. The simulation results high-
lights the potential of rand and rand-to-best combination variants in terms of 
Quality measure (Qm). The best and rand-to-best combination variants and rand, 
best and rand-to-best combination variants have displayed relatively moderate 
performance. This study hints both the potential of combining different DE  
variants in an island based distributed framework as well as the necessity of  
thorough empirical and theoretical analysis towards understanding the explora-
tion-exploitation characteristics of different DE strategies. The insights from such 
analyses would provide us with definite guidelines in designing and building effi-
cient and robust distributed DE variants (dDE) suited for solving a wide variety of 
optimization tasks. The implications of empirical parameter settings of both DE 
algorithm and dDE framework on the dynamics of search strategy combinations is 
also a potential direction for further research. 
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Word Sense Disambiguation for Punjabi 
Language Using Overlap Based Approach 

Preeti Rana and Parteek Kumar 

Abstract. Word Sense Disambiguation (WSD) is a concept for disambiguating the 
text so that computer would be able to interpret appropriate sense which is not 
difficult for a human to disambiguate. It is motivated by its use in many crucial 
applications such as information retrieval, information extraction, machine transla-
tion etc. WSD uses the punjabi WordNet which helps this approach to search the 
appropriate sense by providing information like synonyms, examples, concepts, 
semantic relation etc related to an ambiguous word. India is a multilingual country 
where people speak many different languages, which results in communication 
barrier. This acted as a motivation behind the building of IndoWordNet which has 
wordnets of major Indian languages. The expansion approach is used by many 
indian languages to develop their wordnets from the hindi wordnet. Millions of 
people know punjabi language in india but little computerized work has been done 
in the field for this language. It is therefore worthy to build up a punjabi lexical 
resource (WordNet) that can discover the richness of punjabi language. Word 
sense disambiguation uses lesk’s algorithm in which context of ambiguous word is 
compared with the information concluded from WordNet and chooses the winner. 
The output will be the particular sense number designating the appropriate sense 
of ambiguous word. The evaluation has been done on the punjabi corpora and the 
results are encouraging.  

1 Introduction 

Word Sense Disambiguation (WSD) is well known and most interesting approach 
in a natural language processing which removes the ambiguity by identifying the 
most appropriate sense of a particular word according to its context. 
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Here, ambiguity means a word can have more than one meaning [2]. Human 
language is an ambiguous language so there is possibilities that many words can 
have multiple meanings these kinds of words are called polysemous word. For 
example, Punjabi sentences given in (1) and (2) illustrate the concept of ambigui-
ty.Punjabi sentence:  

ਉਸਨੇ ਮੇਰੇ ਤੇ ਵਾਰ ਕੀਤਾ |                                            …(1)  

Transliterated sentence: usnē mērē tē vār kītā|    
Equivalent English Sentence: He attacked at me. 
Punjabi sentence:  

ਮ ਉਸਨੂ ਕਈ ਵਾਰ ਫੋਨ ਕੀਤਾ|                      (2)  

Transliterated sentence: maiṃ usnū kaī vār phōn kītā| 
Equivalent English Sentence: I called her many times. 
In example sentence 1 ‘ਵਾਰ’ vār refers ‘to attack’ while in example sentence 2 

‘ਵਾਰ’ vār refers to ‘number of times’. From the above example, sentence 1 and 2 

ambiguity is rarely a problem for human in day to day communication except in 
extreme cases but a computer has no basis of knowing which one is appropriate 
sense for a particular context. So, machine/computer needs software that can un-
derstand this natural language and identify the appropriate sense. Automatically 
identifying the correct sense of a word by a machine/computer is called Word 
Sense Disambiguation System. In this paper, overlap based approach of WSD has 
been presented. This approach uses Lesk’s algorithm and punjabi WordNet as an 
important component of this implementation for the disambiguation. 

This paper is divided into 7 sections. Section 2 describes applications of word 
sense disambiguation. Section 3 covers various learning methodologies used. Sec-
tion 4 describes the implementation of Lesk’s Algorithm. Section 5 Illustrate the 
proposed system with examples. Section 6 describes the evaluation process. Sec-
tion 7 explains the future work and concludes the work presented in this paper. 

2 Applications of Word Sense Disambiguation (WSD) 

The applications where word sense disambiguation is used now a day are dis-
cussed below. 
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2.1 Machine Translation 

Word sense disambiguation is very essential for the translation of words such as 
‘ਫਲ’ phal depending on the context can be translated as ‘fruit’ or ‘result’. Ma-

chine translation system must resolve two types of ambiguities. Firstly, ambiguity 
is in the source language when the meaning of a word is not apparent. Secondly, a 
word is not ambiguous in source language but after translation it has two different 
meanings. Hence, Word sense disambiguation system helps to improve the per-
formance of machine translation system by resolving these sense ambiguities [6]. 

2.2 Text Processing 

Word sense disambiguation is needed during text to speech translation. When the 
same word is pronounced in more than one way depending on its meaning. For 
example ‘lead’ can be a ‘type of metal’ or ‘lead’ can be ‘in front off’. 

2.3 Speech Processing 

Word sense disambiguation is required when dealing with homophones words. 
Homophones words are those which are pronounced in the same manner but 
spelled differently. For example ‘sealing’ and ‘ceiling’. 

3 Learning Methodologies  

Word sense disambiguation methods can be classified in two approaches i.e.,  
Machine learning based approaches and Knowledge based approaches. 

3.1 Machine Learning Based Approaches 

These approaches rely on corpus. These approaches are supervised, unsupervised 
and hybrid [6]. 

3.1.1 Supervised Approach 

Supervised approaches are very well known in every domain and also called in-
ductive learningor classification in machine learning. This approach is based on 
the labeled training set automatically assigns the appropriate sense to an ambigu-
ous word in the context. Supervised learning process: two steps 

Learning (training): Learn a model using the training data. 
Testing: Test the model using unseen test data to assess the model accuracy. 
Accuracy = Number of correct classifications 

Total number of test cases 
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This techniques uses machine learning approaches to assign the most appropriate 
sense to an ambiguous word suitable to its context. There is a classifier called 
word expert as shown in fig1 that assign suitable sense to its context. Training 
data set used in this approach consists of set of examples where the ambiguous 
word is manually tagged using machine readable dictionary. The supervised algo-
rithm thus performed the ambiguous word sense disambiguation. For training each  
algorithm uses certain features associated with sense. This very fact forms the 
common thread of functionality of supervised algorithms. Different types of  
supervised approaches are decision tree, naive bayes, neural network, decision list 
etc. 

 

Fig. 1 Supervised learning approch of Word sense Disambiguation 

3.1.2 Unsupervised Algorithms 

This approach has no sense annoted data. So, there is a need to explore the data to 
find related information and for searching similar groups in data the technique 
named clustering is used which groups the data into clusters. Group of data that 
are similar to each other are placed in one cluster and unmatched group data are 
placed in other cluster. These clusters are then labeled by hand with known word 
senses. 

3.1.3 Hybrid Approaches 

This approach is combination of advantages of corpus based and knowledge based 
methods. The three algorithms come under hybrid approaches are sense learner, 
structural semantic interconnections (SSI) and iterative WSD. 

3.2 Knowledge Based Approach 

Knowledge based approaches works on overlap based method which uses machine 
readable dictionary WordNet for word sense disambiguation [5]. 
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3.2.1 Introduction to WordNet 

WordNet is a semantic lexicon (a reference book containing a list of words with 
them) for a language. It groups words into synonyms sets which are called synsets, 
provides general definitions (concept and example) and records semantic relations 
between these sets of synonyms. Each ambiguous word can have number of sens-
es which have there synset id’s. For each synset id we can find synonyms, concept 
and semantic relations. For an ambiguous word ‘ਘਰ’ ghar, synset id’s are  1901 , 

1902 , 1907 , 2761 , 4653 , 5036 , 28384 and for synset id 1901 synonyms are 
{ਮਕਾਨ makān, ਜਨਮਕੁੰ ਡਲੀ ਸਥਾਨ janma kuṇḍlī sathān, ਿਨਕੇਤਨ nikētan, ਸਵਦੇਸ਼ 

savdēsh, ਿਨਵਾਸ nivās, ਕੋਠਾ kōṭhā, ਹੋਮ hōm, ਅਸਥਾਨ asathān}. 

Concept is ਮਨੁੱਖ ਦੁਆਰਾ ਛੱਿਤਆ ਹੋਇਆ ਉਹ ਸਥਾਨ ਜੋ ਕੰਧਾਂ ਨਾਲ ਘੇਰ ਕੇ ਰਿਹਣ ਦੇ ਲਈ 

ਬਣਾਇਆ ਜਾਂਦਾ ਹੈ manukkh duārā chattiā hōiā uh sathān jō kandhāṃ nāl ghēr kē 
rahiṇ dē laī baṇāiā jāndā hai and 

Example is ਇਸ ਘਰ ਿਵਚ ਪੰਜ ਕਮਰੇ ਹਨ is ghar vic pañj kamrē han. Punjabi 

WordNet design is inspired by the famous Hindi WordNet which is again inspired by 
the famous English WordNet [1]. The basic semantic relations are given in table1. 

Table 1 Illustrating the nature of relations in WordNet [1] 

Relation Meaning 

Hypernymy/Hyponymy Is-A(Kind-Of) 

Entailment/Troponymy Manner-of(for verbs) 

Meronymy/Holonymy Has-A(part whole) 

 
We have the hypernymy relation (Is-A) links to {ਿਨਵਾਸਸਥਾਨ nivās sathān, 

ਿਰਹਾਇਸ਼ rihāish}. Its meronymy relation (Has-A) links to {ਸੌਣਵਾਲਾ ਕਮਰਾ sauṇvālā 

kamrā, ਬੈੱਡਰੂਮ baiḍḍ rūm} and holonymy relation (Is-A) links to{ਘਰ ghar, ਮਕਾਨ 

makān, ਿਨਕੇਤਨ nikētan,}as depicted in fig 2. Similarly we can have synonyms, 

concepts, examples and semantic relations for rest of all the synset ids. 

3.2.2 Overlap Based Approach  

The idea of overlap based approach is to count overlap between all the words in 
the context (context bag) and the feature of different senses of an ambiguous word 
(sense bag). Features are example, gloss, hypernymys, sense, semantic relations 
etc. Overlaps are counted for each sense and on the basis of overlaps sense with 
maximum overlaps is selected as appropriate sense to that context. Overlap based 
approaches uses Lesk’s algorithm for the disambiguation. 
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Fig. 2 Complete information of Punjabi ambiguous word ਘਰ using Punjabi WordNet   

4 Implementation 

Lesk’s algorithm is a technique for assigning correct senses to words. An ambigu-
ous word is assigned a correct sense by following steps. 

1. The information from the context which contains the ambiguous word is col-
lected in context bag. 

2. The information in Punjabi WordNet like various senses, gloss, examples etc 
associated with a ambiguous word are collected in sense bag for the identifica-
tion of correct sense. 

3. The overlap between these two pieces of information take place and winner 
sense will be the sense with maximum overlaps. 

4.1 Lesk’s Algorithm: Finding the Word’s Appropriate Sense  

1. For the disambiguation of an ambiguous word w, let the collection c be, the 
context bag which contains the sentence containing ambiguous word. 

2. A word can have many possible senses. For each sense s of ambiguous word w, 
do the following [3]. 

– Let b be the sense bag of words obtained from the  

Synonyms (similar senses), Examples (example Punjabi sentences), Glosses 
(concept), Hypernyms, Glosses of Hypernyms, Example of Hypernyms, 
Hyponyms, Glosses of Hypernyms, Example of Hypernyms, Meronyms, Glosses 
of Meronym, Example Sentences of Meronyms  

– Measure the overlap between context bag c and sense bag b using the  
 itersection similarity measure of both. 
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3. Output is the sense with maximum overlap is most appropriate sense suitable to 
its context. The idea behind this approach is there will be high overlap between 
the words present in the context and the all the related words found from the 
WordNet synsets, glosses, examples, relation like hyponymy, hypernymy, 
meronymy etc. using intersection similarity measure and the sense with maxi-
mum overlaps will be the winner sense [3]. 

5 Illustration of Proposed System with Example Sentences  

1. Let us take two Punjabi sentence examples with same target word and explain 
the working of lesk’s algorithm using these examples. The example Punjabi 
sentence (3) and example Punjabi sentence (4) illustrates concept of ambiguity 
having same ambiguous word ‘ਘਰ’ ghar but with different meanings. 

Punjabi sentences:  

ਉਸ ਦੇ ਛੇਵ ਘਰ ਿਵੱਚ ਸੂਰਜ ਦੀ ਦਸ਼ਾ ਹੈ|               …          (3) 

Transliterated sentence: us dē chēvēṃ ghar vicc sūraj dī dashā hai. 
Equivalent English Sentence: Sun planetary period is in his sixth house. 
Punjabi sentences:  

ਉਸ ਨੰੂ ਮੇਰਾ ਘਰ ਭੁਲ ਿਗਆ |       … (4)  

Transliterated sentence: us nūṃ mērā ghar bhul giā |  
Equivalent English Sentence: She forgot my home. 
For example sentence given in 3 and 4 an ambiguous word ‘ਘਰ’ disambigua-

tion, the sentence containing the ambiguous word is taken as context bag c 
which contains all surrounding words of an ambiguous word . 
Context bag for example sentence 3: ਉਸ us ਦੇ dē ਛੇਵ chēvēṃ ਘਰ ghar ਿਵੱਚ vicc 

ਸੂਰਜ sūraj ਦੀ dī ਦਸ਼ਾ dashā ਹੈ   hai 

Context bag for example sentence 4: ਉਸ us ਨੰੂ nūṃ ਮੇਰਾ mērā ਘਰ ghar ਭੁਲ bhul 

ਿਗਆ giā | 

2 For each sense s of ambiguous word w, do the following. 
– Let Sense Bag b be the bag of words prepared from synonyms, glosses, 

example sentences, hypernyms, glosses of hypernyms, examples sentences 
of hypernyms, holonyms and glosses of holonyms etc. Sense bag is created 
for all the possible senses of an ambiguous word and each sense has a 
synset ids. Here, synset id means id of a sense. Each sense bag is repre-
sented by its synset id. For example , In Punjabi sentence 3 ambiguous 
word ‘ਘਰ’ ghar, has 7 senses with  synset id’s a 1901, 1902, 1907, 2761, 

4653, 5036, 28384 and first sense bag for punjabi sentence 3 is represented 
as SENSE1901 as shown in fig 3. Sense bags are created for all 7 senses.  
Sense bag SENSE1902 with maximum overlaps is discussed below. 
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Synonyms: ਜਨਮਕੁੰ ਡਲੀ ਸਥਾਨ janmakuṇḍlī sathān, ਕੰੁਡਲੀ ਸਥਾਨ kuṇḍlī 

sathān, ਘਰ ghaī 

Concept:  ਜਨਮਕੁੰ ਡਲੀ ਿਵਚ ਜਨਮਕਾਲ ਦੇ ਗਰ੍ਿਹਆਂ ਦੀ ਸਿਥਤੀ ਸੂਿਚਤ ਕਰਨ ਵਾਲੇ 

ਸਥਾਨਾਂ ਿਵਚ ਹਰੇਕ | janmakuṇḍlī  sathān janamkāl dē grahiāṃ dī sathitī 
sūcit karan vālē sathānāṃ vicōṃ harēk  
Example: ਜਨਮਕੁੰ ਡਲੀ ਸਥਾਨ ਤ ਗਰ੍ਿਹਆਂ ਦੀ ਦਸ਼ਾ ਦਾ ਪਤਾ ਲੱਗਦਾ ਹੈ| janmakuṇḍlī 
sathān tōṃ grahiāṃ dī dashā dā patā laggdā hai    
ਤੁਹਾਡੀ ਜਨਮ ਪੱਤਰੀ ਿਵਚ ਸੂਰਜ ਨੌਵ ਘਰ ਿਵਚ ਹੈ| tuhāḍī janam pattrī vic sūraj 

nauvēṃ ghar vic hai  
Hypernymy Relation:  
Synonyms: ਖਾਨਾ khānā 

Concept: ਰੇਖਾਵਾਂ ਆਿਦ ਨਾਲ ਿਘਿਰਆ ਹੋਇਆ ਸਥਾਨ| rēkhāvāṃ ādi nāl ghiriā 

hōiā sathān 
Example: ਉਹ ਆਪਣੀ ਉੱਤਰ ਪੱਤਿਰਕਾ ਿਵਚ ਖਾਨੇ ਬਣਾ ਰਹੀ ਹੈ |uh āpṇī uttar 

pattrikā vic khānē baṇā rahī hai 
Hyponymy Relation: 
Concept: ਜਨਮਕੁੰ ਡਲੀ ਦ ੇ ਬਾਰਾਂ ਘਰਾਂ ਿਵਚ ਚੌਥਾjanmakuṇḍlī dē bārāṃ gharlī  
gharāṃ vicōṃ cauthā 
Holonymy Relation:  
Synonyms: ਜਨਮਕੁੰ ਡਲੀ ਸਥਾਨ janmakuṇḍlī sathān, ਕੰੁਡਲੀ ਸਥਾਨ kuṇḍlī 

sathān ,  ਘਰ ghaī 

Concept: ਜਨਮਕੁੰ ਡਲੀ ਿਵਚ ਜਨਮਕਾਲ ਦ ੇਗਿਹਆਂ ਦੀ ਸਿਥਤੀ ਸੂਿਚਤ ਕਰਨ ਵਾਲੇ 

ਸਥਾਨ  ਿਵਚ ਹਰੇਕ | janmakuṇḍlī sathān janamkāl dē grahiāṃ dī sathitī sūcit 

karan vālē sathānāṃ vicōṃ harēk  
Example: ਜਨਮਕੁੰ ਡਲੀ ਸਥਾਨ ਤ ਗਿਹਆਂ ਦੀ ਦਸ਼ਾ ਦਾ ਪਤਾ ਲੱਗਦਾ ਹੈ| 

janmakuṇḍlī sathān tōṃ grahiāṃ dī dashā dā patā laggdā hai   ,ਤੁਹਾਡੀ ਜਨਮ 

ਪੱਤਰੀ ਿਵਚ ਸੂਰਜ ਨੌਵ ਘਰ ਿਵਚ ਹੈ tuhāḍī janam pattrī vic sūraj nauvēṃ ghar 

vic hai  
Meronymy Relation:  
Synonyms: ਗਿਹ grahi, ਖਗੋਲੀ khagōlī, ਅਕਾਸ਼ੀ ਿਪੰਡ akāshī  piṇḍ , ਖਗੋਲੀ 
ਿਪੰਡ khagōlī piṇḍ  

Concept: ਉਹ ਖਗੋਲੀ ਿਪੰਡ ਿਜਹੜਾ ਸੂਰਜ ਦੀ ਪਕਰਮਾ ਕਰਦਾ ਹੈ |uh khagōlī piṇḍ 

jihṛā sūrajdīprakramākaradāhai. 
Example:  ਿਪਥਵੀ ਇਕ ਗਿਹ ਹੈ prithvī ik grahi hai. 

Spelling of word ਿਵਚ is different in context bag and sense bag so not over-

lapped. Similarly all the sense bags are created for other 6 senses of an  
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3 Output of this sense disambiguation is Punjabi sentence 3 has winner sense 
with maximum overlap 23 which shows ‘ਘਰ’ghar is related to astrology suit-

able to its context whereas Punjabi sentence 4 has winner sense with maxi-
mum overlaps are 6 which shows ‘ਘਰ’ghar is related to place to live. So, the 

same word is showing different results with respect to their context by giving 
appropriate sense of word regarding the context using lesk’s algorithm for 
word sense disambiguation. 

6 Evaluations 

We use the Punjabi corpora (Punjabi text document) to calculate the accuracy. 
Various senses are calculated using Lesk’s algorithm implemented in proposed 
system. Words which results appropriate senses are marked as correct and words 
which results wrong sense are marked as incorrect. 

• Text Document 
ਿਪੰਰਸ ਜਦ ਵੀ ਆਪਣੇ ਗੁਆਂਢੀ ਸੁਿਰੰਦਰ ਅੰਕਲ ਦੇ ਘਰ ਵੱਲ ਦੇਖਦਾ ਤਾਂ ਉਸ ਦਾ ਿਧਆਨ ਉਨਾਂ ਦੇ 
ਘਰ ਦਰੱਖਤ 'ਤੇ ਲੱਗੇ ਅਮਰੂਦਾਂ ਤੇ ਅਨਾਰਾਂ ਵੱਲ ਚਲਾ ਜਾਂਦਾ |ਇਹ ਦੋਵ ਫਲ ਉਸ ਦੇ ਮਨਪਸੰਦ ਦੇ 
ਸਨ | ਉਸ ਦਾ ਿਦਲ ਉਨਾਂ ਨੰੂ ਤੋੜਨ ਨੰੂ ਕਰਦਾ ਪਰ ਉਹ ਬਹੁਤ ਉੱਚੇ ਲੱਗੇ ਹੋਏ ਸਨ |ਉਹ ਰਮਾਉਂਦਾ 
ਹੋਇਆ ਉਨਾਂ ਤ ਮੰਗਦਾ ਵੀ ਨਹ  ਸੀ |ਇਕ ਿਦਨ ਉਸ ਨੇ ਇਕ ਵੱਡਾ ਸਾਰਾ ਅਨਾਰ ਦੇਿਖਆ |ਉਸ ਦੇ 
ਮੰਹ ਿਵਚ ਪਾਣੀ ਆ ਿਗਆ | ਉਸ ਨੇ ਇਕ ਵੱਡਾ ਸਾਰਾ ਪੱਥਰ ਚੁੱਿਕਆ ਤੇ ਅਨਾਰ 'ਤੇ ਿਨ ਾਨਾ ਲਾਇਆ 

ਪਰ ਪੱਥਰ ਅਨਾਰ 'ਤੇ ਨਹ  ਲੱਗਾ, ਸਗ ਘਰ ਦੀ ਿਖੜਕੀ ਦ ੇ ੀ ੇ 'ਤੇ ਵੱਜਾ | ਿਖੜਕੀ ਦਾ ੀ ਾ ਟੁੱਟ 

ਿਗਆ | ਸੁਿਰੰਦਰ ਅੰਕਲ ਵੀ ੀ ਾ ਟੁੱਟਣ ਦੀ ਆਵਾਜ਼ ਸੁਣ ਕੇ ਬਾਹਰ ਆ ਗਏ | ਉਨਾਂ ਨੇ ਿਪੰ◌੍ਰਸ ਨੰੂ 

ਦੌੜਿਦਆਂ ਦੇਿਖਆ ਤੇ ਿਪੰਰਸ ਨੰੂ ਆਵਾਜ਼ ਲਗਾਈ | ਿਪੰਰਸ ਡਰਦੇ ਮਾਰੇ ਦੌੜ ਿਗਆ | ਉਹ ਉਨਾਂ ਦੇ 
ਬੁਲਾਉਣ 'ਤੇ ਨਹ  ਆਇਆ | ਉਹ ਸਮਝ ਗਏ ਿਕ ਇਹ ਕੰਮ ਿਪੰਰਸ ਦਾ ਹੀ ਹੈ | ਥੋੜੇ ਿਦਨਾਂ ਦੇ ਬਾਅਦ 

ਿਪੰਰਸ ਦਾ ਫੇਰ ਿਦਲ ਕੀਤਾ ਿਕ ਉਹ ਅਨਾਰ ਤੇ ਅਮਰੂਦ ਖਾਏ | ਉਹ ਅਨਾਰ ਦੇ ਦਰੱਖਤ ਕੋਲ ਖਲੋ 

ਿਗਆ ਪਰ ਦਰੱਖਤ ਉੱਤੇ ਅਨਾਰ ਉੱਚੇ ਲੱਗੇ ਸਨ |ਅਮਰੂਦ ਵੀ ਨਾਲ ਦੇ ਦਰੱਖਤ 'ਤੇ ਉੱਚੇ ਲੱਗੇ ਹੋਏ 

ਸਨ | ਉਹ ਸੋਚ ਿਰਹਾ ਸੀ ਿਕ ਉਹ ਉਨਾਂ ਨੰੂ ਿਕਵ ਤੋੜੇ | ਉਹ ਉਨਾਂ 'ਤੇ ਪੱਥਰ ਨਹ  ਮਾਰਨਾ ਚਾਹੰੁਦਾ ਸੀ, 
ਿਕਉਂਿਕ ਉਸ ਿਦਨ ਵੀ ਿਖੜਕੀ ਦਾ ੀ ਾ ਟੁੱਟ ਿਗਆ ਸੀ | ਿਖੜਕੀ ਦਾ ੀ ਾ ਟੁੱਟਣ ਦਾ ੱਕ ਸੁਿਰੰਦਰ 

ਅੰਕਲ ਨੰੂ ਉਸ ਉੱਪਰ ਹੀ ਸੀ | ਉਹ ਸੋਚ ਹੀ ਿਰਹਾ ਸੀ ਿਕ ਐਨੇ ਨੰੂ ਿਕਸੇ ਨੇ ਆਪਣੀ ਕਾਰ ਸੜਕ 'ਤੇ 
ਦਰੱਖਤ ਦੇ ਥੱਲੇ ਹੀ ਖੜੀ ਕਰ ਿਦੱਤੀ | ਿਪੰਰਸ ਨੇ ਜਦ ਕਾਰ ਦਰੱਖਤ ਦੇ ਥੱਲੇ ਦੇਖੀ ਤਾਂ ਉਹ ਖੁ  ਹੋ ਕੇ 

ਮਨ ਿਵਚ ਕਿਹਣ ਲੱਗਾ ਹੁਣ ਤਾਂ ਕੰਮ ਬਣ ਿਗਆ ਸਮਝੋ | ਿਪੰਰਸ ਨੇ ਹੌਸਲਾ ਕੀਤਾ ਤੇ ਕਾਰ ਉੱਪਰ ਚੜ 

ਿਗਆ | ਉਸ ਦਾ ਹੱਥ ਅਸਾਨੀ ਨਾਲ ਅਮਰੂਦਾਂ ਤੇ ਅਨਾਰਾਂ ਤੱਕ ਪਹੰੁਚ ਿਗਆ |ਹੁਣ ਉਹ ਮਨ ਹੀ ਮਨ 

ਬਹੁਤ ਖੁ  ਸੀ | ਉਸ ਨੇ ਅਮਰੂਦ ਅਤੇ ਅਨਾਰ ਤੋੜੇ ਅਤੇ ਆਪਣੀ ਪਟ ਦੀ ਜੇਬ ਿਵਚ ਪਾ ਲਏ | ਉਸ ਨੇ 

ਚੰਗਾ ਮੌਕਾ ਦੇਖ ਕੇ ਹੋਰ ਵੀ ਅਨਾਰ ਤੋੜਨ ਦਾ ਮਨ ਬਣਾ ਿਲਆ | ਉਹ ਅਨਾਰ ਤੋੜ ਹੀ ਿਰਹਾ ਸੀ ਿਕ 
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ਅਚਾਨਕ ਉਸ ਦਾ ਹੱਥ ਭੂਡਾਂ ਦੀ ਖੱਖਰ 'ਤੇ ਜਾ ਕੇ ਲੱਗ ਿਗਆ, ਜੋ ਉਸ ਨੇ ਕਾਹਲ ਿਵਚ ਦੇਿਖਆ ਹੀ 
ਨਹ  ਸੀ | ਭੂਡਾਂ ਦੀ ਖੱਖਰ 'ਤੇ ਿਜਉਂ ਹੀ ਉਸ ਦਾ ਹੱਥ ਿਪਆ, ਉਸ ਉੱਪਰ ਭੂਡਾਂ ਨੇ ਹਮਲਾ ਕਰ ਿਦੱਤਾ |  
ਕੋਈ ਭੂਡਾ ਉਸ ਦੇ ਮੂਹ 'ਤੇ ਲਿੜਆ, ਕੋਈ ਬਾਂਹ 'ਤੇ ਲਿੜਆ | ਉਹ ਉੱਚੀ-ਉੱਚੀ ਚੀਕਾਂ ਮਾਰਨ ਲੱਿਗਆ 

|ਉਸ ਦੀਆਂ ਚੀਕਾਂ ਦੀ ਆਵਾਜ਼ ਸੁਣ ਕੇ ਬਹੁਤ ਸਾਰੇ ਲੋਕ ਇਕੱਠੇ ਹੋ ਗਏ | ਸੁਿਰੰਦਰ ਅੰਕਲ ਵੀ ਬਾਹਰ 

ਿਨਕਲ ਆਏ ਤੇ ਉਨਾਂ ਨੇ ਵੀ ਿਪੰਰਸ ਦੀ ਹਾਲਤ ਦੇਖੀ | ਭੂਡਾਂ ਦੇ ਲੜਨ ਕਰਕੇ ਉਸ ਦਾ ਸਰੀਰ ਬੁਰੀ 
ਤਰਾਂ ਨਾਲ ਸੁੱਜ ਿਗਆ ਸੀ | ਉਹ ਉਸ ਨੰੂ ਫਟਾਫਟ ਡਾਕਟਰ ਕੋਲ ਲੈ ਗਏ | ਜਦ ਿਪੰਰਸ ਦੀ ਮੰਮੀ ਗੀਤਾ 
ਨੰੂ ਪਤਾ ਲੱਿਗਆ ਤਾਂ ਉਸ ਨੇ ਸੁਿਰੰਦਰ ਅੰਕਲ ਨੰੂ ਫੋਨ ਕਰਕੇ ਡਾਕਟਰ ਬਾਰੇ ਪੁੱਿਛਆ | ਿਪੰਰਸ ਦੀ ਮੰਮੀ 
ਵੀ ਡਾਕਟਰ ਕੋਲ ਪਹੰੁਚ ਗਈ | ਡਾਕਟਰ ਨੇ ਿਪੰਰਸ ਦਾ ਇਲਾਜ ੁਰੂ ਕਰ ਿਦੱਤਾ |ਕੁਝ ਦੇਰ ਬਾਅਦ 

ਿਪੰਰਸ ਕੁਝ ਠੀਕ ਹੋ ਿਗਆ ਤਾਂ ਉਸ ਨੇ ਆਪਣੀ ਗ਼ਲਤੀ ਮੰਨੀ ਤੇ ਉਸ ਿਦਨ ੀ ਾ ਤੋੜਨ ਵਾਲੀ ਗੱਲ 

ਵੀ ਮੰਨ ਿਗਆ  ਸੁਿਰੰਦਰ ਅੰਕਲ ਨੇ ਹੱਸਿਦਆਂ ਿਕਹਾ, 'ਬੇਟੇ, ਉਸ ਿਦਨ ਤਾਂ ਭੂਡਾਂ ਿਖੜਕੀ ਦਾ ੀ ਾ 
ਤੋੜ ਕੇ ਭੱਜ ਿਗਆ ਸੀ ਪਰ ਅੱਜ ਭੰਡਾਂ ਨੇ ਅਸਲੀ ਅਮਰੂਦ ਤੇ ਅਨਾਰ ਚੋਰ ਫੜਾ ਹੀ ਿਦੱਤਾ | 
Results obtained from this particular document are shown in table 2. 

Table 2 Results obtained from the test document [3] 

Sno word Synonyms Comment 

1 ਜਦ ਿਜਸ_ਸਮ, ਜੇਕਰ Correct 

2 ਵੀ ਨਾਲ ਜਾਂ ਿਸਵਾ,20 Correct 

3 ਘਰ ਮਕਾਨ , ਸ਼ਾਲਾ, ਜਨਮਕੁੰ ਡਲੀ ਸਥਾਨ Correct 

4 ਵੱਲ ਸਮਰਥੱਕ, ਵੱਟ, ਸਲੀਕਾ, ਰੁਖ ਹੋਣਾ Correct 

5 ਿਧਆਨ ਚੇਤਾ , ਿਖਆਲ, ਿਚੰਤਨ ਇਕਾਗਰਤਾ Incorrect 

6 ਅਨਾਰ ਦਾੜੂ, ਪਟਾਕਾ Incorrect 

7 ਫਲ ਫਰੂਟ, ਪਿਰਣਾਮ Correct 

8 ਪਰ ਖੰਭ, ਪਰੰਤੂ Incorrect 

9 ਵੱਡਾ ਪੂਰਵ ਜਨਿਮਆ, ਿਵਸਿਤਰ੍ਤ, ਲਾਰਜ, ਲੰਬਾ Correct 

10 ਬਾਹਰ ਬਾਹਰਲੇ, ਅਿਧਕਾਰ ਤ ਪਰੇ Correct 

11 ਦੌੜ ਰੇਸ, ਨਸਣਾ, ਰੰਨ Correct 

12 ਫੇਰ ਦੁਬਾਰਾ, ਮਗਰ, ਚੱਕਰ, ਗੇੜਾ Incorrect 
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Table 2 (continued) 

13 ਕੋਲ ਨਜ਼ਦੀਕ,ਅਿਧਕਾਰ ਿਵਚ Correct 

14 ਵੀ 20, ਨਾਲ ਜਾਂ ਿਸਵਾ Correct 

15 ਉੱਪਰ ਉਤਾਂਹ , ਉਚਾਈ ਤੇ, ਉੱਤੇ, ਬਹੁਤਾ Incorrect 

16 ਕਾਰ ਧੰਦਾ , ਗੱਡੀ  Incorrect 

17 ਥੱਲੇ ਅਧੀਨਤਾ ਿਵਚ,ਹੇਠਾਂ Correct 

18 ਕਰ ਲਗਾਨ,ਿਸਕਰੀ,ਹੱਥ, ਕੰਮ ਕਰਨਾ Incorrect 

19 ਮਨ ਿਚਤ,ਬੇਸਨ ਦੀ ਰੋਟੀ Correct 

20 ਬਣ ਬਣਨਾ , ਜੰਗਲ Incorrect 

21 ਚੰਗਾ ਸੱਿਭਅ,ਵਧੀਆ ਖਰਾ ਨੇਕ ਸ਼ੁੱਭ Correct 

22 ਤੋੜ ਇਲਾਜ,ਉਪਾਅ,ਤੋੜਨਾ Correct 

23 ਲੋਕ ਜਨਤਾ,ਤੱਲ Correct 

24 ਵਾਰ ਹਮਲਾ,ਿਦਨ,ਦਫ਼ਾ Incorrect 

 
This way we tested the system on documents from various domains. The accu-

racy of the system has been calculatedby comparing the results of the proposed 
system with the manualy tagged corpus by the linguist. It has been observed that 
approximately 60% of the results of proposed system matched with senses marked 
in the manual tagged corpus. Table 2 summarizes the results.  

 

Fig. 5 Showing the WSD accuracy across domains for Punjabi Words [3] 



Word Sense Disambiguation for Punjabi Language Using Overlap Based Approach 619 

Table 3 showing the percentage of accuracy achieved by proposed system in 
various domains. 

Table 3 WSD accuracy across domains for Punjabi words [3] 

Domain Percentage 

Health 59.5% 

Agriculture 60% 

Short Stories 63% 

Mass Media 61% 

Sports 55% 

History 57% 

7 Conclusion and Future Work 

In this paper, Lesk’s algorithm has been implemented for word sense disambigua-
tion (WSD) of Punjabi text and the proposed system has been tested on approxi-
mately 500 Punjabi sentences and 100 Punjabi text corpora. To our knowledge, 
this is the first attempt at automatic WSD for a Punjabi language. However  
Rekha and Parteek had implemented Punjabi WordNet for creation of bilingual 
dictionaries. In this paper Punjabi WordNet has been implementad for WSD. 
From table 3 we depict that our accuracy ranges from about 55% to about 65%. In 
future this algorithm will be tested on more Punjabi text documents. 

References  

[1] Brent, M.R.: From grammar to lexicon: Unsupervised learning of lexical Syntax. J. 
Computational Linguistics 19(2), 1–20 (1993) 

[2] Banerjee, S., Pedersen, T.: An Adapted Lesk Algorithm for Word Sense Disambigua-
tion Using WordNet. In: Proceedings of Third International Conference on Intelligent 
Text Processing and Computational Linguistics, Mexico City, pp. 1–10 (2002) 

[3] Sinha, M., Kumar, M., Pande, P., Kashyap, L., Bhattacharyya, P.: Hindi Word Sense 
Disambiguation, pp. 1–7. Department of Computer Science and Engineering Indian In-
stitute of Technology, Bombay (2004) 

[4] Sharma, R., Kumar, P., Sharma, R.K.: Word Sense Disambiguation (WSD). Master’s 
thesis. Computer Science and Engineering Department, Thapar University, Patiala 
(2008) 

[5] Narang, A., Kumar, P., Mohapatra, S.K.: Punjabi WordNet, Master’s thesis. Computer 
Science and Engineering Department, Thapar University, Patiala (2012) 

[6] Singh, V., Kumar, P.: Word Sense Disambiguation for Punjabi Language. PhD thesis. 
Computer Science and Engineering Department, Thapar University, Patiala (2013) 



  
© Springer International Publishing Switzerland 2015 
El-Sayed M. El-Alfy et al. (eds.), Advances in Intelligent Informatics, 

621 

Advances in Intelligent Systems and Computing 320, DOI: 10.1007/978-3-319-11218-3_55   

Flipped Labs as a Smart ICT Innovation: 
Modeling Its Diffusion among Interinfluencing 
Potential Adopters 

Raghu Raman 

Abstract. Smart ICT innovation like flipped classroom pedagogy is freeing up 
face-to-face in-class teaching system for additional problem based learning 
activities in the class. But the focus of flipped classrooms is more on the theory 
side with related lab work in science subjects further getting marginalized.  In this 
paper we are proposing Flipped Labs - a method of pedagogy premeditated as a 
comprehensive online lab learning environment outside the class room by means 
of tutorials, theory, procedure, animations and videos. Flipped labs have the 
potential to transform the traditional methods of lab teaching by providing more 
lab time to students. An ICT educational innovation like flipped labs will not 
occur in isolation in an environment where two interrelated potential adopters 
namely teachers and students influence each other and both have to adopt for the 
innovation to be successful. In this paper we provide the theoretical framework for 
the diffusion and the adoption patterns for flipped labs using theory of perceived 
attributes and take into account the important intergroup influence between 
teachers and students. The results of this analysis indicated that Relative 
Advantage, Compatibility, Ease of Use, Teacher Influence and Student Influence 
were found to be positively related to acceptance of flipped labs. 

Keywords: Flipped classroom, Online Labs, Simulations, chemistry, ICT, 
innovation. 

1 Introduction 

Smart ICT innovation like flipped classroom method of teaching is freeing up 
face-to-face class oriented teaching system for additional problem based learning 
                                                           
Raghu Raman 
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activities. Also known as ‘inverted classroom’, or ‘reverse instruction method’, 
the flipped classroom method is one in which what is traditionally done in class is 
switched for what is traditionally done for homework [1].  This means, that rather 
than listening to lectures in school and doing their homework at home, students 
watch lecture videos at home and do their “homework” in the school, under the 
guidance of the teacher. therefore, rather than the teacher giving synchronous in-
class group teaching, students are looked forward to make use of the video 
materials offered, by the side of additional resources to gain knowledge of 
concepts and finish assignments on their own at their own speed and at place 
fitting to the student [2]. In flipped classroom method of teaching, if any student is 
trailing, the teacher has additional time to endow with personalized facilitation 
when class time is on, even as other classmates are engaged in their problem based 
learning activity  

The National Focus Group on “Teaching of Science”, suggested prevention of 
marginalization of lab work in school science curriculum. Investment in this 
regard is required for improving school labs to promote experimental culture. But 
there seem to be two principal difficulties. Firstly, experiments require a certain 
minimum infrastructure – a lab with some basic equipment and consumables on a 
recurring basis. Learners get access to the physical lab for only a short period of 
time, which is often not sufficient to allow them to try different scenarios and 
hence limits the learning cycle. Secondly, assessment of practical skills in science 
in a sound and objective manner is by no means an easy task. The difficulty 
multiplies manifold if assessment is to be carried out for a class of 50 students 
which is very common in schools in India.  

The traditional method of conducting classes using information from textbooks 
and lecture notes gives very little motivation or incentive to students to attend 
classes [3]. In fact, most of the times student only attend lectures to pass time and 
do not actually learn anything through them [4]. On the other hand flipped 
classrooms were found to promote higher levels of inventiveness and coordination 
among the students, thereby indicating the need to introduce flipped classroom 
practices for the future generations [5]. The need of the hour is to achieve 
maximum output from the students. For this, several studies have been conducted 
to determine how flipped classrooms are more advantageous than traditional 
classrooms. A study conducted by [6] shows that flipped classrooms helped 
students get higher grades and better achievements as compared to traditional 
classrooms.  Another advantage with flipped classroom is the increase in the time 
available for problem solving and hands-on activities [7]. Flipped classrooms are 
noted for their use of modern technology as part of their teaching methods. Many 
studies have found that the use of technology in teaching “helps in reduction of 
attrition, increasing the outcomes and improving student satisfaction.” [8]. This 
modern method of teaching has been found to be especially useful to students 
pursuing higher studies as the use of technology helps them to review their notes 
anytime they need to, even when they are not sitting in a classroom [9]. Perhaps 
the biggest advantage of a flipped classroom system is that it gives the teachers 
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more time in getting the students to master a particular topic which is otherwise 
difficult to achieve in the limited time available during classroom teaching [10]. 

Educational innovations generally have two major groups of potential adopters 
– teachers and students (Fig. 1), whose ultimate benefit stems from interacting 
with each other. Since the two potential-adopter groups are interdependent, one 
group of potential-adopter decision to adopt the innovation could have a 
positive/negative effect on the other group. For the educational innovation to 
succeed both kinds of potential adopters must adopt it. Lack of feedback and 
interaction can lead to equilibrium where cost-savings are not realized, since no-
one adopts to a critical mass point. In this paper, we consider instead 
interinfluence effects in the context of two groups of heterogeneous potential 
adopters where the users may realize gains by interacting with one another (Fig. 2)  

 
 

 

Fig. 1 Single group of potential-adopters – teachers or students 

 

Fig. 2 Two groups of potential-adopters – teachers and students and their interinfluence 

The adoption decision in an interrelated system of potential-adopters is a choice 
affected by three factors 
 

1. diffusion rate of first group  (teachers)  
2. diffusion rate of second group (students) 
3. interdependent influence diffusion rate (teachers-students-teachers) 
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2 Flipped Labs 

Online Labs (OLabs) for science experiments is an ICT innovation based on the 
idea that lab experiments can be taught using the internet, more efficiently, less 
expensively, and offered to students who do not have access to physical labs [11, 
12. 13]. It was developed to supplement the traditional physical labs. OLabs as 
flipped classroom method of pedagogy is premeditated as a comprehensive 
learning environment by means of tutorials, theory, procedure, animations and 
videos outside the classroom whereas the assessments takes the form of 
theoretical, experimental, practical and reporting skills. We call this approach of 
using OLabs in a flipped mode as flipped labs (Fig. 3).  

 

 

 

Fig. 3 Model of Flipped Labs 

Flipped labs have the potential to transform the traditional methods of lab 
teaching by upturning long-established teaching methods to involve students in the 
practical and problem based learning methods. Utilizing flipped labs, teachers 
move out of the classroom and deliver online as a way to free up precious lab time 
for students to practice lab work outside the physical labs (Fig. 4). Flipped labs are 
not a substitute to traditional physical labs but it helps students familiarize with 
new concepts and acquire some pre knowledge before coming to the classroom. 
Today flipped classrooms are mostly focusing on the theory side and giving 
lecture notes to students via video, audio etc. However both theory and lab work 
are very important for conceptual understanding. But the real problem is that the 
lab time is limited. Sometimes the teacher will demonstrate the experiment or  
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students will do the experiment in a group. Then there is this issue of lag between 
the time theory is taught in the classroom and the time student actually gets to 
perform the related lab work.  
 
 

 

Fig. 4 Sample Flipped Labs showing simulation for students to practice outside class 

3 Research Model 

Flipped Labs is an innovation if it is ‘perceived as new by an individual or other 
unit of adoption’. An ICT educational innovation like Flipped Labs will not occur 
in isolation in an environment where two interrelated potential adopters namely 
teachers and students influence each other and both have to adopt for the 
innovation to be successful. More importantly this paper provides the theoretical 
framework for the diffusion and the adoption patterns for Flipped labs  
using [14] theory of perceived attributes and takes into account the important 
intergroup influence between teachers and students. The Flipped Labs rate of 
adoption was investigated by assessing two groups of characteristics, which were 
the independent variables - innovation characteristics and environment 
characteristics (Fig. 5).  We also considered the interinfluence between teachers 
and students. 

Employing [14] framework, [15] proposed mathematical model as a nonlinear 
differential equation for diffusion of an innovation in a group of size M. In such a 
scenario [16] adoption of innovation is due to two influences viz. external  
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influence (mass media) which is a linear mechanism and internal influence (word-
of-mouth) which is a non-linear mechanism. The differential equation giving the 
diffusion is  

 

                                (1) 

 
 
 
 
 
 

 
 
 
 
 
 
 
 

          
         Teacher Influence (+) 

 
 

        Student Influence (+) 
 
 
 
 
 
 
 
 

Students intention 
to adopt  
Flipped Labs 

Innovation Characteristics 
Relative Advantage (+) 

Compatibility (+) 
Ease of Use (+) 
Trialability (+) 

Observability (+) 
Perceived Enjoyment (+) 

Environment Characteristics 
Peer Influence (+) 
School support (+) 

Teachers intention 
to adopt  
Flipped Labs 

 

Fig. 5 Research model for diffusion of Flipped labs among students and teachers 

Where N(t) is the cumulative number of adopter-students who have already 
adopted by time t, M is total number of adopter-students who will eventually use 
the innovation, p is the coefficient of external influence and q is the coefficient of 
internal influence 

In terms of the fraction F(t) of potential adopter-students 
 

     (2) 

 
 
 



Flipped Labs as a Smart ICT Innovation 627 

the Bass model can be rewritten as  
 

  (3) 

 
Equation (3) yields the S-shaped diffusion curve. It is assumed that the carrying 

capacity M of the adopter-students remains constant. 
Now we extend the Bass model to account for the interinfluence between 

teachers and students. We define the following terms. 
 

• p1 external influence for the adopter-teachers   
• q1 internal influence for the adopter-teachers  
• F total number of adopter-teachers  who will eventually adopt the 

innovation 
• f cumulative number of adopter-teachers  who have already adopted by 

time t 
• p2 external influence for the adopter-students   
• q2 internal influence for the adopter-students   
• S total number of adopter-students  who will eventually adopt the 

innovation 
• s cumulative number of adopter-students  who have already adopted by 

time t 
• m total number of adopters  who will eventually adopt the innovation 
• c1 teacher influence on students (c1 > 0, c1 < 0, c1 = 0)   
• c2 student influence on teachers (c2 > 0, c2 < 0, c2 = 0)   
• α proportion of teachers in the total population of potential adopters  

(0 ≤ α ≤ 1) 
 
The differential equation giving the diffusion for teachers (f) is  
 

  (4) 

 
The differential equation giving the diffusion for students (s) is  

 

  (5) 

 
The equation (4), (5) takes into account the interinfluence of teachers and 

students 
The differential equation giving the diffusion for the combined population of 

potential adopters (m) (students and teachers) is 
 

  (6) 
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4 Innovation Characteristics 

Relative Advantage: [14] defines relative advantage as ― ‘the degree to which an 
innovation is perceived as being better than the idea that it supersedes’. We 
hypothesize that Relative advantage of Flipped Labs positively affects intention to 
adopt it. 

Compatibility: [14] defines compatibility as ― ‘the degree to which an 
innovation is perceived as consistent with existing values, past experiences, and 
needs of potential adopters’. We hypothesize that Compatibility of Flipped Labs 
positively affects intention to adopt it. 

Complexity/Ease of Use: Any innovation quickly gains a reputation as to its 
ease or difficulty of use [14]. We hypothesize that Complexity of Flipped Labs 
negatively affects intention to adopt it. 

Trialability: Trialability is “the degree to which an innovation may be 
experimented with on a limited basis” [14]. Innovations that potential adopter can 
play with on a trial basis are more easily adopted as it presents less risk to the 
potential adopter. We hypothesize that Trialability of Flipped Labs positively 
affects intention to adopt it. 

Observability: Another aspect of [14] is the degree to which the results of an 
innovation are visible to others. If potential adopters can see the benefits of an 
innovation, they will easily adopt it. We hypothesize that Observability of Flipped 
Labs positively affects intention to adopt it. 

Perceived Enjoyment: According to [14] Perceived enjoyment is the ‘degree to 
which using an innovation is perceived to be enjoyable in its own right and is 
considered to be an intrinsic source of motivation’. We hypothesize that Perceived 
Enjoyment of Flipped Labs positively affects intention to adopt it. 

School Support: More often teachers and students are motivated to consider 
technology decisions that are sanctioned by the school management since those 
will have adequate support resources including the necessary IT infrastructure. We 
hypothesize that School support for Flipped Labs positively affects intention to 
adopt it. 

Peer influence: Interpersonal influence appears to be extremely important in 
influencing potential adopters, as is demonstrated by the fact that the opinions of 
peers significantly affect the way in which an individual feels pressures associated 
with adoption of the innovation. We hypothesize that Peer influence for Flipped 
Labs positively affects intention to adopt it. 

Teacher Influence: Since teachers play a pivotal role in implementing 
innovations, their perception of the innovation will strongly influence their 
students thinking. We hypothesize that Teacher support for Flipped Labs 
positively affects student’s intention to adopt it. 

Student Influence: Students perception of the innovation will strongly influence 
their teacher’s thinking. We hypothesize that student support for Flipped Labs 
positively affects teacher’s intention to adopt it. 
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5 Research Methodology  

In our study, 81 students and 32 teachers participated. A five point Likert scale 
based questionnaire was administered to understand students' and teachers’ 
perceptions on the factors that influence the adoption of flipped labs pedagogy. 
The survey consisted of nine independent research variables hypothesized to be a 
factor affecting the adoption.  The independent research variables used in the 
study were Relative Advantage, Compatibility, Ease of Use, Observability, 
Trialability, Teacher Influence, Student Influence, Peer Influence and School 
Support.  

In our study reliability of the attributes had values ranging from 0.72 to 0.86 for 
students and 0.69 to 0.89 for teachers which is in the acceptable range. Regression 
analysis was conducted for all nine adoption variables on the dependent variable 
and hypothesis results calculated (Table 1). There is strong support for attributes 
like Relative Advantage, Compatibility, Ease of Use and Teacher Influence. The 
regression equation for students was statistically significant (p < .0001) and 
explained approximately 78% of the variation (R2 = .78).  

Table 1 Summary of Hypothesis results (students) 

Attributes Mean SD t test p-value Result 

Compatibility* 24.91 4.55 7.318 0.003451 Accepted 
Ease Of Use* 10.03 1.94 -1.9245 0.00272 Accepted 
Observability 6.63 1.79 -0.2441 0.4036 Rejected 
Perceived 
Enjoyment 11.42 2.40 -1.0942 0.1372 Rejected 

Peer Influence 9.26 2.65 -1.1231 0.1308 Rejected 
Relative 
Advantage* 22.30 3.80 1.438 0.007534 Accepted 

School Support 14.53 3.25 2.4526 0.2932 Rejected 
Trialability  7.47 1.69 -0.9276 0.3769 Rejected 
Teacher 
Influence* 14.36 3.06 3.6516 0.00287 Accepted 

   

*p < 0.01 

 
Interestingly for teachers also there is strong support for attributes like Relative 

Advantage, Compatibility, Ease of Use and student influence along with an 
additional attribute School support (Table 2). The regression equation for teachers 
was statistically significant (p < .0001) and explained approximately 76% of the 
variation (R2 = .76).  
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Table 2 Summary of Hypothesis results (teachers) 

Attributes Mean SD t test p value Result 

Compatibility* 32.72 4.76 -1.3302 0.009835 Accepted 
Ease Of Use* 7.62 1.85 -2.1597 0.002084 Accepted 
Observability 6.93 1.51 0.1642 0.4357 Rejected 
Perceived 
Enjoyment 12.52 2.54 0.7958 0.2159 Rejected 

Peer Influence 10.70 2.30 -1.5723 0.06491 Rejected 
Relative 
Advantage* 20.48 3.69 -1.6358 0.00575 Accepted 
Student 
Influence* 11.74 2.19 0.1567 0.00187 Accepted 
School 
Support* 16.72 2.86 -1.6641 0.00158 Accepted 

Trialability 7.50 1.83 -0.7514 0.2296 Rejected  

*p < 0.01 

6 Conclusions  

This research has provided a deeper investigation into adoption of smart ICT 
innovation like flipped labs guided by the framework of Rogers’ theory of 
perceived attributes. In this study we had proposed that certain characteristics of 
flipped labs as a smart ICT innovation could account for the degree of acceptance 
of innovation by teachers and students. The results of this analysis indicated that 
Relative Advantage, Compatibility, Ease of Use, Teacher Influence and Student 
Influence were found to be positively related to acceptance of innovation. For the 
first time we have empirical evidence to show that the adoption of an ICT 
innovation is directly impacted by the interinfluence between teachers and 
students. When interinfluence plays a key role in the diffusion of innovation, the 
adoption decisions of a teacher/student often goes beyond their own decisions. We 
posit that a teacher’s adoption decision comes not only from her own experiences 
but also from student’s influence. Likewise the students’ adoption decisions are 
influenced by the teachers’ perceptions. The results revealed that for innovation 
attributes like Relative Advantage, Ease of use, Compatibility and Interinfluence 
student and teacher perceptions were similar. 
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Inquiry Based Learning Pedagogy for 
Chemistry Practical Experiments Using OLabs 

Prema Nedungadi, Prabhakaran Malini, and Raghu Raman 

Abstract. Our paper proposes a new pedagogical approach for learning chemistry 
practical experiments based on three modes of inquiry-based learning namely; 
structured, guided and open. Online Labs (OLabs) is a web-based learning 
environment for science practical experiments that include simulations, 
animations, tutorials and assessments. Inquiry-based learning is a pedagogy that 
supports student-centered learning and encourages them to think scientifically. It 
develops evidence based reasoning and creative problem solving skills that result 
in knowledge creation and higher recall. We discuss the methodology and tools 
that OLabs provides to enable educators to design three types of inquiry-based 
learning for Chemistry experiments. The integration of inquiry-based learning into 
OLabs is aligned with the Indian Central Board of Secondary Education (CBSE) 
goal of nurturing higher order inquiry skills for student centered and active 
learning.  Inquiry-based OLabs pedagogy also empowers the teachers to provide 
differentiated instruction to the students while enhancing student interest and 
motivation. 

Keywords: Inquiry-based learning, IBL, Structured inquiry, Guided inquiry, Open 
inquiry, Virtual Labs, Online Labs, olabs, Simulations, Chemistry, Chemical 
Sciences. 

1 Introduction 

Inquiry based learning is an approach to learning wherein the students’ quest for 
knowledge, their thinking, opinions and observations form the core of the learning 
process. The underpinning postulation for inquiry-based learning is that both 
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teachers and students are mutually accountable for learning. Faculties and teachers 
need to actively participate in the process and foster a culture wherein students are 
encouraged to express their ideas which are reverently challenged, verified, 
refined and improvised. This enables the children to deepen their understanding of 
the concept through interaction and questioning [1]. For students, this teaching 
methodology comprises open-ended explorations into a concept or a problem. In 
this process educators play the role of guides helping the students to explore their 
ideas and take their inquiry forward to make logical conclusions. Thus, it is a co-
authored knowledge creation practice wherein educators and students work in 
tandem to foster enduring learning. This may also foster learning for all in the 
class and generate significant concepts and viewpoints [2]. 

Technology has transformed this learning methodology in manifold ways and 
more and more schools and colleges are resorting to technology centric inquiry-
based learning. Educators believe that this learning methodology is highly 
effective in the fields of science, technology, engineering and math (STEM). 
These subjects are critical for students to excel in the 21st century [3], [4] and [5]. 
Research has proven that inquiry and inquiry-based teaching pedagogy is 
instrumental in developing student inclination towards difficult subjects such as 
science and maths and to nurture their curiosity and motivate them to learn right 
from the elementary school level. Comstock et al or Reference [6] analysed the 
web-based, knowledge-building tool, “Inquiry Page” in the National Science 
Foundation GK-12 Fellowship Program wherein scientists and educationists 
collaborate to integrate computer-based modelling, scientific visualization and 
informatics in the learning of science and mathematics. This allowed teachers and 
students to collaborate on the inquiry path and establish new knowledge and 
teaching resources together. A remarkable example of technology based learning 
for science practical skills is the Online Labs (OLabs). The OLabs Project was 
introduced to facilitate laboratory-learning experiences for school students 
throughout India who may not have access to adequate laboratory facilities or 
equipment [7].  OLabs encourages students to engage in scientific studies and get 
acquainted with scientific inquiry methodologies through simulations, animations, 
tutorials and assessment. Another commendable initiative is the Virtual Labs, a 
multi-institutional OER (Open Educational Resources) which is solely intended to 
provide lab experiments for undergraduate engineering students. This project 
developed an extensive OER repository comprising 1650 virtual experiments [8] 
and [9]. This paper compares three levels of inquiry learning; structured learning, 
guided learning and open learning and shows how educators may use the 
Chemistry OLabs to support these three modes of inquiry-based learning. 

2 Literature Review 

Spronken-Smith and Walker or Reference [10] have advocated inquiry-based 
learning as a student -centred approach which reinforces the nexus between 
teaching and research. Inquiry can be understood as the practice wherein students 
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undertake investigative learning about science, conduct experiments, derive 
inferences from the evidence, evaluate their authenticity and then communicate 
their findings with due justification [11]. We consider three approaches towards 
inquiry-based instructions. Firstly, structured inquiry is the methodology in which 
students work upon an investigative process on a teacher-formulated question 
within the prescribed framework. The requisite material is also facilitated by the 
instructor. Teachers are aware of the outcomes but do not disclose them. Students 
have to discover for themselves through working out relationships between the 
variables. These are similar to cookbook activities but with fewer instructions and 
directions. This is the fundamental step suitable for elementary level students. 
Secondly, the guided inquiry, wherein teachers facilitate the material required for 
solving the problem at hand and students have to concoct their own procedure for 
problem resolution. This methodology is suited for secondary school students 
where framework still needs to be given but there is room for further 
experimentation. Thirdly, is the open inquiry, similar to guided inquiry but 
students get the room to formulate their own problem which they intend to 
investigate. This methodology is parallel to research work in science. Here, the 
instructor only provides the theoretical framework. Science fair activities are 
based on open inquiry. This pedagogy is best suited for senior school or college 
level students [12]. Open inquiry generates greater satisfaction amongst students 
as they get a sense of accomplishment while conducting the investigation, whereas 
guided inquiry helps students to produce better documentation for their findings 
within the provided framework. Thus, open inquiry is suitable for teaching 
pedagogy where higher autonomy, out-of the-box thinking and in-depth 
understanding of scientific concepts are warranted [12].   

The acceptance of inquiry-based learning is rising and more and more 
educational institutes at both K-12 and higher education levels are desirous of 
adopting and integrating the pedagogy with the available technology. However, it 
is not easy and there are many challenges and barriers in implementing the 
techniques. The most prominently perceived barriers include the central or state 
controlled curricula, inadequate time for inquiry, student expectancies and 
competencies, infrastructure and technology accessibility, resistance from teachers 
and staff [13] and [14]. Duman and Guvan [15] highlighted the inability of the 
virtual learning systems to accurately assess the acumen levels of children and 
help them learn accordingly. This also includes children with special needs. Also, 
frequently, children are unable to generalize the learning of a session in spite of 
the session being interesting. However, the biggest challenge is aligning an 
inquiry-based approach with the mandated time-bound curriculum [16].  

3 Inquiry Based OLabs Pedagogy 

Inquiry-based strategies in science help students engage in active inquiry, problem 
solving and decision making and thus discover the significance of science to their 
lives. There are three different levels based on the manner in which inquiry is 
facilitated.  
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1) Structured inquiry: in which the question as well as the procedure for the 
inquiry are provided by the teacher and the results are to be discovered by the 
students.  

2) Guided inquiry: in which the teacher provides students with only the 
research question and the materials. Students are encouraged to design an inquiry 
procedure and then generate the explanation.  

3) Open inquiry: in which students generate questions on topics of interest, 
design investigations to answer the question, conduct the investigations, and 
communicate their results. 

OLabs helps students propose their own research focus, supports in carrying 
out inquiry-based activities, produce their own data, and continue their inquiry as 
new questions arise. OLabs helps understanding by facilitating different methods 
to investigate the same problem. 

3.1 Structured, Guided and Open Inquiry Based OLabs 

OLabs can be designed to support three modes of inquiry-based learning. 
Observations and analysis are involved in each mode of inquiry. For each mode of 
inquiry, there is an instructional plan.  

Teachers can design the experiment for structured, guided and open inquiry 
based on configuring the tabs in OLabs. (Fig.1a, Fig.1b, Fig.1c) 

 

 

Fig. 1a. OLabs based on structured inquiry-based learning 

 

Fig. 1b. OLabs based on guided inquiry-based learning 
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Fig. 1c. OLabs based on open inquiry-based learning 

Generally speaking, OLabs may have one or more of the following tabs. 
• Theory - Consists of the main objectives, concept and learning outcomes of 

the experiment. 
• Procedure - Consists of the materials required for the experiment, real lab 

procedure, simulator procedure and the precautions. 
• Animation - From the animation, students can clearly understand the 

methodology to do the experiment in the real chemical laboratory. 
• Simulation – Using simulations, students can perform the experiments by 

changing variables and can observe the effect of the changes made. Students 
have the opportunity to do the experiment repeatedly using simulations until 
they clearly understand the concepts and the methodology.  

• Video - Contains video of real laboratory experiments. 
• Viva Voce - It consists of several questions of multiple choice categories. 

Students can verify the results of their experiment by answering these 
questions. 

• References – Contains references, both book and websites links.  
 
We describe how a Chemistry experiment, "Properties of Acids and Bases" can 

be configured under OLabs for Structured, Guided and Open Inquiry-based 
learning methods. 

3.2 Selection of Topic 

The first step of the OLabs inquiry process is selection of the topic and 
presentation of the scenario.  

In structured inquiry-based learning, the teacher selects and presents the 
experiment, ‘Identification of acids and Bases’ from OLabs (amrita.olabs.co.in) 
along with the scenario based on the theory. The teacher can also use the lab 
videos to explain the methodology and the fundamental principles behind the 
concept. In the guided inquiry-based learning the teacher presents the scenario to 
investigate and understand the properties of acids and bases. After presenting this 
scenario, the students are then encouraged to read the Concept part of OLabs to 
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gain an understanding of acids and bases and their basic properties and to compare 
them. In open inquiry-based learning, the teacher presents the scenario and asks 
students to apply it to a real-life problem. An example of an open inquiry scenario 
would be the following: You are working as a laboratory assistant in a Chemical 
laboratory. You are provided with colourless solutions in two bottles whose labels 
are lost. One is used in car batteries and the other is used in soaps, detergents and 
cleaners. You are asked to give the correct labels to the solutions. Students 
analyze the problem and decide first to find out the solution used in car batteries 
and the one used in soaps, detergents and cleaners. Students can conduct research 
and understand what are the properties of these substances, using any of the 
OLabs tabs or go to other websites and find out the basic principle of the 
properties of acids and bases.  

3.3 Generating Questions  

The next step in the inquiry process is generating the question to start the 
investigation. A question for our experiment might be, "How will you identify an 
acid or a base based on their properties?” The student needs to understand the 
concepts required for this main question.  

In structured inquiry, the teacher states the questions for students, based on the 
objectives of the experiment’s theory part. The teacher also explains the 
theoretical concepts. In guided inquiry, the teacher states the questions for 
students, such as, “Study What are the properties of acids and bases?”. 
Furthermore, the teacher suggests the concepts that need to be learnt but does not 
explain the concepts or point to the answers. The students must search the Concept 
tab or references given in the Resource tab and understand the concepts for 
themselves. In open inquiry there is no involvement of teacher in the investigation 
and it is completely student-driven. The student formulates the questions and 
acquires basic knowledge about the topic. Students can either use the references 
given in Resource Tab or they can refer to other internet resources. Their findings 
may take them far beyond the scope of the original problem. The possible 
questions that students may consider are: 

 
a) Which substance is used in car batteries? 
b) Which substance is used in soaps, detergents and cleaners? 
c) What are the properties of those substances? 

3.4 Background Research 

In structured inquiry, the teacher does the background work before designing the 
investigation. In the guided inquiry mode, students perform the background work 
before designing the investigation using references in the Resources tab for doing 
background work. In the open inquiry mode, students perform the background 
work using any internet resources for doing background work. 
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3.5 Constructing Hypothesis 

In the structured inquiry mode, the teacher discusses the possible hypotheses and 
the method of investigation. The students write the possible outcomes of the 
hypothesis and then carry out the investigation as instructed by the teacher. In 
structured inquiry, the teachers talk about the possible hypothesis to students, 
based on the theory given in the Theory tab and students examine the hypothesis 
after carrying out the experimentation. In the guided inquiry, students write about 
the expected results based on the concept given in the Concept tab before 
conducting the investigation. Students can verify the hypothesis after conducting 
the experiment. In the open inquiry, the students write about the expected results 
before carrying out the experiment. In some cases, the expected results may be 
wrong. Students can examine the results after the experimentation. 

3.6 Designing the Methodology  

In structured inquiry mode, the real lab procedure and the procedure for carrying 
out the simulation are given in the Procedure tab. The teacher can design the 
investigation for the real laboratory experiment by viewing the animation given in 
the Animation tab. Students can also understand the real lab  procedure from the 
Animation.  Students can further their understanding of the real lab experiment by 
viewing the lab video given in the Video tab. In the guided learning mode, the 
teacher provides the list of materials and the students design the methodology for 
doing the experiment in a chemical laboratory based on the listed materials. The 
listed materials are given in the Materials list tab. Students also design the 
procedure for doing the simulation based on the listed materials in the side menu.  
If students face any difficulty during the design process, the teacher can assist 
them. In open inquiry, the design methodology is completely student driven. 
Students first choose the material required for the experiment from the number of 
materials given in the Materials tab.  They have to write the methodology for the 
real laboratory experiment and the procedure for doing the simulation based on the 
required materials. In the simulator, a number of materials are given in the side 
menu.  

3.7 Materials and Conducting the Investigation 

In structured inquiry, the materials required for the experiment are given in the 
Materials required part of the Procedure tab.  The teacher explains the materials 
for students based on this Materials required part.  All the steps required for the 
simulation are given by clicking on Simulator Procedure in Procedure tab. Teacher 
explains the steps to students based on the Simulator Procedure. Students can 
carry out the experiment using the OLabs simulation. The teacher encourages use 
of the ‘HELP’ button to see the instructions. In the guided inquiry, the teacher 
provides the materials. The students write the entire step by step process for doing  
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Fig. 2 Materials required for the experiment in structured inquiry 

 
the simulation based on the materials provided and the background research. The 
listed material for doing real laboratory experiment is given in the Materials list 
tab. In the open inquiry, the basic methodology of the experiment has to be written 
by the students, based on the selected material of the experiment. Students can 
select the materials for doing the experiment from the Materials tab. The 
methodology should be designed based on the concept behind the experiment. 
Students can carry out the experiment based on the designed methodology.  

3.8 Collecting and Analyzing Data 

In structured inquiry, teachers guide students to collect and analyse data by giving 
specific instructions on the methods of tabulation and the type of graph. (Table 1) 

Teacher tells the students to verify the results by answering questions in the 
Viva Voce tab. In guided inquiry, students formulate the observations, tabulation 
and graph of data. Teacher can guide them if there are any mistakes. In open 
inquiry, Students have to design the tabulation of the data observed.  

Table 1 Tabulation of data in structured inquiry learning 

Sample Colour change on 
Red litmus 
solution 

Blue litmus 
solution 

Sample 1   

Sample 2   
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3.9 Drawing Conclusions  

In structured inquiry, based on the analysis and data recorded students can identify 
which samples are acids and which are bases and then compare their conclusions 
with the observations and inferences given in the Procedure tab. In guided inquiry, 
based on the analysis and data recorded, students can identify which samples are 
acids and which are bases but make their own conclusions. In open inquiry, based 
on the analysis and observations students can identify which substance is used in 
car batteries which one is used in soaps, detergents and cleaners.   They discuss in 
their conclusion whether their hypothesis was correct and record the summary of 
the answers for the questions raised. 

4 Conclusions 

We discuss the pedagogy of various types of inquiry-based learning such as 
structured, guided and open inquiry in the context of STEM skills. We present a 
detailed framework for using OLabs in each of the three inquiry models. We 
demonstrate the methodology and tools that OLabs provides to enable educators to 
create the three type of inquiry for science practical skills. The integration of 
inquiry-based learning methodology and OLabs is aligned to the Central Board of 
Secondary Education (CBSE) goal of nurturing higher order thinking skills for 
student-centered active learning.  Inquiry-based OLabs empowers the teacher to 
provide differentiated learning to the students while enhancing student interest and 
motivation. 
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New Approach for Function Optimization: 
Amended Harmony Search 

Chhavi Gupta and Sanjeev Jain 

Abstract. Harmony search (HS) algorithm is an emerging population oriented  
stochastic metaheuristic algorithm, which is inspired by the music improvisation 
process. This paper introduces an Amended harmony search (AHS) algorithm for 
solving optimization problems. In AHS, an enhanced approach is employed for 
generating better solution that improves accuracy and convergence speed of harmo-
ny search (HS). The effects of various parameters on harmony search algorithm are 
analyzed in this paper. The proposed approach performs fine tuning of two parame-
ters bandwidth and pitch adjustment rate. The proposed algorithm is demonstrated 
on complex benchmark functions and results are compared with two recent variants 
of HS optimization algorithms, improved harmony search (IHS) and highly reliable 
harmony search (HRHS). Results suggested that the AHS method has strong  
convergence and has better balance capacity of exploration and exploitation. 

Keywords: Harmony search, Metaheuristic algorithm, Improved harmony search. 

1 Introduction 

Optimization is the process which is executed iteratively for finding the value of 
variables for which  objective function or fitness function can be either minimize 
or maximize by satisfying some constraint . For a given problem domain, the main 
goal of optimization is to provide the mode of obtaining the best value of objective 
function. [1-2]. Problem domain can be optimized by either classical approaches 
or by advance optimization techniques. The classical approaches are based on pure 
mathematical methods like linear programming, graph theory etc. However for 
real time application, these methods cannot find global solution due to computa-
tionally expensive. These methods often trapped in local minima. Therefore,  
advance metaheuristic optimizations are designed in order to obtain the global  
optimum solution. 
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Meta means “high” and heuristic means to “guide” hence these methods pro-
vide the high level framework for any optimization problem. The purpose of 
metaheuristic optimization technique is to find near optimal solution by exploring 
the search space efficiently. Some of the popular methods such as Genetic Algo-
rithm (GA), Simulated Annealing (SA), Ant Colony Optimization (ACO), Particle 
Swarm Optimization (PSO) etc. All these metaheuristic techniques mimic the 
natural phenomena, such as GA [3], simulate bio-inspired computation, SA [4] is 
motivated by an analogy to statistical mechanics of annealing in metallurgy, ACO 
[5] mimic social behavior of ant colony and PSO [6] is inspired by forging behav-
ior of bird flock.  

In the same way, Harmony search (HS) is a metaheuristic technique that is in-
spired by improvisation process of music players [7]. These techniques are widely 
used in numerous engineering problems such as resource allocation, scheduling, 
decision making. Various improvements have been proposed in literature to make 
HS more robust and convergent [8-15]. These improvements mostly cover two 
aspects [17]: (1) improvements in terms of hybridizing HS components with other 
metaheuristic algorithms and (2) improvements in terms of parameters setting. 
Taherinejad [8] modified HS by stimulating the SA’s cooling behaviour of metal-
lurgy. Omran & Mahdavi [9] designed an algorithm, which uses the global best 
particle concept of PSO for updating the bw parameter. Geem[10] presented the 
same idea of pbest of PSO in harmony memory consideration operator (HMCR) to 
get better the selection process. This new mechanism chooses the decision varia-
ble from the best harmony vector stored in harmony memory (HM) not randomly 
as in standard HS. 

Coelho & Bernert [11] modified pitch adjustment rate (PAR) equation by intro-
ducing dynamic PAR that uses a new performance differences index (grade) in 
their approach. Geem [12] used fixed parameter values such as fixed number of 
iteration, PAR etc. while bandwidth (bw) was set to a range from 1 to 10% of the 
total value data range. Mahdavi et al. [13] gave the notion for determining the 
lower and upper bound of bandwidth automatically. They proposed the method 
that updates PAR dynamically at every iteration. Omran & Mahdavi [13] proposed 
Global-best harmony search (GHS) which utilized PSO concept of the global best 
particle that is the best particle in terms of fitness among all particles in the flock. 
Their method overcomes the drawback of IHS as they described. Wang and 
Huang [14] presented a new improvement to HS algorithm that modifies bw and 
PAR on the basis of maximum and minimum values in HM. Chakraborty et al. 
[15] proposed a new variant of HS by employing Differential Evolution (DE) 
mutation operator to HS. Yadav et al [17] introduced Intelligent Tuned Hamony 
Search which automatically estimates the value of PAR on the basis of its Harmo-
ny Memory. 

In 1977, Wolpert & Macready introduced “No Free lunch theory” and conclud-
ed that every metaheuristic algorithm has different searching abilities and has its 
own advantage to deal with problem domain. So, no single algorithm is able to 
offer satisfactorily results for all problems. In other words, a specific algorithm 
may show very promising results on a set of problems, but may show poor  
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performance on a different set of problems. Hence, there is always a possibility of 
development of new metaheuristic algorithm. 

This chapter presents new population oriented stochastic algorithm called 
Amended harmony search (AHS) for updating PAR and bw dynamically and effec-
tively. Results are evaluated on standard benchmark function and compared with 
IHS, HRHS and Section 2 gives the overview of basic HS, IHS and HRHS. Section 
3 presents the proposed algorithm AHS. Experimental analysis on different test 
function is provided in Section 4. Finally conclusion is presented in Section 5. 

2 Overview of Harmony Search 

2.1 Basic Harmony Search 

Harmony search (HS) [16] is recently developed random search algorithm which 
is motivated by musical improvisation process where musician improvise the 
pitches of their instruments to achieve better harmony. The working procedure of 
HS is narrated in the next five steps which are as follows [16]: 

2.1.1 Initialize the Problem and Algorithm Parameters 

In Step 1, the optimization problem is described as follows: 

                  Minimize:  f(x),        Subjected to: diXxi ,..,2,1, =∈                     (1)    

where F(x) is an objective function that is to be minimized, x is the set of possible 
solution vector, d represent the dimension of solution vector. Initialize all the pa-
rameters harmony memory size (HMS) that represent the number of solution vec-
tors in the harmony memory (HM), harmony memory considering rate (HMCR), 
bandwidth (bw), pitch adjusting rate (PAR) and the maximum number of iteration 
(Tmax) or stopping criterion. The HM is a memory location where all the possible 
solution vectors are stored. [3]. 

2.1.2 Initialize the Harmony Memory 

In Step 2, initialize the HM matrix with randomly generated solution vectors of 
size equal to HMS. 
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2.1.3 Improvise a New Harmony 

In Step 3, HMCR, PAR is applied to each variable of the new harmony/solution 
vector. In this step, a new solution vector ),..,,( ''
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basis of three rules: (1) memory consideration, (2) pitch adjustment and (3) ran-
dom selection and this generation of a new harmony is called ‘improvisation’ [16]. 
The HMCR is the rate of choosing one value from the stored values in the HM, 
while (1-HMCR) is the rate of randomly selecting one value from the possible 
range of values. Its value lies between 0 and 1. 

                          { }
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For every solution vector that comes from HM is required to find out whether it 
should be pitch-adjusted or not. To evaluate, newly created solution is pitch ad-
justed or not, following mechanism is used. This mechanism uses the rate of pitch 
adjustment i.e. PAR parameter which is given as: 
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If the pitch adjustment decision for '
ix  is No then do nothing otherwise the pitch 

adjustment decision is Yes then '
ix  is replaced as follow: 

                                                  bwrxx ii ×±= ''                                                  (5) 

where bw is an arbitrary distance bandwidth and r is a random number lies be-
tween 0 and 1.  

2.1.4 Update Harmony Memory 

If the fitness value corresponding to new solution vector is better than best fitness 
then the old solution vector is replaced with the new solution vector and included 
in the HM. The fitness corresponding to new solution vector should also be stored. 

2.1.5 Check Stopping Criterion 

If the stopping criterion is met, algorithm is terminated. Otherwise, Steps 3 and 4 
are repeated.  

2.2 Improved Harmony Search (IHS) 

The basic HS algorithm was discussed in the last subsection and in this subsection 
variants of HS are presented. In basic HS, the value of parameters PAR and bw 
are initially adjusted i.e. fixed during the entire algorithm which results in slow 
convergence and also unable to offer the optimal solution to the problem.  If low 
values of PAR, high values of bw are used then HS will converge slowly and re-
quire more iterations to give optimal solution [13]. If high PAR values, low bw 
values are adjusted then HS will converge fast but the solution may scatter around 
some potential optimal solution. Hence, such approach is required which adjust 
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both the parameters dynamically in order to achieve near optimal solution. 
Mahadavi et al. [13] developed IHS which uses dynamic adjustment approach 
proposed for PAR and bw. They recommended that bw should decrease exponen-
tially and PAR should increase linearly in every iteration so that the stage reached 
when both the parameters will create harmony i.e. the optimal solution with better 
convergence. So, PAR and bw change dynamically with iteration using equation 
(6) and (7) respectively: 

                             ( )
t

T

PARPAR
PARtPAR ×

−
+=

max

minmax
min)(                       (6)                                                 

where PAR(t) is pitch adjusting rate for every iteration PARmin is minimum pitch 
adjusting rate, PARmax is maximum pitch adjusting rate, Tmax is  maximum itera-
tion and t is current iteration. 
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where bw(t) is bandwidth for each iteration , bwmin is minimum bandwidth and  
bwmax is maximum bandwidth. 

In [8] Taherinejad proposed variant of HS i.e. highly reliable harmony search 
(HRHS) in which only PAR is updated with dynamic strategy. They adopted the 
concept from dispersed particle swarm optimization for dynamically updating the 
value of parameter PAR in each iteration. In this case, PAR is updated as follows: 

                          ( )
t

T

PARPAR
PARtPAR ×

−
−=

max

minmax
max)(                         (8) 

3 Proposed Amended Harmony Search (AHS) 

In the traditional HS method, PAR and bw values are set during initialization of 
parameters therefore cannot be changed during iterations. PAR and bw affects the 
performance of HS algorithm. Mahdavi et al. [13] has proposed improvements in 
bw and PAR, which are adaptive to iteration. We are proposing two improvements 
in bw and PAR respectively. Firstly, bandwidth is made adaptive with respect to 
fitness value rather than iterations. Secondly, PAR is made adaptive to iteration 
but in different manner as given in eq. (8). We have used concept of SA which 
states that at initial time bad solutions may also be accepted. So rather than incre-
menting PAR value with respect to iteration, we have used a decrementing  
approach. As per iteration, best fitness of that iteration is used. Our proposed  
approach employs linear decrement to PAR. The PAR is given as follows: 

                         ( )
t

T

PARPAR
PARtPAR ×

−
−=

max

minmax
max)(                          (9) 
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Our proposed approach employs exponential amendment to bw.  The adaptive bw 
is given as follows: 

                   )(
)()(

)()(

max

min

bw

bw
Ln

objectiveworstobjectivebest

objectivemeanobjectivebest
c

−
−

=                  (10) 

                                           )1(min
cebwbw −=                  (11) 

Although small bw values in final iterations increase the fine-tuning of solution 
vectors, but in early iterations bw must take a bigger value to enforce the algo-
rithm to increase the diversity of solution vectors. Furthermore large PAR values 
with small bw values usually cause the improvement of best solutions in final 
iterations that converged to optimal solution vector [13]. 

4 Experiment 

In our experimental study, 20 test functions have been demonstrated to analyze the 
performance of the proposed algorithm. Table1 represents the benchmark func-
tions along with their range and dimension, d is the dimension of function and S 
represents the range of function respectively. F(x*) is the minimum value of the 
functions as given in Table1.  

Table 1 Benchmark functions  

S.No Test Function Name F(x*) d S 

F1 Rosenbrock Function 0 2 [-5,10]d 

F2 Rastrigin Function 0 2 [-5.12, 5.12]d 

F3 Sum squares Function 0 4 [-10,10]d 

F4 Zakharov Function 0 2 [-5,10]d 

F5 Griewank Function 0 4 [-600, 600]d 

F6 Sphere Function 0 2 [-5.12, 5.12]d 

F7 Schwefel Function 0 4 [-500,500]d 

F8 Ackley Function 0 4 [-32.768,32.768]d 

F9 Hump Function 0 2 [-5,5]d 

F10 Trid Function 50 6 [-36,36]d 

F11 Cross in Tray Function -2.06261 2 [-10,10]d 

F12 Schaffer N.2 Function 0 2 [-100, 100]d 

F13 Schaffer N.4 Function .292579 2 [-100,100]d 

F14 Rotated Hyper-Ellipsoid Function 0 4 [-65.536,65.536]d 

F15 Booth Function 0 2 [-10, 10]d 

F16 Matyas Function 0 2 [-10,10]d 

F17 Levy N.2 Function 0 2 [-10,10]d 

F18 Colville Function 0 4 [-10,10]d 

F19 Michalewicz Function -1.8013 2 [0,π]d 

F20 Sum of Different Powers Function 0 2 [-1,1]d 
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AHS has applied to above mentioned minimization functions and results are 
compared with IHS as well as HRHS. Parameter settings for all the three algo-
rithms are same.  Harmony memory size is 150, number of iteration is 100, 
bandwith varies from 0.2 (bwmin) to 0.5 (bwmax) and pitch adjustment rate varies 
from 0.3(PARmin) to 0.9 (PARmax). All the algorithms use same parameter values 
for all the benchmark functions. As these are stochastic algorithm so each algo-
rithm ran independently for 30 runs. The reported results are average and the best 
fitness value has been calculated from all 30 runs. 

5 Results and Discussion 

There are various performance measures of optimization algorithm such as fitness 
value obtained by it, stability obtained by it, best fitness value and convergence of 
algorithm. These parameters are explained in next three sub sections: 

5.1 Mean Fitness Value 

This section presents the experimental results tested to run for a fixed number of 
iterations, that is, 100. Table2 shows the mean fitness value examined by all the 
algorithms. AHS obtained optimum value of mean fitness value in most of the 
cases. All the algorithms are random in nature so to analyze the robustness and 
stability of each algorithm, standard deviation of fitness value for 30 runs is re-
ported in Table2 along with mean fitness. The stability is measured in terms of 
standard deviation of algorithm. AHS obtained minimum value of standard devia-
tion in most of the cases i.e. the more stable algorithm. 

5.2 Best Fitness Value 

Table3 provides the best fitness value obtained by each of the algorithm. Results 
demonstrate that the proposed AHS offer the best fitness value in most of the cas-
es. From the results, it can be concluded that minimization function from F1 to 
F18 acquire the minimum best fitness when exploited using AHS. However in 
some cases, IHS performs well in comparison to HRHS. 

5.3 Convergence 

Fig. 1-4 shows the convergence graph of function F1, F2, F5 and F9 respectively. 
In the convergence graph, fitness value is plotted against number of iteration. The 
convergence graph of Rosenbrock test function between IHS, HRHS and AHS is 
shown in Fig.1. AHS has obtained fitness value f(x) = 0.04 at 33th iteration where 
as IHS has achieved this fitness value at 100th iteration. AHS has obtained fitness 
value f(x) = 0.00009 at 72th iteration where as HRHS has achieved this fitness 
value at 100th iteration.  
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The convergence graph of Rastrigin test function between IHS, HRHS and 
AHS is shown in Fig.2. AHS has obtained fitness value f(x) = 0.007 at 12th itera-
tion where as IHS has achieved this fitness value at 100th iteration. AHS has ob-
tained fitness value f(x) = 0.00025 at 67th iteration where as HRHS has achieved 
this fitness value at 100th iteration.  

The convergence graph of Hump test function between IHS, HRHS and AHS is 
shown in Fig.4. AHS has obtained fitness value f(x) = 0.0001 at 12th iteration 
where as IHS has achieved this fitness value at 100th iteration. AHS has obtained 
fitness value f(x) = 3x10-7 at 37th iteration where as HRHS has achieved this fit-
ness value at 100th iteration. It clearly indicates better convergence of proposed 
AHS. 
 
 

 

Fig. 1 Comparison of convergence of AHS, 
HRHS  and IHS for function F1-Rosenbrock 

Fig. 2 Comparison of convergence of AHS, 
HRHS  and IHS for function F2-Rastrigin 

 

Fig. 3 Comparison of convergence of AHS, 
HRHS  and IHS for function F5- Griewank 

Fig. 4 Comparison of convergence of AHS, 
HRHS  and IHS for function F9-Hump 
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Table 2 Mean fitness value among 30 runs  

S. No AHS HRHS IHS 

F1 1.677803e-005±2.393e-005 6.008880e-005±8.415e-005 1.447735e-002±1.984e-002 

F2 1.912802e-005±6.751e-005 2.866343e-005±4.171e-005 7.193735e-003±1.162e-002 

F3 9.316768e-004±6.978e-004 1.479245e-003±7.826e-004 3.217780e-003±4.942e-003 

F4 2.441712e-007±4.275e-007 1.482716e-006±3.811e-006 1.757589e-003±3.774e-003 

F5 1.584128e-001±1.443e-001 2.347300e-001±1.773e-001 3.169654e-001±1.788e-001 

F6 5.874454e-008± 1.437e-007 1.162043e-007 ± 1.759e-007 5.070051e-005± 1.097e-004 

F7 8.749933e-005±5.653e-005 1.175002e-004±4.069e-005 1.295103e-001±3.248e-001 

F8 1.644280e-002±0.021e-003 3.295896e-002±1.077e-002 1.469015e-001±1.605e-001 

F9 1.149567e-007±1.743e-007 2.098885e-007±3.567e-007 8.075865e-005±1.459e-004 

F10 -3.224073e+001±8.315 -2.931891e+001±8.250 -2.768043e+001±10.52 

F11 -2.062612±2.739e-008 -2.062612±3.052e-008 -2.062607±6.816e-006 

F12 2.980482e-004±6.520e-004 1.208354e-003±2.133e-003 2.686890e-003±3.955e-003 

F13 5.000000e-001±0 5.000924e-001±2.922e-006 5.000970e-001±3.315e-006 

F14 8.963265e-005±1.003e-004 3.497825e-004±2.602e-004 6.002708e-002±1.015e-001 

F15 3.507000e-002±5.212e-002 3.314261e-002±3.329e-002 7.330346e-002±9.207e-002 

F16 9.556852e-008±1.347e-007 2.729560e-007±3.264e-007 1.691262e-003±2.579e-003 

F17 2.964354e-006±8.654e-006 2.204531e-006±3.139e-006 1.219548e-002±2.270e-002 

F18 3.531193e-001±1.489 4.683879e-001±1.655 1.648905e+000±3.089 

F19 -1.800385±9.412e-004 -1.799046±2.848e-003 -1.799513±2.225909e-003 

F20 5.314191e-008±8.021e-008  2.812455e-008±6.277e-008 1.076526e-006±1.822e-006 
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Table 3 Best fitness value among 30 runs  

S. No AHS HRHS IHS 

F1 2.855862e-009 1.343856e-008 2.053935e-006 

F2 9.600143e-011 2.164715e-008 1.198169e-006 

F3 5.815747e-005 1.764631e-004 3.118140e-005 

F4 1.958559e-013 1.821665e-010 4.802143e-008 

F5 3.663776e-007 1.093478e-005 3.607597e-003 

F6 7.177261e-012 6.693637e-011 1.782266e-009 

F7 5.185013e-005 5.779162e-005 5.700247e-005 

F8 1.528496e-004 8.287648e-003 4.526073e-004 

F9 7.067063e-015 1.839398e-009 1.655465e-007 

F10 -4.668195e+001 -4.578741e+001 -4.441405e+001 

F11 -2.062612 -2.062612 -2.062612 

F12 1.634026e-012 1.547612e-011 7.103484e-012 

F13 5.000000e-001 5.000874e-001 5.000909e-001 

F14 5.090154e-006 1.838769e-005 3.497472e-005 

F15 2.652623e-006 5.029626e-004 1.662573e-003 

F16 5.522403e-011 1.398796e-009 1.470492e-007 

F17 1.941169e-012 2.776362e-009 1.599821e-006 

F18 4.729099e-005 2.915411e-003 3.596181e-004 

F19 -1.801281 -1.801295 -1.801296 

F20 1.370422e-012 1.212585e-012 8.114018e-010 

6 Conclusion 

In this paper, a novel Amended harmony search (AHS) algorithm is presented to 
improve the performance and efficiency of the harmony search algorithm. The 
AHS uses dynamic bandwidth (bw) and pitch adjustment rate (PAR) to maintain 
the proper balance between convergence and population diversity. In order to 
evaluate the performance of proposed AHS algorithm, we have applied it on a set 
of standard benchmark test functions. The results obtained by AHS shows that 
AHS has good searching ability and strong convergence. Results also suggested 
the AHS algorithm outperform the other two methods improved harmony search 
(IHS) and highly reliable harmony search (HRHS) in terms of fitness value. For 
the future scope, this method could be further applied to various engineering 
optimization problem. 
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Multiobjective Mixed Model Assembly Line 
Balancing Problem 

Sandeep Choudhary* and Sunil Agrawal 

Abstract. The main objective of this paper is to improve the performance 
measures of a multi-objective mixed model assembly line. The motivation of our 
work is from the paper by Zhang and Gen [1] in which the assembly line problem 
is solved by using genetic algorithm. Mathematical solutions of their work show 
balance efficiency (Eb) of 86.06 percent, cycle time (CT) of 54 minutes, work con-
tent (Twc) is 185.8 minute, production rate (Rp) is 1.11E, where E is line efficiency. 
When the same mathematical model is reconstructed by changing decision varia-
bles (changing variables that hold the relationship between the task-station-models 
to task-worker-model) without changing the meaning of constraints and solved 
using the branch and bound (B&B) method using Lingo 10 software, there is a 
significant improvement in performance factors of assembly line. The mathemati-
cal solutions are obtained as follows. The balance efficiency (Eb) increases by 3.86 
percent, cycle time (CT) decreases by 25.55 percent, work content (Twc) decrease 
by 22.17 percent and production rate (Rp) decease by 34.23 percent. 

Keywords: Assembly line balancing, Branch & Bound, Genetic Algorithm, 
Multiobjective mixed model. 

1 Introduction 

In this very competitive world, no manufacturing organization wants to produce the 
products in large volume with low variety. Companies are now shifting towards the 
idea of producing more variety that attracts consumers. The products having soft 
variety can be produced on single assembly line known as mixed model assembly 
                                                           
Sandeep Choudhary · Sunil Agrawal 
PDPM Indian Institute of Information Technology,  
Design and Manufacturing Jabalpur, 482005, India 
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line. In mixed model assembly line, there is a sequence of stations interconnected to 
each other through conveyor system. The speed of conveyor depends on the cycle 
time of bottleneck station. In order to design mixed model assembly line, there are 
number of criteria (objective functions) used by researchers.  

These objectives are enlisted as: (1) to minimize the idle time at the work-
stations, (2) to reduce the delay and avoid waste of production, (3) to improve 
quality of assembled products, (4) maximizing utilization of manpower by reduc-
ing idle time, (5) minimizing the number of workstations, and (6) maintaining the 
smooth flow of production by eliminating the bottleneck station.  

In literature attempts have been made by different authors to solve the problem 
of assembly line balancing. Chakravarty and Shtub [2] studied mixed-model line 
while considering work-in-process inventory with objectives of minimizing the 
labour, set-up cost and inventory. Rahimi Vahed et al. [3] introduced a new 
multiobjective scatter search for the mixed model assembly line (MMAL) which 
search for locally pareto-optimal frontier with the objectives to minimize: (1) total 
utility work, (2) total production variation, and (3) total setup cost. Whereas, 
Zhang and Gen [1] solved multiobjective mixed model assembly line balancing 
problem (MMALBP) by minimizing the following objective functions: cycle time 
minimization, workload variation minimization, and total cost minimization. The 
problem with three objectives was solved using genetic algorithm (GA). In the 
literature, the assembly line balancing problem has also been solved by methods 
like branch and bound (B&B), simulation annealing (SA), tabu search, ant colony 
optimization (ACO), and particle swarm optimization (PSO). 

2 Mathematical Model 

2.1 Previous Mathematical Model 

This section discusses the model given by Zhang and Gen [1]. The improved ver-
sion of the same is presented in the next subsection. 

Indices 
 

     : indices of task  
     : index of station  
     : index of worker  
     : index of model  
 
Decision variables 
 

                   1, if task j of model l is assigned on station i. 
                   0, otherwise. 
 
                  1, if worker w is working on station i. 
                  0, otherwise. 
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Parameters 
 

       : number of tasks. 
    : number of stations, number of workers. 
          : number of models. 
         : expected demand ratio of model l during the planning period. 
         : processing time of task j for model l processed by worker w. 
         : cost of worker w to process task j. 
         : utilization of the station i for model l. 
 
 : processing time at station i for model l. 
 
 
 

: cycle time for combination of models. 

 
 
 
 
 
Objective functions 
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         (7) 

          

         (8) 

          

         (9) 

The first expression in the objective function (1) of the model is to minimize the 
cycle time of the assembly line based on demand ratio of each model. The second 
expression in the objective function (2) is to minimize the variation of workload. 
The third expression in the objective function (3) is to minimize the total worker 
cost. Inequity (4) is the precedence relationships between tasks, that all predeces-
sor of task j must be assigned to a station, which is in front of or the same as the 
station that task j is assigned in. Equation (5) ensures that task j must be assigned 
to only one station. Equation (6) ensures that only one worker can be allocated to 
station i. Equation (7) ensures that worker w can be allocated to only one station. 

2.2 Improved Mathematical Model 

The mathematical model presented in subsection 2.1 is modified as follows. In this 
improved mathematical model the intermediate relationship between task-station-
model is changed to task-worker-model of the decision variable. With this small 
change, there is a significant improvement in the performance parameters of as-
sembly line. Based on the numerical problem considered in this paper (section 3), 
the improvement in the performance measures like balance efficiency (Eb) im-
proved by 3.86 percent and cycle time (CT) improved by 25.55 percent can be 
reported here. 

In the previous model given by Zhang and Gen [1], decision variable x… is de-
fined as follows. 
 

             1, if task j of model l is assigned on station i. 
             0, otherwise. 
 

Here the indices are jil respectively represent task-station-model relationship. In 
this paper the modified index of decision variable x… is defined as follows. 

 
             1, if task j of model l is assigned to worker w. 
             0, otherwise. 

 
The modified decision variable consisting of indices jwl respectively represents 
task-worker-model relationship. Rest of the mathematical model will remain same 
except replacing all xjil with xjwl in all the above equation. 
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3 Numerical Illustration 

The modification proposed in the subsection 2.2 has been verified by consider-
ing a numerical problem taken from Zhang and Gen [1]. This problem consid-
ers two different models to be assembled on the single assembly line. There are 
four workstations on this assembly line with manning level one. The prece-
dence diagram of two models is show in Fig. 1 and Fig. 2 respectively. Fig. 3 
shows the combined precedence diagram of both the models. Further, task time 
taken by four workers to perform each task for model 1 and model 2 is given in 
table 1 and table 2 respectively. Task time of the combined model and the cost 
charged by each worker to perform a particular task is given in table 3. The 
demand ratio of model 1 is 0.60 and model 2 is 0.40. The problem is to distrib-
ute the tasks among four workers at four different stations such that the com-
bined cycle time, variation of workload and cost charged by worker for both 
the models is minimized.  
 
 
 
 
 
 
 
 
 
 
     

Fig. 1 A precedence diagram of model 1  

 
 
 
 
 
 
 

 

     

Fig. 2 A precedence diagram of model 2 
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Fig. 3 Combined precedence diagram of both the models  

Table 1 Data set of model 1 

Task j Precedence w1 w2 w3 w4 
1 Ø 17 23 17 13 
2 - 0 0 0 0 
3 Ø 22 15 27 25 
4 - 0 0 0 0 
5 {3} 21 25 16 32 
6 {1} 28 18 20 21 
7 Ø 42 28 23 34 
8 {6} 17 23 40 25 
9 Ø 19 18 17 34 
10 {7,8,9} 16 27 35 26 

Table 2 Data set of model 2 

Task j Precedence w1 w2 w3 w4 
1 Ø 18 22 19 13 
2 Ø 21 22 16 20 
3 Ø 12 25 17 15 
4 {1} 29 21 19 16 
5 {2,3} 31 25 26 22 
6 - 0 0 0 0 
7 - 0 0 0 0 
8 {4} 27 33 40 25 
9 Ø 19 13 17 34 

10 {8,9} 26 27 35 16 
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Table 3 Data set of the combined model (combined time; worker cost) 

Task j Precedence w1 w2 w3 w4 
1 Ø 17.4; 83 22.6; 78 17.8; 81 13.0; 87 
2 Ø 8.4; 79 8.8; 78 6.4; 84 8.0; 80 
3 Ø 18.0; 88 19.0; 75 23.0; 73 21.0; 85 
4 {1} 11.6; 71 8.4; 79 7.6; 81 6.4; 84 
5 {2,3} 25.0; 69 25.0; 75 20.0; 74 28.0; 78 
6 {4} 16.8; 72 10.8; 82 12.0; 80 12.6; 79 
7 Ø 25.2; 58 16.8; 72 13.8; 77 20.4; 66 
8 {6} 21.0; 73 27.0; 67 40.0; 60 25.0; 75 
9 Ø 19.0; 81 16.0; 87 17.0; 83 34.0; 66 

10 {7,8,9} 20.0; 74 27.0; 73 35.0; 65 22.0; 74 

4 Results and Discussion 

Comparison is done based on three solution approaches. First approach for task 
assignment is given by Zhang and Gen [1] after solving the mathematical model 
with G.A, second approach for task assignment is obtained when the mathematical 
model is solved by B&B method, and the third approach for task assignment is 
obtained when decision variable is changed and modified mathematical model 
(given in subsection 2.2) is solved by B&B method. Assembly line performance 
indices like balance efficiency, delay and production rate are used for comparison. 
Table 4 shows assignment of tasks with three different approaches and table 5 
shows comparison of results with respect to various performance measures of 
assembly line. 

Table 4 Task assignments with different approaches  

 First approach Second approach Third approach 
Station 1 2 3 4 1 2 3 4 1 2 3 4 

Model  1 
Task 

 
1,7 

 
9,6 

 
3,5 

 
8,10 

 
1,3,5

 
6,7,9

 
8,10

 
- 

 
1,6 

 
3,9 

 
5,7 

 
8,10 

Model  2 
Task 

 
2,1 

 
9,4 

 
3,5 

 
8,10 

 
- 

 
- 

 
- 

1,2,3,4,5,8,
9,10 

 
1,8 

 
4,9 

 
2,5 

 
3,10 

 
Worker no 

 
4 

 
1 

 
3 

 
2 

 
2 

 
1 

 
4 

 
3 

 
4 

 
2 

 
3 

 
1 

Station 
time (min) 

 
41.4 

 
47.4 

 
43 

 
54 

 
37.8

 
53.4 

 

30.6

 
75.6 

 
36 

 
33.4 

 
40.2 

 
35 

 
When the mathematical model with the decision variable xjil  is solved using 

G.A, mathematical result shows balance efficiency (Eb) of 86.06 percent, delay (d) 
of 0.139 and cycle time (CT) of 54 minutes [1]. When same mathematical model 
given by Zhang and Gen [1] is solved by using B&B approach, balance efficiency 
(Eb) decrease to 65.27 percent, delay (d) increase to 0.347 and cycle time (CT) 
increase to 75.6 minutes. Further, when the decision variable is changed to xjwl  
 



662 S. Choudhary and S. Agrawal 

Table 5 Comparison of various results 

Sr No 
 

Description 
 

Solved by GA 
when xjil 

(Zhang and Gen, 
2011) 

Solved by 
B&B when 

xjil 

Solved by 
B&B when  

xjwl 

1 Work content 
time (Twc) 

185.8 min 197.4 min 144.6 min 

2 Cycle time  
(CT) 

54 min 75.6 min        40.2 
min 

3 Number of work-
stations (m) 

4 4 4 

4 Number of 
workers (m) 

4 4 4 

5 Total cost  744 1346 952 
6 Balance Efficien-

cy (Eb) 
86.06% 65.27% 89.92% 

7 Delay  
(d) 

0.139 0.347 0.100 

8 Production rate 
(Rp) 

1.11E 0.79E 1.49E 

E: Line Efficiency 
 

(as suggested in subsection 2.2 of the paper), there is significant improvement in 
the performance parameters of assembly line, i.e., balance efficiency (Eb)  increas-
es to 89.92 percent, delay (d) decreases to 0.100 and cycle time (CT)  decrease to 
40.2 minutes. 

Based on the results obtained, we can conclude that the first approach and third 
approach are comparable. In the third approach, the cycle time decreases by 13.8 
min but cost get increased by 208 unit. Therefore, to reduce the cycle time of the 
assembly line by 1 minute, the cost of assembly line increases by 15 cost unit 
(called as crashing cost). The manufacturing firm has to decide which option is 
suited for them and accordingly they have to adopt any one of the option available 
to him. Few firms may go for adopting third approach if cost aspect is least 
weighted as compared to increase in production some may adopt first approach if 
they prefer to reduce cost and also maintaining production at average level.  

5 Conclusions 

There are significant changes in the performance parameters of assembly line 
when the same set of problem is solved with different approaches. It is not neces-
sary that the performance parameters of assembly line will improve by adopting 
any other optimization technique to solve the assembly line problem. As in this 
paper, there is a worst result as shown by the performance parameters of assembly 
line when the same mathematical model given by author Zhang and Gen [1] is 
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solved by B&B method. At same time when the decision variable is changed as 
proposed in the paper in subsection 2.2 (without changing the meaning of con-
straints) and solved by B&B method, there are significant improvements in the 
performance parameters of assembly line. For proper assignment of tasks to work-
ers on stations which govern the performance parameters of assembly line, indices 
of the decision variables play important role in finding out the optimum solution. 
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