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Preface

The ninth edition of the European Conference on Technology Enhanced Learn-
ing (EC-TEL) was held in Graz (Austria) during September 16-20, 2014. This
volume collects all peer-reviewed contributions that were included in the exciting
program of this year’s conference.

EC-TEL is growing each year and is becoming the major interdisciplinary
venue for the community of technology-enhanced learning researchers in Europe
and worldwide. Since 2006, EC-TEL has provided a reference point for relevant
state-of-the art research in TEL; first in Crete (Greece, also in 2007), and then
in Maastricht (The Netherlands, 2008), Nice (France, 2009), Barcelona (Spain,
2010), Palermo (Italy, 2011), Saarbrücken (Germany, 2012) and Paphos (Cyprus,
2013).

The theme of EC-TEL 2014 was “Open Learning and Teaching in Educational
Communities.” This is to recognize that educational and learning arrangements
in our modern society are increasingly characterized by openness in terms of
participation, community building as well as highlighting the importance of tools,
devices, and resources used to support open access and social learning. As part of
a greater drive toward social learning, we note shifts between formal, non-formal,
and informal group learning.

Today, learners are coming together in different social settings and com-
munities such as in groups in schools, teams in a company, and in informal
communities of learners. They share and co-create educational resources and
interact with an ever increasing number of open educational resources (OER).
Learning communities differ in dimension from local ones, through local groups
to widely distributed global communities, such as witnessed by the emerging
MOOCs paradigm. The learners use multiple computational tools and devices,
often at the same time, e.g., tablets and smartphones for individual learning,
interactive tables and electronic whiteboards for collaboration, or mobile tech-
nologies for taking learning outside the classroom. Often, access to the open
educational arrangements take place in a mobile and ubiquitous fashion.

To understand how learning in such open educational communities happens
and how learning and teaching technology can be supported in this context
was the guiding question in this year’s edition. Drawing on the core TEL dis-
ciplines of computer science, education, psychology, cognitive science and social
science, research contributions presented in EC-TEL 2014 addressed topics such
as informal learning, self-regulated and self-directed learning, reflective learn-
ing, inquiry-based learning, communities of learners and communities of prac-
tice, learning design, learning analytics, personalization and adaptation, social
media, computer-supported collaborative learning, massive open online courses
(MOOCs), and schools and universities of the future.
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Moreover, EC-TEL 2014 was collocated with the 14th International Confer-
ence on Knowledge Technologies and Data-Driven Business (i-KNOW 2014) and
the programs were tightly integrated with shared plenary and keynote sessions.
This introduced the EC-TEL community to emerging topics such as data ana-
lytics, which is also shaping the learning scene as education becomes more open
and accessible.

This 2014 edition was extremely competitive, given the high number of sub-
missions generated yet again. Out of the over 200 initial abstract submissions, a
total of 165 valid paper submissions were received. Of these, 113 were full papers.
All submissions were assigned to three members of the ProgramCommittee (PC)
for review. One of the reviewers had the role of leading reviewer and initiated
a discussion in case of conflicting reviews. All reviews as well as the discussions
were checked and discussed within the team of PC chairs, and additional reviews
or meta-reviews were elicited if necessary. Finally, 27 submissions were selected
as full papers (resulting in an acceptance rate for full papers of 23.9%). Addi-
tionally, 18 papers were presented as short papers, 16 as demonstrations and 26
as posters. Table 1 shows the detailed statistics.

Table 1. Acceptance rate in different submission categories

    Accepted as 

Submitted as 
Full 

Paper 

Short 

Paper 

Poster 

Paper 

Demo 

Paper 

Full Paper 113 27 15 11 6

Short Paper 28   3 8 1

Poster Paper 9     5   

Demo Paper 15     2 9

Sum 165 27 18 26 16

The dedicated work of all the PC members as well as the additional reviewers
must be acknowledged. Only with their help was it possible to deal with the high
number of submissions and still keep all deadlines as originally planned.

Keynote presentations completed this competitive scientific program, Eti-
enne Wenger-Trayner, educational theorist and practitioner, best known for his
seminal work on communities of practice and social learning theory, gave a talk
entitled “Open Learning and Teaching: Perspectives from the Social Learning
Theory.” In addition there were two keynotes shared with the i-KNOW con-
ference. Bernardo A. Huberman, Senior HP Fellow and Director of the Social
Computing Lab at Hewlett-Packard Laboratories, presented his work on social
attention. Viktor Mayer Schönberger, Chair of Internet Governance and Regu-
lation at the Oxford Internet Institute, gave a talk about big data and how it
promises to fundamentally change how we make sense of the world.

Continuing with the tradition started in EC-TEL 2012, demonstrations had
a pronounced role in the conference program. A plenary session was organized as
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a “TEL Demo Shootout” in which the demonstrations were shown “in action”
giving the audience the possibility to vote for the best demo. Demonstrations
were also interactively exhibited during the conference and posters during the
welcome reception, sparking discussions between different but complementary
groups, bringing the community closer to solving the many problems we are
facing. Besides, representatives from the industry presented and discussed their
vision of the field in the industry track.

The TEL community also proposed and organized a number of stimulating
workshops as part of the conference. In all, 11 workshops and tutorials were
selected from the proposals and were organized. Some of them continue a row
of established workshops, like the workshops on motivational and affective as-
pects in TEL or on awareness and reflection in TEL. Others consider new topics
like MOOCs or smart city learning. A doctoral consortium was organized con-
currently with the workshops. It provided an opportunity for PhD students to
discuss their work with experienced TEL researchers.

We would like to thank the many contributors without whom the confer-
ence would not have been possible. These include foremost the authors, the
PC members and reviewers, and the conference chairs, who all contributed to
the program. We would also like to thank an enthusiastic and dedicated local
organization team in Graz who made EC-TEL a smooth and memorable experi-
ence. The conference was also partially supported by the European Association
of Technology-Enhanced Learning (EATEL), the University of Graz, Springer,
EasyChair, and the IEEE Transactions on Learning Technologies.

September 2014 Christoph Rensing
Sara de Freitas

Tobias Ley
Pedro J. Muñoz-Merino
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David Griffiths
Begona Gros
Christian Gütl
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Using JSON-LD and Hydra for Cloud-Based Tool Interoperability:
A Prototype Based on a Vocabulary and Communication Process
Handler for Mind Map Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 428
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Abstract. The need to properly design educational intervention, representing 
explicitly what students and teachers are planned to do, has been acknowledged 
in literature. Thus, Learning Design (LD) tools, if made accessible and usable 
by teachers, can bring significant benefits potentially improving results of edu-
cational practices. Although effort has been made in developing systems to 
support the learning design process, literature has shown they have not yet 
reached a sufficient spread among teachers. This paper investigated the subject 
by conducting semio-participatory practices with a group of teachers at a dis-
tance, to understand the meaning they make to issues regarding learning design 
practices and representations, aiming at eliciting user requirements for a pros-
pective LD tool. 

Keywords: Learning Design, Requirements Analysis, Semio-Participatory 
Practices. 

1 Introduction 

In recent decades, significant socio-cultural changes and the rapid evolution of infor-
mation and communication technologies have significantly modified the educational 
scenario, introducing greater complexity and numerous challenges to ensure the effec-
tiveness of education. Regarding the use of technology in education, it has been  
acknowledged the need to properly design educational interventions, representing 
explicitly what students and teachers are planned to do (Beetham, 2007). In this sce-
nario, Learning Design (LD), i.e., the design of educational actions, is a key factor 
that, if made accessible and usable by teachers, can bring significant benefits poten-
tially improving results of educational practices (Lockyer, Bennett, Agostinho, & 
Harper, 2009). 

The term “Learning Design” began to appear in the late 90's, in studies related to 
the Instructional Design field (Persico et al., 2013), although there is not yet a shared 
vocabulary within the research community. As highlighted by Dobozy (2011), the 
field itself is called "learning design" (Dalziel, 2006), "instructional design" (Chu & 
Kennedy, 2011), "curriculum design" (Ferrell, 2011), "educational design" (Goodyear 
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& Ellis, 2007), “design for learning” (Beetham & Sharpe, 2013) and “design-based 
learning” (Wijnen, 2000). Another relevant position defines the field as “pedagogical 
planning” (Earp & Pozzi, 2006; Gutierrez, Valigiani, Jamont, Collet, & Kloos, 2007). 
Agostinho (2006) provides a general definition for the process of LD as the represen-
tation of teaching and learning practices using a notational format. The aim of this 
practice is to create a plan of an educational intervention that can serve as model or 
template, adaptable by a teacher to suit his/her context and needs. Within a more 
technical point of view, Koper (2006) defines LD as the description of the teach-
ing/learning process that occurs in a unit of learning (e.g., a course, a lesson or any 
other designed learning event). It represents the learning activities and the support 
activities that are performed by different persons (learners, teachers) in the context of 
a unit of learning. For this purpose, the IMS Learning Design specification aims to 
represent the LD in a semantic, formal and machine interpretable way. On the other 
hand, paying more attention to the sharing of experiences and professional growth of 
teachers, Conole (2013) defines LD as a methodology useful to guide teachers to 
make more informed decisions, through the elicitation of pedagogical and practical 
knowledge. This general definition is not restricted to units of learning, but includes 
the design of resources and individual learning activities right up to curriculum-level 
design. From this perspective, the main purpose of LD is to help make the design 
process more explicit and shareable. As a research area, LD includes both the under-
standing of the design process, as well as the development of LD resources, tools and 
activities. 

Starting from IMS-LD specification (R. Koper, Olivier, & Anderson, 2003), many 
LD representations, software tools and design frameworks have been developed in the 
last years (Conole, 2013). Nevertheless, despite these efforts, no evidence has been 
presented yet regarding simplifying the design process or gaining a wider audience 
among teachers not specialized in LD or not proficient in the use of technology (Ar-
petti, Baranauskas & Leo, 2013a; Goodyear, 2005; Katsamani & Retalis, 2013; Oliver 
& Littlejohn, 2006). 

This paper investigates the subject by conducting a study with teachers of Italian as 
second/foreign language, located in different countries, aimed at understanding the 
meaning they make to a prospective system intended to support their practices of LD. 
This work is part of the Ledita (Learning Design for Italian Language) research 
project (Arpetti, Baranauskas & Leo, 2013b) that aims at developing practical solu-
tions and theoretical knowledge related to LD. The project is inspired by the Educa-
tional Based Research methodology (McKenney & Reeves, 2012) and is developed 
with the collaboration of a group of Italian language teachers. Following the first 
research phase, devoted to the analysis and exploration of the problem through a usa-
bility evaluation of the latest generation LD software tools and an investigation of 
teachers‟ design practices, this paper describes and discusses results of the predesign 
phase, which was intended to clarify the raised issues and specify user requirements 
for the development of a LD software tool. 

In order to promote a better understanding of end user needs and develop solutions 
closer to their teaching realities, we adopted the Semio-Participatory approach, based 
on the assumption that “including the user in the design process is vital to make sure 
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we are creating systems that make sense and that are part of the users‟ context of 
life” (Baranauskas, 2009). Inspired by Organizational Semiotics (Liu, 2000), the  
Semio-Participatory framework integrates the system design with social and participa-
tory practices: the technical level of technology design (the software system) presup-
poses knowledge of formal (forms and rules) and informal (meanings, intentions, 
beliefs, responsibilities) social levels, understood by the analysis of signs carried by 
messages of participatory practices. Among the methods and artifacts proposed by 
these theories for problem analysis and requirements specification, we selected the 
Group Elicitation Method (GEM) (Boy, 1997) and the Problem Articulation Method 
(PAM) (Liu, 2000). The selection of these methods was motivated by their effective-
ness in facilitating the communication among the participants on the problem clarifi-
cation, definition and sharing of signs in their usefulness for the elicitation and  
specification of requirements. To facilitate the participation of teachers involved in 
the research project, we adapted these methods and artifacts for use in remote and 
asynchronous mode, through forums and shared editable documents in the project 
website. This paper describes the process and the results of the semio-participatory 
activities for the user requirement analysis of a LD software tool. The text is orga-
nized as follows: Section 2 illustrates the results of participatory requirement analysis 
activities; Section 3 presents the study findings; Section 4 discusses the results and 
Section 5 illustrates the conclusions of the study. 

2 The Study 

The Ledita project counts on about 90 participants, who are teachers of Italian as 
second/foreign language from 16 countries. All teachers had a Liberal Art education 
with a multidisciplinary background and most of them had a tertiary education and a 
multi-years teaching experience. They were asked about their relationship with tech-
nology and none of them said to have a negative one, whereas the majority declared 
to have a good or excellent relationship. The most commonly used technologies were 
computer, smartphone and tablet in private life, and computer and interactive white-
board in professional life. With regard to their experience with software tools, all the 
participants used Internet; most of them had an e-mail address, an office software 
suite and some of them a graphics program and a video-editing tool. 

In this study, interactions among teachers took place in an asynchronous way 
through the project website, where participants used forums, editable web shared 
documents (Google Drive) integrated in the website and specific forms for the com-
pletion of research activities. 

The selection of participants for the activities conducted in the requirements phase 
was made through proposition to volunteers among teachers involved in Ledita 
project. The number of participants was 7, as suggested by GEM methodology, and 
we maintained this group along all the activities. The selected teachers come from 
Argentina, Brazil, Greece, Ireland and Italy and, as the others, are specialized in 
teaching Italian as second / foreign language. All the teachers had participated in pre-
vious LEDITA‟s research activities, usually carry out LD in their teaching practice 
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and were previously introduced to the main software tools available for educational 
design and planning. 

After discussion through an initial forum about some actual LD representations and 
tools, the teachers completed GEM activities in order to explicitly describe the con-
cepts that characterize an ideal LD tool and to hierarchically classify these concepts. 
After reaching a consensus, results were critically discussed and teachers proceeded 
to the PAM activities. The aim of this second group of activities was: a) to elicit inter-
ested parties in the prospective software tool, with the Stakeholder Analysis artefact; 
b) anticipate possible problems and propose solutions, with the Evaluation Framing 
artefact and, finally, c) organize and discuss the results, highlighting eventually open 
issues, with the Semiotic Ladder artefact. 

The next subsections describe the GEM as well as the PAM, their artefacts and the 
way they were used. 

2.1 The Group Elicitation Method 

The GEM (Boy, 1997) is a participatory practice we can locate in the initial stages of 
the software lifecycle, which aims at eliciting end-users‟ knowledge for the design of 
new user interfaces and complex human-machine systems. This participatory design 
method consists of the elicitation of important concepts from end-users‟ viewpoints 
and in deriving a consensus among the participants, using a brainstorming technique 
combined with a decision support system. A GEM session is usually composed by six 
phases: 1) Formulation of issue statements; 2) Generation of viewpoints; 3) Reformu-
lation of viewpoints into more elaborate concepts; 4) Generation of relationships be-
tween these concepts; 5) Derivation of a consensus; 6) Critical analysis of the results. 

The original phases of GEM were adapted to fit our research scenario in which the 
subjects had to participate at a distance, as follows: 

Formulation of issue statements. For the formulation of issues statements, based on 
the list proposed by Nielsen et al. (1986), a structured interview was created and pro-
posed to participants through a shared web document that teachers could simulta-
neously edit. The questions, translated into Italian, were as follows: What is the goal 
of the engineered system that we plan to design or evaluate?; How is the system or its 
equivalent being used (current practice, observed human errors); How would you use 
this system (users‟ requirements)?; What do you expect will happen if the corres-
ponding design is implemented (e.g., productivity, aesthetics, quality of work product, 
quality of work life, and safety issues)?; How about doing the work this way (naive or 
provocative suggestions)?; What constraints do you foresee (pragmatic investigation 
of the work environment)? 

Generation of viewpoints. This phase consisted of a “brainwriting”, a collaborative 
written brainstorming, aimed to highlight the points of view of the participants in 
relation to the questions posed in the structured interview. In this study the viewpoints 
were collected through their collaborative writing of a single document using Google 
Drive. The participation of the teachers in this activity lasted 3 days, with contribu-
tions and comments inserted directly into the shared document. 
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Reformulation of viewpoints into more elaborate concepts. For the elaboration of 
viewpoints into concepts, participants highlighted possible important concepts in the 
text and then analyzed and developed a list of concepts by means of combinations and 
divisions, always using collaborative writing through Google Drive. 

Generation of relationships between these concepts. For the identification of rela-
tionships between concepts a form was created in the project website in which partic-
ipants had to choose whether a concept was more important (+1), equally important 
(0) or less important (-1) compared to all other concepts mentioned. The objective of 
this artifact, called "triangular matrix", is to serve as decision system for the classifi-
cation and organization of concepts obtained from previous stages. 

Derivation of a consensus. For the derivation of consensus, a data analysis of each 
participant's matrix obtained during the phase 4 was carried out, by the creation of a 
global matrix of the scores assigned to the relationships between concepts. Starting 
from the global matrix it is possible to derive the consensus, which is expressed with 
4 parameters: 1) The mean priority (MP) of a concept corresponds to the mean of the 
scores assigned to a concept with respect to the other concepts by all the participants. 
The value range of the mean priority is the interval [-100, +100]; 2) The interpartici-
pant consistency (C) of a concept corresponds to the mean of the standard deviations 
of all global scores; 3) The mean priority deviation (D) or stability of a concept cor-
responds to the standard deviation of the mean priority with respect to the global 
scores of a concept; 4) The global consensus (GC) expresses a global score of the 
group consensus on the investigated issue. 

Critical analysis of the results. Finally, results obtained from previous phases were 
presented to the participants, who have analyzed and commented on them using a 
forum in the website project. 

2.2 The Problem Articulation Method 

The PAM (Liu, 2000), developed in the later 1970s by Ronald Stamper within the 
MEASUR (Methods for Eliciting, Analyzing and Specifying Users‟ Requirements) 
research project, provides a set of techniques and tools that enable to understand and 
clarify problems. By using the method, undesirable omissions from analysis and spe-
cification can be reduced. Specifically, for the Ledita project, the same participants of 
previous GEM activities, always in remote and asynchronous activities, have used 
three artifacts: 1) Stakeholders Analysis, 2) Evaluation Framing, 3) Semiotic Ladder.  

Stakeholder Analysis. This artifact allows investigating the involved parts that direct 
or indirectly influence or interest the information system under analysis. It is based on 
the technical, formal and informal levels of participation and organizes the stakehold-
ers into five categories: Operation, Contribution, Source, Market and Community. To 
carry out this analysis, a document in Google Drive was prepared with the five stake-
holders categories that participants filled in with their suggested stakeholders. 

Evaluation Framing. The second activity consisted in completing the results obtained 
from the stakeholder analysis, by anticipating, for each stakeholder category, prob-
lems, questions and related issues and suggesting possible solutions (Baranauskas et 
al., 2005). For this activity, we prepared a Google Drive document with a table that, 
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resuming the results of the Stakeholder analysis, added 2 columns to every stakehold-
er category: the first concerning problems/questions related to those stakeholders, and 
the second concerning ideas/solutions related to the raised issues. 

Semiotic Ladder. To complete the PAM, participants filled in the Semiotic Ladder, an 
artifact useful to organize the different levels of requirement information. Besides the 
traditional semiotic division of syntax, semantics and pragmatics, the Semiotic Ladder 
of Stamper (1996) adds three new levels: "Physical World", "Empirics" and "Social 
World" (Table 1). 

The activity of the participants in this study consisted in completing the various le-
vels of the Semiotic Ladder starting from the stakeholders list suggested in previous 
analysis and indicating open questions and possible solutions for each level of the 
ladder. As for precedent activities, participants wrote their contributions directly in a 
web-shared document created with Google Drive. 

Table 1. Original Semiotic Ladder (from Liu 2000) 

H
um

an
  

in
fo

rm
at

io
n 

fu
nc

-
tio

ns
 

 SOCIAL WORLD: beliefs, expectations, culture, functions, 
commitments, contracts, law, ... 

 PRAGMATICS:  intentions, conversations, negotiations, 
communications, ... 

 SEMANTICS: meanings, propositions, validity, truth, significations, 
denotations, ... 

T
he

 I
T

 
pl

at
fo

rm
 

 SYNTACTICS: formal structure, language, logic, data, records deduc-
tion, software, files, ... 

 EMPIRICS: pattern, variety, entropy, channel capacity, noise, redundancy, 
efficiency, codes, ... 

PHYSICAL WORLD: signals, traces, physical distinctions, hardware, component 
density, speed, economics, ... 

3 Results 

Results from GEM and PAM activities were collected in text documents and spread-
sheets and manually elaborated for analysis. 

3.1 Findings on the Group Elicitation Method 

For GEM activities, the teachers‟ participation was intense and every point of the 
issue statements was commented with the creation of articulated and connected view-
points. Then, through several rounds of elaboration, 12 concepts were highlighted, 
interpreting and organizing the five-page document created in previous phases. The 
selected concepts were: 1) Support to Design, 2) Graphical Representation of De-
signs, 3) Consideration of Educational Needs, 4) Support to Reflection, 5) Economy 
(Time), 6) Ease of Use (Short Learning Curve), 7) Sharing of Designs, 8) Reuse of 
Designs, 9) Collaboration, 10) Author Identification, 11) Aesthetics (Look and Feel), 
12) Software Compatibility. 
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In the generation of relationships between the concepts, we obtained a triangular 
matrix for every participant. By collecting the triangular matrix of all participants, we 
obtained the Global Score matrix (see Table 2). In this Table, the value of a single cell 
is related to the sum of all scores assigned by a participant in the triangular matrix to 
the relations of that concept with all the other concepts. 

Table 2. Concepts Relationships Global Score Matrix 

Concepts 
Single Participants’ Score 

1 2 3 4 5 6 7 
Global 

Score (GS) 

Support to Reflection 7 3 -3 -1 6 4 7 23 

Consideration of Educational 
Needs 

 
7

 
2 

 
1 

 
-5

 
6 

 
4 

 
6 21 

Ease of Use (Short Learning 
Curve) 

 
0

 
6 

 
-3

 
9 

 
1 

 
3 

 
1 17 

Economy (Time) 4 9 -1 7 -8 -2 3 12 

Reuse of Designs 2 4 -2 6 3 4 -5 12 

Support to Design -2 2 3 -5 2 -1 8 7 

Sharing of Designs 2 -6 0 5 3 2 -6 0 

Software Compatibility 2 8 -2 -5 0 3 -8 -2 

Graphical Representation of 
Designs 

 
-1

 
-3 

 
3 

 
-5

 
-2

 
-6

 
7 -7 

Collaboration -5 -5 -5 6 5 1 -6 -9 

Author Identification -7 -9 9 -11 -9 -5 -5 -37 

Aesthetics (Look and Feel) -9 -11 -1 -1 -8 -7 -2 -39 

 
Observing the Global Score obtained by each concept, we can notice that “Support 

to Reflection” and “Consideration of Educational Needs” were the most important 
concepts for participants, followed by “Ease of use (short learning curve)”, “Economy 
(time)”, “Reuse of designs” and “Support to Design”, all with a positive score. “Shar-
ing of designs” was understood as neutral, whereas “Software Compatibility”, 
“Graphical representation of designs”, “Collaboration”, “Author identification”, 
“Aesthetics (Look and feel of the software)” received a negative evaluation in relation 
to other concepts, meant to be less important. 

In relation to the consensus analysis, results of Table 3 show that Mean Priority re-
flects the Global Score, with a sufficient uniformity of evaluation among the partici-
pants, except for the two most and, especially, the less important concepts, for which  
Mean Priority Deviation increases to exceed 5 points. These last values have therefore 
reduced the level of homogeneity, as we can see even from the relatively high Inter-
participant Consistency value and from the Global Consensus that is slightly negative. 
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Table 3. Consensus Analysis 

Concepts Mean Priority Mean Priority Deviation 

Support to reflection 29,87 3,44 

Consideration of educational needs 27,27 3,14 

Ease of use (short learning curve) 22,08 2,54 

Economy (time) 15,58 1,79 

Reuse of designs 15,58 1,79 

Support to Design 9,09 1,05 

Sharing of designs 0 0 

Software Compatibility -2,6 0,3 

Graphical representation of designs -9,09 1,05 

Collaboration -11,69 1,34 

Author identification -48,05 5,53 

Aesthetics (Look and feel) -50,65 5,82 

Interparticipant Consistency: 4,34 

Global Consensus: -2 

3.2 Findings on the Problem Articulation Method 

Results of the Stakeholder Analysis reported 19 stakeholders potentially interested in 
the system. Grouped in the categories of analysis, they are: Operation (Teachers, Stu-
dents, Authors of didactical materials, Curriculum administrators), Contribution 
(Project participants, Software developers, Researchers), Source (Italian language 
teachers, Web system), Market (Universities involved in the research, LD software 
tools, Sponsors), Community (School directors, Faculty chairs, Media, Students‟ 
families, Teachers‟ families, Libraries, Scientific community). Figure 1 shows the 
results of stakeholder analysis in the Google Drive created by the participants. 

 

Fig. 1. Stakeholder Analysis 
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For the Evaluation Framing, participants filled in the predisposed form with 13 
questions/problems and 11 ideas/solutions to solve these issues. Table 4 shows an 
excerpt of the Evaluation Framing structure, related to source stakeholders.  

Table 4. Excerpt of Evaluation Framing 

Source 
Stakeholders: Questions and Problems: Ideas and Solutions: 

 
 
- Italian Language Teachers 
- Web system 

If the system is a web applica-
tion, it needs an Internet 
connection to work. If a con-
nection is not available, the 
system turns unusable. 

Make available a system ver-
sion that can be used without 
an Internet connection and 
provide the ability to upload 
the material developed offline 
when a connection is available. 

 
Finally, results of the Semiotic Ladder show a good participation for the three first 

levels (social world, pragmatics and semantics) and a more synthetic participation for 
the more technical levels (syntactics, empirics, physical world). Table 6 shows an 
excerpt of the Semiotic Ladder. 

Table 5. Excerpt of Semiotic Ladder 

 
 
 
 
 

Social World 

Elements: Open Questions: 
Allow teachers' reflection

on their teaching practice
and facilitate a more effi-
cient use of technologies in
education 

Could culture, values and
emotions of teachers affect
the use of software? 

Are there laws that may
create obstacles to the shar-
ing of designs and re-
sources? 

How to ensure com-

4 Discussion on the Main Findings 

Results of the GEM activities showed essentially a strong interest of the participants 
in issues that are closely related to the practice of teaching. The main indication that 
comes from the elicitation and hierarchy of these concepts is the importance of LD as 
a moment of reflection and professional growth. This affirmation arose from the 
priority of “Support to Reflection” concept and from two explicit references in view-
points for design practice as opportunity for professional growth. The supporting 
action is seen as a design flexibility that allows the “Reuse of designs” (appeared in 
concepts) and the revision and adaptation of designs to “Educational needs” (both in 
concepts and viewpoints). 

This request for flexibility opens a new scenario in the horizon of LD tools to date, 
characterized by two main tendencies. The first is to support the design process via a 
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user-friendly visual design environment, based on specific design principles and phi-
losophies (Katsamani & Retalis, 2013); the second, is to help and guide teachers to 
take decisions during the design process (Masterman & Craft, 2013). However, teach-
ers request a freer design process that is able to support and not constrain their ideas, 
choices and decisions. The flexibility is especially required by teachers' interest in 
ensuring the valorization of LD actors and resources. For the actors, the consideration 
of all possible subjects of an educational action is important, be they children, adults, 
and elderly or with special needs (four participants mentioned these during the gener-
ation of viewpoints). Concerning the resources, in facilitating the reuse and dissemi-
nation of educational materials previously created (three mentions in the viewpoints). 
The reuse of a LD is also motivated by the considerable amount of time required to 
design (“Economy” concept). In order to minimize this problem, a strong demand  
for usability and simplicity of the software emerged from teachers (“Ease of use” 
concept). 

The importance attributed to the reflection on teaching practice and to the reuse of 
projects after a re-adaptation to the new context of use has contributed to the position-
ing of sharing of designs with other teachers in a secondary position (“Share of de-
signs” concept collected MP = 0). This indication seems to go against the viewpoint 
of many LD experts, who argue that the sharing of designs between the community of 
practitioners is fundamental (Conole, 2008; Davinia Hernández-Leo et al., 2011). 
This is probably due to the fact that teachers have understood the sharing of designs 
as a not very useful activity if automatically done and not accompanied by reflection 
and the possibility to adapt the design to their needs (two teachers explicitly affirmed 
this in the viewpoints). This could also be due to the fact that there is no common 
language for describing online and face-to-face educational experiences (Dalziel, 
2012). 

Analyzing the viewpoints created by participants during GEM activities, we can 
highlight some interesting aspects. First, text emerged as a main representation mod-
ality for the design and graphical representations were limited to marginal roles. Fur-
thermore, participants have always reported text editors as the main design tool that 
allows describing educational activities in detail. This indication contrasts with the 
current trend of LD software tools, for which, the representation is mainly graphical, 
using flowcharts, columns or concept-maps (Conole, 2013). 

Little significance was given to the possibility of designing in a collaborative way 
(no explicit mention in the viewpoints and negative score for the mean priority of 
“collaboration” concept). This indication highlights the importance and uniqueness of 
the relationship between designer, educational context and teaching materials (re-
ported in three different parts of the document). In this relation, the teacher/designer 
him/herself is seen as part of a system and not as the owner of an educational project 
(as shown by the negative score for the mean priority of the „author identification‟ 
concept). Another point is the possibility of taking into account the copyright rules for 
the use of specific educational resources. This element has been considered in GEM 
viewpoints, in the Evaluation Framing and in the Semiotic Ladder. 

Concerning the more technical aspects, teachers have shown interest in a system 
that can adapt to multiple operating systems and devices. This request was made in 
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order to make the system accessible by schools with poor technological structures. 
Finally, a lack of interest, although with a few exceptions, in the aesthetics of the 
software, reaffirming the need for simplicity and familiarity with the most common 
systems, especially text editors. 

In relation to PAM activities, the stakeholder analysis has enriched the relationship 
between teachers, context and learning materials emerged from GEM, emphasizing 
the need to consider, in addition to teachers and educators, creators of educational 
materials, pedagogical coordinators and school managers. The presence of these 
stakeholders has led the discussion within the evaluation framing through aspects 
related to the management of the copyright for educational materials and the license 
to be applied to the software. The emerged intention, in line with current trends, was 
to move toward open materials and resources, allowing the interaction with the web 
for their retrieval, and to distribute the software with a free use license. 

Another element of reflection was the difficult relationship of many teachers with 
technology, although they had considered themselves as knowers of technology in the 
first phase of the Ledita project. This difficulty appeared in relation to the use of tools 
other than those they are accustomed (office suite and graphic programs), and the 
frequent limitation of technological resources of the schools. In this regard, teachers 
stressed the importance of compatibility of the system with different devices, to pro-
vide simple and quickly visible instructions of use, and to generate a printing version 
of LDs, in order to facilitate the activities in the classroom, even in the absence of 
technological resources. 

The Semiotic Ladder, finally, has encouraged a lively dialogue among teachers that 
has enriched previous discussions and has allowed analyzing elements of extreme 
importance for the development of the software. First, at the level of the social world, 
the reference to design as a tool for reflection on professional practice; efficiency in 
the use of technology in education has strengthened the demand for the development 
of an open system that makes the web a source of stimulation for the exchange and 
dialogue between cultures. This interpretation gives a new importance to the sharing 
of designs, which is not seen as an end, but as a motivation to the improvement and 
professional growth by means of the example and the re-elaboration of designs. 

To this end, with the pragmatic level, the demand for flexibility of the software is 
found to be of fundamental importance for the success of the system. To allow ade-
quate representation and fruitful sharing of designs, it is necessary a dynamic catego-
rization of the elements that compose the designs. This could be achievable by  
allowing the customization by teachers, to suit their specific needs and better adapt to 
the educational context. In fact, one of the main limitations encountered by partici-
pants during the initial analysis of existing systems was the narrowness of some cate-
gorizations and the lack of possibility to add new elements. 

Concerning flexibility and the good usability of the system, the semantic level 
brought the need to provide searching tools to explore all the possible design contents 
and combine the textual representation of the designs with a graphic summary that 
allows a global overview on the elements that compose the designs. Syntactic, empir-
ical and the physical world levels have focused the attention on the development of a 
web-based system, that should allow safe access to users through a free registration 
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service and the ability to be used on different types of devices, including desktop 
computers, laptops and tablets. 

Summarizing, the main user requirements indications for the prospective LD tool, 
as resulted of this study, are listed as follows: 

• Reflection and professional growth are the main aims for design practice and shar-
ing. This indication requires the use of high level language and the selection of me-
taphors closer to teaching practice; 

• Reuse of design is important for time economy and to stimulate the sharing of ex-
periences, but only if designs can be modified and adapted to the new context of 
use; 

• Flexibility is a key factor to adapt designs to every educational context. It is re-
ferred to the definition and orchestration of actors, resources and activities, using 
dynamic categorizations; 

• Usability and simplicity are important for the diffusion among teachers; 
• Text is the preferred modality of representation, whereas a graphical representation 

is useful for a global overview of the design; 
• The system should be a web application to allow the use of different operational 

systems and devices; 
• The use of free web resources allows avoiding copyright issues for didactical  

material. 

5 Conclusion 

LD is a key element to achieve positive educational results, but systems available 
today to support the LD process have not yet reached teachers and an adequate level 
of usability. This paper investigated the subject by conducting a study with teachers 
of Italian as second/foreign language, to understand the meaning they make to a pros-
pective system intended to support their practices of LD. 

This study involved the use of semio-participatory practices with a group of teach-
ers at a distance, to understand the meaning they make to issues regarding LD practic-
es and representations, aiming at eliciting user requirements for a prospective LD 
tool. The participatory requirement analysis activities carried out with the teachers 
have revealed aspects of the professional world of potential end-users and their needs 
and expectations. These participatory activities were well received by the participants 
and the remote asynchronous modality of participation has allowed us to complete the 
activities within a reasonable time and with a sufficient level of detail and involve-
ment. 

Analyzing the results, it was possible to synthesize a number of practical indica-
tions useful for developers interested in development informed by the practice of the 
main interested parties, who can rely on contextualized and well-argued information. 
Future works in this investigation involve the formalization of a conceptual  
framework able to support reflection and professional growth within the practice of 
educational design and the development of a system capable to respond to the user 
requirements emerged from this study. 
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Abstract. The Kelluwen project implements middle and high-school
educational activities where the use of Web 2.0 tools is incorporated to
improve collaboration construction, sharing and publishing of the learn-
ing outcomes. The Worklog tool, a microblogging space within the Kel-
luwen platform has an active role in the educational activities. Using
probabilistic topic models, correlation analysis and principal component
analysis (PCA), we analyzed micropost of 85 class groups participating
in the Kelluwen project and found interesting relations of the types of
messages posted and other factors such as the teacher participation in
the microblog, the rural or urban nature of the schools and other aspects
of the educational experience.

1 Introduction

A number of public educational policies and efforts have been carried out in
Chile to incorporate technologies in the public educational system [9,2]. In the
decade of the 90’, the educational policies implemented the project Enlaces
(www.enlaces.cl) which successfully deploy computer laboratories to nearly 100%
of all primary and secondary schools in the country. Nowadays, this infrastruc-
ture is maintained and used in different levels, and in many cases, with a con-
siderable amount of difficulties. In many cases, the school administrators set low
importance to computer maintenance, networking and Internet connection, and
reduce costs on the maintenance of this infrastructure. In other cases, due to
disciplinary and educational concerns, some schools block the access to on-line
systems like Facebook or Youtube, because they are considered as distracting
resources. In summary, administrative difficulties, and cultural and technological
gaps on teachers and administrative staff join together to make the incorporation
of educational innovation using Web 2.0 in the school a very difficult endeavor

� Financial support from Fondef- CONICYT under D08i-1074 project and DID-UACh.

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 15–28, 2014.
c© Springer International Publishing Switzerland 2014



16 J. Born et al.

[4]. In the other hand, the use of the Internet has grown very fast in Chile. Con-
sumption studies have identify that 91% of the young population and 56% of
the adults and elder adults are connected to the Internet. Thus, the use of social
networking on-line tools and social media has reached the 89% of the population
ref:iab2013.

The project Kelluwen [14] is an attempt to incorporate the effective use of so-
cial web tools (the Web 2.0) in formal curriculum of public education in southern
Chile. The project target the socio-communicative skills in high school students
and put forward activities combining traditional classroom activities and the
use of social web tools as didactic resources. To better support such activities,
the Kelluwen Web platform includes a microblogging tool called the Worklog
(Bitácora in spanish) [12]. The Worklog tool was originally added as a com-
plementary and informal channel for students and teachers to share informa-
tion within and between different classrooms participating in the project while
performing similar activities. During activities, students and teachers used the
worklog to give opinion on the students’ team works, share information, reflect
about the ongoing activities, or simply say “hello”. We claimed that the worklog
is a valuable tool since it’s logs of messages can be further reviewed to partially
reconstruct or have a better idea of what “was going on” during the activities.
Since the worklog was explicitly intended as an informal channel, one of the
challenges of analysing the microblogging activity is to deal with the heavy use
of slang and miswritten words.

In this work we use statistical based topic models to explore the microblogging
messages of 85 classroom groups that used the worklog tool during 2011 and
2012, relating such activity with other parameters such as the participation of
teachers, the level of completeness of the activities, and the urban/rural nature
of the schools. We are interested to see to which extent the participation of
the teachers in the worklog influences students’ posts and to which extent the
activity on the worklog reflect the success of the learning experiences.

The paper is organized as follows. The next section briefly reviews previous
work done in two areas: text analysis on microblogging data, and the use of
microblogs in educational settings. Section 3 describes the educational setting
carried out in Kelluwen interventions, the microblogging platform -the Worklog-
that support the activities, and the data set collected. Section 4 presents the
pre-processing of the data set, the variables included in the analysis and the
results of the topic model. Section 5 describes the results of the analysis of the
use of the microblogging space and the factors that quantitatively and qualita-
tively describe the learning experiences. Section 6 presents the conclusions and
discussion.

2 Related Work

2.1 Microblogging in Education

Regarding the use of Microblogging In Education (MIE), Gao et al [7] made a
survey analysis of 21 research works published during the period of 2008 and
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2011. They reported a wide variety of educational settings using microblogging,
mainly as a informal communication platform supporting the learning activi-
ties. According to the authors, the analyzed works consistently concluded that
microblogging effectively increases communication (both between students and
between students and teachers), increase social presence, and help in building
a learning community. However, published work is usually descriptive and lacks
of deep analysis on the impact of using microbogging in the class. According
to Ebner et al [6], the use of microblogging has two main advantages: it makes
possible to post immediate feedback (especially in peer review and collaborative
learning activities) and it allows to track the learning process. In their case study,
students of a master degree program of Business in Austria used a microblog
based on the open source software Indenti.ca. Other works report the impacts of
using microblogging in reflective thinking [16,5]: as students are limited to 140
characters to express ideas, they are forced to express themselves in a concise
and clear manner. Holotescu and Grosseck [10] showed how an entire course can
be managed and delivered using a microblogging platform. They use Cirip.ro, a
platform that enhance microblogging with group management, embbeded images
and video, among other features.

2.2 Analysis of Microblogging Data

There is a considerable amount of research analyzing twitter (and other mi-
croblogging systems) activity in different context. In general, microblogging anal-
ysis is performed with a wide range of methods involving machine learning and
natural language processing techniques. Abel et al [1] performed hashtags, en-
tity, and topic extraction techniques using OpenCalais (www.opencalais.com) to
build user profiles from twitter data. Paul and Drezde [13] presents the Ailment
Topic Aspect Model (ATAM) where words describing ailments and diseases are
taken from articles and used as prior knowledge to enhance a probabilistic topic
modeling process done over twitter data covering public health trends. Yang et
al [17] put forward a framework to perform dynamic pattern analysis on Twitter
feeds. Their algorithm, SPUR (Summarization via Pattern Utility Ranking) an-
alyzes topic patterns as the tweet feed goes on. Topics are extracted as a result of
matrix factorization techniques, and divergence metrics are computed between
topics in different times to build an evolution trace distinguishing topics that
change, new topics appearance, topic disappearance, topic merging, etc.

3 The Kelluwen Activities and Platform

The Kelluwen project developed a series of Didactic Designs to be used in mid-
dle and high school levels in 2 classes: Language and History. A Didactic Design
(DD) covers a unit of content as specified in the chilean public school curricu-
lum, and contains a series of activities which blend traditional classroom learning
strategies with the use of social web tools like Wordpress, Youtube, Panoramio,
etc. In this way, Kelluwen aims to bring the sharing and communication capa-
bilities of the social web, to formal learning activities in schools. A common DD
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sequences around 9 activities, and each activity is intended to last 1 class period
(1 and a half hours). In the DD, the students work in teams with the goal of
creating an outcome that is finally published in a social Web tool and reviewed
by peers. To make this happen, activities are organized into three stages: a mo-
tivation stage, where students are introduced to concepts and topics, and they
must study the topic and begin to incorporate the knowledge; a creation stage,
where using the learned concepts they must generate new content, such as a blog
or a video, exercising their communicative skills; and an evaluation stage, where
the generated content is now passed to other students, which may be from the
same classroom or from a different classroom working in the same DD, who must
evaluate and give feedback on the work done. They also have the opportunity
to do an auto-evaluation and receive comments from the guiding teacher.

During the activities, students and teachers have access to the Kelluwen Plat-
form, a Web system designed to support the learning activities by providing
access to material and tools to facilitate the communication and monitoring of
the work. Although the main interaction between students and teachers happens
in person, the Kelluwen Platform and its tools are used to a considerable extent.
As mentioned before, the platform include a tool called the Worklog that pro-
vides each class with a microblogging space. Within the 3 years of the Kelluwen
project interventions, the use of the Worklog tool varied as the project devel-
oped and other tools for communication and work management were added to
the platform. Until the first semester of 2011, the microblog was mainly used
to share links to the teams work outcomes and was the only communication
tool between different classrooms. Up to that moment, the use of the Worklog
was generally mandatory in most of the classrooms. After a new tool for work
publishing and peer review [15] was deployed to the Kelluwen platform in the
second semester of 2011, the worklog tool started to be used as a complemen-
tary non-mandatory tool. Even when optional, students tend to largely use it for
greetings, sharing information, commenting and giving opinions. Additionally,
and since it is an informal communication space, the Worklog is full of slang,
emoticons (expressions of emotions through ASCII characters) and miswritten
words, which make challenging to perform any text analysis of the posts.

3.1 The Dataset

We collected microblogging posts of 85 class groups working on 24 different
Didactic Designs (DD) during the second semester of 2011 and the first semester
of 2012 as during these periods the Worklog use was optional (we believe that
the analysis of posts when the tool was of non-mandatory use is more relevant).
Each DD is designed for one of two areas: Language or History. There were
46 class groups working on DDs in the area of Language, and 39 in the area of
History. Interventions covered middle and high school: there were 48 class groups
from levels 6-8, and 37 class groups from levels 9-12 (in the chilean educational
system, the grades 9-12 correspond to high school). Participating schools are
from different cities and towns covering great part of the southern area in Chile.
Some cities are relatively large urban zones and some cities are middle or small
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size cities dominated by rural characteristics. We labeled all school as urban or
rural depending on the size of the city. There are 64 class groups from schools
located in urban areas, and 21 class groups from rural areas. About the messages
in the worklog, there are a total of 9010 posts, where 8432 were posted by 1849
students (there were 2540 registered students organized in 576 teams) and 510
were posted by teachers. Histograms of the students and teachers posts by class
group are showed in Figure 1, top and bottom charts, respectively. It is surprising
that many students posted since, as a blended learning activity, the access to a
computer and Internet connection during classes was in many cases restricted
to one computer per group.

Fig. 1. Histograms for the number of messages (posts) from students (top) and teachers
(bottom). The x-axis represents the number of posts. Students’ posts distribution has
a median of 74.0, mean of 99.2, and 50% of data between 38 and 127, and a maximum
of 343 messages in one of the class groups. Teachers’ distribution has a median of 4,
mean of 6, and a maximum of 43 messages in one of the class groups.

4 Analysis of the Microblogging Posts

4.1 Preparing the Data

A first general observation of the posts shows that most repeated words were a)
emoticons, that is, expressions of emotions through ASCII characters,



20 J. Born et al.

b) links to videos, images and articles on the web, and c) connectors of sen-
tences, both well written and mis-written. For a more significant result, these 3
aspects were partially removed from the messages. Both a) and c) presents a set
of words which should be removed, along with numbers and punctuation. Words
with 1 character or more than 20 were removed as well, as they don’t provide
information. For b), all links containing http:// were substituted by only http,
with the exception of Youtube videos which were substituted by the youtube
string (some didactic designs ask for publishing videos in Youtube, although a
special tool is available in the platform to put the links to the work done). We
use R and the package tm1 to perform these data filtering.

4.2 Topic Extraction

We are interested on extracting semantic features from the text of the messages
and further contrast these semantic features with other parameters of the activity
of the class groups like the level of participation of the teachers. After considering
various options for the analysis of the microblogging messages, we leaned towards
the Probabilistic Topic Models strategy using Latent Dirichlet allocation (LDA)
[3]. LDA is widely used in text analysis to uncover latent topics within collections
of text documents. The general assumption in LDA is that each document (in
our case a document is a microblogging post) is generated from a latent set of
topics, and each topic is a probability distribution among the entire vocabulary
of the collection. LDA analyses co-occurrence of words in the documents to
generate the set of topics (the number of topics should be defined in advance)
by following two optimization goals: minimize the number of probable topics
related to each document (describe each document as concisely as possible), and
minimize the number of highly probable words within each topic (make topics
as specific as possible). Observe that these two optimization goals are in conflict
due to the multi-topic nature of the documents. Working with LDA has two
main advantages. The first advantage is that the model can deal with multi-
topic documents. In our case, a preliminary observation showed that roughly,
microblogging posts are a combination of greeting (say hello in different ways),
opinions (mostly when a team opines about the work of others), and specific
information (providing a link or talking about the content related to the DD).
The second advantage is that by grouping words that occurs together, LDA
is able to deal with synonyms (different words with the same meaning) and
polysemy (a word having different meaning depending on the context), which
is of great use in our case where we have a considerable amount of mis-written
words.

As mentioned before, a preliminary observation roughly showed 3 topics: opin-
ion, greeting, information. Considering this, we run the topic modeling for 3,
4 and 5 topics using R and the package lda2 with 50000 iterations. We re-
peat each experiment 3 times and compute log-likelihood. Results of maximum

1 http://cran.r-project.org/web/packages/tm/vignettes/tm.pdf
2 http://cran.r-project.org/web/packages/lda/lda.pdf

http://cran.r-project.org/web/packages/tm/vignettes/tm.pdf
http://cran.r-project.org/web/packages/lda/lda.pdf
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log-likelihood run for the experiment with 3 topics are shown in the table 1
where the top 10 probable words within each topic are shown.

A review of the probabilities within each topic reveals that the top 10 words
cover 12.12%, 14.42% and 10.81% percent of the topic, respectively. Note in the
table that topic 1 and topic 2 are clearly about opinion and greeting, respectively.
Topic 3 is informational and contains words related to the content of the DDs.
When repeating the process for 4 and 5 topics, the first two topics (opinion
and greeting) remain, and the rest of the topics split the words accordingly to
the different content in different DDs. Because we aim to analyze the topics
regardless of specific content of the didactic designs, we decided to consider
only three topics in further analysis, where the third topic includes information
messages from the different themes. We further refer to the topics by their general
description: “opinion”, “information” and “greeting”. As we will see in section 5,
we used those 3 topics and the topic-micropost probabilities to aggregate those
probabilities to the level of the class group. In this form, we computed an opinion
score, and information score and a greeting score for each of the 85 class groups.

Table 1. Original words and an approximate translation, where the three topics can
be observed

Topic 1 Topic 2 Topic 3

trabajo (work) hola (hello) mundo (world)
bueno (good) ola (hello) literario (literary)
gusto (like) wena (cool) texto (text)

actividad (activity) cabros (pals) textos (text)
trabajos (works) oli (hi) literarios (literary)

bien (nice) gusta (like) onirico (oniric)
parecio (thought) saludos (greetings) http

kelluwen chicos (boys) hechos (facts)
entretenido (fun) gay cotidiano (daily)

buena (cool) holaa (hello) vida (life)

4.3 Indicators

The analysis performed in the next section contrast the topics extracted from the
messages within a class group posts with various factors considered as indicators
of the success of the activities. These factors are described below.

– Participation of teachers: we consider the fact that teachers participated
in the microblog can influence the type of comments posted by students, es-
pecially pushing students towards opinion and informational messages. This
indicator is computed as the percentage of teacher messages over all messages
posted in each class group and is named teacher participation.

– Progress of the experience: some class groups never finished the activities
of the DD. This is a clear result of whether the teacher decided to use the
platform or not, and if they did not, some influence related to the stage
where the activity was abandoned might be visible in the microblog. This
indicator is computed as the percentage of completed activities in each class
group and is called progress.
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– Regularity of the activities: related to the previous one, we would like
to know if the regular use of the platform influence the messages. This is
measured through obtaining the differences in days between activities, and
determining the mean and variance for each class group, so that a small
mean and variance implies regularity. The two factors are called mean and
variance.

– Number of Students: we include in the analysis the number of students
that belong to each class group, that is not necessarily the same number of
students who participate in posting in the microblog. This factor is named
students.

– Location: the schools are characterized as urban or rural depending on
the size and importance of the city in which the school is located. Regional
capitals are characterized by urban dynamic, and in contrast non-capital
cities and towns have a strong dominance of rural aspects. This factor is
named location.

– Didactic Design: although not a measured variable, we consider the Di-
dactic Design as a factor in further analysis because it could explain the
nature of the use of the microblogging tool. This factor is called design.

5 How the Micropost Topics Relate to the Class
Indicators?

Using the 3 topic model obtained in the previous section, we aggregate the
topic probabilities distributions of the posts belonging to the each class group.
We compute class-level topic distributions by this aggregation approach since
it has been pointed out that in the use of LDA to generate aggregated topic
distributions, a good strategy is to input the documents as an unstructured
collection and then perform a hierarchical aggregation of the topic distributions
to the upper level [8]. In the following analysis we first compute correlations
among the topic scores (greeting, opinion and information scores) and the other 7
indicators previously described. Then we perform Principal Component Analysis
(PCA) to show the relation of the factors in a 2 dimensional visualization.

Table 2. Correlation matrix for 10 components

I O G T P S M V L D

Information 0.42 -0.69 0.36 0.17 -0.10 0.07 0.03 -0.13 0.14
Opinion 0.42 -0.36 -0.04 0.07 0.04 -0.09 -0.02 0.14 -0.26
Greeting -0.69 -0.36 -0.34 -0.23 0.07 0.00 -0.02 0.02 0.07

Teacher Part 0.36 -0.04 -0.34 -0.23 -0.10 0.48 0.17 0.19 0.26
Progress 0.17 0.07 -0.23 -0.23 0.21 -0.37 0.04 0.01 -0.15
Students -0.10 0.04 0.07 -0.10 0.21 -0.14 -0.11 0.02 -0.10

Mean 0.07 -0.09 0.00 0.48 -0.37 -0.14 0.66 0.05 0.29
Variance 0.03 -0.02 -0.02 0.17 0.04 -0.11 0.66 0.17 0.14
Location -0.13 0.14 0.02 0.19 0.01 0.02 0.05 0.17 -0.03
Design 0.14 -0.26 0.07 0.26 -0.15 -0.10 0.29 0.14 -0.03
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5.1 Correlation Matrix

Our first approach to the results is to observe the correlation matrix, which can
be observed in Figure 2. It can be noted that correlation score (x) appear as
significant in only two relations (|x| ≥ 0.5): Between Greeting and Information
scores, and between Mean and Variance of the regularity of the activities. The
second relation is no surprise: there are few values on which these variables are
calculated, and therefore, few outliers produce high variance. A big mean implies
a big ’jump’ in the times in the activities, and therefore, a very different value
than the other small ’jumps’, generating a high variance.

Fig. 2. Analysis over the 3 topic model probabilities and the indicators described. The
main plane represents 40.08% of the data variance.

5.2 Principal Components Analysis

For a graphical analysis, we generate a Principal Component Analysis (PCA)
over the data. The Figure 2, shows a two dimensional representation where
correlations can be clearly observed as the arrow point to the same (positive
correlations) or opposite (negative correlations) directions. The first correlation
observed is the correlation between theMean andVariance, previously described,
and between Greeting and Information scores. A more interesting correlation is
also observed in this chart: Teacher Participation seems to influence the prob-
ability of the messages of being labeled as Information. Opinion score, on the
other hand, is inversely correlated to the Mean and the Variance, implying that
a regular development of the experience influences the tendency to post Opinion
messages. It can be noted that, in the top words of Information topic, the word
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Fig. 3. PCA considering only class groups in urban schools. The main plane represents
41.00% of the data variance.

http appears, suggesting the relevance of the “creativity stage” where they may
post more links. We are also interested in visualize the difference between the
rural and urban school class groups, and therefore we break the PCA analysis
into 2 groups separating the data by the Location factor. We present the results
of our analyses in Figures 3 and 4. We focus on correlations between one of the
three topics —Opinion, Information or Greeting— and the other indicators.

In both cases we observe positive correlations between Mean and Variance–
correlation of 0.69 and 0.75 (urban and rural, respectively)— and negative
correlations between Greetings and Opinion scores –correlation of -0.37 and
-0.36 (urban and rural, respectively)— and between Greeting and Information
–correlation of -0.70 and -0.69 (urban and rural, respectively)—. In contrast,
different correlations are founded in the following cases:

1. Urban school: positive correlations between Progress and Information–
correlation of 0.28— and a weak correlation of 0.16 between Teacher Partic-
ipation and Information score, while negative correlations can be observed
between Greetings and Progress —correlation of -0.31—.

2. Rural schools: positive correlations between Teacher Participation and In-
formation score —correlated by 0.57—, between Teacher Participation and
Mean of regularity —with a correlation of 0.55—, and inverse correlations
between Teacher Participation and Progress —with -0.34 correlation.

These results suggest that in both cases (urban and rural) greeting messages
take the place of other more advance use of the microblogging space (opinion
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Fig. 4. PCA considering only class groups in rural schools. The main plane represents
40.22% of the data variance.

and information). While Teacher Participation relates to Information messages
in rural areas, in urban areas this relation is weaker. In that case we observe a
positive relation between Information score and Progress.

6 Conclusion

In this paper we conducted an analysis of microblog posts of middle and high
school students in classroom participating in blended (face-to-face and virtual)
activities. The Kelluwen project provides didactic designs in different subjects
(language, history) which guide teachers and students in didactic activities in-
corporating social web tools. The Kelluwen platform includes a microblogging
tool that students use freely to know each other, share resources or give feedback.

The results obtained with the LDA topic model showed that the messages
posted by the students in the micro-blogging tool can be effectively grouped in
three main topics: opinion, greetings and information. The information topic is
related to the specific content of the different didactic design and this topic is
splitted when the process run for higher number of topics: we tested from three
to five topics and in all cases we found two distinctive topics corresponding to
opinion and greeting messages, while the other topics corresponded to the infor-
mation of the matters addressed by didactic designs. Because we performed a
global analysis considering didactic designs from different subject areas, we de-
cided to consider only three topics in our analysis, where the third topic includes
information messages from the different content themes.
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With the obtained topics we computed empirical probabilities that a message
belongs to one of the three topics and then we related these probabilities with in-
dicators describing each class group. The Principal Component Analysis showed
that the degree of Teacher Participation positively influences the probability
of Information messages. Opinion messages, on the other hand, are inversely
correlated to the Mean and the Variance of the times between activities, im-
plying that a regular development of the experience influences the tendency to
post Opinion messages. When we analysed the behaviour of urban class groups,
we observed that Opinion score is positively correlated to Progress, entailing
that well executed experiences imply that the students produce more opinion
messages, which is probably associated to the reflection about their learning
processes.

These results confirm the potentiality of the worklog in various senses. On one
hand, we have seen how the worklog is an effective tool for teacher mediation in
the learning process: students post more about information or knowledge issues
when the teacher is more active in the worklog. On the other hand, if we interpret
the opinion messages as the results of motivation and reflective processes on the
learning activities, we can explain the correlation between progress and opinion
scores, considering that the progress in the learning activities is modulated by
the motivation of students.

Finally, results highlight the value of communicative aspects in b-learning
experiences: although the teachers have the opportunity to give offline instruc-
tions, their participation in the worklog tool establishes a closer communicative
relationship with the students (dialogic and horizontal). This can promote mo-
tivational aspects and improve the quality of pedagogic scaffolding.
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A Table of Didactic Designs

At each Principal Component Analysis, points are represented by the number of
the Didactic Design instead of their Experience number. Note that some names
are repeated, as they are newer versions of other the Design.

Design id Name (translated)

21 ”The literary and non-literary in Youtube”
23 ”Panoramic of our world through photograph”
24 ”Newsblog”
25 ”Greco-latin culture from XXI century blog”
26 ”Photographing the biosphere”
27 ”Touristic blog of our locality”
28 ”Video run: The worlds in literature”
29 ”Photographing the Industrial Revolution”
43 ”Rebuilding our cultural heritage”
65 ”Photographing the biosphere”
66 ”Creating a Monarchy through a Blog”
67 ”I tell my tale”
68 ”A letter has arrived!”
73 ”Our magazine of Chilean History”
77 ”Blogging opinions, building realities”
78 ”Speech of comments and its possibilities”
80 ”Touristic blog of our locality”
81 ”Photographing the Industrial Revolution”
82 ”The literary and non-literary in Youtube”
83 ”Video run: The worlds in literature”
84 ”Greco-latin culture from XXI century blog”
87 ”Newsblog”
88 ”Building a Slide-show of the XX Century”
102 ”Research blog about Conspiracies”
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Abstract. Mobile Learning is a teaching-learning methodology which has been 
developed successfully both inside and outside the classroom. Thanks to the 
several possibilities of mobile devices, it has been possible to use them with 
students with special educational needs thus giving rise to software applications 
focussed on competence acquisition on the students’ part and offering such a 
high level of interaction that it could not be possible by using a PC. Advances 
in the development of mobile devices have made it feasible to go a step forward 
and help the teacher with the modelling and evaluation of this type of students. 
dmTEA is a mobile technology which allows both behaviour evaluation and 
modelling of students on the autism spectrum. It implements 12 activities – 
duly verified by experts – which are adapted to interaction with the mobile  
device within a specific context, the aim of which is to deal with student’s dis-
orders by observing learning processes and modelling his or her behaviour dur-
ing task performance. dmTEA implementation in two studies, i.e. a student with 
severe autism and another student with moderate autism, has helped the teacher 
at the time of evaluating by offering him or her the necessary information to 
carry out any possible intervention. 

Keywords: mobile learning, users with special needs, autism. 

1 Introduction 

During the last years, smartphones have undergone a great development both regard-
ing hardware –thanks to their built-in sensors which allow context aware applications 
[1] – as well as software, which offers the possibility to explore these devices to their 
highest level to develop such applications. Besides, interest has been greater due to 
reduction of cost as well as to the support offered to users in different fields such as 
education [2–4]. 

Within the educational field, applications for Android and iOS mobile devices have 
given rise to innovative educational scenarios from pre-school education to high 
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school education, based on access from everywhere and at any time. Context informa-
tion, obtained from sensors available in the device, has given rise to the implementa-
tion of mobile learning [5, 6] in educational projects involving exhibitions, museums 
and topic parks. Besides, mobile learning is having a key role as a very useful tool for 
being used in the classroom. 

"Educational Integration" is a process by means of which ordinary schools are 
looking for and producing the supports required by students with learning difficulties, 
special educational needs or with any type of disability. The expression “special edu-
cational needs” was first used in the 70s, but it was widely spread in the 80s by the 
Warnock Report, prepared by the Secretary of Education of the United Kingdom in 
1978. In the specific case of Spain, the law on Education which is now in force, the 
LOE 2/2006 passed on the 3rd. of May, in its Title II, mentions the term ACNEAE 
(students with specific needs of educational support), as it refers to “any student who 
requires, during his or her complete schooling, or any part thereof, certain specific 
educational support and care as a consequence of disability or severe behaviour disor-
ders” (section 73).  

Among the students with special educational needs we may mention, among oth-
ers, those belonging to the autist spectrum [7]. For autism diagnosis, teachers rely on 
specialists’ report and among other questionnaires, on the IDEA inventory (Inventory 
of the Autist Spectrum) [8], the main purpose of which is to assess the severity of 
autist features and how deep they are in a person who is older than 5-6 years old. 
IDEA has been chosen – out of other similar tests – because the other tests involve 
rating scales with a few items giving marks which are not highly relevant for the 
teacher. Besides, IDEA is a test with a wide theoretical and technical basis; it is more 
qualitative than others and thus, the teacher may analyze, in detail, the person’s poten-
tial and he or she may evaluate twelve characteristic dimensions of students with au-
tist spectrum and/or serious development disorders. At the same time, dimensions are 
divided into four characteristic levels. The main aims of the IDEA inventory are to 
establish, during the diagnosis procedure, the severeness of the user’s autist features, 
to help the teacher to prepare learning strategies and to evaluate medium and long-
term changes taking place in the student’s behaviour.    

It is within this educational context where the dmTEA technology is developed. It 
gives the possibility to carry out, inside the classroom, an evaluation of users with 
autist spectrum, and it may be adapted to the specific needs by means of different 
activities. In this respect, dmTEA offers the teacher a detailled report with marks for 
each dimension. With the information obtained, families and experts have the possi-
bility to plan an intervention together, focusing on the dimensions that exhibit a 
greater affectation status and improving them gradually with the most appropriate 
activities for each case based on the report data. 

For this purpose, this study pursues two main objectives. The first one is to define 
and develop context-aware tasks which arise student’s interest and motivation, so that 
they may provide the basis for evaluating the disorders defined in IDEA. The second 
one is to gradually solve the possible disorders suffered by the student by modelling 
his or her behaviour during the performance of the tasks in class.  
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2 Background 

The principles of “The Universal Design for Learning” (UDL) [9] encourage the offer 
of universal access to educational curricula for all students, thus ensuring equal op-
portunities. Moreover, in the particular case of education, The Universal Declaration 
of Human Rights (1948) (http://www.un.org/en/documents/udhr/) states the right to 
education and equal access to education for all on the basis of merit (Art 26).  

The scientific community has been conscious of this need. Within this context, stu-
dents with autist spectrum have been the focus of part of the development of educa-
tional systems using the benefits offered by mobile devices. The reason is that they 
offer several possibilities both in the expressive as well as in the receptive field, 
thanks to the reduction of linguistic contents in favour of graphism, iconicism and the 
multi-sensorial supports available. There is a wide range of applications which vary 
from more communicative aspects to others which are merely educational. Within the 
applications facilitating communication, we may mention some examples such as the 
builders of phrases based on pictograms - designed at the beginning of the year 2000 
in PDAs [10] - to the most recent ones developed in mobile systems (DiegoSays; 
https://play.google.com/store/apps/details?id=com.benitez.DiegoDice). Talking about 
present educational applications, an important improvement in quality has been 
achieved with the use of mobile devices, specially those allowing the teacher to pre-
pare the activities, in such a way so as to be able to increase the possible options both 
regarding activities – thanks to sensors - as well as in the search of acquisition of 
specific knowledge, specially focussing on the acquision of skills such as language, 
mathematics, awareness of environment, capacities regarding autonomous perform-
ance of activities or other social skills [11]. We may also have applications which 
teach organizational aspects by means of pictographic diaries, which offer simple 
exercises adapted to different subjects such as Language or Mathematics, which have 
the possibility to be adapted to the use of ordinary computer applications or which 
help in order to understand feelings by means of exercises using sensors [12]. 

From a pedagogical point of view, there are different personal computer applica-
tions which partially cover the dimensions offered by IDEA. For our work, we have 
made a selection of them (refer to Table 1), chosing those which give the possibility 
to cover the greatest part of said dimensions, focussing on the activities specifically 
related with autism patterns. In general, most of the applications have the following 
characteristics [13]: 

• They offer a controllable situation and environment; they are a highly-predictable 
partner who offers perfect and understandable contingencies: by pressing the same 
key, the same results are always obtained. 

• They present a multisensorial – mainly visual - stimulation, offering benefis to 
people with ASD (Autist Spectrum Disorder). 

• Their effort and motivation capacity is really high, fostering attention and reducing 
frustration as a consequence of mistakes.   
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• They foster or give the possibility to carry out autonomous work and to develop 
self-control capacities. The TICs are adapted to personal characteristics, thus al-
lowing different learning rates and a greater level of individualization. 

• They are an active learning element with versatility, flexibility and adaptation as 
the main features. 

Table 1. PC applications for autist spectrum disorders  

Application Aim  Author/Publisher/Web 

“Sócrates 
102 activi-
ties” 

It allows the design of tasks aimed at 
distinguishing figures, colours and geo-
metrical shapes which allow the evalua-
tion of mental flexibility and receptive 
language features.   

EMME Interactive 

“Adibú” It has exercises which guide the tasks 
towards receptive language disorders, 
anticipation and suspension, by means of 
exercises focussed on solving problems 
and ocular and motor coordination. 

COKTEL 
EDUCATIVE 

“Respon-
sive Face” 

It allows to create stories and watch ani-
mated films, fostering the recognition of 
face expresión and feelings.  

http://www.mrl.nyu.ed
u/~perlin/facedemo/ 

“Clic”  It gives the possibility to relate images 
and to orally interact by means of ques-
tions and replies or by learning new 
nouns and adjectives.  

Francesc Busquets 
http://www.xtec.es/recu
rsos/clic 

3 dmTEA: Mobile Tool for the Diagnosis Evaluation of Autism 
Spectrum Disorders (ASD) 

The previously-described background is the basis for designing an evaluation-
diagnosis tool for autism which includes a set of learning activities based on the 
IDEA inventory using, for this purpose, the technology of mobile devices called 
“dmTEA”. Specifically, IDEA estimates autism by means of 12 dimensions which are 
the main disorders that define it. These dimensions are gathered creating four blocks 
which correspond to the four sections mentioned by Lorna Wing [7]: Socialization, 
language and communication, anticipation and flexibility, and symbolization  
(Table 2). 
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Table 2. IDEA dimensions regarding the main disorders 

Disorders Dimensions

Socialization 1. Social relation-
ship 

2. Joint reference 3. Inter-subjective 
and mentalist 

Communica-
tion and lan-
guage 

4. Communicative 
functions 

5. Expressive lan-
guage 

6. Receptive lan-
guage 

Anticipation 
and flexibility

7. Anticipation 8. Flexibility 9. Meaning of the 
activity 

Simbolization 10. Fiction 11. Immitation 12. Suspension 

 
The final aim of the activities designed is to work on disorders in order to achieve, 

by behaviour modelling, gradual solutions at the same time that students acquire the 
necessary knowledge and competentes. From a number of 26 tasks initially suggested, 
experts – in this case, the teacher and two professional experts on autist disorders 
from our University– have chosen 12. The criterion is based on choosing the most 
suitable tasks for interacting with the mobile device for the specific context. The 
learning activities designed are (Fig. 1):  

1. Interaction between the child and an adult by asking the child to press on a spe-
cific figure, which will be a square or a circle. To choose the figure, press his or 
her finger on the touchscreen. 

2. On the screen, drag a ball towards a child. For this purpose, the student presses on 
the ball with his or her finger and drags it on the screen towards the child’s image. 

3. To imitate applauses and greetings seen in a video on the screen. The student will 
imitate the gestures of the video and appraisal will be manual by pressing on a 
button on the screen.   

4. To take objects to their profiles, which are symbolised by pictograms, in such a 
way that the student should place them in order and he or she must take them, one 
by one, to their corresponding mould. For this purpose, he or she must press his or 
her finger on the object and drag it along the touchscreen to its outlined shape.   

5. To establish the sequencial steps to go to school by means of several pictograms 
following a previously-defined order. There will be some boxes into which the 
student must place the pictograms. For this purpose, each pictogram will be cho-
sen by pressing his or her finger on it and dragging it towards the chosen box.  

6. To make an agenda with pictograms for one day. In this case, the order may be 
the one chosen by the student as the suitable one. As in task 5, the student will 
have some boxes for the pictograms to be dragged into them with his or her  
finger. 
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Table 3. Dimensions assessed in the evaluation  

Dimensions Description 

Dimension 1 Non-frequent, induced and external relations with peers.  
Relations are more a response than the consequence of own 
initiative  

Dimension 2 Use of joint reference looks in directed but non-open situa-
tions. 
Established guidelines of joint action and attention but not 
joint worry.    

Dimension 5 Language made up of loose words or echolalias. There is no 
formal creation of phrases and sentences.   
Sentence language. There are some sentences which are not 
echolalic, but they do not create speech or conversation.  

Dimension 6 Literal and nearly inflexible understanding of the statements, 
with some kind of structural analysis. The speech cannot be 
understood. 
Conversation is understood but the difference between literal 
and intentional meaning could hardly be distinguished.   

Dimension 7 Simple anticipatory behaviour in daily routines. Frequently, 
opposition to changes and worsening in situations which imply 
changes.    

Dimension 8 Complex rituals. Excesive affection towards objects. Obsesive 
questions. 
Obsesive and limited contents of thought. Nearly unfunctional 
and flexible interests. Strict perfectionism.  

Dimension 10 Symbolic game which is generally not really spontaneous and 
obsessive. Important difficulties to distinguish between fiction 
and real world.   

Dimension 11 Simple, recalled and non-spontaneous motor imitations. 
Established imitation. Lack of inside patterns.  

4 Methodology 

With the taks and dimensions chosen, we have designed an assay with which the tests 
are going to be carried out with the users (Fig. 2). This assay is a simplified version of 
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Fig. 3. Test of a task with the teacher and real users 

All the tests are carried out in the institution to avoid the students’ lack of concen-
tration. The teacher will be in charge of giving the main orders, as they are the  
persons with whom they have a closest contact. In this way, it is avoided to have 
problems getting the expert confused when giving marks and that a mistaken assess-
ment of the test is achieved because it is considered that it is not suitable, when the 
real problem is the lack of trust on other persons. All tasks have a feedback, which 
arrises the student’s interest and he or she will be congratulated if it is properly per-
formed or stimulated to do it again if he or she has failed. Besides, all activites may be 
repeated modelling the student’s behaviour, thus allowing a better understanding of 
what it is requested in the task and being able to perform it properly by following the 
teacher’s instructions.    

These tests are carried out during two weeks, and two tasks are performed daily in 
order not to make the student feel tired. The first week is focus on sessions during 
which the students are in contact with the tasks while the second week is focussed on 
consolidation in order to understand the tasks in a better way and to perform them 
efficiently.    

5 Results and Discussion 

The aims of this analysis are to determine, by means of observation, the applicability 
and compliance of the tasks with the IDEA’s pattern and to check the agreement be-
tween observers at the time of making the assessment in the matrix form.    
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Table 4. Final averages for moderate autism  

  T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 

D1 6.0 6.0 5.3 5.6 5.3 5.6 5.6 5.6 5.3 4.6 5.0 4.3 

D2 5.3 4.8 5.7 5.2 6.6 6.3 6.5 6.1 4.8 6.0 6.3 6.2 

D5 7.0 6.3 3.7 7.1 6.2 7.5 7.8 7.0 6.2 7.0 6.8 4.0 

D6 6.3 7.0 5.7 7.5 7.3 6.0 5.0 1.1 5.8 5.2 5.1 5.1 

D7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

D8 8.2 6.8 6.5 7.1 6.3 6.5 6.6 6.5 5.8 5.0 6.2 5.3 

D10 4.6 3.6 0.0 4.6 0.0 0.0 4.0 0.0 0.0 0.0 0.0 0.0 

D11 6.1 4.6 6.3 5.3 6.3 6.3 4.1 1.0 6.2 6.5 5.3 5.6 

Berk 
index 

0.9 0.8 0.9 0.9 0.9 0.9 0.9 1 0.9 0.9 0.9 0.8 

Table 5. Final averages for severe autism  

  T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 

D1 8.3 8.3 6.0 7.3 9.6 6.0 7.3 6.3 6.3 7.0 8.0 6.3 

D2 5.3 1.8 5.7 2.0 9.2 5.5 4.5 6.7 5.8 5.5 3.0 5.5 

D5 0.0 0.0 6.2 0.0 6.2 0.0 7.0 5.5 6.0 6.0 3.2 7.2 

D6 9.0 8.0 5.5 10.0 8.1 2.5 4.3 5.0 3.8 7.2 8.3 8.2 

D7 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

D8 0.0 0.0 0.0 0.0 0.0 4.5 0.0 0.0 0.0 0.0 0.0 0.0 

D10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

D11 7.8 8.0 8.0 7.7 2.3 6.5 7.2 7.2 5.7 7.0 6.2 0.0 

Berk 
Index 

1 1 0.8 0.9 1 0.9 1 1 0.9 1 1 1 

 
The value of the Berk index (agreement between observers), shows that in both 

cases, there is an excellent level of agreement between experts for all the tasks. Based 
on the results obtained, the average rates of the marks collected by the observers may 
be estimated as well as the average correlation level of task and dimension (Tables 4 
and 5).   

In the case of severe autism (Table 5), it can be observed that the most saturated 
dimensions due to the tasks carried out are 1 (social relationship), 6 (receptive lan-
guage) and 11 (imitation). Thus, it can be declared that the set of tasks gives us the 
possibility to establish first estimations of the functional diagnosis about such dimen-
sions. It may also be observed that relationships are not bi-univocal, i.e., tasks are not 
related with all the dimensions in the same way. The most consistent relations may be 
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observed in task 5 (to establish the steps to go to school) with dimensiones 1 (social 
relationship) and 2 (capacities of joint reference), in task 4 (to put objects to their 
outline shapes) with dimension 6 (receptive language) and in task 2 (to move a ball 
towards a child) with dimension 11 (imitation).   

Results shown in Table 5 show the student’s communication problems. The teacher 
informs that communication relations between the student and himself or herself are 
induced by the latter, which means that conversation only takes place when the 
teacher encourages it. Therefore, we may declare that, for this specific case, the in-
formation shown in the Table supports the aims initially specified in this analysis of 
applicability and adjustment of the tasks to the IDEA paradigm. Thanks to such  
aim achivement, dmTEA allows the teacher to detect, empirically, the IDEA dimen-
sions in which the student commits mistakes, supplying information for a possible 
intervention. 

In the case of moderate autism (Table 4) we have that the highly-saturated dimen-
sions are 5 (expressive language), 6 (receptive language) and 8 (mental and behav-
ioural flexibility). As in the previous case, this information gives the possibility to 
make initial assessments of functional diagnosis with reference to the dimensions 
mentioned. In this case, the most consistent relations have taken place in task 8 (spec-
ify moods) with dimension 1 (social relationship), in task 4 (to put objects to their 
outline shapes) with dimension 6 (receptive language) and in task 7 (weather forecast) 
with dimension 5 (expressive language).     

Results of Table 4 (moderate autism) show the problems regarding behaviour and 
language the student has, both of expressive and receptive nature. The teacher informs 
that at the time of performing the tasks, the student is anxious, which has gradually 
been solved with the teacher’s help as he or she is in charge of calming down the 
student while explaining orally and modelling the test performance. Therefore, we 
may confirm, as in the previous case, that information included in the table supports 
the aims initially laid down in this analysis of applicability and adjustment of tasks to 
the IDEA paradigm. For this second case, as in the previous one, dmTEA offers the 
teacher the necessary information – based on the marks for each dimension – to carry 
out a possible intervention apart from being the support for diagnosis evaluation.   

Apart from the data obtained regarding the relationship of tasks and dimensions, 
observation gives us the possibility to confirm that it is possible to shape the user’s 
behaviour. Finally, the student understands the task and performs it properly; it is not 
solved by the trial-and-error method and thus, it is possible to solve the most evident 
disorders little by little. The teacher and experts also declare that users suffering from 
behavioural and emocional disorders receive a clear benefit when interacting with the 
tablet, something which would be practically impossible using a mouse or a keyboard.   

6 Conclusions 

Integration of mobile devices in education has given rise to a teaching and  
learning methodology called Mobile Learning. Characteristics such as access  
from anywhere and at any time give the possibility to create contextual educational 
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scenarios, producing educational applications which may be used both inside and 
outside the classroom by teachers and students.   

In this paper, we are showing a different scenario of mobile learning application 
and specifically, its use and applicability regarding the evaluation and modelling of 
behaviour, inside the classroom, of special educational needs, and specifically, for 
students with problems regarding behaviour and language. Up to now, mobile devices 
have been used within the autism disorder field, with the aim of making students ac-
quire certain competences but not as an element which may help and support teachers 
for evaluating and modelling students in their classrooms.   

dmTEA is a software technology which permits the evaluation of autist spectrum. 
Said evaluation is based on the IDEA inventory, which evaluates twelve characteristic 
dimensions of students with autist spectrum and /or with deep development disorders. 
This technology implements 12 learning activities adapted to interaction with the 
mobile device for a specific context and its aim is to work with disorders to solve 
them gradually by modelling behaviour and, at the same time, students acquire the 
necessary knowledge and competences.    

The experimental use of the dmTEA in two cases, makes us declare that it is a tool 
which helps at the time of evaluating the educational possibilities of this type of stu-
dents apart from offering the teacher the necessary information – based on the marks 
for each dimension – to carry out a possible intervention. The design of the tasks in 
dmTEA benefits the modelling of students’ behaviour, which finally results in the 
understading of the task and its proper performance by the students.    

Results obtained encourage furthering this study. Directions of future research in-
clude both extending the number of users involved in the evaluation as well as includ-
ing the four existing levels of autism (Kanner, Regressive, High-Functioning and 
Asperger), in order to be able to generalize the observed behaviour to situations that 
were not examined. Other future lines of work are: complete dmTEA with all the 
IDEA dimensions and include more tasks; further development the diagnosis system 
to facilitate the present management of the experts’ reports and create new activities 
which can progressively help with disorders; and complement dmTEA with other 
evaluation instruments for girls and boys from 2 years on, such as CARS  (Childhood 
Autism Rating Scale) or ADOS (Autism Diagnostic Observation Schedule) which, 
besides autism diagnosis, open the possibility of using dmTEA for other type of spe-
cial educational needs.  
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Abstract. While social media is increasing its extent and reach every day, re-
search shows that its impact seems to be more intense in developing countries 
for various reasons. In developing countries, social media not only satisfies per-
sonal communication needs but also tends to compete with mainstream media 
for news and play a significant role in social movements. Hence potential use of 
this mounting medium for education needs to be explored. In this study, a social 
media and education survey has been prepared in order to measure perceptions, 
awareness and concerns of students and educators coming from different gener-
ations on the topic of social media and its use in education. Such a study is cru-
cial to materialize different policies and strategies for enhancing education with 
this popular and freely available technology. Students’ and faculty members’ 
perceptions, expectations and willingness about the educational use of social 
media are analyzed and different generations are compared. Results of this 
study could shed light for developing various strategies for integration of social 
media into Higher Education in developing countries where the difference be-
tween generations is typically felt larger. 

Keywords: Social Media, Technology Enhanced Learning, Generation Divide, 
Survey Study, Higher Education, Education Policies, Developing Countries. 

1 Introduction 

Social media has received a widespread adoption over the last decade worldwide for 
various purposes from communication to exchange of ideas, marketing, networking, 
following news or celebrities, and even utilized as a tool for social movements. This 
rising uptake of social media is not falling back much in developing countries neither 
even though one might think that the infrastructure, slower adoption of technology, 
social, economical and cultural aspects may hinder its popularity. In our case, we 
observe that social media is playing a very important role in people’s everyday lives 
in Turkey (a developing country according to the country classification in the World 
Economic Outlook by International Monetary Fund1) and its popularity is growing 
day by day especially among the young people as well as the older generations. 

                                                           
1 IMF World Economic Outlook Database -WEO Groups and Aggregates Information 
 https://www.imf.org/external/pubs/ft/weo/2014/01/ 
weodata/groups.htm, last accessed in April 2014 
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Growing popularity of social media could be presumed for communication and so-
cial sharing in general. However, social media’s role in higher education is still a 
common topic of debate. Although many educational institutions have quickly em-
braced social media for various purposes outside the classroom, the extensive if and 
how discussions have been acting as an impediment for its adoption into formal educa-
tion.  Hence, many researchers worldwide are studying how social media can be  
integrated into classes, or whether or not it can be implemented to enhance learning, 
collaboration, information sharing and community building in higher education.  

A number of interdisciplinary researchers studied the effects of social media and 
education amalgamation on learning and teaching as well as the limitations and con-
cerns from pedagogical point of view. There are many case studies where some form 
of social media tools and technologies were experimented with, for instance, in a 
specific class [1], subject areas [2], and training in a specific field of students [3]. 
Tess [4] and Davis III et al. [5] provide an overview of a number of studies carried 
out regarding the use of social media in higher education. There are also studies 
showing the attitudes of faculty members towards specific social media platforms. For 
instance in a study by Roblyer et al., who tried to measure the social networking plat-
form Facebook’s future in education, found that Facebook was mostly perceived as 
social rather than for education, but concluded that the students were more open to the 
idea of its use in education than the faculty members [6]. Another study in the UK 
also showed that students identify Facebook as social rather than as a tool for formal 
learning, although they sometimes employ it informally for learning purposes such as 
collaboration, but were not keen on being contacted by tutors via this platform [7]. 
There are also studies that examine students’ perceptions of faculty members on vari-
ous social media services. For instance, a study examined the impact of posting  
social, scholarly, and a combination of social and scholarly tweets to the social net-
working site Twitter and their impact on perceived teacher credibility [8]. The results 
of this research showed that the students who saw only the social tweets rated the 
faculty member higher in perceived credibility than the group that saw only the scho-
larly tweets, suggesting that instructors should embrace these new opportunities to 
disclose information about themselves on social networking sites, as this could lead to 
increased perceived credibility and in turn, may lead to increased student motivation, 
a greater interest in the material presented in the classroom, and a greater willingness 
to learn from the instructor. 

Literature tells us that the adoption of social media could be beneficial for educa-
tion and a step up in the technology enhanced learning paradigm. The state-of-the-art 
today highlights the need to make these new modes of digital conversation and dis-
course become more mature, efficient, safe, and truly useful for education, and fortu-
nately much can be done in higher education in order to initiate the change. While 
there are numerous studies which tried to determine the effects of social media in 
education from students’ and some from faculty members’ standpoint, it is important 
to study the beliefs and attitudes of both parties in order to determine how such adop-
tion could take place as well as their readiness or acceptance for this.  

Firstly, we believe that the differences in opinions or attitudes towards social  
media are more likely to come from different generations rather than different  
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professions. Furthermore, we consider that social, cultural and economical conditions 
may have effects on such adoption when developing countries are compared to  
developed countries.  

Generations are defined as “time intervals which are formed with worldwide eco-
nomic and social movements” [9]. Due to changes in their upbringing styles and envi-
ronments where they live in, important differences can be observed between generations 
in terms of their characters, expectations and working methods [10]. Generation catego-
ries are defined as “Baby Boomers” for those born between 1943 and 1960, “Generation 
X” between 1961 and 1981, “Generation Y” or “Millennials” between 1982 and 2004, 
and “Generation Z” or “Homelanders” for those born after 20052.  

Social generations are cohorts of people who were born in the same date range and 
share similar “cultural experiences” and this may differ with countries in different 
geographic locations. According to a comparison study of the identified characteris-
tics of Generation Y in Europe and USA with Turkey, for example, found that most of 
these key characteristics attributed to this generation were common to all these geo-
graphic locations although some habits, behaviors and attributes like online shopping, 
patience, career planning, soft, technical and technological skills differed slightly[11]. 
Generation gap might be felt stronger in developing countries than developed ones 
due to belated access to technology, slower adoption, and so on. This might mean that 
we may have a stronger difference between the “Baby Boomers”, the “Generation X” 
and the “Generation Y” in developing countries. In today’s world where different age 
groups work together, an important part of the problems may stem from perception, 
method, practice and communication differences. These issues have been widely stu-
died in education research community [12], [13], [14]. 

In view of that we conducted a survey research to measure the social media usage, 
attitudes, beliefs and experiences of undergraduate students and faculty members in a 
top reputable university in Turkey. Since this institution has been a pioneer in intro-
ducing various technologies to the country and the people in the past, it was consi-
dered as the best choice to investigate: 1- how open the students and instructors are to 
the idea of using social media; 2-their awareness of educational use of social media; 
and 3- if and how these differ with different generations. By examining the situation 
in this higher education institution, we might infer certain policies for educational use 
of social media in other higher education institutions throughout the country.  

2 Study Design 

A survey research was conducted to measure the social media use and habits of stu-
dents and faculty members as well as their perceptions and attitudes towards social 
media in general and in education. A cross-sectional study was chosen to collect data 
in a short amount of time in order to eliminate time factor affecting the results, as well 
as to reach widest participation across the university. An online questionnaire method 

                                                           
2 Generations in History: http://www.lifecourse.com/about/method/ 
 timelines/generations.html, last accessed in April 2014. 
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was selected as the most suitable survey instrument to study the viewpoint of the stu-
dents and faculty members regarding social media use.  

The questionnaire was developed both in line with related work done in the field 
and according to the interview responses that were obtained from a study group. For 
this reason, a series of quantitative survey interviews were implemented with a small 
group of volunteer faculty members and students in order to develop the questionnaire. 
These participants were asked semi-structured interview questions which provided 
response options to interviewees. These responses were recorded and analyzed in order 
to determine and design the data collection instrument. Special attention was paid to 
avoid double-barreled, leading, ambiguous or double negative questions. 

The resulting questionnaire consisted of a “Demographics” section which con-
tained questions about age and gender; a “Social Media Usage Habits” part to meas-
ure general, day-to-day social media habits; and a “Social Media and Education” part 
to measure perceptions on the use of social media in education including motivational 
and emotional questions. The latter two sections of the questionnaire contained a series 
of close-ended questions with a 4-point Likert scale (i.e.: strongly agree, agree, disag-
ree, and strongly disagree).  

In the Social Media Usage Habits section, participants were asked to state which, if 
any, of the social media platforms they use from a given list of different social media 
applications; declare how often and for what purposes they use these platforms for; and 
identify whether they are producers and/or consumers of social media by answering if 
they create certain digital content. Participants were then asked about their opinions, 
beliefs, concerns and attitudes regarding social media use in today’s digital world 
based on their practices or perceptions. 

In the Social Media and Education part, participants were first asked if they use 
social media platforms for educational purposes. For those who replied “yes”, a variety 
of platforms were inquired to determine which ones were common and trendy. Partici-
pants were then presented with questionnaire items regarding their thoughts on using 
social media in education. These questions were designed to measure their concerns, 
motivations and attitudes toward social media use in higher education. 

Special care was given not to include any other personal questions to keep the par-
ticipants anonymous in order to maximize response rate. After reliability and validity 
tests were carried out and the required approval was obtained from the relevant ethics 
committee, a pilot study was carried out for the questionnaire items. In the light of the 
factor analysis, certain items were removed from the survey and/or rearranged as ex-
plained in detail in [15].  The modified survey was sent for expert opinion for feed-
back (with a 0.80 interrater reliability) and was reshaped into its final form as a  
web-based questionnaire.   

Regarding the large population and high number of the variables, the stratified ran-
dom sampling was not possible for the implementation of the questionnaire.  For this 
reason, the questionnaire was published online via a web-based survey service 
(https://survey.metu.edu.tr/) in November 2013 and was accessible for participants for 
a period of two months. During this time, students and faculty members were con-
tacted via university mailing lists to take part in the survey with periodic reminder 
emails to call for participation. 
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3 Results and Findings 

The participants were undergraduate students as well as full-time and part-time facul-
ty members from one of the most prestigious technical universities in Turkey. They 
were asked to complete the online questionnaire concerning their use and perception 
of social media anonymously.  

The questionnaire was administered to a total of 1831 people, 1606 students and 
225 faculty members (out of a potential population of ~<20000). Of 1606 students 
and 225 who responded to the questionnaire, only 1028 and 135 questionnaires were 
analyzed respectively as the others had insufficient data for analysis.  

The analyzed responses of student participants (47.37% female, 52.63% male) 
showed a wide variety in terms of age (M=21.69, SD=3.7 years), and departmental 
affiliation (both from engineering & natural sciences (58.27%) and social sciences 
(41.73%)). The respondents were composed of preparatory school students (19.94%), 
freshmen (26.17%), sophomores (12.74%) juniors (15.66%) and seniors (14.59%). 
There were also respondents (10.89%) stating that they are in their fifth year of higher 
education who are the students that were enrolled in 5-year-long higher education 
programs offered in the university.  

As for faculty members, the 135 responses (67% female, 33% male) also showed a 
wide variety in terms of their age (M=39.5, SD=9.2 years), departmental affiliation 
(both from engineering & natural sciences (33%) and social sciences (67%)) and pro-
fessional experience (M=13.24, SD=9.2 years).  

3.1 Generations  

Since our hypothesis stated that generation gap might be a factor in people’s percep-
tion, awareness and willingness to use social media platforms in their daily lives as 
well as for educational purpose, instead of comparing students’ versus faculty mem-
bers’ responses, we regrouped all participants according to their generations and car-
ried out data analysis accordingly. 

The resulting dataset as a whole had a good distribution of age (mean=24, me-
dian=21) and gender (577 female and 586 male). The responses were split into the 
three previously defined generational categories as Generation Y (89.51%), Genera-
tion X (9.37%) and Baby Boomers (1.03%). Perhaps reflective of social media pene-
tration in itself, we found a comparatively small sample for the Baby Boomers (BB), 
with more respondents falling into other categories. As expected, majority of the par-
ticipants fell into Generation Y, as this category includes younger faculty members as 
well as the majority of student participants, whose numbers were considerably larger 
in the study, which is also in line with the distribution of the population in the sam-
pling frame.  According to Turkish Statistical Institute3, 25% of the population of 
Turkey is Generation Y. 
 

                                                           
3 Turkish Statistical Institute, http://www.turkstat.gov.tr/,  
  last accessed in June 2014. 
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Fig. 1. General social media use frequency across generations 

3.2 General Social Media Use 

Firstly, we looked into general social media usage across generations such as ratios of 
usage, different platforms used and purposes for usage per platform. Data analysis 
shows that social media use appears most frequent amongst Generation Y users, with 
87% making repeat uses during a single day. Generally, 93% of Generation Y access 
social media at least once a day, with only 74% by Generation X and a substantially 
lower 50% by BB as can be seen in Fig. 1.  

Only a very small percentage of the Generation Y, namely 2%, stated that they do 
not use social media at all. Similarly, only 6% from Generation X declared the same 
while this goes up to 17% for BB. This indicates that social media might be the right 
choice of communication channel for students and lecturers if not now, in near future.  

The participants were given a list of freely available and popular social media plat-
forms and asked to indicate if and how often they use such services. Most respondents 
do not use the majority of platforms listed, irrespective of generational group, with a 
fairly consistent distribution across platforms across generations. Table 1 and Table 2 
present a breakdown of frequency of use across selected social media platforms, for 
Generation X and Y. 

Table 1. Frequency of use of selected social media platforms by Generation Y 

  FB Twitter Google+ LinkedIn Video Picture Bookmark Blogs 

A few times a day 81% 36% 11% 2% 56% 17% 6% 8% 

Once a day 7% 8% 6% 3% 15% 8% 3% 6% 

A few times a week 4% 13% 13% 9% 17% 10% 7% 15% 

A few times a month 2% 10% 25% 17% 5% 9% 8% 19% 

Never/Not a member 6% 32% 46% 69% 8% 56% 76% 52% 
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Table 2. Frequency of use of selected social media platforms by Generation X 

  FB Twitter Google+ LinkedIn Video Picture Bookmark Blogs 

A few times a day 53% 22% 10% 4% 16% 5% 3% 3% 

Once a day 15% 8% 2% 7% 17% 6% 4% 6% 

A few times a week 10% 12% 10% 16% 30% 6% 4% 13% 

A few times a month 11% 13% 20% 33% 25% 18% 13% 18% 

Never/Not a member 11% 45% 58% 40% 13% 65% 77% 60% 

 
The major exception here is Facebook, which is the most popular amongst Genera-

tion Y users with frequent intraday access. This also extends to Generation X users, 
albeit to a marginally lower degree at 53% versus 81%. Another medium that is very 
popular only amongst the Generation Y users is video sharing platforms, with 56% 
accessing it repeatedly intraday and a cumulative 71% at least once a day. Generation 
X sees a fairly equal distribution in this social media type, and a low 16% repeat 
intraday accesses and a cumulative 33% at least once per day. Comparatively we saw 
no respondents using video sharing platforms regularly amongst BB. 

3.3 Social Media Habits: Frequencies, Aims of Use, etc. 

We investigate the primary motivation behind social media use by broadly dividing it 
into Personal and/or Academic, focusing on social media platforms such as Facebook, 
Twitter, Google+, LinkedIn, Blogs, Video sharing, Photo and Bookmark sharing.  

The following analysis considers both broader uses in terms of the number of ser-
vices employed for Personal and/or Academic purposes, as well as their generaliza-
tion as shown in Fig. 2, Fig. 3 and Fig. 4. Overall, exclusively Personal use dominates 
the employment of social media across all three classes, with an excess of 2/3rds of 
all services not employed in the respondents’ academic life. 

 

 

Fig. 2. Reasons for using selected social media platforms by Baby Boomers 
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Fig. 3. Reasons for using selected social media platforms by Generation Y 

 

Fig. 4. Reasons for using selected social media platforms by Generation X 

In the BB category (Fig. 2), personal use dominates, with no adoption of sharing 
mechanisms outside networking sites (i.e. Facebook, G+ and LinkedIn). Based on 
much larger sample sizes, Generation X and Y however form a stark contrast, with 
the majority using social media for both Academic and Personal use (demonstrated in 
Fig. 3 and Fig. 4). This suggests a much stronger penetration of social media from 
Personal to Academic activities, arguably forming a basis of operation irrespective of 
activity. For instance, while a Baby Boomer might seek the library to review a partic-
ular field of study or alternatively create an account on a social media site to access 
this information, a Generation X or Y might use their existing accounts and facilities 
to quickly retrieve the same information with ease and convenience, forming part of 
his or her regular modus operandi.  

Across all three generations, exclusively Academic use is rarest. Taking a more in-
depth look at individual services, it can be immediately observed that the use of  
Facebook and Video Sharing platforms feature equally between people using them 
exclusively for Personal use or for both. Both for Generation X and Y, the most popu-
lar tool is seen as video sharing services with 59.63% and 61.29% claiming to utilize 
them for academic purposes respectively. This is followed by Facebook, Twitter, 
Blogs and Google+ in Generation Y, while Generation X is employing LinkedIn, 
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followed by Facebook, Blogs, Twitter and Google+. Other services show a much 
lower degree of penetration here, such as Photo Sharing or Bookmark Sharing. It 
could be argued that these services are already covered by the social networking sites, 
such as Facebook, and this is reflected here. 

The participants were asked if and how often they produce and share certain types 
of content on social media platforms in order to determine their activities. These were 
personal status update, re-sharing other's content, sharing links, own blog/text, own 
video, and own photo. Across generational groups results appear consistent, that the 
majority of respondents are social media consumers rather than producers, with BB 
on the extreme end of non-producers and Generation Y closer to the producers end as 
shown in Fig. 5. 

 

 

Fig. 5. Content creation and sharing in social media platforms 

3.4 Opinions and Beliefs about Social Media 

The following analysis focuses on the perception of social media platforms per gen-
erational group as summarized in Table 3 and Table 4. Specifically, they look at the 
need to be on social platforms, the ease of use of social media platform, the feeling of 
security they provide and the impact on social association felt by the user. 

With respect to the necessity of having access to and being active on social media 
platforms, irrespective of generational grouping, one can observe a fair degree of 
consensus. 

When considering the ease of use of social media platforms, overall respondents 
considered social media platforms easy to use and useful. However, we see that when 
they were asked if they find it difficult to follow the information flow on numerous 
social media platforms, there is a moderate trend towards a perceived difficulty as we 
move from the Generation Y to the BB for cross-platform use. Interestingly, the ma-
jority of respondents across generations considered it difficult (Completely Agree or 
Slightly Agree) to follow information flows there, which is equally reflected in the 
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general difficulty to use multiple platforms. In summary, it appears that generational 
differences play no to very little part in the perception of social media platforms with 
respect to their usefulness, and a universal difficulty is encountered when trying to 
manage information across several. 

Table 3. Perception of social media platforms (Q1: It is necessary to use SM in today's world, 
Q2: It is important to be on SM platforms, Q3: I find it difficult to get used to changes/new 
things on SM platforms, Q4: I only use SM platforms for leisure time, Q5: SM platforms are 
useful, Q6: I find it difficult to follow the information flow on numerous SM platforms, Q7: I 
find it difficult to actively use numerous SM platforms, Q8: SM platforms are easy to use.) 

Generation Y Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 

Completely Agree 57% 33% 6% 6% 46% 22% 23% 57% 

Slightly Agree 35% 42% 21% 26% 50% 37% 39% 39% 

Slightly Disagree 6% 20% 44% 42% 3% 29% 29% 3% 

Completely Disagree 2% 5% 28% 25% 1% 13% 9% 0% 

Generation X Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 

Completely Agree 56% 41% 7% 2% 40% 39% 32% 44% 

Slightly Agree 32% 39% 36% 21% 56% 41% 42% 50% 

Slightly Disagree 11% 14% 44% 49% 3% 14% 19% 6% 

Completely Disagree 1% 6% 13% 28% 1% 6% 6% 1% 

Baby Boomers Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 

Completely Agree 33% 33% 17% 0% 8% 58% 50% 8% 

Slightly Agree 33% 42% 33% 42% 67% 33% 25% 67% 

Slightly Disagree 25% 17% 42% 33% 17% 8% 25% 25% 

Completely Disagree 8% 8% 8% 25% 8% 0% 0% 0% 

 
Further, we consider the perceived risks of social media platforms across the gen-

erational groupings. Answers to a questionnaire item about controlling who can ac-
cess the content added to social media platforms indicate the feeling of control  
respondents have over the shared information on social media decreases as we move 
from Generation Y to BB, with a clear decreasing trend from 80% feeling in control 
to just 33% respectively, with Generation X still at 63%. Interestingly however, when 
queried on the associated privacy concerns and security of social media platforms, all 
3 generations are dubious and consider them largely insecure. Extrapolating from this, 
one might argue that we therefore merely observe a difference in the risk-tolerating  
behaviour of the generational groups, with the older generations being more risk 
averse. This behavioural pattern is in line with the characteristics of the BB as studied 
and documented by several researchers in literature4. 

                                                           
4  Generations in History, http://www.lifecourse.com/assets/files/gens_ 

in_history(1).pdf, by Life Course Associates, last accessed in April 2014. 
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Table 4. Perception of social media platforms ( Q9: I can control who can access the content I 
add to SM platforms, Q10: SM platforms have security risks regardless of how informed the 
users, Q11: SM platforms are risky for personal information and privacy, Q12: I do not think 
that my SM accounts can be hacked by others, Q13: Being on SM platforms makes me feel like 
I am not alone, Q14: SM platforms make me feel like I belong to a group, Q15: I feel 
uncomfortable unless I check my SM accounts at least once a day, Q16: Being on SM 
platforms makes me feel uneasy.) 

Generation Y Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 

Completely Agree 41% 43% 25% 11% 10% 3% 19% 7% 

Slightly Agree 38% 44% 52% 25% 35% 10% 29% 28% 

Slightly Disagree 14% 12% 20% 43% 34% 38% 28% 38% 

Completely Disagree 6% 2% 3% 21% 21% 49% 24% 27% 

Generation X Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 

Completely Agree 24% 46% 39% 8% 7% 2% 14% 8% 

Slightly Agree 39% 48% 50% 26% 37% 16% 25% 38% 

Slightly Disagree 28% 6% 10% 39% 39% 41% 27% 32% 

Completely Disagree 10% 1% 0% 28% 17% 41% 35% 22% 

Baby Boomers Q9 Q10 Q11 Q12 Q13 Q14 Q15 Q16 

Completely Agree 8% 75% 50% 8% 8% 17% 0% 8% 

Slightly Agree 25% 25% 50% 8% 25% 8% 17% 33% 

Slightly Disagree 42% 0% 0% 42% 25% 50% 25% 25% 

Completely Disagree 25% 0% 0% 42% 42% 25% 58% 33% 
 
Lastly, we consider the feeling of association the use of social media triggers. 

Broadly, we observe that irrespective of generation, though users feel not alone or 
isolated when engaged with social media, they, however, do not feel any association 
to any social grouping.  

About half of BB apparently experience a sense of unease when interacting with 
social media, a statistic equally observable in Generation X users, with marginally 
fewer in Generation Y. Strangely, when queried for a felt need to check social media 
on a daily basis, almost 50% of respondents in Generation Y felt compelled to engage 
in social media with a quick drop to 39% in Generation X and just 17% for BB. 

3.5 Leveraging Education with Social Media  

Participants were asked if they have ever used any social media platform for educa-
tion. Not surprisingly, social media use for educational purposes is highest amongst 
Generation Y (who are mostly students and technologically able young faculty mem-
bers) at 87% and Generation X (who are mostly faculty members that are more open 
to utilizing technology for learning than their predecessors) at 71% respectively, with 
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a dramatic drop thereafter at 33% for the BB who are introduced to the digital tech-
nologies much later in their lives. 

Next we investigate the positive or negative impact that social media is perceived 
to have in education according to our findings. Most notably perhaps, BB and Genera-
tion X appear to be attributing general usefulness to social media in education, while 
Generation Y respondents predominantly disagreed with this assertion. 

In surprising contrast, the responses of Generation X on the other questions were 
predominantly affirming of the positive impact social media can have in education 
and considered it not to decrease their performance either, in line with that of Genera-
tion Y and BB. Overall, there appeared general consensus on these aspects. Two dif-
ferences to note are that Generation Ys consider the beneficial impact on ICT skills to 
be limited, with only 50% considering it beneficial compared to 85% by Generation 
Xs. This could be explained as the Generation Ys usually see themselves as technolo-
gical and with advanced ICT skills, whereas the older generations might be feeling 
more insecure about their ICT skills or that there is room for improvement. Similarly, 
an increase in productivity is only believed by 40% in Generation X compared to an 
immense 82% in Generation Y. This could also be enlightened in a similar explana-
tion, where groups who are insecure about their ICT skills think that integrating social 
media could be a costly process in terms of effort and time, and therefore having a 
negative impact on their performances. 

4 Discussion and Conclusion  

This research could indicate ways of if and how researchers, faculty members and 
university administrations could adjust their practices to strengthen technology en-
hanced learning by employing social media tools in higher education. Our study fo-
cused on the current use and perception of social media in general and for education 
in a developing country, where we aimed to find answers for readiness and willing-
ness of the students and instructors regarding the idea of using social media in general 
and for educational purposes; their awareness of educational use of social media; and 
if and how these differ across generations.  

Our dataset contained faculty members and students, with the majority from Gen-
eration Y, less in Generation X and very little from the Generation BB (which makes 
it hard to draw general conclusions for BB). At the moment Generation Z is not in 
higher education and therefore did not partake in our study. Therefore the resulting 
demographic distribution was expected for any higher education institution in the 
present, but one should keep in mind that Generation Z is soon to join the picture. 
Hence, when strategies for technology enhanced learning are to be decided, these 
demographics and the future shift should be considered.  

We observe that although Generation X is closer to Generation Y in terms of 
awareness of social media and willingness to change in a linear spectrum, they still 
show signs of hesitations and concerns. Given the trend between generations and the 
fact that Generation Z are born into the Internet age, it would be safe to assume that 
they will lead the spectrum in social media usage, followed by Generation Y and X 
and extending the gap between Generation Z and BB in terms of technological  
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demands. Although one might argue that Generation BB is soon to retire and there-
fore disappear from the picture, an enforced strategy change might make this group 
uncomfortable. Thus it is important to consider this fact when educational policies 
and strategies are being developed. 

While almost all of Generation Ys are frequent users of social media followed by 
Generation X by three quarters, we see that Generation BB range between regular 
users and seldom users, defined as a few times a month. We can say that for Genera-
tion Y and X, where the graphics show more intense intraday and once a day use, 
social media is already forming a part of their daily lives. 

The two most popular social media services among Generation Y and X were 
found to be the social networking site Facebook and video sharing platforms. Fur-
thermore, 32% of Generation Y claimed to use Facebook for academic use while this 
was 28% for Generation X and only 12% for BB. For the other popular service among 
Generation Y and Generation X, video sharing platforms, 61% and 60% claimed to 
use it for academic and personal use respectively. However, we observe that when it 
comes to producing content for these platforms Generation Y leads by 23.19% and is 
followed by Generation X at 11.01%. This may indicate that older generations are 
more likely to be consumers in social media than the younger generations. This might 
lead to difficulties in educational sharing and communication on social media among 
generations. 

Following the responses, one can conclude that social media is considered benefi-
cial irrespective of generational association in education as well as in general.  
However, experiences and concerns seem to differ across generations. Although par-
ticipants think that social media is easy to use and useful, BB mentioned it is difficult 
to manage and follow numerous social media platforms, while Generation X and Y 
also struggle to maintain information flow cross-platform. This finding is essential to 
keep in mind when a social media platform is to be utilized for education. We can say 
that agreeing on one or two common platforms for education can be manageable and 
useful for benefiting from the advantages of social media and education amalgama-
tion, while randomly employing social media platforms in formal education might put 
a burden on users, which might then outweigh these benefits. Therefore, common 
strategies as well as institutional support seem necessary. Studying the advantages 
and limitations of various platforms could be the path to choosing the best common 
platforms, but one should keep in mind that it might be easier to adopt and integrate 
those platforms which are already in use by the majority.  

When such generic solutions are pursued, security and privacy concerns of users 
should be taken into account as well. Our findings showed that older generations 
might need support or training for social media use in education as they mentioned 
that they do not feel completely in control of their social media activities or accounts. 
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Abstract. TEL Recommender systems have been used to improve experiences 
of students or teachers. Many such systems use information about students, 
such as interests, preferences, and demographic data. They also use resource 
metadata and ratings. The authors of this paper think that recommender systems 
are also valuable when implemented in online or blended courses using 
competence-based assessment since these systems can take advantage of social 
knowledge about competence development, and students’ performance. By 
using collaborative filtering and knowledge-based techniques, it is possible to 
obtain recommendations from social knowledge and adapt the former to each 
student’s performance. In this paper, the authors propose a system to 
recommend activities and resources that help students in achieving competence 
levels throughout an online or blended course. This recommender system takes 
into consideration experiences previously stored and ranked by former students. 
In order to offer successful learning advice, this recommender system analyzes 
the student’s current competence levels against similar former students’ 
performances. Functional test results indicate that the proposed technical 
approach is accurate. Moreover, these results seem to reflect that social 
knowledge and students' qualifications are sources of valuable 
recommendations for online and blended courses. 

Keywords: Technology-enhanced learning (TEL), recommender system, 
collaborative filtering, social knowledge, competence development. 

1 Introduction 

Recommender systems have been included in several software applications, such as 
online stores, searching engines, music and video hosting web sites. Even banks 
granting credit make use of recommender systems [1]. Recommender systems are 
usually employed to take advantage of stored information in data repositories. 
Regarding the Technology-Enhanced Learning (TEL) area, recommender systems 
have been used for different purposes as follows: 1) annotating in context, 2) finding 
good items, 3) finding novel resources, 4) predicting and supporting students’ 
performances, and some others [2] [3]. The most used techniques to find good 
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learning items and predict student’s performances are collaborative filtering and 
knowledge-based techniques. To provide some examples of these techniques there are 
novel TEL recommender systems using collaborative filtering [4] [5] as well as the 
ones using knowledge-based techniques [6] [7]. Furthermore, some instances of TEL 
recommender systems joining these two techniques are also available in [8] [9]. 

Recommender systems can be used as a tool for exploiting social knowledge stored 
in course-learning repositories. Adolphs in [10] describes social knowledge as 
knowledge of the minds of others. According to [1], social knowledge is the one about 
the larger community of users other than the target user. Furthermore, social 
knowledge enables the use of collaborative algorithms in which predictions about 
individuals are extrapolated from their community opinions [1]. Some examples of 
recommender systems exploiting social knowledge are found in [7] and [11]. The 
implementation of course-learning repositories such as Learning Management 
Systems (LMS), Massive Open Online Courses (MOOC), Training systems, and 
Online Informal Courses enable the collection of valuable information of former 
students’ experiences. Some of the experience data obtained from these 
course-learning repositories could be pieces of advice, actions, material that students 
used successfully, and the students’ historical performances (grades or qualifications). 
Hence, this information could be used as the social knowledge of a course-learning 
repository to give support to new students in this social learning environment. New 
students could improve their learning performance by learning from historical social 
experiences. However, social knowledge can grow and become overwhelming if 
many historical courses are taking into account. A recommender system is a tentative 
option to address this scenario; it can take advantage of this social knowledge, and 
filter the most relevant information for personalized recommendations. 

With the previous ideas in mind, this paper will describe a TEL recommender 
system prototype. This particular system will use collaborative filtering techniques to 
assist current students in a competence-based assessment course. The suggested 
recommender system will take advantage of documented historical experiences and 
qualifications. Moreover, the system will filter the best historical experiences for any 
given student in relation to former students based on: (1) similar performance and (2) 
successful achievement of the next expected competence levels in the course. 
Thereby, the objectives of this system will be to find good items (former students’ 
experience data) and support student performance improvement. 

This paper is organized in eight different sections as follows. Section 2 shows 
related work of recommender systems on TEL. This part highlights algorithms and 
relevant ideas found in the studied recommender systems. Section 3 describes 
competence-based assessment frameworks and the technology software product 
where this recommender was added. Section 4 explains the recommender process. 
Section 5 displays the implemented prototype of this model and its testing scenario. 
Another ongoing testing work is also mentioned in this section. In Section 6, the 
preliminary findings of the authors are presented. The authors outline their 
conclusions in Section 7. Finally, Section 8 gives some ideas about future work. 
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2 Related Works 

Most recommender systems on education are implemented based on standard 
recommendation approaches: content-based, collaborative-based or hybrid-based 
filtering. They analyze students’ information and resources metadata in order to find 
patterns or to retrieve information that is hidden in the data. The main idea is to look 
for either items rated high by similar users or for items similar to those rated high by 
the user. There also exist cases where the data to be studied are not just students’ 
attributes or resources attributes. In [6] a recommender system composed of 
subsystems is presented. Subsystems extract and process information related to 
psychological and physiological student profiles, taking into account aspects that can 
have a significant impact on learning efficiency. In the same way, the recommender 
system proposed in this paper uses students' assessments during a particular online or 
blended course to make recommendations. If psychological and physiological profiles 
can affect the learning efficiency and can be used to find patterns in the data in order 
to make recommendations, it is valid to analyze and check if the qualifications 
obtained in a course can be used for the same objective. These data partially represent 
students’ performance and is representative of student in the system. In [4] authors 
associate IQ level with students’ skills and their learning performance. Using the 
Stanford-Binet intelligence scale, associations between the level obtained and 
learning performance are searched. In a similar way, achieved competence level can 
be used. In [4], the system makes its decision according to the IQ level reached by a 
student, and retrieves recommendations. Thus, it is possible to make decisions based 
on the competence level achieved by students. 

In some cases, educational recommender systems aim to support students at a 
specific time point; the presence of a time parameter affects the recommendation 
being retrieved. For instance, [5] proposed a recommender system to support students 
in selecting their undergraduate program. The quantity of missing credits required to 
be completed for a specific career path is one of the parameters most taken into 
consideration. Based on the value of this parameter, the system can change 
recommendations to guide students throughout the undergraduate program. This 
mechanism is also used in our proposal of recommender system, but on another scale. 
Recommendations aim to guide students throughout a specific course according to 
their current performance. However, recommendations may change during the course 
development based on the time parameter. 

In educational environments, knowledge transfer is a priority, but students need to 
develop skills too. The European Qualifications Framework (EQF) [12] may be used 
for analyzing both of these. When a course is designed, it is necessary to recognize 
related knowledge and skill competences in order to decompose general evaluation 
into more specific assessments, after which, teachers can assess students both in 
knowledge and skills gained. Considering that a theoretical field is supported by 
knowledge and that a practical field is supported by skills, in [8], a recommender 
system to support transfer of knowledge and skills between novice worker, teacher 
(theory) and trainer (work area) is proposed. The system is based on the idea that 
information transfer in educational environments is different from work 
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environments. The proposed recommender system uses the EQF assessments in order 
to help students with the achievement of knowledge competences and skill 
competences.  

Filtering techniques are selected according to available information in data. In [9], 
a hybrid recommender system is proposed. The authors use Learning Objects (LO) as 
recommendation items; they use attributes of LO in order to find recommendations 
using content-based filtering. They also build a student profile with his/her attributes 
and preferences in order to find recommendations using collaborative filtering. The 
available data for the proposed recommender system in this paper are the student's 
qualifications. These qualifications can represent the student profile and can be 
analyzed using a collaborative filtering technique.  

Table 1 summarizes the studied recommender systems. This table characterizes 
important features that are valuable, such as the type of input data, if a time parameter 
is used, if the recommender takes into account development of competences, etc. 

Table 1. Summary of related works 
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3 Competence-Based Learning 

Worldwide, competence-based learning uses qualification models to assess student 
competences. Currently, some relevant qualifications frameworks in Europe are the 
European Qualifications Framework (EQF) [12], and the Common European 
Framework of Reference for Languages (CEFR) [13]. These qualification frameworks 
are used to design learning programs to certify student qualifications with different 
types of competences assessed at different levels. These frameworks are reference 
models of qualifications for learning programs.  

All such qualification frameworks define types of competences, levels, and 
descriptors associated to these levels. Table 2 shows a general competence 
frameworks template. 

Table 2. Competence frameworks template 

 Competence type 1 … Competence type n 
Level 1 Descriptor Descriptor Descriptor 

… Descriptor Descriptor Descriptor 
Level m Descriptor Descriptor Descriptor 
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The EQF identifies three types of competences: Knowledge, Skills and Personal 
competences. This framework defines eight levels of achievement, from the basic 
Level 1 to the highest level 8. For each level, this framework exposes its 
corresponding descriptors. Every descriptor represents what a student needs to show 
as evidence of learning for a level and type of competence. This framework is the 
lifelong learning framework set for the European Commission [12]. 

Concerning the European Qualification Framework, it is the Common European 
Framework of Reference for Languages (CEFR) [13]. It is used to assess 
comprehension, writing, and oral expression competences of learners in any language. 
These are the types of competences assessed on this framework. It uses six levels to 
evaluate the language learning process: A1, A2, B1, B2, C1, and C2. Level A1 
achieved by learners who can express and understand themselves using simple daily 
phrases. Level C2 achieved by learners who can easily understand everything they 
read or hear, and express themselves with great fluency and precision, even in 
complex situations. 

As in Europe, the Colombian context also presents the implementation of a new 
competence framework. There is a new government initiative in Colombia to train 
basic and middle education teachers. This initiative is based on a new competence 
framework that assess teachers in Information and Communication Technologies 
(ICT) competences [14]. This framework uses six types of competences: 
Technological, pedagogical, instructional design, communicative, management, and 
research competences. The framework defines three acquisition levels: Level 1 
Explorer, level 2 Integrator, and level 3 Innovator. 

The recommender system proposed in this paper aims to extend [15], a software 
suite that helps to introduce the EQF (or any competence framework based on Table 
2) into formal and informal courses. This application contributes to the learning 
process by supporting the design, the monitoring, the assessment, and the analytic 
visualization of qualifications in online or blended courses. When a course is 
designed, teachers can define assessment activities (AA) on it. For each AA, they 
define the competences that are going to be assessed and what is the expected 
competence level of achievement for that particular activity. When an AA is finished, 
teachers assess students by indicating the level they achieved on every competence 
relevant to the activity. Students can then be aware of what they have achieved, of 
what they have not achieved, or of those levels of achievement where they have 
exceeded expectations. At this time, students can indicate the experiences they did for 
achieving competence levels, and they can also score the existing experiences they 
followed from others (teachers or former students). This is the process in [15] that 
captures assessment data and recommendation items. Table 3 shows an example of 
expected competences levels for each AA in a course assessed using the EQF. The 
expression N/A appears in this table when the competence is not assessed in that 
activity. 

The authors are interested in exploring the benefits of recommender systems in 
online and blended courses with competence-based assessment. The conclusion in 
[16] indicates that social knowledge about competence development can be mined by 
recommender systems. 
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Table 3. Expected competence levels in Linear Control Systems Course 

 Assessment activities (AA) 

Competence AA1 AA2 AA3 AA4 AA5 AA6 AA7 AA8 AA9 
Ability to solve problems of linear systems 1 1 2 2 3 4 4 4 4 

Knowledge in control of linear systems 1 1 2 2 3 4 4 4 4 
Punctuality with assigned tasks 1 N/A 2 N/A N/A 3 N/A 3 N/A 

4 Recommender Process  

This system has been designed to extend the AEEA Suite [15], a system that helps to 
design, monitor, evaluate, and analyze courses in higher educational environments, 
under an usual competence framework template (See Table 2).  

In competence-based courses, a recommender system that uses assessment data in 
order to assist students through courses is welcome. This model uses a collaborative 
filtering technique in order to retrieve recommendations.  

The goal of this recommender system is to assist students throughout a course, 
under a competence evaluation model. For each course-competence, students  
must achieve increasing competence levels through developmental activities. 
Recommendations could be useful to learners in achieving the next competence level. 
The main idea of the recommender system is to find similar students according to 
their learning curve (represented by the process of acquiring competence levels). 
Then, the system asks for the items they rate and scores these items according to their 
importance (given by the similarity between the student who gave the advice and the 
student who will be recommended). At the end of the process, the system retrieves the 
recommendations. 

The system recommends that teachers and former students score different items 
such as pieces of advice, actions, material that students used successfully. These data 
are stored in the database in order to make new students' recommendations. Students 
can add new items in every AA. Figure 1 shows how recommendation items are 
scored or added to the database. Some recommendation item examples are:  

• “Redo exercises on the 3rd class” 
• “Watch http://www.youtube.com/watch?v=8TMBjfS8wY0” 
• “Exercises 12-18 book X, p. 23” 
• “Read 15-18 pages on Dynamic programming v1.pdf” 

Before starting the recommendation process, the system needs to know the specific 
course time point; it presents recommendations to achieve incoming expected 
competence level going from a time point A to a time point B in a course.  

Figure 2 shows the process for calculating and retrieving recommendations. This 
process describes how to transform former students' qualifications into 
recommendation items for a current student. The process is divided into five phases: 
Pre-processing data, filtering former student candidates, calculating similarity, 
ranking and retrieving recommendation items. 
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4.4 Ranking and Retrieving Recommendation Items 

Recommendation items are previously rated and stored by former student. When a 
student rates some item, this action is stored in database. Table 7 shows possible 
ratings of four items (I1, I2, I3, I4). The goal of this phase is to automatically rank 
recommendation items. Ranking is based on the Jaccard’s coefficient previously 
calculated and the ratings of items stored in the database.  

Table 7. Previously rated recommendation items 

Student Andy Andy Bob Bob Alice Alice Alice 
Item I1 I2 I1 I2 I1 I3 I4 
Rate 4 3 4 4 5 2 3 

 
Equation 2 gives the ranking of an item In. Here, k is the number of former students 

who rated item In, JCj is the Jaccard’s Coefficient between the student j and current 
student, and Rj is the rating that student j gives to item In. ∑                            (2) 

Using Equation 2 and based on Table 6 and Table 7 data, the ranking for items I1, 
I2, I3 and I4 is: 

I1 = (1*4)+(¾*4)+(½*5) = 7,5 
I2 = (1*3)+(¾*4) = 4 
I3 = (½*2) = 1 
I4 = (½*3) = 1,5 

After ranking the recommendation items, the system sorts out items by relevance. 
In this example, the relevance order is I1, I2, I4, and I3. Finally, the most relevant items 
are shown for the current student. 

5 Prototype 

The recommender system prototype was implemented using the Java programming 
language and a PostgreSQL database. Recommendation items and qualifications were 
generated synthetically, with an intentional focus on results. Obtained results 
correspond to expected results, and the functional tests applied to recommender 
system were satisfactory. Figure 4, Figure 5, and Figure 6 show different applied tests 
to assess the correctness of the recommender’s functionality. There were 20 former 
students and 5 recommendation items in the dataset. In the 3 scenarios, for simplicity, 
the value was the same for each item rating and enabled us to observe the changes in 
the results due to the collaborative filtering and the recommender restrictions.  
Students 1-4 rated the first item, students 5-8 rated the second item, students 9-12 
rated the third item, students 13-16 rated the fourth item, and students 17-20 rated the 
fifth item. 
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Functional tests confirmed that the recommender process proposed is suitable to 
assist incoming students with recommendations that former students had stored and 
rated. 

Testing results ratify that this hybrid TEL recommender system using collaborative 
filtering techniques and knowledge-based techniques allow taking advantage of social 
knowledge in online and blended courses with competence-based assessment as a 
basis for recommendations. 

Preliminary presentations of this recommender system to the community of TIT@ 
training course [18] and the CIER-SUR alliance [19] [20] [21], suggest that the 
University of Valle, the Secretary of Education in Valle-Colombia, and the Ministry 
of National Education in Colombia are interested in hosting the assessment 
application and the recommender system application in their online platforms to 
assess and train basic and middle school teachers in ICT. 

Further tests are needed, but the authors think that this TEL recommender system 
can help students to be better informed in taking decisions at every step of their online 
or blended courses with competence-based assessment because they could learn from 
others’ experiences. 

7 Conclusions 

In this paper, a recommender-system prototype for online and blended courses with 
competence-based assessment was presented. The system could help to improve the 
incoming students’ performance because the former students have stored and rated 
several of their good experiences that helped them succeed. This system uses 
collaborative filtering techniques and knowledge-based techniques to make use of the 
experience and output of former students. Therefore, activities and resources can be 
suggested to help current students to obtain and improve towards expected 
competence levels planned for the course. 

This recommender system encourages social knowledge, due to fact that the 
participants of a course can contribute ideas that can be used by other students in the 
future. Hence, incoming students will be more able to obtain expected competence 
levels (planned by teachers) in their own learning processes. The authors' approach 
also exploiting teachers' opinions about activities and related resources as their 
documented outlooks are also taking into account in the assessment application. 

This recommender system extends the AEEA Suite [16] [15] functionality. The 
assessment tool was improved by adding methods to collect former students’ 
successful experiences and ratings. When students either achieved or exceeded 
expected competence levels in an assessment, they were encouraged to store their 
experiences for future learners. 

The approach proposed in this document can be used by the TEL community in 
online or blended courses for different contexts of learning (informal and formal 
learning). Because many competence qualifications frameworks follow the same 
pattern of definitions (i.e., descriptors in a matrix of type of competences vs. 
competence levels), this approach may be used to implement new recommenders for 
courses using some of those competence frameworks. 
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Preliminary functional testing, using the limit value technique and synthetic data, 
validated the technical soundness of the recommender process. It is necessary to use 
the recommender in real courses, to collect a large source of social knowledge and 
overcome the early adoption problem of knowledge-based recommender systems. To 
do so, the software suite has been used in a series of massive blended courses for 
training teachers of basic and middle public schools in Cali, Colombia as is described 
in the next section. 

8 Future Work 

This is an ongoing research work. To validate whether this recommender system 
improves students’ performance in competence development, a series of further 
testing is planned. By the time this paper is completed, the software suite (AEEA 
Suite) is been used in blended massive courses for the TIT@ training plan [18]. In 
TIT@, at least 500 local teachers of basic and middle public schools are been trained 
on ICT competences. These teachers are divided into successive groups taking the 
same course. In this ongoing work, the suite was configured to use the framework 
[14] instead of the EQF. Then, the recommender system of this paper is going to be 
used in the training course of the CIER-SUR alliance [19] [20] [21]. The latter course 
will train other 3000 teachers of basic and middle schools of the Colombian South 
Region on ICT competences. Similar to the TIT@ course, in the CIER-SUR course, 
teachers will be divided into groups taking the same course successively. 

Regarding improvements for this recommender system, the authors have some 
ideas. Firstly, classification of former students’ experiences would help students to 
filter recommendations by choosing categories (good resources experiences, good 
activities experiences, good online material, etc.) in the displayed data. Secondly, the 
social learning analytics tool of the software suite can be extended with visual 
analytics of the recommendations. A final planned extension is a recommender 
system for teachers regarding course design and students in danger of either dropping 
out or failing the course. 
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Abstract. This paper presents a study describing the development of an Evalua-
tion Framework (EF) for data competitions in TEL. The study applies the 
Group Concept Method (GCM) to empirically depict criteria and their indica-
tors for evaluating software applications in TEL. A statistical analysis including 
multidimensional scaling and hierarchical clustering on the GCM data identi-
fied the following six evaluation criteria: 1.Educational Innovation, 2.Usability, 
3.Data, 4.Performance, 5.Privacy, and 6.Audience. Each of them was operatio-
nalized through a set of indicators. The resulting Evaluation Framework (EF) 
incorporating these criteria was applied to the first data competition of the Lin-
kedUp project. The EF was consequently improved using the results from re-
viewers’ interviews, which were analysed qualitatively and quantitatively. The 
outcome of these efforts is a comprehensive EF that can be used for TEL data 
competitions and for the evaluation of TEL tools in general.  

Keywords: Evaluation Framework, Assessment of TEL tools, Data competi-
tion, Group Concept Mapping. 

1 Introduction 

With the raise of data science, there is also a new wave of publications on learning 
analytics, personalisation and adaptation techniques. But these data-driven research 
approaches in education are hardly comparable with each other. Most of the reported 
experiments in the TEL world are not comprehensible and do not provide the underly-
ing research data, neither they describe their learner model, educational reasoning or 
personalisation techniques in sufficient detail to repeat an experiment. This is a mayor 
challenge for TEL science, as it is the nature of science to gain general knowledge 
that can be reproduced under controlled conditions. It is of crucial importance to 
overcome this issue to make TEL research results more reliable for the community as 
well as for policy makers and funding bodies. We should strive towards a comprehen-
sive knowledge base about the effects of TEL tools on learning and teaching. For this 
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reason, the dataTEL Theme Team funded by the STELLAR Network of Excellence 
identified the need for a comprehensive Evaluation Framework as one of the Grand 
Challenges for technology enhanced learning [1]. In TEL, evaluation has specific 
characteristics as it needs to take into account technical and educational measures. 
The technical measures guarantee that the software is working properly and the edu-
cational measures indicate the impact of the technology on learning scenarios.  

The paper presents an empirical study for the development of an Evaluation 
Framework for the LinkedUp project that organises three consecutive data competi-
tions in TEL - Veni, Vidi and Vici [2]. The goal of the LinkedUp Veni competition 
was to gather innovative and robust tools that analyse and/or integrate large scale, 
open Web data for educational purposes. Veni was open for any end-user application 
that analyses and makes use of Linked Data or Open Web Data for online learning. 
The EF has been applied to compare data-driven tools in TEL and rank them accord-
ing to their achievements in a standardised manner.  

The paper will report about this process by first reviewing related evaluation ap-
proaches in TEL. Then we introduce the Group Concept Mapping method that was 
used by the TEL community to identify evaluation criteria and indicators that are 
suitable for TEL related data competitions. Third, we provide some demographic data 
about the participants of the study and describe the procedure in further details. 
Fourth, we present the results of the Group Concept Mapping and summarize its main 
findings. Fifth, we discuss the first version of the LinkedUp EF as it has been applied 
to the LinkedUp competition– Veni1. Finally, we report how the EF was evaluated 
and further improved for the Vidi competition.  

2 Related Work  

2.1 Data Competitions 

Data competitions are of increasing importance as a mean to gain knowledge about 
data science in various domains. Data competitions enable the data owners to review 
diverse approaches towards a single dataset and are therefore a strong instrument for 
innovation purposes.  

There are various competitions related to the TEL domain such as the Elsevier 
Grand Challenge2, where the goal is to improve communication of scientific informa-
tion.  The Semantic Web Service Challenge3 is another example of similar initiative 
that aims at evaluating Semantic Web Services Mediation, Choreography and Discov-
ery technologies. Collaborative Annotation of a Large Biomedical Corpus (CALBC4) 
is a European Support Action addressing the automatic generation of a large, commu-
nity-wide shared text corpus annotated with biomedical entities. Evaluation will be 

                                                           
1 http://www.linkedup-challenge.eu 
2 http://www.elseviergrandchallenge.com/  
3 http://sws-challenge.org  
4 http://www.calbc.eu/  
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performed against the harmonized contributions that have been gathered from the 
participants' contributions to the same challenge.  

Although previous examples have demonstrated the suitability and usefulness of 
organised challenges and competitions to drive innovation, there are still some issues 
that limit the reusability and impact. Most of these initiatives are technology-centric 
rather than outcome-centric, are based on artificial, limited test data and often lack of 
real-world scenarios. One serious drawback in the previous competitions was lack of 
information about evaluation frameworks used, particularly how the criteria and indi-
cators were identified and with what kind of methods.  

In LinkedUp we aimed to overcome those issues by creating TEL related data 
competitions following a realistic use-case scenarios, involving a large-scale testbed 
of Web datasets, and a transparent evaluation framework to ensure a high-level of 
innovation and reusability of project results in education. 

2.2 Evaluation Approaches in TEL  

A systematic literature review that we conducted identified a reasonable number of 
studies on evaluation of TEL tools and e-learning courses but very little information 
was returned on evaluation frameworks, criteria and indicators for assessing educa-
tional software applications in competitions. Most of the research on TEL evaluation 
has been focused on usability. Some studies combine usability with specific perfor-
mance measures for learning of end users (learners). For instance, [3] modified the 
Nielsen's protocol for the evaluation of an e-learning program. [4] presented a com-
prehensive usability study that brings together end-user assessments and expert in-
spections, thus providing a detailed students’, teachers’ and experts’ feedback. [5] 
developed an integrated model with six dimensions: learners, instructors, courses, 
technology, design, and environment to evaluate the satisfaction from using an 
eLearning tool. In another study [6] proposes an usability framework that integrates 
web usability and instructional design parameters and proposes motivation to learn as 
a new type of usability dimension in designing and evaluating e-learning applications. 

Next to those usability studies there have been different approaches for the evalua-
tion of personalisation and adaption of TEL tools that are also relevant for our EF as 
they require data to provide their adaptation services. [7] suggested an approach to 
decompose the adaptation process into two layers that are evaluated separately. This 
is needed because a ‘monolithic’ evaluation cannot provide sufficient information at a 
level of granularity that can be valuable for the system designer to decide which  
part of the system needs improvement. The layered evaluation approach is still a 
summative evaluation with two phases rather a formative evaluation process. Simul-
taneously, two other modular evaluation frameworks have been proposed. The 
process-based framework presented by [8] consisted of four evaluation layers, the 
second framework has been presented by [9] and is more detailed in terms of differ-
ent components involved in the adaptation process. It also addressed the question 
about methods and tools appropriate for the evaluation of different adaptation mod-
ules to yield input for the development process. A merged version of the two frame-
works was finally proposed and has been explored by several studies that evaluated 
adaptive systems [10].  
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Another evaluation approach has been suggested by the RecSysTEL community 
[11]. They propose an evaluation method for Recommender Systems in TEL by using 
reference datasets to make the findings of the data studies more comparable to each 
other. They proposed a set of references datasets that could be used to gain compara-
ble evaluation results [13]. Several studies followed this approach since it was men-
tioned [12] and started to contribute evidences for comparable evaluation results.  

Summarising the insights from the related work section we can concluded, that 
there are various approaches to evaluate TEL tools and that usability is a very com-
mon criterion. It also appeared that among usability there is a lack of transparency of 
used evaluation criteria and how they are operationalized in suitable indicators.  

One objective of the LinkedUp project is to address this lack of transparency and 
develop a framework that can be applied for various domains within the TEL field. 
The evaluation framework we are aiming for has at least three important differences 
to the studies discussed. First, it is not focused on the end user or system designer. It 
rather needs to support a jury of judges to come up with an accurate, comprehensive 
and transparent assessment about a submitted tool. Second, it needs to check if a TEL 
tool is technically sound but also innovative from an educational perspective. Third, 
the evaluation cannot run over a longer time period, in fact the jury needs to be able to 
make a decision about the submitted tools in a timeframe of 1-2 hours.  

3 Method 

We applied the Group Concept Mapping (GCM) method to address the lack of a 
transparent EF with community-driven quality indicators within TEL [14]. The aim of 
the GCM is to develop an evaluation framework that is driven by high profile experts 
from the whole TEL community, rather than a proposal of a single research group. 
GCM is a structured, mixed approach applying both quantitative and qualitative 
measures to objectively identify an expert group’s common understanding about a 
particular issue, in our case the evaluation indicators for open educational data. The 
method involved the participants in three activities: 1. Idea generation, 2. Sorting of 
ideas into groups, and 3. Rating the ideas on some values (Priority and Applicability 
of the indicators). The participants work individually, but it is the advanced statistical 
techniques of multidimensional scaling and hierarchical cluster analysis that quantita-
tively aggregate individual input of the participants to reveal shared patterns in the 
data. One of the distinguishing characteristics of GCM is the visualisation, which is a 
substantial part of the analysis. Visualisation allows for grasping at once the emerging 
data structures and their interrelationship to support decision-making.  

3.1 Participants 

In total, 122 external experts have been identified for the GCM study. The candidates 
were selected according to two criteria: (a) holding a PhD degree and (b) a publica-
tion list that demonstrates experience in developing and evaluating data- driven appli-
cations in TEL. 74 experts responded positively to the invitation to participate in the 
study. They registered to the GCM tool for online data collection by creating a user-
name and password. All participants gave their research informed consent. Of all 
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participants assigned to the study, 57 contributed to the idea generation phase, 26 
completed the sorting and 26 finished the rating. Figure 1 shows an overview of the 
participation of the experts, who agreed to participate. A meta-analytical research 
including 69 GCM study suggests that 20-30 participants is the optimal number for 
sorting the ideas [14]. 

 

Fig. 1. Response rate of external experts to the LinkedUp GCM study 

3.2 Procedure 

As mentioned earlier the procedure consisted of three phases, namely: 1. Idea genera-
tion, 2. Sorting of ideas into groups, and 3. Rating on two values (priority and appli-
cability). Afterwards the researchers analyse the data and interpret the results. The 
results from the GCM were then used for determining evaluation indicators, criteria 
and potential methods to measure the indicators for the EF. 

All participants were fully informed about the purpose, the procedure, and the time 
needed for completing the activities. The participants were provided with a link to the 
brainstorming page of a web-based tool for data collection and analysis. They were 
asked to generate ideas completing the following trigger statement: 

“One specific indicator of the evaluation framework for assessing the Open Web 
Data application in the educational domain is ...” 

During the idea generation phase, the 57 experts contributed a total of 212 original 
ideas. After cleaning these statements from analogical and vague ideas, and splitting 
the statements that contained more than one idea we were left with a list of 108 indi-
cators. The final list of 108 indicators was randomised and sent back to the partici-
pants. In the next step they were asked to first sort the ideas into groups based on their 
similarity, giving a representative name to the group, and, second, to rate them on two 
values – priority and applicability for the use in the EF.  

4 Results 

4.1 Point Map of the 108 Quality Indicators 

Figure 2 shows the first outcome of the multidimensional scaling analysis – a point 
map. The closer the statements to each other, the closer in meaning they are, which 
also means that more participants cluster them together. Multidimensional scaling 
assigns each statement a bridging value, which is between 0 and 1. The lower bridg-
ing value means that a statement has been grouped together with statements around it; 
e.g. statements 6, 19, 77, 89, 100, 105 on the right side of figure 2. A higher bridging 
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value means that the statement has been grouped together with some statements fur-
ther apart from either side (e.g. statement 21 or 86 in the centre of the point map). 
 Some groups of ideas can be detected by eye inspection, but to make the process 
more efficient a hierarchical cluster analysis was applied. 

 

Fig. 2. Point map of the 108 quality indicators contributed by the TEL community 

4.2 From the Point Map to a Cluster Map 

Several solutions suggested by the hierarchical cluster analysis have been trialed (see 
Figure 3). For the final decision, we adapted the practical heuristic of ‘15-to-4’ [15] as 
the average number of clusters per participant was 10. We started from a 15-cluster 
solution with the idea to arrive at a 4-cluster solution.  

 

Fig. 3. A replay scaling 15-to-4 cluster solutions, currently shown 15 clusters 
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At each step, we checked whether the merging of clusters made sense for the pur-
pose of the LinkedUp project. The six-cluster solution seemed best representing the 
data and serving the purpose of the study (see Figure 4).  

From Figure 4 it can be seen that there is a very stable Data (south on the map) and 
Education (north) cluster in the point map that do not share any statements. By con-
trast, Performance, which also includes some Human Computer Interaction state-
ments, is naturally positioned between the Data and Education clusters. The Privacy 
(west) cluster always remained apart from the other clusters, but it is also a very sta-
ble and therefore important entity for the evaluation criteria. Surprisingly, the Support 
Group Activities cluster never merged with the Educational clusters, as the external 
experts see these statements semantically different to the educational aspects of the 
evaluation criteria. Moreover, it developed as an additional application domain, next 
to the educational one, which promotes its own indicators for Open Web Data appli-
cations. 

The next step of processing the clustering results is constructing meaningful labels 
for the clusters, using the three available methods. The first one is to check what the 
GCM system suggests. The second way is to look at the bridging values of the state-
ments composing a cluster. The statements with lower bridging value represent better 
a cluster. The third method is to read through all statements in a cluster and define 
what is the story behind it. To define the clusters (criteria) we combined the three 
methods. We finally, chose the following labels for the 6-cluster solution: 1. Support 
Group Activities, 2. Privacy, 3. Educational Innovation, 4. Usability, 5. Performance, 
and 6. Data (see Figure 4).  

  

Fig. 4. Cluster labels 

4.3 Six Cluster Rating Maps 

As described above, the experts applied a rating to the evaluation criteria and their 
indicators according to two aspects of the LinkedUp EF: Priority and Applicability. 
Priority refers to the importance of a particular cluster for the evaluation of TEL 
tools. Applicability indicates the perceived ease to apply the indicator and criterion in 
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the review process. Five layers indicate a high rating within the GCM tool, one layer 
of a cluster visualizes a low rating.  

As Figure 5 shows, the clusters ‘Usability’ received the highest rating on priority 
followed by ‘Educational Innovation’ and ‘Data’ with three layers each. ‘Support 
Group Activities’ and ‘Privacy’ received the lowest score (one and two layers  
respectively).  

 

Fig. 5. Rating map on priority of the evaluation criteria/indicators for the EF. 

A different picture appears for the Applicability aspect of the evaluation criteria 
(see Figure 6). According to the participants, the indicators that are easiest to imple-
ment are within the cluster ‘Support Group Activities’ and ‘Usability’ (four layers). 
‘Performance’ and ‘Privacy’ are both rated with three layers as reasonably applicable 
indicators of the EF. 

 

Fig. 6. Rating map on applicability of the evaluation criteria/indicators for the EF 
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The ‘Educational Innovation’ cluster, which has received the highest score on 
priority, got very low rating here, meaning this is expected to be the most difficult to 
assess by the judges of a data challenge.  

The ladder graph in Figure 7, called pattern match, compares the clusters on the 
Priority and Applicability ratings. The lines show how pairs of clusters are related 
according to their rating values. A Pearson product-moment correlation coefficient (r 
= -0.16) indicates a weak negative relationship between the two values: priority and 
applicability. The cluster ‘Support group activities’ has the biggest margin between 
the two values. It scores the lowest on priority and the highest on applicability. In 
contrast, ‘Educational innovation’ scores relatively high on priority but the lowest  
on applicability. ‘Usability’ scores high on both values. There is a relatively small 
difference between priority and applicability in the clusters ‘Data’ and ‘Performance’. 

 

Fig. 7. Pattern match Priority vs. Applicability of the evaluation criteria for the EF 

5 GCM outcomes - A First Outline of the LinkedUp EF 

A panel of LinkedUp project experts discussed the results of the study in the context 
of the competitions that are going to be organized and decided on the final set of clus-
ters (criteria), which included: Educational Innovation, Privacy, Usability, Perfor-
mance, and Data. The sixth cluster, ‘Support Group Activities’ was disregarded for 
the first version of the EF, because it mainly contains a list of very specific features 
that are related to the computer-supported collaborative working (CSCW) field. It 
could be used later on for the specific Focus Track within a data competition around a 
specific CSCW use case, but was not relevant to the objectives of the first Open Call 
of the LinkedUp challenge.  

While analysing the bridging values of all statements and their clusters, the consor-
tium also discovered an important omission which is highly relevant for the objectives 
of public data competitions. The LinkedUp project aims to promote applications with 
high impact that constitute powerful examples of how to use Linked Data to serve 
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different stakeholders in education. This means that applications that aim for a very 
narrow target group are less relevant than applications targeting a broader audience. 
There are some highly rated statements that can be combined in a cluster ‘Audience’. 
Representative statements in support of such a cluster are: “That it addresses a broad 
community of users”, or “it can be used or tailored to a variety of target groups”, and 
“the calculation of basic metrics on technology usage (like amount of users, browsing 
sessions, avg. sessions per user)”. The project consortium, therefore, decided to add 
‘Audience’ as an additional criterion for the initial version of the LinkedUp EF. 

 

Fig. 8. A first version of the LinkedUp EF after the GCM study 

Figure 8 represents the first version of the EF that was applied to the LinkedUp 
Veni competition in 2013. It shows the six criteria clusters identified by the GCM 
study, a set of indicators for each criteria and possible methods to measure those indi-
cators. The indicators have been contributed by the experts participating in the brains-
torming of the GCM study. The methods have been identified by another literature 
review for measuring the evaluation indicators that have been suggested.  

6 Implementation of the Evaluation Framework to the Veni 
Competition 

The line chart presented in Figure 9 shows an overview of 15 from the 22 participants 
submitted to the Veni competition and how they got valued according to the  
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evaluation criteria. It indicates also how submissions scored on an individual crite-
rion. The final scores coming form the evaluation framework were used as a basis for 
a deliberation process conducted by LinkedUp partners. The LinkedUp team was very 
satisfied with the effortless ranking of the submitted tools according to the scores. It 
enabled the team to shortlist the submitted tools and identify the three winners of the 
competition without much more efforts. In the same way it also made the evaluation 
results transparent to the reviewers and the participants. We could provide the partici-
pants with detailed scores about their performance on each of the evaluation criteria 
and contrast those with the average scores of the Veni competition.  

 

Fig. 9. Overview of the rating results given to the participants of the LinkedUp Veni competi-
tion. The high value of usability is affected by the chosen SUS method that has a range for the 
final score between 20 to 100 points.  

6.1 Improvement of the Evaluation Framework 

We conducted five individual semi-structured interviews with jury members to identi-
fy possible issues that might appear when using the EF. The jury members have been 
randomly selected. The interviews followed an elaborated script to provide an unified 
approach among the interviewers. The script contained a suggested sequence of activ-
ities, the main questions with possible probes  (follow up) and how to ask questions. 
A letter of inform consent was also part of the document. The interview and the deli-
beration discussion were transcribed in verbatim before the analysis. The data analy-
sis included both qualitative and quantitative methods.  

In general the reviewers were very positive about the evaluation framework.  
They expressed some concerns regarding the ‘not applicable’ option in some of the 
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evaluation criteria and suggested either removing this option or providing a clearer 
guideline how to interpret it and how to proceed with it. In addition, the reviewers felt 
that some of the indicators, such as ‘Assessment’ in the cluster ‘Educational Innova-
tion’ were not relevant for the Veni competition. The reviewers suggested to have a 
more elaborated instruction to a criterion and possibly providing an example.  

To complement the qualitative analysis of the interview data and identify issues not 
easily detectable in the interviews regarding the EF, we applied a free for use web text 
mining service called ‘Text is Beautiful’5. The tool presents the text analytics results 
in the form of concept web (similar to concept map – see Figure 10). The input was 
the combined text of the five interviews we conducted.   

 

Fig. 10. Concept web 

In the concept web, the concepts are colored-clustered in a two-dimensional space 
and the concepts that are strongly related are positioned in the map closely to each 
other. For example, the concepts in orange (e.g. ‘question’, ‘use’, ‘example’, ‘pro-
vide’, ‘description’, ‘better’, ‘useful’, ‘description’, ‘understand’) confirm the finding 
that it would be useful if an example is provided in the description of a criterion to 
make the instruction better formulated and understandable. The ‘violet’ concepts 
(‘applicable’, ‘section’, ‘rating aspects’, ‘meaning’, ‘mentioned’) reflect the discus-
sion on the meaning of the rating aspect “not applicable”. It seems to be one of the 
issues (see the concepts in red), specifically related to some of the criteria such as 
educational innovation and usability. Apparently, assessment as one of the indicators 
of the criteria educational innovation is an issue (‘assessment issue’). The conclusion 
that can be drawn is that the quantitative text mining analysis had confirmed the find-
ings from the qualitative text analysis regarding the issues that need to be addressed 
for the next round of the competition (e.g. the issues with the non-applicable option, 
issues related to the indicator ‘assessment’, and the need for providing an example to 
the instruction of each item).    

                                                           
5 http://textisbeautiful.net/ 
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7 Conclusion and Further Work 

In this article we presented the findings of a Group Concept Mapping study for empir-
ically identifying the set of criteria and indicators for evaluating data competitions in 
TEL. We tested the first version of the LinkedUp EF during the Veni Competition6. 
The Veni competition required ‘an innovative and robust prototype or demo that used 
linked and/or open data for educational purposes’. By the closing date, 22 valid sub-
missions had been received from 12 different countries. The LinkedUp judges rated 
the submitted tools according to concrete criteria and indicators of the EF. The EF 
enabled the LinkedUp team to shortlist the submitted tools and identify the three win-
ners of the Veni competition applying an unified and empirically validated evaluation 
framework. We believe that it would have been much more difficult to agree on these 
results without the application of the EF.  

On the basis of this initial version of the EF, we are further investigating suitable 
evaluation criteria and their specific indicators. We are especially interested in addi-
tional metrics, and weighting to evaluate the defined criteria and automated or, semi-
automated evaluation tools that can easily be applied by the LinkedUp judges saving 
their time.  

The outcomes of the EF study could be beneficial for organisers of data competi-
tions, not only in TEL. The EF is flexible, specific criteria and their indicators can be 
selected and combined to address the needs of future data competitions. We will fur-
ther evaluate and improve the EF during the LinkedUp Vidi and Vici competitions to 
provide the most comprehensive EF by the end of the LinkedUp runtime. We are 
aiming to provide a kind of toolbox that can guide data scientists in setting up data 
competitions and hackathons in their specific domains. The toolbox will provide val-
uable information, lessons-learned from the LinkedUp competitions, links to suitable 
public data sources, hints on legal issue and how to solve those, marketing strategies, 
and also the EF with specific guides and templates’ how to organise an accurate and 
transparent evaluation process for the judges and participants of data competitions. A 
first exploitation of this work will be done in the context of the EATEL SIG dataTEL, 
and the Dutch SURF SIG on Learning Analytics by organising specific data competi-
tions as satellite projects of LinkedUp.     
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Abstract. This study aims to develop a recommender system for social learning 
platforms that combine traditional learning management systems with commer-
cial social networks like Facebook. We therefore take into account social inte-
ractions of users to make recommendations on learning resources. We propose 
to make use of graph-walking methods for improving performance of the well-
known baseline algorithms. We evaluate the proposed graph-based approach in 
terms of their F1 score, which is an effective combination of precision and re-
call as two fundamental metrics used in recommender systems area. The results 
show that the graph-based approach can help to improve performance of the 
baseline recommenders; particularly for rather sparse educational datasets used 
in this study. 

Keywords: Recommender system, graph, teacher, social learning platform,  
social network, sparsity, performance. 

1 Introduction 

Vassileva [1] introduces social recommender systems as a practical solution to help 
users in finding suitable resources that can support their learning process. Social re-
commenders are mainly based on two methods, either Collaborative Filtering (CF) 
algorithms or content-based algorithms. CF algorithms pass recommendations on to a 
user based on the opinions of many other users and their feedback on items. They first 
find like-minded users and create a network of so-called nearest neighbors; then they 
predict an item’s rating for a target user on the basis of the ratings given by the near-
est neighbors to this item. Content-based algorithms are based on preferences of a 
user summarized in a user model. They recommend an item to a user by comparing 
the representation of the item’s content with the user’s model. Due to this content 
dependence, CF algorithms have been applied more widely in social recommender 
systems because they are more flexible and require user opinions and feedback only 
instead of the actual content description, as do content-based algorithms.  

In this research, we focus on interactions and collaboration between users in a so-
cial learning platform developed by the eContentPlus Open Discovery Space (ODS) 
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project1. Social learning platforms combine traditional learning management systems 
(LMS) with commercial social networks like Facebook to provide easy content crea-
tion, access, sharing, bookmarking, etc. Beside forums and chat communities often 
provided in an LMS, they let users establish more connections and improve their net-
works of peers. To recommend the most suitable resources to the ODS users, we de-
cided to use collaborative filtering algorithms since they focus on the similarities and 
overlaps of users’ social activities.  

Most of the CF algorithms employ similarity measures to build the nearest neigh-
bors network that allows a recommender algorithm to learn. Such algorithms try to 
find like-minded users and introduce them as nearest neighbors of a target user for 
whom recommendations are generated. Although this kind of CF algorithms has 
proven quite successful in both research and practical use cases, they rely on the full 
user-item matrix data. That matrix, however, is not always available, particularly not 
in the educational domain as it involves fewer users and fewer transactions compared 
to e-commerce applications [2].  This problem originates from the sparse ratings of 
neighbors (the sparsity problem). When rating data are sparse, users are likely to re-
ceive irrelevant recommendations. Therefore, we aim to take advantage of a graph-
based approach, which extends and improves the baseline nearest neighbour CF by 
invoking graph search algorithms. There exist quite a few approaches on improving 
performance of recommenders by using graph-walking algorithms [3]–[7]. Almost all 
use data that include either actual social (or trust) relations between users, content 
features of items, or tags assigned to the items. None of these, however, were avail-
able for this study. Therefore, our main research question is: 

RQ: How to generate more accurate and thus more relevant recommendations for 
the users in social learning platforms by employing graph-walking methods? 

Our overall aim is to find out which recommender algorithm best fits a social 
learning platform such as the ODS platform. In doing so, we follow the research me-
thod proposed by Manouselis et al. for evaluating TEL recommender systems [8]. 
After developing the conceptual model based on a literature review and after carrying 
out an interview study [9], we conducted an offline data study to investigate if and 
how the use of a graph-walking recommenders can help to improve prediction accu-
racy of the recommendations made based on data collected from platforms similar to 
the future ODS dataset. In this paper, we present results of this offline data study. As 
a further step, we intend to run a user study to measure user satisfaction on the rec-
ommendations generated.  

The rest of this paper is organized as follows: Section 2 gives a brief review of re-
lated studies. The proposed graph-based approach used to collect the recommenda-
tions is described in Section 3. Sections 4 and 5 present the experimental study and 
results, respectively. Then, we explain the practical implications of the experiment in 
Section 6 and conclude by giving an overview of future work in Section 7. 

                                                           
1 http://opendiscoveryspace.eu 
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2 Related Works 

Manouselis et al. [10] investigated which collaborative filtering algorithm supports 
multi-attribute ratings of the users within an online community composed of teachers 
from all over the Europe. The authors reported the results on different variations of 
their proposed multi-attribute collaborative filtering algorithm. Cechinel et al. [11] 
applied several memory-based collaborative filtering algorithms on the MERLOT 
repository to investigate which of the algorithms used performs best. Their study fo-
cused on evaluating the collaborative algorithms in terms of the automated quality 
assessment of learning resources within the MERLOT dataset. Koukourikos et al. [12] 
proposed to use sentiment analysis to enhance collaborative filtering algorithms. Such 
techniques take into account the opinions of a user on the quality of the resources 
before recommending resources to other users. They studied performance of their 
proposed approach on the MERLOT repository. Although all studies mentioned pre-
sented useful insights in applying recommender system algorithms to educational 
datasets, none of them dealt adequately with the sparsity problem. Verbert et al. [2] 
presented a dataset-driven study by testing different classical collaborative filtering 
algorithms on a set of educational datasets, including the Travel well, MACE, and 
Mendeley datasets from the dataTEL project [13]. They proposed using the implicit 
data of users such as tags, downloads, etc. However, their approach fails in cases in 
which not even the implicit data of users are sufficient to find similarity patterns be-
tween users. Manouselis et al. [14] compared the results of evaluating multi-criteria 
algorithms on a real dataset of original data collected from the Organic.Edunet portal 
and a synthetic dataset including real data plus some simulated data. They simulated 
how the users would have rated the learning resources and then added these simulated 
ratings to the real dataset. But it remains unclear in how far actual user ratings match 
the simulated ones.  

Finally, an as yet rarely used approach in the educational domain is the state-of-
the-art Matrix Factorization (MF) method. It was able to tackle the sparsity problem 
in ACM recommender systems research by decomposing the sparse user-item ratings 
matrix into two matrices using latent features of the items. Manouselis et al. [8], re-
ported only one study on MF [15]. Thai-Nghe et al. showed that MF has the potential 
to take into account temporal effects such as the increasing knowledge of learners. 
However, they did not focus on making recommendation on learning resources. 

In an attempt to improve prediction accuracy of recommendations and thus to 
overcome sparsity, graph-based algorithms have emerged. However, very few educa-
tional applications are known. Anjorin et al. [7] aimed to make use of the tags as-
signed by users in a social platform called CROKODIL. They extended an existing 
approach, based on the PageRank algorithm. Their study used a dataset that is similar 
to ODS. As with ODS, extra information about learning resources or tagging data was 
lacking. Therefore, they could not make use of tags and keywords assigned to the 
learning resources. 
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3 A Graph-Based Approach 

We propose to employ graph-walking algorithms in order to improve the prediction 
accuracy of recommendations. Such an approach first forms a graph in which nodes 
are users and edges are similarity relations between users. Then, it collects recom-
mendations for a target user by walking through the target user’s neighbors.  

3.1 Creating the Graph 

We take into account a Social Index (S-index) for each user, which is inspired by the 
H-index and calculated using the algorithm 1. The H-index is an indicator of publica-
tions of an author. It combines information on the number of publications of some 
author with the number of citations [20]. Similarly, the S-index of a user u shows not 
only how many times user u has been selected as a neighbor, but also how much the 
user u contributed to interactions on items in common with her neighbors [6]. In this 
study, the S-index ranges from 1 to 100, the similarityScore between two users from 0 
to 1. The S-index helps us to extend and improve finding like-minded users (neigh-
borhoods). We use it for sorting list of raters of an item. This list helps us to discover 
new neighbors for a user, who have been excluded when walking through the created 
graphs but still can be a useful source of information.  

 

3.2 Collecting Recommendations 

The graph-based approach uses a modified BFS (Breadth First Search) graph search 
algorithm to traverse the implicit social network created using S-index and items’ 
raters lists. We chose BFS among the well-known walking algorithms like depth first 
search to first poll the direct neighbors when collecting recommendations in the 

Algorithm 1 Computing S-index for user u 

upon event (COMPUTE S-INDEX| u, NeighborsList) 

 SortedNeighborsList      SortDescendingBySimilarityScore(NeighborsList); 

 FinalNeighborsList      Normalize(SortedNeighborsList,MaximumSindex); 

 Sindex      0; 

 for ( similarityScore(u,n); n in FinalNeighborsList) do 

  if Sindex <= similairtyScore then 

   Sindex= Sindex+1; 

  else 

   Break; 

  end if 

end for 

updateSindex(Sindex); 

end event 
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created user graph. The inferred neighborhoods, therefore, are not limited to the k 
nearest neighbors only; instead we provide dynamic neighborhoods beyond k for each 
target user depending on the new neighbors the graph-based approach helps us to 
infer. We formalize this procedure as follows: 

 
Moreover, we followed a discounting mechanism when collecting recommenda-

tions from the neighbors who appear in the BFS result. For this, we propagate the 
similarity scores between users who have no direct connection yet by multiplying the 
interconnecting users’ similarity scores. This guaranties that the inferred similarity 
score is always smaller than the actual values of the interconnecting edges.  

4 Experimental Study 

In order to address the research question described in Section 1, we conducted an 
offline experiment to compare a graph-based approach with baseline algorithms. But 
first, we briefly describe the classification categories of CF algorithms according to 
their type and technique [16].  

Type refers to model-based and memory-based algorithms. Model-based algo-
rithms rely on probabilistic approaches to create a model of users’ preferences. Ex-
amples of model-based algorithms are neural networks, Bayesian networks, and  
algebraic approaches such as those using eigenvectors. Memory-based algorithms use 
statistical and mathematical approaches based on the users’ data stored in memory. 
Examples are the Pearson correlation coefficient, Tanimoto-Jaccard coefficient, and 
Euclidean distance. In general, model-based algorithms are faster than memory-based 
algorithms because they develop models of users’ preferences offline. However, they 
require a full set of users’ preferences to create a user model. Moreover, model-based 
algorithms often prove to be costly in terms of required resources and maintenance 
efforts. Therefore, choosing what type of CF to use is a trade-off that depends on the 
use case’s limitations. In this study, we use both memory-based and model-based 
algorithms to find out which one can best help to tackle the sparsity problem.  

The technique of CF algorithms often refers to user-based and item-based algo-
rithms [16]. User-based algorithms try to find patterns of similarity between users in 

G(V,E) = CreateSocialGraph();  // V contains users 

      // E contains similarity relations between users   
for all u∈V do 

 ComputeSindex(u, N);  // N contains users who have user u as their neighbor 

 G(V,E′)        BFS(u, G(V,E));  // E ⊂ E′ where E′ contains: 

      // 1. explicit similarity relations (u,n)∈ E and 
      // 2. new inferred relations (u, n′) 
 TopItems       CollectRecommendations(u, G(V, E′)); 
 UpdateSindex(u,N’);   // N’ contains new neighbors found 

 UpdateSocialGraph(); 

end for 
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order to make recommendations; item-based algorithms follow the same process but 
are based on similarity between items. Here, we are interested in both user-based and 
item-based CFs because we focus on users’ interactions and activities.  

 

Fig. 1. Experimental method used in this paper 

As shown in Fig. 1, the experimental study in this paper consists of three steps:  

1. Memory-based CFs: we compare several both user-based and item-based k 
Nearest Neighbors (kNN) that can process binary data in terms of their F1 
score. We choose the best-performing baseline kNN as the underlying layer 
for the graph-based approach. 

2. Model-based CFs: we compare several model-based CFs, which are appro-
priate candidates for the binary data we have in this study. 

3. Ultimately, we compare the graph-based approach with the best performing 
CFs selected from each of the previous two steps. We discuss the results to 
find out which of the CFs used performs best for our data and, thus, can be 
selected to be integrated in the ODS social platform.  

In the experiment, we used Apache Mahout2 and MyMediaLite3 as open source 
frameworks; they provide implementations of the baseline collaborative filtering algo-
rithms. Moreover, both frameworks enable us to evaluate the performance of baseline 
algorithms. The proposed graph-based approach has been implemented in Java. 

4.1 Candidate Memory-Based CFs  

As indicated, memory-based CF algorithms try to find similarity between users’ opi-
nions, interests, and actions on the items (from here on, we use items for learning 
resources). To measure similarity, we need to select a similarity measure that is  
able to process educational datasets including user interactions data. The educational  
 
                                                           
2 http://mahout.apache.org/ 
3 http://mymedialite.net/ 
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datasets used in this study consist of too few explicit user preferences. But they do 
provide implicit user preferences such as views, downloads, tags, etc., which show 
users’ interest in particular items as binary indicators (interested in the item: yes/no). 
Some of the similarity measures such as Pearson correlation are not suitable for this 
kind of data because they require explicit user preferences. Among the popular simi-
larity measures, the Tanimoto-Jaccard coefficient (Jaccard coefficient, from here on), 
Loglikelihood, and Euclidean distance are most appropriate if the data includes impli-
cit user preferences in binary format.  

4.2 Candidate Model-Based CFs 

Among the model-based CFs that make use of implicit user preferences, the Bayesian 
Personalized Ranking (BPR) method proposed by Rendel et al. [17] in our opinion 
best suits the data used in this study. Rendel et al. [17] aimed to optimize the learning 
process for the task of personalized ranking on a set of items. They applied their BPR 
to the state-of-the-art matrix factorization models to improve the learning process in 
the Bayesian model used (BPRMF) [18]. In addition, we use an extended version of 
BPR with Sparse Linear Methods (SLIM) [19] for item ranking optimized for BPR 
optimization criterion. The SLIM method [19] generates top recommendations by 
aggregating positive user feedback on items. This approach ‘learns’ a sparse aggrega-
tion coefficient matrix from aggregated users’ feedback and can produce fast and 
accurate recommendations. Beside these two methods based on BPR, we also use the 
baseline MostPopular approach, which makes recommendations based on general 
popularity of items. In this method, items are weighted based on how often they have 
been seen in the past.  

Table 1. Details of the selected datasets 

Dataset Number 
of users 

Number 
of items 

Transactions Sparsity 
(%) 

Source 

MACE 631 12,571 23,032 99.7096 MACE portal4 
OpenScout 331 1,568 2,560 99.5067 OpenScout 

portal5 
MovieLens 941 1,512 96,719 93.6953 GroupLens 

research6 

4.3 Datasets 

We selected the MACE and OpenScout datasets for the following reasons: 

• The datasets contain social data of users such as ratings, tags, reviews, etc. 
on learning resources. So, their structure, content and target users are quite 
similar to the ODS dataset. 

                                                           
4 http://mace-project.eu/ 
5 http://learn.openscout.net/ 
6 http://grouplens.org/datasets/movielens/ 
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• Running recommender algorithms on these datasets enables us to conduct an 
offline experiment for studying the recommender algorithms before going 
online with the actual users of the ODS.  

• Both MACE and OpenScout datasets comply with the CAM (Context Auto-
mated Metadata) format [21], which provides a standard metadata specifica-
tion for collecting and storing social data. CAM will also be applied in the 
ODS project for storing the social data. 

Since the educational domain lacks a ‘golden’ standard dataset to run data studies, 
such as the MovieLens dataset, we also tested the MovieLens dataset as a reference 
dataset. Table 1 provides an overview of these datasets. Note that the educational 
datasets MACE and OpenScout clearly suffer from extreme sparsity. 

5 Results 

The offline experiment in this study gauges the F1 score. We chose F1 due to the type 
of users data in this study and also in typical social learning platforms, which are 
implicit user preferences in binary format. We could have made use of other common 
metrics, such as MAE, RMSE and nDCG. However, these only work if we have ex-
plicit user preferences available, like 5-star ratings This is hardly ever the case in 
educational settings. Another advantage of F1 is that it combines precision and recall, 
which are both important metrics to evaluate accuracy and coverage of recommenda-
tions generated [22]. F1 ranges from 0 to 1. In this experiment, we split users’ ratings 
randomly into two sets: a training set (80%) and test set (20%). The sets include ac-
tual and predicted relevance indictors of users. We computed F1 for the top 10 rec-
ommendations of the result set for each user. These settings are commonly used for 
empirical studies on recommender systems [22]. 

5.1 Memory-Based CFs  

First, we evaluated several baseline k-nearest neighbor (kNN) CFs on the similarity 
measures: Jaccard coefficient, Loglikelihood ratio, and Euclidean distance. We did so 
to find out which of them performs best on the data used in this study. Figure 1 shows 
the result of the F1 for testing the following baseline CFs: 

1. User-based Jaccard kNN (UB1) 
2. User-based Loglikelihood kNN (UB2) 
3. User-based Euclidean kNN (UB3) 
4. Item-based Jaccard kNN (IB1) 
5. Item-based Loglikelihood kNN (IB2) 
6. Item-based Euclidean kNN (IB3) 

The used datasets are: MACE, OpenScout, Travel well and MovieLens. The horizon-
tal axis (x) indicates different sizes of neighborhood (k) and the vertical axis (y) 
shows the values of F1. As Fig. 1 shows, the F1 value of the used algorithms provides 
different patterns depending on the used datasets. In general, user-based Jaccard kNN 
(UB1) provides the best F1 scores for all the datasets used: MACE (exceeding 7.7%), 
OpenScout (exceeding 10%), and MovieLens (exceeding 20%); only with an  
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exception for OpenScout when k=20. Among the datasets used in Fig. 2, MovieLens 
owns the highest F1 values of all. The main reason for this (expected) result is the 
larger size of the dataset in terms of number of user transactions. The F1 result for 
MovieLens is consistent with the previous study by Verbert et al. [2] for user-based 
Jaccard kNN (UB1) (± 0.2). For both MACE and OpenScout, although UB1 has the 
best F1 results for all sizes of neighbors, its F1 values fluctuate while k increases and 
thus, it does not follow a clear pattern according to the sizes of neighborhoods. Unlike 
MACE and MovieLens, the F1 results for OpenScout quite declines by increasing k.  

 

  
 

Fig. 2. F1 of memory-
based CFs on MACE 

Fig. 3. F1 of memory-
based CFs on OpenScout 

Fig. 4. F1 of memory-based CFs on 
MovieLens 

 
F1 results of the item-based CFs are dataset-dependent; similar to the user-based 

CFs. Fig. 2 shows that for MACE, the user-based CFs (UB1, UB2, UB3, and UB4) 
outperform the item-based ones (IB1, IB2, IB3) for all k, with quite a large difference. 
The smallest difference (0.4%) is between UB2 and IB2 for k=3, the largest one 
(7.5%) is between UB4 and IB3 for k=20. This is unexpected since MACE has many 
more items (5,696) than users (105).  

For OpenScout, IB1 and IB2 perform best, right after the user-based CF (UB1) for 
all sizes of neighborhoods and even they have better F1 than UB1’s F1 when k=20. 
For MovieLens, the item-based CFs perform quite well and quite close to the best 
performing CFs: UB1 for the smaller sizes of neighbors (k=3,5). However, for k larg-
er than 5, the F1 of the item-based CFs decreases compared to UB1’s F1. For k=20, 
the difference between the F1 of IB3 as the best item-based CF and the best-
performing user-based UB1 is more than 3%. In summery, CF recommenders that 
make use of similarities between users perform better than those that make use of 
similarities between items. We decided to select the Jaccard kNN for the ultimate 
comparison with the other candidate CFs. 

5.2 Model-Based CFs 

We now report the F1 results using model-based CFs on the same datasets as were 
used in previous sections: MACE, OpenScout, and MovieLens. As explained in sec-
tion 3.1, we choose to use three model-based CFs:  

1. The BPR method using Matrix Factorization (BPRMF) 
2. The BPR method using SLIM (BPRSLIM) 
3. MostPopular (a well-known baseline CF often used in recommender research) 
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Fig. 2 shows the F1 results. The horizontal axis (x) again shows the datasets and the 
vertical axis (y) indicates the values of F1 for the model-based methods. Similar to the 
results for memory-based CFs, the F1 scores of model-based CFs are also dataset-
dependent and MovieLens again scores best (exceeding 11%). This refers to the lowest 
sparsity of this dataset compared to others (see Table1). In general, BPRSLIM performs 
best for all the datasets: MACE (6.76%), OpenScout (8.53%), and MovieLens (18%). 
BPRMF stands in the second place for MACE and MovieLens, providing F1= 5.6% and 
17.7%, respectively. For OpenScout, the differences between F1 of BPRSLIM and the 
others are quite large (the lowest gap is around 6%). We decided to choose BPRMF 
since it best performs among the model-based methods used and for all the datasets.  

 

Fig. 5. F1 of the model-based CFs for all datasets used 

5.3 Final Results and Discussion 

In this step, we compare the graph-based approach with the best performing CFs from 
the previous steps: Jaccard kNN (memory-based) and BPRMF (model-based). Recall 
that the graph-based approach is a memory-based and user-based CF. For making a 
fair comparison, the graph-based CF also employs the same similarity measure used 
in the best performing baseline CF: the Jaccard coefficient. For the MACE and Mo-
vieLens datasets, we choose neighborhoods of size k=20, for which the F1 score is the 
highest (see Figure 1). Unlike this, for OpenScout, the best F1 score is for k=3. 

 

Fig. 6. F1 of the graph-based CF and the best performing baseline memory-based and model-
based CFs, for all the datasets used 
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The graph-based approach collects recommendations for a target user from the 
neighbors reachable at a maximum path length (L). In the baseline kNN method, L 
always equals 1, which imposes the constraint of including only directly connected 
users to a target user. For the graph-based approach, choosing a value for L involves a 
trade-off. Increasing the L provides us with higher coverage but lower precision. 
Moreover, choosing larger path lengths can be more risky because of including mali-
cious users in the recommendation procedure. Therefore, we set the maximum path 
length at L=3. Fig. 3 shows the F1 results of best performing memory-based CF (Jac-
card kNN), model-based CF (BPRSLIM) compared to the graph-based CF. The hori-
zontal axis (x) indicates the datasets used and the vertical axis (y) shows the values  
of F1.  

As Fig. 3 shows, the graph-based approach performs best for MACE (8%) and 
MovieLens (24%) and the selected memory-based and model-based CFs stand in 
second and third place right after the graph-based CF. For OpenScout, the memory-
based approach performs better with a difference of almost 1%. Note that the size of 
neighborhoods selected for Jaccard kNN on OpenScout was k=3, which is the smal-
lest k (see Figure1) whereas k was set to 20 for the graph-based CF on other datasets. 
We did so because our strategy was to select the best-performing memory-based and 
model-based from steps 1 and 2 of this experiment. The Jaccard kNN performed best 
for k=3 in the case of OpenScout. If we consider the same k as we used for the graph-
based (20), the Jaccard kNN’s F1 (8%) is lower than the graph-based F1 (9.1%) for 
the OpenScout dataset. This shows that the graph-based approach performs well for 
all the datasets used. 

In conclusion, according to the aggregated results presented in Fig.4, the graph-
based approach can help to deal with the sparsity in the educational data coming from 
the social learning platforms. This is reflected by an improved F1, which is an effec-
tive combination of precision and recall of the recommendation made. 

6 Practical Implications and Limitations 

In the current study, it was difficult to make a comparison with the findings of related 
empirical research studies, such as the ones by Verbert et al. [2] and Manouselis et al. 
[10]. One of the reasons could be the use of different versions of the same dataset 
because the collected data belongs to different periods of time. For instance, for the 
MACE dataset, different versions are available. In fact, no unique version has been 
fixed for running the experiments, nor for making a comparison, in the community for 
Technology-Enhanced Learning (TEL) recommender system [13]. This problem ori-
ginates from the already mentioned lack of a golden standard dataset in the education-
al domain, like the MovieLens dataset in the e-commerce world. In fact, it seems the 
TEL community, instead of aiming for their own single golden standard, should col-
lect several representative datasets that can be used as a main set of references for 
different data studies on personalization and recommender systems. This observation 
was already made by the dataTEL project [13]. 
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7 Conclusion and Further Work 

The main goal of our study was to identify the most appropriate recommender algo-
rithm that can support users to find useful resources in a social learning platform, such 
as the ODS platform. We conducted an offline data-driven study to evaluate a set of 
candidate recommender algorithms on a set of representative datasets similar to the 
ODS future dataset, as well as MovieLens from the ACM recommender systems 
community. We proposed a graph-based approach that aims to improve the process of 
neighborhood formation and thus, to improve the performance of baseline methods. 
The experimental study presented in this paper consists of three steps. First, we inves-
tigated which memory-based nearest neighbor methods best performs for the educa-
tional data used. Second, we evaluated state-of-the-art model-based methods using 
matrix factorization and Bayesian models. Ultimately, we evaluated the graph-based 
approach in comparison with the best-performing methods from the first and second 
steps of the experiment. The results showed that the graph-based approach outper-
forms baseline CFs and thus can tackle the sparsity problem in the data coming from 
social learning platforms. At present, we are working on using the matrix factoriza-
tion (MF) methods in the graph-based approach, and to investigate whether this hybr-
id approach can improve the performance of each of the methods alone. The results 
presented in this paper serve as an initial step to investigate a recommender algorithm 
that can best fit the social learning platforms similar to the one used for ODS. As a 
further step, we intend to study usability of the selected recommender approaches by 
evaluating user satisfaction on novelty and diversity of the recommendations made.  
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Abstract. This paper looks at the implications for pedagogy of education at a 
massive scale. It begins by looking at educational approaches designed or 
adapted to be effective for large numbers of learners: direct instruction, net-
worked learning, connectivism, supported open learning, and conversational 
learning at scale. It goes on to identify benefits and challenges of teaching and 
learning at scale. A grounded approach was used to analyse data from 18 
MOOCs run on the UK-based FutureLearn platform. This identified benefits 
and challenges for learners, for educators and for society as a whole. These 
need to be addressed in two ways, through learning design and through platform 
design. 

Keywords: MOOCs, pedagogy, massive scale, open learning.  

1 Introduction 

By definition, MOOCs are intended to offer effective online learning that is also open 
and massive. It has previously been difficult to achieve these three aims simultaneous-
ly: learning though mass public media is limited in its effectiveness, and successful 
large-scale online education is expensive to produce and deliver. A report for the 
Becta agency [1] on technology-assisted learning identified 17 essential learning prac-
tices that might be delivered or supported by technology. These include: expository, 
reflective, networked, tutored, case-based, problem-based, inquiry-driven, game-
based, and constructive. Most have only been tested in computer-supported class-
rooms or in small-scale online courses. Which of these could succeed at massive 
scale, and can they be integrated into a coherent MOOC offering? 

2 Literature Review 

Literature relating to pedagogy at massive scale mainly comprises empirical accounts 
of attempts to design and run large-scale learning systems, ranging from a study of a 
mobile live video system for large-scale learning [2], to a data analysis of communi-
cations by 87,000 individuals on a MOOC [3]. The theoretical framing has come from 
discussion of the Network Effect [4] applied to learning. In brief, the Network Effect 
postulates that the value of a product or service increases with the number of people 
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using it. For example, the telephone system becomes more valuable to users as more 
people are connected, offering more opportunity to make and receive calls. There are 
related disadvantages of large-scale networks, notably the effect of congestion from 
too many interconnected communications.  

Also relevant is the effect of two-sided networks in which there are two distinct but 
inter-connected user groups. In the case of education, these would be educators and 
learners. Each needs to gain benefit from scale. Consider learners as points in a com-
municating network. As the number of learners increases, the number of opportunities 
to connect directly with other learners increases much more rapidly (with the square 
of the number of learners). The network becomes increasingly difficult to keep under 
central control. For a MOOC with 10,000 learners, there are 50 million ways in which 
pairs of them could connect directly. If the learning is to be successful, then ways 
must be found to manage this profusion of communication, to offer opportunities for 
direct teaching, mentoring and effective peer support.  

The Network Effect was originally formulated to describe interconnections be-
tween computers. However, as Downes [5] points out, humans engage in meaningful 
communication, not just in data connection. There is value to be gained from the se-
mantic relevance of these communications. Downes also indicates that a best set of 
connections cannot be determined in advance of the network being activated – it will 
depend on the abilities and contexts of the participants as they are revealed while a 
course is in progress. 

The effects of scaling can also be explored in relation to pedagogy. Which teaching 
and learning methods are not sensitive to scale, and which may benefit from the ef-
fects of large-scale participation? There is over 70 years of evidence that exposition 
and instruction through educational radio and television can bring learning benefits to 
millions of people [6]. However, as Tyler indicates, “no broadcast is entirely self-
sufficient” and its value depends on how it is used in context. For example, in the case 
of interactive classroom radio [7], a radio instructor provides lessons, prompting res-
ponses from the radio audience, and providing pauses for audience participation. Typ-
ically, a classroom teacher mediates this learner participation. The equivalent in 
MOOCs is to provide teaching by video, with opportunities for learners to pause the 
presentation and reflect or respond vocally, and for educators to embed formative 
quizzes into the video. The problem is that, while direct instruction by lecturing works 
at massive scale to engage learners and introduce big topics, this is a less effective 
approach to teaching than more active and collaborative pedagogies [8]. 

By contrast with direct instruction, networked learning is a process of collaborative 
meaning making through mutual support and interaction amongst learners [9,10]. This 
approach is also scalable to mass online participation. Sites such as Stack Exchange, with 
4.9 million users1, are networked communities that share expertise through organised 
clusters of questions and answers. Automated methods of reputation management and 
reward, through “liking” of postings and “badging” of people who have made valuable 
contributions, add a layer of community-defined value to the contributions. An example of 
a successful large-scale community that combines networked learning with reputation 

                                                           
1 http://stackexchange.com/about 
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management is iSpot2. Over 40,000 people make observations of nature – including birds, 
mammals, plants and fungi – and post photographs online, with a brief suggested identifi-
cation where possible. Other members of the community respond with further detail and 
identification. A reputation management system rewards with badges those who make 
many observations, have observations confirmed by others with high reputation, and pro-
vide accurate identifications [11]. 

Networked learning, and its close relation, connectivist learning, formed the  
educational basis of the original MOOCs developed by Siemens and Downes [12]. 
Connectivism views learning as distributed within a network, social, technologically 
enhanced and associated with recognizing and interpreting patterns. Knowledge trans-
fer is achieved by adding nodes and thus expanding the network [13]. While these 
pioneered the MOOC concept, connectivist MOOCs require learners to direct their 
own learning and to have a high level of critical literacy in order to navigate web 
resources and engage with peers [14].  

There is a fourth approach to online learning that has been shown to be sustainable 
at large scale. This is the “supported open learning” model adopted by The Open Uni-
versity3, whereby teaching materials and assessment are delivered online, allowing 
students to work at times and locations convenient to them. A network of local tutors 
provides additional support including marking assignments, giving feedback, and 
offering help to students. Over 200,000 students at The Open University learn by this 
method, but it is costly to recruit, train and employ tutorial staff, so the approach is 
only viable on paid-for courses. 

Therefore, a central challenge for massive free and open online courses is to 
develop innovative pedagogy that provides: the power of rich interactive media; bene-
fits of active, reflective and collaborative learning; incentives through management of 
reputation; and opportunities for tutorial intervention and guidance – all capable of 
being deployed to tens of thousands of learners on a course, sustained over time. 
Other pedagogies, such as case-based, problem-based, inquiry-driven, and game-
based learning may work at massive scale, but this is yet to be proven in practice.4 

3 FutureLearn – Designing for Innovative Large-Scale 
Learning 

One organisation seeking to develop a pedagogy that works at massive scale is 
FutureLearn. This is a company owned by The Open University that is currently in 
partnership with 36 universities, the British Museum, the British Library and the  
 

                                                           
2 www.ispotnature.org 
3 http://www.open.ac.uk/about/main/the-ou-explained/ 
 teaching-and-learning-the-ou 
4 Arguably, game-based learning has been shown to scale through multiplayer “edutainment” 

games such as SimCity, though the launch of the online version of that game was beset with 
problems, see http://www.bbc.co.uk/news/technology-25715010 
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British Council, to deliver free online courses. The company has developed a new 
MOOC platform based on scalable web technology. 

The FutureLearn management team made a decision early in the formation of the 
company to develop a MOOC platform and proposition that would support a social-
constructivist pedagogy, based on the Conversational Framework [15,16]. In brief, 
this is a general theory of effective learning through conversations, with oneself and 
others, about the immediate world and about abstract concepts. To engage in success-
ful conversations, all parties need access to a shared representation of the subject 
matter as well as tools for commenting, responding and reflecting. 

The advantages of this framework include: it is derived from a theory of learning 
rather than instruction, it was devised originally to include interactions with and 
through technology, including large-scale “pervasive media” [17], and it embraces 
direct instruction and networked learning, as well as other types of learning, such as 
reflection and inquiry. Developing a MOOC platform around this framework led to 
some specific design decisions, outlined below. 

 

 

Fig. 1. Typical FutureLearn learning element (“step”) showing some associated comments and 
replies. The flag indicates that 1463 comments have been added to the step. 

Each teaching element (or “step”) is associated with a free-flowing discussion, 
which is intended to emulate a “water-cooler conversation” about the immediate con-
tent (see Fig. 1). Each learner can see contributions from other learners and add a 
brief comment or reply. In terms of the Pask-Laurillard conversational framework, 
this is a conversation at the Level of Actions where discussion is directed towards 
interpreting the learning materials. Some FutureLearn content elements have attracted 
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over 9,000 comments, so the approach will not scale if learners feel overwhelmed or 
obliged to read all the contributions. For this reason, the discussion is initially hidden 
and only revealed by clicking a button; it is structured as a simple flow with only one 
level of embedded replies; and learners can filter contributions to those that are most 
“liked” by others. 

A distinctively different type of conversation can occur at the Level of Descrip-
tions where the discussion explores differing perspectives on a more abstract topic or 
claim. This is implemented in FutureLearn as a Discussion Step and will also be sup-
ported through structured small-group discussions. These are designed to scale around 
those learners who are available online, through a “discussion bus” approach. As 
learners select the “small group discussion step” they are added to the discussion. 
Other learners join until the “discussion bus” (with room for around 20 people) is full. 
The discussion can start before the group is full. In these structured discussions, 
learners respond to a claim or question and are expected to read all the other contribu-
tions before replying. This approach should benefit from scale: with a larger pool of 
learners, there will be more people online at any time, so each “discussion bus” will 
fill more quickly. There will also be a wider variety of perspectives, from differing 
cultures, backgrounds, and abilities. In FutureLearn, peer review is offered as a for-
mative learning activity, rather than as a method of assessment. This has also been 
designed to improve with scale. A learner is given a short, structured assignment. 
When the assignment is submitted, it is added to a pool and the submitter is sent an 
assignment that has not yet been reviewed. When the review is submitted, the writer 
of the assignment is alerted by email and can immediately read the review. The re-
viewer is offered an opportunity to read another assignment and submit a further re-
view. The more learners there are online, the shorter the average wait for a review. 
Data from FutureLearn courses show a mean wait time of one to two hours (depend-
ing on the course), from submission of an assignment to receiving a first review.  

4 Implications of Scale 

Media discussion and promotional hype around MOOCs have focused on “massive” 
in terms of the very large numbers of students enrolled on these courses. “Massive” is 
presented in terms of potential economic benefits – huge numbers of people can be 
exposed to the same curated set of high quality resources and can gain access to 
teaching materials assembled by globally respected universities. Fewer trained educa-
tors are, potentially, required in order to educate greater numbers of learners. 

In this section, we examine some of the other implications of massive for both 
learners and educators, as well as for MOOC designers and for society as a whole. In 
order to do this, we examine data from the 18 courses that started their first presenta-
tion on FutureLearn between 14 October 2013, when the first MOOC was offered on 
the platform, and the date of writing, 3 February 2014. Fourteen different UK univer-
sities were responsible for these courses. The data that were analysed consist of the 
course materials, course emails and course discussions that were available to anyone 
who enrolled in these open online courses, as well as associated activity in social 
media.  
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The terms and conditions of FutureLearn state:  

7.11 Any Learner Content that is published on the public discussion areas of the Web-
site (for example, the forums or areas where posts are made) will be subject to a Cre-
ative Commons Licence (Attribution-Non Commercial-NoDerivs; BY-NC-ND). 

For this reason, the authors of all direct quotations used within this paper are 
named and are not anonymised or assigned pseudonyms. 

This paper addresses the research question 

What are the implications for pedagogy of teaching and learning at massive scale? 

In order to identify emergent themes within the data, we adopted a grounded approach 
to analysis. The intention was not to offer a comprehensive analysis of these MOOCs, 
but to address our research question using a large dataset including contributions from 
many thousands of people who were experiencing massive online teaching and learn-
ing for the first time. Some of the themes identified here were found many times with-
in the dataset; some only once or on only one course, but each has the potential to 
impact on a pedagogy of teaching and learning at scale. The themes that emerged can 
be grouped under two headings: “Advantages of massive pedagogy” and “Challenges 
of massive pedagogy”. The following sections explore these themes in more detail 
and provide illustrative examples from the dataset. 

5 Advantages of Massive Pedagogy 

Literature relating to education identifies many advantages to learning together, in-
cluding collaboration, cooperation and co-construction of knowledge. However, these 
advantages are not necessarily scalable; cooperating with ten thousand people is un-
likely to be better than cooperating with ten. In addition, the pedagogic underpinnings 
for learning design are rarely made explicit within course material, and so these bene-
fits of learning together are not foregrounded within the dataset. Grounded data analy-
sis brings to the fore a set of advantages associated with engaging thousands of  
learners from all over the world. These can broadly be grouped as: advantages for 
learners, advantages for educators and advantages for society. 

5.1 Advantages for Learners 

Massive participation gives learners access to support from a wide range of other 
learners, to resources provided by those learners in the form of discussion and links, 
and to a range of diverse cultural perspectives.  

As MOOC learners can outnumber educators by 1,000 to one or even more, the 
importance of other learners in providing support is clear. Tim Lenton, lead educator 
on the “Climate Change” MOOC emailed learners early on: 

Even before the course begins you can get in touch with your fellow students by using 
the hashtag #exClimate on Twitter – start the conversation about climate change 
now! 
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And, as soon as the course began, he emailed: 

I will be encouraging you to take part in online discussions with your fellow learners 
as the course progresses. Use these discussions to ask questions if you’re struggling, 
and help other people if they’re stuck. 

These discussions were not confined to the FutureLearn platform. Online, learners 
took the initiative and set up Facebook groups to discuss courses, including “Richard 
III” and “Forensic Psychology”. Teams from dental practices signed up together to 
work through “Dental Photography” and groups of teachers signed up to work 
through a MOOC together “to use the resource in staff meetings and as part of their 
professional development” [Helena Gillespie, Teaching Computing].  

As well as educators, many learners were positive about the opportunities for dis-
cussion. Postings on the last day of the “Ecosystems” course included: 

Thanks to David and team for a very interesting and enjoyable introduction to a sub-
ject I will certainly be pursuing on OpenLearn and elsewhere. Thanks also to fellow 
students for some very informative and helpful discussions. [Tom Strathdee] 

Surprised to find that I really enjoyed the discussion board; some great postings and 
links. Also good to have your position and understanding challenged. Thanks to all! 
[Andrew Revell] 

Thanks also for all the links to interesting websites, both from the course team and 
from fellow students. [Julia McDougall] 

Within MOOCs, learners provide and swap perspectives on content that are in-
formed by their experience and their cultural background. A discussion of brand 
names on the “Secret Life of Brands” was enriched by contributions from different 
countries. 

To me the ultimate brand recognition is when the brand name has actually become 
the name of the product like Hoover for vacuum cleaner, Frigidaire in French for a 
fridge. [Delphine Lemaire] 

one of the strongest brands in the UK is “Orange.” However, people still go to buy a 
“mobile Phone” and not an Orange! (er, if you see what I mean). Talking of Orange, 
it is a great example of localised branding messaging. “The Future’s Bright, The 
Future’s Orange” was their message for many years in the UK - but NOT in Northern 
Ireland where that would have alienated a huge section of the community! [Joss 
Sanglier]  

In Ukraine they call pampers all disposable diapers as it was the first brand in the 
market and it still stays the strongest. [Natalya Dubois] 

In some cases, the perspective from another country could cast a new light on an 
entire subject. A discussion on “the potential uses of dental photography in your  
practice” focused mainly on aspects such as records, analysis, treatment, planning, 
practice and legal concerns. A post from Paraguay opened up another range of  
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possibilities with the potential to expand dental photographers’ view of the role and 
importance of their specialised skill: 

I'm one of the very few photographers in an area trice as big as Scotland (the Para-
guayan Chaco), where 8 different cultures live together. There’s no record-keeping or 
proper research done with regards of dental treatment, specially among the most 
remote areas on the country. I believe there’s huge opportunities to enhance the den-
tal service through the powerful medium that photography provides, by providing 
material for research and education. Mainly to inform central and local government 
and other decision makers, about the realities the region faces, but specially to edu-
cate patients (elderly and children) dental workers and other professionals, that 
sometimes have to travel hundreds of kilometres on very bad roads, in order to reach 
a small town with no proper facilities but where people in need of proper treatment 
live. [Elias Adan Gimenez Feliu] 

5.2 Advantages for Educators 

Educators identified affective benefits of teaching in MOOCs; they also saw oppor-
tunities for increased access to resources, and a motivation to develop their teaching 
practices. 

Educators’ blogs and weekly emails to enrolled learners provided opportunities for 
them to express their feelings about teaching such large groups. A sense of pride and 
excitement emerges from these messages, and a sense of joy that it is possible to share 
personal passion and enthusiasm with learners worldwide. 

I am very passionate about the study of language based on naturally occurring speech 
and writing. So getting more people to know about it and be able to do it is my goal! 
[Tony McEnery, Corpus Linguistics] 

Here in Stratford we’re immensely excited to see how the discussions are shaping up, 
and to welcome such a range of online learners from all around the world […] It is 
very exciting to have such a rich and diverse online community thinking about Hamlet 
and comparing notes about it with one another and with us. [Michael Dobson, 
Hamlet] 

I have learnt that people all over the world have engaged with the work. I've seen 
discussion responses from places such as India, Indonesia, USA - that has been very 
exciting, to see such world-wide participation. [Harriet Jones, Preparing for Uni] 

The scale of interest in MOOCs means that educators and others involved in de-
veloping courses sometimes have opportunities to develop bigger budget resources 
than would otherwise be possible. For example, the team responsible for “Forensic 
Science” was able to make a mini-series of a case study, bringing the techniques un-
der discussion to life with a narrative that kept learners engaged right up to the final 
cliff-hanger verdict on the last evening of the course. Resources from external provid-
ers were used to enrich courses, including readings to support lectures, “donated by 
publishers including Bloomsbury, Edinburgh University Press and Routledge” [Tony 
McEnery, Corpus Linguistics]. Other courses were able to include interviews and 
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discussions with external experts. “Hamlet” included interviews with Jonathan Slin-
ger and Pippa Nixon from the Royal Shakespeare Company. “Corpus Linguistics” 
included conversation sessions with leading academics. Course lead Tony McEnery 
commented, “What about the ‘in conversations’? I must now confess a guilty secret – 
I have really, really, really enjoyed doing these”. The size of MOOCs mean some are 
also able to attract sponsorship and collaboration – the “Teaching Programming” 
course, which relates to a recent change in England’s National Curriculum for 
schools, was supported by both British Telecom and by the Computing at School 
organisation. 

Learning wholly online is a new experience for most people, and a massive cohort 
offers the possibility of sharing learning skills and experience of higher education, as 
well as subject knowledge, with large numbers of learners.  

I have tried to make sure that the experience you have is as close to being at 
University, in spirit, as possible. The University is a place of thought, discussion and 
lecture. That is what, I hope you will agree, the MOOC is when you start to study it 
next year. [Tony McEnery, Corpus Linguistics pre-course email] 

Much of this is implicit in educators’ work; but in some cases it is foregrounded. 
“Fairness and Nature” included study skills as a part of the course, focusing on pre-
paring to learn, listening and reflecting, making notes and communicating with others. 
Lead academic Tim Lenton’s Climate Change blog begins, “Practise what you preach, 
as they say. So I have decided to do some reflective learning and blog about my expe-
rience with our Climate Change MOOC.” In many cases, this was a two-way ex-
change of ideas, with educators not only sharing tips about how to learn in MOOCs 
but also receiving feedback about subject matter and approaches to teaching that work 
well in these environments. Such feedback was sometimes explicit, in the form of 
comments, and at other times implicit, in the form of engagement and withdrawal. It 
could also take place outside the platform and before or after the course start. One 
pre-course email stated,  

Looking at those of you who follow me on Twitter has proved to be very influential in 
shaping the course – we really want to provide a course on which you will find some 
real value. [Tony McEnery, Corpus Linguistics] 

5.3 Advantages for Society 

The extended reach of MOOCs offers the potential for far-reaching effects. These 
courses can be used to develop tools and resources for use in other contexts; they can 
be used to change professional practice, can increase access to education and are seen 
to have the potential for global impact. 

When FutureLearn was launched in 2013, the UK Universities and Science Minis-
ter, David Willets, said, “I encourage all our institutions to explore the opportunities 
offered by new modes of technology, such as MOOCs. This will keep the UK ahead 
in the global race to deliver education in worldwide markets.”5 

                                                           
5 http://www.bbc.co.uk/news/business-24109190 
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Educators leading the MOOCs also have an interest in teaching and learning with 
worldwide impact: 

I am particularly keen for the MOOC to reach audiences that don’t have access to the 
learning experience we provide here at Leeds – such as those in Nepal, which fea-
tures prominently as one of our case studies. [Jon Lovett, Fairness and Nature] 

In the case of professionally focused MOOCs, such as “Dental Photography” and 
“Teaching Programming”, courses can provide continuing professional development 
(CPD) for many thousands of professionals in a short period of time. These training 
opportunities can extend beyond course boundaries as learners set up local groups and 
social media groups to continue conversations and build on what they have learned. 
The University of Southampton already has a LinkedIn group that is designed to keep 
MOOC alumni in touch with each other after the end of a course. 

The resources created for and within MOOCs can also be used and repurposed out-
side the course environment, and some course teams encourage this to take place: 

You are free to repurpose its content as long as you follow the licence conditions. You 
don’t need to ask our permission, although we would like to know! And our Flickr 
site, Scoop it site and Delicious site will all stay open. [Sarah Speight, Sustainability, 
end-of-course email] 

“Ecosystems” students contributed hundreds of images to the iSpot nature identifi-
cation site, while “Dental Photography” students created a shared resource of images 
on Flickr. Extensive user testing at scale of the AntConc concordancing software used 
on the “Corpus Linguistics” MOOC enabled the development of a new version of this 
freeware tool, thus upgrading the toolset available to everyone working in this field. 

6 Challenges of Massive Pedagogy 

In many cases, the challenges of teaching and learning are the flipside of the advan-
tages. In an environment with tens of thousands of people, where a discussion may 
contain over 9,000 contributions, both learners and educators face the challenge of 
navigating and filtering resources. Learners gain access to support from a wide range 
of other learners, but they need ways to ensure that they receive good quality, well-
informed support. They can see a wide range of resources and perspectives but, at the 
same time, require ways in which to filter and make sense of these resources.  

The flowing discussions alongside the course materials in FutureLearn offer an 
easy way to see and add to the immediate responses of other learners, but some learn-
ers report being disorientated by the large number of contributions. A similar problem 
of disorientation was reported in the early days of the worldwide web. The “lost in 
hyperspace” phenomenon “can refer to any of the following conditions: users cannot 
identify where they are; users cannot return to previously visited information; users 
cannot go to information believed to exist; users cannot remember what they have 
covered; and users cannot remember the key points covered” [18]. 
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When MOOCs are regarded as an innovative approach to teaching and learning 
they can inspire and excite educators, but educators need ways to maintain these posi-
tive feelings when the courses repeat and the novelty wears off. Increased access to 
resources requires time both to locate and embed these resources. Developing effec-
tive teaching practice in new environments is challenging to do in full view of an 
audience of thousands, and requires time and effort that may not be accounted for in 
institutions’ workload planning. 

Many of these challenges need to be addressed at platform and institutional level. 
Others relate to accessibility, particularly in relation to age, location and disability. 
Many MOOCs act as university showcases, designed to attract potential students. This 
means that a large number of MOOC learners are teenagers, which raises issues re-
lated to suitable content and to child protection when taking part in online activities. 
The “Forensic Science” course posted a warning each week: 

Warning: Some of content presented in this program may be distressing to individu-
als, particularly younger learners. Notwithstanding, the material is representative of 
that encountered by forensic scientists and we have presented it in an objective and 
professional manner. 

“Forensic Science” encountered a different set of accessibility problems when us-
ing Google Hangouts to support live interaction on the course. 

I'm not sure I can participate live -- the timing is difficult (time difference I’m in Can-
ada and will be working. [Jean Read, Forensic Science] 

In theory, those unable to attend live should have been able to replay the event on 
YouTube but, once again, location denied access to some participants 

Not able to click YouTube in China. What a pity！[Yue Shi, Forensic Science] 

Disability also poses accessibility challenges at scale. Start-of-course and end-of-
course surveys on one FutureLearn course received responses from around 10% of 
learners. These surveys suggest that 14% of learners had some form of disability. 
Subdivisions of this dataset are small, so may be misleading, but 0.4% of respondents 
to the start-of-course survey stated that they were blind, and more than 1% stated that 
they were dyslexics. On a course with 10,000 learners, this would equate to 40 blind 
learners and 130 dyslexic learners on every presentation of the course. This raises the 
challenge of making courses and their assessment accessible to all learners. 

7 Discussion 

Analysis of these 18 courses shows that massive pedagogy requires more than an 
underpinning framework. Conversational learning can and does scale; the 
FutureLearn discussion forums are bustling with activity, and around a third of learn-
ers are actively contributing to these discussions, alongside those who are benefiting 
by reading and reflecting on these contributions. However, until all the benefits and 



 Innovative Pedagogy at Massive Scale: Teaching and Learning in MOOCs 109 

 

challenges of learning at scale are actively addressed, there will always be room for 
improvement on any MOOC platform. Addressing these elements requires a twin-
pronged approach, planning for them in both the learning design and the platform 
design. 

A course with thousands of registered learners has the potential to offer them 
access to support from a wide range of peers. In order to do this, its learning design 
needs to take into account the points at which learners are likely to need support; 
needs to build in opportunities for asking questions, raising concerns and asking for 
help, and needs to build in motivation for offering help to others. This will not be 
possible unless the MOOC platform not only provides opportunities for learner com-
munication, but also includes ways of judging which people are offering helpful and 
reliable advice. Such judgments cannot be made without contextual information. “On-
line we use social factors (rating and voting) to assess reliability, the user’s profile 
and badges to demonstrate competence” [19] and these are all tools which the plat-
form can provide to support an effective learning design. 

A massive course can go far beyond any traditional course in providing access to a 
huge range of resources and a global range of perspectives provided by those regis-
tered on the course. Again, the learning design needs to build in opportunities to make 
use of these benefits. MOOC learners are often fitting their learning in around many 
other activities; they need resources and perspectives that will extend their under-
standing of the course, rather than ones that distract their attention. When will these 
resources and perspectives be solicited, and how will learners use them? The platform 
design has a role to play here. Likes, ratings, tags and analytics can help both learners 
and educators to sort through contributions and to locate the ones that will be helpful 
for their learning or teaching. 

For educators, MOOCs can offer affective benefits, but initial excitement will wear 
off if there is nothing to sustain it. Learning design has a role to play here as well; it is 
possible to build in points where learners share stories of success or raise difficult 
problems that the network of learners can work to solve together. In terms of platform 
design, there is no need to leave educators siloed in their individual MOOCs. Forums, 
discussion areas and chances to meet up both online and offline would offer opportun-
ities to extend and share practice, to share possibilities for creating or accessing re-
sources that are not available when working at a smaller scale, and to build on suc-
cess. These areas would also offer opportunities for another benefit of massive – the 
impetus to develop new teaching practices.  

In terms of society, one of the great benefits of MOOCs is the opportunity to open 
access to higher education to people who would be excluded from study at traditional 
universities. In order to achieve this goal, the learning design needs to be constructed 
so that none of its elements unnecessarily exclude people on the grounds of disability, 
age or location. From a platform perspective, attention to detail – for example, always 
including alternative text for pictures and ensuring that PDFs can be read in full by 
screen readers – will help to keep MOOCs not only massive but also open. More 
broadly still, massive education offers the opportunity to address “wicked problems” 
– like climate change, which cannot be resolved by one individual, one organisation 
or even one country. From a learning design perspective, this involves thinking big 
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when setting the learning outcomes for a course. From a platform perspective, this 
involves building in opportunities to scale even further, so that a variety of courses 
from different universities can deal with aspects of the same problem, can develop 
learning outcomes together and have opportunities to share and pool the knowledge 
that they generate. 

8 Conclusion 

This paper has looked at the implications for pedagogy of learning at scale. With 
MOOCs now regularly attracting tens of thousands of learners, it is important that 
educators are able to make use of forms of teaching and assessment that benefit from 
high student numbers. Four approaches that were in use before the emergence of 
MOOCs, and that have been designed or adapted to scale are direct instruction, net-
worked learning, connectivist learning and supported open learning. However, each of 
these raises challenges. Direct instruction is not as effective as other approaches to 
teaching. Networked learning can be overwhelming when learners have to deal with 
too many interconnected communications. Connectivist approaches require learners to 
direct their own learning and to possess a high level of critical literacy. Supported 
open learning is an expensive option on courses that are provided free of charge. A 
fifth approach is being developed specifically for MOOCs, exemplified by 
FutureLearn, and is based on a well-established theory of effective learning through 
conversations with oneself and others. Other pedagogies, such as game-based, prob-
lem-based, and inquiry-led learning still need to be adapted and demonstrated for 
massive scale. 

Analysis of MOOCs on the FutureLearn platform has identified advantages and 
challenges of teaching and learning at scale, which should be taken into account in 
learning design and from a platform perspective. For learners, scale offers access to 
support from a wide range of other learners, to resources provided by those learners, 
and to a range of perspectives. For educators, scale offers affective benefits, opportun-
ities for increased access to resources, and a motivation to develop teaching practice. 
For society, scale offers potential to develop tools and resources for use in other con-
texts, to change professional practice, to increase access to education and to achieve 
global impact. The challenges of scale include the need to navigate, filter and make 
sense of resources, and for learners to be able to access good quality, trustworthy 
support. MOOCs offer the potential to open up education for those who were pre-
viously excluded but, in order to do so, must take on the challenges associated with 
disability and disadvantage. 
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Abstract. The paper discusses the design, implementation and evaluation of a 
pilot project that integrated inquiry-based learning with mobile game design 
and introduced mobile devices and sensors into classroom learning. A 5-week 
classroom inquiry learning project on energy consumption was designed and 
implemented as a mobile serious game. While engaging in the game and train-
ing inquiry skills, students were introduced to basic concepts in the energy  
domain and to everyday practices of energy consumption in their direct envi-
ronment. The design was based on a model of inquiry-based science learning 
with social and open mobile tools developed in the European research project 
weSPOT. The pilot indicated that using an ubiquitous tool does not necessarily 
help sustain student motivation. There are indications of gender differences in 
motivation related to use of mobile devices for learning. These differences 
should be taken into account in the design of activities. Implementation of the 
inquiry-based learning model in conjunction with a mobile game scenario into 
the school practice confirmed the importance of good design with sufficient 
testing and teacher ownership. 

Keywords: mobile learning, motivation, inquiry-based learning, environmental 
literacy, energy consumption, design, implementation.  

1 Introduction 

In the last ten years social and mobile media have become an important, if not a pri-
mary communication channel for young people and a stable part of their daily life and 
daily routines. The potential of mobile media for learning is not disputed and a body 
of knowledge on affordances of mobile devices as learning support tools keeps grow-
ing [1,2,3]. However, instantiations of mobile learning in school practice are still 
scarce in European countries. Teachers do not feel comfortable using these technolo-
gies and mobile devices remain more often banned from classrooms than used for 
learning purposes [4,5].  
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Discussing the added value of mobile learning, Ally [6] emphasizes easy access to 
knowledge sources through ubiquitous and cheap portable devices. From the active 
learning perspective, interaction with artefacts and persons in and across learning 
contexts, is important. Smartphones and tablet computers with enhanced facilities for 
instant and asynchronous messaging support such interaction and make knowledge 
exchange and knowledge building possible in any-time, any-place modes in the most 
direct sense of the word. Curiosity-fed questions arising at the spur of the moment at a 
fieldtrip, a museum visit or a workplace situation can be captured by a single click, 
annotated in text or voice and directly saved and uploaded into a personal school 
learning space or a space shared with others. Thus, mobile devices can create bridges 
between formal and informal learning, bringing the richness of authentic learning 
experiences into the classroom [7,8]. 

The topics of sustainable development, renewable energy sources, energy efficien-
cy, energy consumption and conservation belong to urgent societal problems in need 
of solutions and are included in various national formal science curricula both in pri-
mary and secondary education [9,10]. Not much, however, is known about how 
school knowledge on issues such as energy consumption, environmental protection, 
sustainable development or energy conservation interact with daily life experiences 
and views of young people on these issues, whether connections between school sub-
jects, daily life experiences and global societal issues help make abstract school 
knowledge meaningful and usable in practice [11,12]. 

Affordances for capturing moments of curiosity that mobile devices have, can help 
to increase awareness of what is happening in the surrounding world and contextual-
ize learning. These affordances make such devices natural partners of environmental 
education [13,14]. For instance, sense-making and deep learning can be enhanced 
when learners consult background sources directly during fieldtrip activities and 
communicate on these points with experts or fellow students elsewhere without  
leaving the field. Thus, mobile devices become effective tools during exploratory 
activities outdoors and during the process of sense-making of these activities [15]. As 
demonstrated by Börner and colleagues [16,17], a serious location-based mobile game 
and ambient displays can help raising awareness of the energy consumption patterns 
at the workplace and can lead to behavior change.  

Implementing pedagogical approaches that focus on the links between formal 
school learning and everyday life experiences, such as inquiry learning, has been 
known to present challenges for curriculum designers and teachers [18]. Edelson, 
Gordon and Pea [19] indicate that student learning will be undermined in case of fail-
ure to address several challenges, including that of sustaining the learner’s motivation 
throughout the inquiry process. Other challenges are addressing gaps in background 
knowledge, scientific investigation skills (including data collection and analysis tech-
niques) and skills in project management. These authors also emphasize the necessity 
to address the practical constraints of the learning context in design and implementa-
tion of inquiry-based learning [p.399]. 

Available research, and innovative approaches of the early adopters of new tech-
nologies [cf.,20,21,22], indicate that ubiquitous tools such as mobile devices can  
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contribute to successfully tackling some of these challenges. There is evidence that 
using mobile devices in the context of gaming is highly motivating for learners [23]. 
Further tests in ecologically valid situations of average technology users and authentic 
school settings remain, however, highly relevant for understanding what works and 
why for optimal use of these ubiquitous tools as learning enablers.  

To support understanding of how an inquiry-based learning activity in the form of 
a serious mobile game can be integrated in regular school practice and support in-
quiry-based science learning, a game on the topic of energy consumption was con-
ducted. Students were triggered to investigate and compare energy consumption of 
different appliances in the school building, test assumptions on energy efficiency and 
present results to each other, teachers and management. A theoretical model of in-
quiry-based science learning with mobile and social media, the weSPOT1 IBL Model, 
formed the framework of the designed learning activity. ARLearn, a toolkit for de-
signing mobile and location-based learning games [24] was used to design and deliver 
instructional scripts to guide inquiries and provide just-in-time access to relevant in-
formation to the players. Experiences from Mindergie, a mobile game on energy con-
sumption awareness at the workplace [17], were used to implement a sensor network 
in the school building, to provide input for inquiry activities and to act as triggers for 
learning.  

The study focussed on testing feasibility of integrating such an activity and new 
technologies as mobile devices and sensors in classroom learning. It also aimed at 
evaluating whether students were and remained motivated to learn and conduct mo-
bile-led activities at school. Furthermore, as a first implementation of a new peda-
gogical approach in a particular school setting, the pilot was expected to shed light on 
the practical constraints of implementing inquiry-based learning with mobile devices 
in the school practice. 

The study set-up and general findings were introduced by Kalz and colleagues 
[25]. The findings suggested that practical constraints, in the first place the defects of 
Internet network connections, hindered the pilot. Furthermore, effects on knowledge 
and motivation were manifested. Learners with a low level of prior knowledge turned 
to benefit most from the activity. As far as cognitive outcomes are concerned no gen-
der differences were found. An unexpected outcome was a general decrease in moti-
vation by all participants and in particularly by girls who were significantly more 
interested in participating in the activity at the start. To get a clearer understanding of 
the effects of the intervention on student motivation and formulate lessons for design, 
additional analyses were conducted. This paper elaborates on these results and the 
lessons learned from the pilot.  

The next sections give an overview of the applied weSPOT IBL model, elaborate 
on the pilot and its results, including the pilot implementation and practical con-
straints. Finally, the authors reflect on the implementation of innovative technologies 
in relation to motivation issues based on the findings of the study.  

                                                           
1 weSPOT Project - IST (FP7/2007-2013) under grant agreement N° 318499. 
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2 Inquiry-Based Science Learning to Foster Environmental 
Literacy: The weSPOT Model  

An inquiry-based learning model developed in a European project weSPOT– Work-
ing Environment with Social and Personal Open Tools for Inquiry based learning was 
used as a framework for game design. Three basic assumptions form the backbone of 
the weSPOT inquiry-based learning framework:  
 

• Everyday experiences feed natural curiosity of young learners and can en-
hance formal classroom learning in which knowledge of scientific concepts 
is developed.  

• Personal experiences and insights can help to understand theoretical concepts 
taught in the classroom.  

• Development of inquiry skills by doing inquiries should mirror the process 
of systematic scientific observation and experimentation as well as consistent 
and critical reasoning that are standard in scientific communities [26].  

 
The weSPOT IBL model views inquiries as learning activities in which students 

develop knowledge and understandings of scientific ideas by actually doing research. 
It does not prescribe how learning should be designed but offers flexibility to teachers 
and learners in the way inquiries can be done. According to the weSPOT model, in-
quiry activities can be designed and led by teachers, by learners or by both. They 
range from highly structured to open inquiries offering a maximum of flexibility and 
freedom for learners to set inquiry goals to define inquiry results and organize the 
inquiry process [27]. 

Distinct features of the weSPOT inquiry model are the interrelatedness of phases of 
the inquiry cycle and the flexibility that it offers to teachers in choosing to focus ei-
ther upon the complete inquiry cycle or upon one or several phases in organizing 
learning. The proposed phases mirror the broadly accepted division of the research 
process which encompasses the stages of setting the research goals and formulating 
research questions, operationalization, data collection, data analysis and interpretation 
and communication of results. 

The weSPOT IBL model makes explicit links between the domain knowledge, 
domain-related and generic inquiry-related skills, school-based inquiry activities, 
everyday life experiences and the context in which knowledge and skills are applied 
[28]. Phenomena or developments around them trigger learners’ curiosity and pro-
voke asking questions that give input for new inquiries or help to deepen ongoing 
inquiries. To find answers, learners undertake various activities, including experimen-
tation, data collection and information searches. While collecting data and communi-
cating their findings in authentic contexts, learners (learn to) apply domain knowledge 
and both domain-related and generic inquiry-related skills that they master at school. 
Figure 1 provides a general overview of the inquiry process according to the weSPOT 
model. 
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Fig. 1. weSPOT model and the constituent phases of the inquiry process. Each phase includes a 
range of tasks and activities [26]. 

Pilots with the users, i.e., with schoolteachers and students are being held from the 
early stages of the project. The reported pilot study tested a possible application of the 
weSPOT inquiry based learning model in combination with a mobile app prototype, 
which guided learners through the inquiry.  

3 The Pilot 

In the pilot: 

• A series of instructional mini-scripts (games) was designed to guide students in 
individual and collaborative inquiry activities on the topic of energy consumption. 

• These scripts were delivered through an app for personal mobile devices as games 
including game elements, such as information units, challenges, fun elements and 
incentives. 

• A sensor-based system was used to collect energy consumption of appliances with-
in the school building. 

• Both prior to the pilot and after it, data was collected on learners’ basic knowledge 
of energy consumption and on students’ motivation for learning about energy con-
sumption. 

3.1 Method 

A. Participants 

The game was integrated in science lessons as a 5-week project on energy consump-
tion. 13-year old K-8 level students of a secondary school in the Netherlands spent 
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weekly between 2 and 4 hours a week on this project (n=85). 58% were girls. In their 
activities three science teachers guided students.  

B. Materials and Instruments 

Mobile games. In the pilot 7 mobile games were designed to guide students in their 
inquiry activities. These games contained knowledge rich information units as text, 
video or links to web-based sources on the topic of study: energy sources, electrical 
power units of measurement, efficiency calculations, energy consumption; on phases 
in the inquiry process and on relevant methodological concepts as a research question, 
a hypothesis, data collection, presenting results, etc. The information units were pre-
sented by a young story teller. These units were combined with instructional prompts 
on tasks and challenges for the students as doing a short multiple choice quiz or find-
ing a QR code that should be scanned to get access to further information or instruc-
tions. Figure 2 gives an illustration of the display on a task prompt, a quiz unit and an 
information unit with a test prompt (in Dutch).  
 

 

Fig. 2. Android device displays featuring exemplary ARLearn tasks 

Some tasks became available only when certain activities were completed or par-
ticular quiz tasks were performed (i.e., data collection tasks were to be completed to 
proceed). Once started all tasks remained available. 

Plugwise sensor network. Information on energy consumption of appliances within 
the school building was provided by the Plugwise system. Smart meter plugs that 
measure and store individual consumption data build up a wireless network that can 
be accessed using the bundled Plugwise software [29]. The system was set in the 
school building, in such a way that single appliances could be accessed. In total 50 
appliances and power plugs throughout the school were equipped with smart meter 
plugs. This setup included three classrooms, a meeting room for teachers, some 
shared facilities (e.g. printer, vending machines, air conditioning), as well as some 
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stations for experiment setups (e.g. for comparing the energy consumption of different 
light bulbs). Each appliance has been measured separately. In order to establish com-
munication within the network, each plug had to be positioned within a range of 5 to 
10 meters to another plug. The needed software has been installed on a laptop com-
puter. Utilizing a USB dongle the software communicated directly with the network. 
To allow remote access to the system and the data, the web server functionality had 
been activated. A similar network set-up was earlier realized in the Mindergie  
game [17].  
 
Personal mobile devices. According to an inventory held at the beginning of the 
school year 80% of the students had personal mobile devices with Internet access 
through Wi-Fi. Around 10% of these students had IOS supported devices (iPhones), 
the rest used Android devices. According to the anonymous evaluation inventory held 
after the pilot (n=81) 95% of all participants had a smartphone, with 16% (n=14) 
iPhones and the rest Android devices. 15 ipad mini’s of the school were made availa-
ble for students who had no smartphones.  
 
Classroom teaching materials. Upon explicit teacher request in addition to the mobile 
scripts, 5 power point presentations on each phase of the inquiry cycle and a presenta-
tion on domain related concepts as energy sources and energy efficiency were de-
signed for classroom use to provide an alternative information source for the students 
who did not have mobile devices. Duration of the presentations varied from 15 to 30 
minutes. Each presentation highlighted a specific phase of the scientific inquiry cycle 
and included the content of the weekly inquiry tasks. These presentations contained 
the basic information included in the ARLearn games. The presentations were deli-
vered by the teachers during weekly classroom hours.  
 
Knowledge tests. Background knowledge on energy domain was evaluated with a 17 
fill-in-the-blanks and yes/no items from a K-8 school test on basic domain concepts as  
energy sources, fossil and renewable energy, energy efficiency of appliances, calcu-
lating efficiency. Changes in knowledge and understanding of issues related to energy 
consumption were traced with the help of a 5 items tests issued before and after the 
game.  

Motivation scale. The intrinsic motivation (IMI) scale by Deci & Ryan [30] was used 
in the study. Three subscales were included: interest/enjoyment (5 items), ef-
fort/importance (5 items), value/usefulness (4 items) and perceived choice scale (3 
items). Items were selected based on their relevance in the context from an open 
source instrument available at www.selfdeterminationtheory.org/questionnaires. As 
the items were repeated in the pre-test and post-test, they referred respectively to  
future or past activities. 5 items were formulated negatively and were reversed for 
analysis purposes. The items were translated into Dutch with minor textual and  
context-specific adjustments to the target group and the context of study.  

An exploratory factor analysis was applied to understand the structure of the latent 
variable [31]. Internal consistency checks were done on the whole scale and the  
subscales.  
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Pilot evaluation. Both students and the participating teachers were de-briefed after the 
activity. Students filled in a three-item anonymous inventory on each of the 7 games 
they were offered through mobile devices. They indicated whether they had played 
each game, they rated each game they had played and could elaborate on the ratings. 
In a semi-structured interview the three participating teachers provided an evaluation 
of the game, discussed its contribution to school learning, and lessons learned. During 
the pilot the first author took notes of the classroom sessions and observations during 
activities in the school building.  

C. Design and Procedure 

At the start of the pilot and one week after its completion paper and pencil question-
naires were administered (pre-post-test design). 75 students filled in both question-
naires. Both questionnaires included knowledge tests, and the motivation scale. After 
the pilot a short anonymous written student inventory and a group interview with the 
teachers were held. 
 
Game organization and progress. Students started the game with a general introduc-
tion on the topic of energy consumption and an introduction of the tools (e.g. an app 
supporting data collection for their smartphones). Prior to the pilot a try-out was or-
ganized to let the students install an app on the personal mobile devices and get ac-
quainted with some of the functionalities of this app. Informed consent request letters 
were distributed among the students for them and their parents.  

The Energy game was organized as a 6-phase inquiry cycle, with each phase being 
introduced by a new mobile game. Two content specific games introduced relevant 
domain and methodological concepts. Thus, game One provided an introduction to 
the topic of energy consumption. Game Two introduced the inquiry cycle, the what’s 
and how’s of formulating research questions and hypotheses.   

Led by the mobile games, students posed research questions in small teams, de-
cided together how they would tackle the task, collected and analyzed data to answer 
the questions that they posed and presented the results to each other and the teachers 
in the form of posters during a poster walk. The poster walk was the object of a joint 
assessment activity: the teachers, present guests and researchers rated the presenta-
tions together with fellow students. Based on the ratings winners of the game were 
announced. The first, second and the third place teams were awarded 5-euro vouchers 
to an Internet game store.   
 
Teacher support. Throughout the pilot the teachers and one researcher (first author) 
provided support at regular instructional moments in class. Scripted instruction through 
the ARLearn app guided data collection in the orientation phase (at home and at 
school) and in the data collection phase (at school) by means of audio, video, photo 
and text formats. 
Technical issues. Throughout the pilot a number of technical problems have been ex-
perienced. The school WiFi-network which was necessary for the adequate functioning 
of the sensor network in the school building and for using mobile devices for personal 
inquiries proved less stable than expected. During several moments of the pilot, the 
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Wi-Fi-network was not available. The school technical support team directly related 
that to the sensor-network. Upon request of the school technical support team, a part of 
the sensor network was dismantled limiting the area in which energy consumption 
could be measured, influencing the number of inquiries that students could pursue. 

4 Results 

4.1 Effects on Student Motivation 

As reported by Kalz and colleagues [25], analyses of variance of the complete scale 
scores indicated that the conducted activity did not succeed in keeping students  
interested – the total score on the motivation scale was significantly lower after the 
activity than during the first measurement. There was significant interaction effect of 
gender prior to activity. no difference in the motivation level could be seen in the 
post-test [25].  

In order to better understand these results, analyses of the constituent components 
were attempted. To conduct comparative analyses at sub-scale level, sub-scales with a 
complete match at item level in both instruments had to be defined. First, a principal 
component analysis was done forcing a three factor extraction for both pre- and post-
test scales and reliability tests on the emerged components were performed. Five 
items were eliminated from the scale in the process of reliability testing. The resulting 
sub-scales with a complete match at item level can be described as interest/positive 
disposition (6 items, Cronbach’s α=.860 in the pre-test scale and .838 in the post-test 
scale, respectively); perceptions of usefulness (3 items, Cronbach’s α=.765 and .838) 
and effort/willingness to invest effort (2 items, Cronbach’s α=.745 and .861). The 
resulting 11-item complete scale was again subjected to principal component analysis 
which yielded satisfactory results.  

Table 1. Self-reports on Motivation by Gender at the start of the activity 

 Interest  
(6 items) 

Effort  
(2 items) 

Usefulness  
(3 items) 

Total motiva-
tion scale  
(11 items) 

M
  

18,8 (6,1)** 8,2 (2,5)* 13,1 (3,8) 40,1 (9,6)** 

F
  

22,9 (7,7)** 9,5 (2,9)* 14,4 (3,9) 46,7(12,4)** 

* p< .05, **p< .01;.  

 
Table 1 gives an overview of the scale scores by gender in the pre-test and indi-

cates results that were statistically significant. As could be expected, independent t-
tests on the pre-test sub-scale scores point to significant differences between boys and 
girls as far as their general disposition/interest in the activity or willingness to invest 
effort in it are concerned. There are, however, no indications of gender differences in 
the perception of the task usefulness.  



 Mobile Inquiry-Based Learning with Sensor-Data in the School 121 

 

Table 2. Change in the motivation and constituent factors  

 Pre-test 
M (SD) 

Post-test 
M (SD) 

Interest (6 items) 20 (3)* 18,2 (7,2)* 
Perceived usefulness (3 items)  13,6 (3,9)** 10,0 (4,3)** 
Perceived effort (2 items) 8,6 (2,6)*** 7,6 (3,3)*** 
Total scale (11 items) 42,74 (10,8)**** 36,38 (12,3)**** 

*F(1,65)=6,922, p=.011,ηp2=.096; **F(1,66)=43,784, p=.000, ηp2=.399;  

***F(1,66)=26,782, p=.000, ηp2=.298; ****F (1,56)=5,712; p=.020, ηp2=.093,  

 
Repeated measures analyses on the derived sub-scales point to loss of interest, per-

ception of usefulness of the task and perception of effort investment for all participant. 
There is no effect on gender as a consequence of this activity. Boys and girls seem to 
be relatively unanimous in their attitude towards the activity. Table 2 provides an 
overview of the results and figure 3 illustrates the difference between the two  
patterns.  

 

 

Fig. 3. Change in perceived usefulness and effort by gender 

4.2 Pilot Process Evaluation 

The idea of using mobile phones for learning was met with enthusiastic reactions 
(researcher’s observation). As indicated in an anonymous evaluation inventory, prac-
tically all students used most of the ARLearn game scripts. According to their  
response (measured holistically with a single yes/no item) they demonstrated appreci-
ation of activities that included actions (taking pictures, recording) and were negative 
on games that focus on supportive information. Understandably, students were most 
critical of inadequate functioning of WiFi network and the lack of structure because 
of last-minute changes in the activities that were meant to compensate for malfunc-
tioning facilities.  
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In their interviews, the teachers acknowledged that they had accepted the suggested 
game scenario but did not contribute enough to its design and to structuring the activi-
ty. Last minute changes and ad hoc decision-making proved necessary to organize 
each game activity. As a positive moment, the teachers emphasized immediate feed-
back that students provided by demonstrating what they could or could not tackle 
independently after teacher introductions.  

While there was a basic shared understanding of the concept of inquiry-based 
learning between the participants that have prepared the inquiry-activity (researchers 
and teachers), throughout the pilot it became clear that there was a wide range of un-
derstandings available with regard to the most important aspects of inquiry-based 
learning, i.e., the way students performed the inquiry activities and the teachers pro-
vided guidance.  

5 Conclusions and Discussion  

In the reported pilot study an inquiry-based approach, relating a topic within a school 
formal curriculum to students’ immediate, familiar environments was realized in the 
form of a mobile serious game. Guided by direct prompts and indirect hints delivered 
through a mobile app, students pursued an inquiry around energy consumption, from 
defining a problem and a research question to the presentation of inquiry results.  

The goal of the study was to evaluate the feasibility of the designed approach, to 
get insights in its practical constraints, and better understand the impact that the first 
implementation had on the learning outcomes, and in particular on learners’ motiva-
tion. Answers to questionnaires on motivation point to a general decrease of interest, 
rather than to a boost of motivation, which is frequently reported in studies of mobile 
learning [23].  

Furthermore, there are indications of gender differences as well as some subtle dis-
tinctions in the way students respond to questions related to “general interest” items, 
“willingness to invest effort” and “perceived usefulness”. These results should be 
treated with caution as they are based on self-reports and the described factors are 
derived from a limited number of items. Nevertheless, they map into the theoretical 
perspective of the motivation and self-determination theory, namely the basic distinc-
tion between intrinsic and extrinsic motivation and the importance of the “inner ac-
ceptance of the value or utility of a task” [32,p.55] for actively engaging with the task 
and learning from it.  

This point brings us to a relevant issue from the design perspective – the impor-
tance of letting students experience “usefulness” of tasks that they are performing. 
especially when students are introduced to a new pedagogical approach and new 
tools, like in this case when inquiry-based learning was combined with ubiquitous 
mobile devices.  
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Abstract. Mobile devices, such as laptops, smartphones and tablets, are ubi-
quitous in lectures. Students report to use their mobile devices for lecture-
related activities (e.g. taking notes). Observational data shows, that students use 
mobile device mainly for lecture-unrelated activities, like Facebook or playing 
games. So currently, mobile devices seem to distract learners from the lecture 
and ultimately hinder student-teacher interaction. In this study, we investigated 
how students (n = 75) use their mobile devices (N = 80) in a traditional lecture 
setting when supported with the technological support system “Backstage” or 
not. Backstage entails functions for quizzing students (Audience-Response-
System) and a backchannel allowing students to interact with each other, com-
menting on slides, asking questions, and providing feedback to lecturers. The 
results show that this technology increases students’ focus on lecture-related  
activities.  

Keywords: lectures, related-activities, unrelated-activities, backchannel, ARS. 

1 Mobile Devices in Lectures 

Mobile devices are common in todays’ lectures. While students claim to bring their 
mobile devices for lecture-related activities, like taking notes or searching for addi-
tional information, they often engage in lecture-unrelated activities, such as using 
Facebook, playing games or just surfing unrelated websites [1,2]. A negative correla-
tion was found between lecture-unrelated mobile activities and academic performance 
[3,4,5]. Even though new forms of lectures are being discussed that partly integrate 
technology (e.g. flipped classrooms or inquiry learning), traditional lectures still pre-
vail [2]. Traditional lecturing, with one lecturer talking most of the time, often fail to 
engage students in lecture-related activities and mobile devices seem to further dis-
tract students [2]. Lectures typically leave little time for including student activities 
[6]. Educational technology, like Audience-Response-Systems (ARS) or backchan-
nels may support effective instructional practices in lectures, such as asking questions 
or providing feedback, which has shown to engage students in lecture-related activi-
ties [7,8]. In this study, we present different lecture-related and -unrelated activities 
students regularly engage in during lectures. In addition, we describe technological 
support, which can help to involve more students in the lecture. In an in vivo study, 
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we observed students media activities when using mobile devices, with and without 
an additional learning platform, in a natural setting.  

2 Students’ Media Activities in Lectures 

For students to build knowledge in lectures, they need to stay focused on the learning 
material [9]. When students bring their mobile devices to the lecture, they can use 
them for lecture-related activities, like taking notes or searching for additional materi-
al, which may help them to elaborate and understand the newly given information 
(see Tab 1). Students reported that their concentration continuously declines after the 
first 20 minutes until the end of the lecture [10]. Based on this finding, it is likely that 
students use their mobile devices also for lecture-unrelated activities. Lecture-
unrelated activities, like surfing the internet and sending emails, distract students from 
the current lecture and forces students to switch their attention between different tasks 
[3], [11]. Students can focus their attention on their mobile device, for lecture-related 
and -unrelated activities. Students’ attention is peripheral, when the mobile device is 
still switched on but the student is focusing on something other than the lecture, e.g., 
talking with a neighbor. 

Table 1. Media activities in lectures [2] 

Lecture-related Lecture-unrelated 

Focused 
media  
activities 

- Note taking 
- Searching 
- Looking at slides 

- Surfing the web (so-
cial networks, email, 
video etc.) 

 
Peripheral 
media  
activities 

- Background use of 
slides 

 

 
- Background use of 

internet (social net-
works, email, video 
etc.) 

2.1 Lecture-Related Media Activities in Lectures 

Lecture-related media activities can help students in lectures to understand the learn-
ing material better and therefore gain deeper understanding. Students can use their 
mobile devices to search for additional information or to take notes. To take notes, 
which fosters students’ learning, students’ attention has to be focused on the mobile 
device.  

Some other, lecture-related media activities may not force the focus on the device, 
but demand peripheral attention only. One example is the lecturer offering handouts 
online, so students can open them on their mobile device. Instead of looking at those 
handouts on their laptops during the whole lecture, their attention is with the lecturer 
or in the communication with their neighbors.  
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2.2 Lecture-Unrelated Media Activities in Lectures 

Besides the positive effects of bringing a mobile device for learning purposes, stu-
dents can also use mobile devices for lecture-unrelated activities. Lecture-unrelated 
activities are those which distract students from the lecture content, e.g. social net-
works like Facebook, websites with unrelated content, emails or games. The results of 
a study of Kraushaar & Novak [4] with 97 students using spy-software indicates that 
especially the use of instant messages during lectures seems to correlate with lower 
learning results. One explanation for these findings is that students have to switch 
their attention between the lecture content and the lecture-unrelated activities, which 
reduces their cognitive resources [3], [11]. These cognitive resources should be fur-
ther reduced when the lecture-unrelated activities are cognitively demanding and 
require attention. If the student focuses on the lecture-unrelated information in a peri-
pheral way, for example by just opening Facebook while listing to the lecture, the 
switch between the different activities may be smaller and therefore the student will 
produce better (or less bad) learning results than when focusing on lecture-unrelated 
activities. Media usage in lectures may potentially indicate that students actively en-
gage with lecture-unrelated content [3,4]. But so far, most of these studies use self-
reports to investigate what students do with their mobile devices during lectures.  

3 Additional Technology to Support Lecture-Related Student 
Activities in Lectures 

Technologies in lectures can aim to guide students’ attention as well as foster partici-
pation in lectures [7], [12,13]. Based on the assumption, that student engagement 
fosters motivation and learning results, backchannels and Audience-Response-
Systems (ARS), have been developed in order to support students’ learning in lectures 
and include more time for practice [8], [12], [14,15]. Making time for practicing what 
is being lectured seems to substantially improve learning results [16,17]. Unfortunate-
ly this kind of practice is rarely found in lectures [2], [18]. Technology may help to 
activate students’ to participate in the lecture [7], [18]. So-called backchannels help 
students to interact with each other and the lecturer [8]. Audience-Response-Systems 
(ARS) offer the possibility to ask questions to a large number of students [12], [19]. 
While some of this technology has been developed specifically for lectures others had 
been adapted for this purpose.  

3.1 Backchannel 

Backchannels facilitate student activity in lectures as they help to establish public 
communication detached from the presenter’s talk. The term backchannel describes 
additional communication during the lecture and refers also to the synchronous use of 
computer-mediated communication software. The lecturer typically dominates the 
frontchannel, presenting new information, and the number of student questions asked 
in a lecture is quite low (see [15], [20]). A technological supported backchannel can 
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allow for anonymous communication, which may facilitate psychologically safe par-
ticipation [21]. Building on social media technologies like microblogging or chats, 
different forms of backchannels can be integrated in a lecture. While some lecturers 
use Twitter to offer students the possibility to interact, other lecturers use platforms, 
which are designed especially for lectures [13], [22]. Platforms like Twitter solely 
support interaction without being integrated in the lecture. Alternatively, the back-
channel is integrated in the lecture and students can interact with the lecturer by  
raising their hands virtually or post questions or annotations [23]. In some of those 
systems the backchannel, even though combined with other educational technology 
like ARS, is still a separated feature. It is also possible to connect students’ questions 
and responses to the slides, so students can actively work with their learning material 
[24,25,26]. So far, there seems to be no study indicating that a specific form of back-
channel leads to better learning results. 

As especially students with suboptimal learning prerequisites tend to ask few ques-
tions in face-to-face settings [27], a backchannel may help to alleviate this problem. 
In a case based study students used a backchannel to ask questions which were al-
ready answered by the lecturer or more general questions [15]. The backchannel was 
a natural learning element of the university introduced by the students. Even though 
the backchannel was sometimes a distraction, it was accepted by the students and help 
them talking about content. When the backchannel is included by the lecturer, the 
results regarding engagement can vary. In a study with 23 students, Ebner and 
Schiefner [8] evaluated a microblogging tool with regard to its influence on learning. 
While microblogging accelerated communication, the number of people engaging in it 
was rather limited. As many backchannels are introduced by the lecturer it may be 
helpful to design backchannels carefully and to include further tools to facilitate stu-
dent engagement [15], [28].  

3.2 Audience-Response-Systems (ARS) 

ARS were developed to support question asking of the lecturer. With an ARS the 
lecturer asks questions which can be answered by all the students in the lecture hall. 
Different student mobile devices, like smartphones, tablets, laptops or handheld de-
vices handed to the students, offer all students the possibility to answer the lectures 
question simultaneously and anonymously. In a traditional lecture, the lecturer can 
ask a question for several purposes like assessing students’ prior knowledge and their 
current understanding, or to foster elaboration on a certain topic [29,30,31], but only 
one student can answer the question [32]. This type of production blocking in lecture 
halls could be one explanation for the findings that higher order questions do not nec-
essarily support better learning results [33], in spite of their beneficial effects on stu-
dents’ critical thinking and deeper elaboration [29,30]. ARS resolve the production 
blocking problem, since all students in a lecture hall are supposed to answer the ques-
tion simultaneously [19], [34]. First, the lecturer asks a question, typically supported 
by a slide showing the question and the different answers in a written form. Second, 
all students can answer the question by pressing a hard- or software button, i.e. on a 
so called “Clicker” device or respectively, running a specific software on their mobile 
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device [35,36]. The results of multiple-choice questions are often visualized as a bar-
chart. These bar charts can be presented as feedback to all students simultaneously 
after the lecturer has stopped offering the question to the students. Questions in ARS 
can be used for the same purposes as traditional questions [29,30]. In addition, ARS 
can be used as a starting point for further discussions [12]. The results of a meta-
analysis based on mainly self-reported data indicate that using ARS in lectures sup-
ports students’ attention and participation [7]. 

4 Research Questions 

RQ1: In which kind of media activities do students engage in during the lecture, with 
and without including lecture supporting technology? 

 
RQ2: How does the flow of students’ media activities change over the whole lecture, 
with and without including lecture supporting technology? 

 
RQ3: Does the usage of lecture supporting technology in lectures improve students’ 
lecture-related media activities? 

5 Method 

5.1 Participants 

In this study, we observed 75 students with N = 80 mobile devices (five students used 
two mobile devices) in three lectures (two of them randomly chosen) of the computer-
sciences departments at the Ludwig-Maximilians-University (LMU), the Saarland 
University and the university of applied sciences HTW Saarbrücken. We analyzed 34 
students in a traditional (29 male and five female) and 41 in a technology supported 
lecture (33 male and four female, for four students no data regarding gender was col-
lected). 

5.2 Learning Environment 

Backstage is a learning environment developed in cooperation of the educational 
technology department of the Saarland University and the computer-science depart-
ment of the LMU in Munich. The goal of Backstage is to foster students’ learning 
activities by offering a possibility for more interaction as well as including lecturing 
instructions. The students’ view of Backstage for this study can be divided into three 
segments (see Figure 1). Section A shows the backchannel activity, where students 
can see all messages and can select them with different parameters, like seeing only 
questions. Section B contains the slides offered by the lecturer. Students can interact 
with these slides by placing symbols, e.g., question or explanation-marks to indicate 
questions or comments. Here students also have the possibility to place their notes 
onto the slides. Section C offers a statement of the lecturer, like a summary or a 
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At the beginning of the lecture, the lecturer or one of the researchers briefly informed 
the students about the study and pointed to further information at the end of the lec-
ture. At the end of the lecture, the students got further information regarding the study 
and afterwards a questionnaire was handed to the students.  

In the technology supported condition the lecturer and students had started using 
Backstage at the beginning of the semester and were already familiar with the system. 
The lecturer and the students received a short introduction in the beginning of the 
semester regarding the different functions of Backstage. Neither of them received an 
additional instruction how to use Backstage in order to gain better learning results.  

5.4 Instruments and Variables 

A prepared form, used for the observation, was categorized into lecture-related and 
lecture-unrelated mobile activities which had been observed in previous lectures. 
Lecture-related activity was coded when students took notes, searched for additional 
information, looked at lecture slides, or used Backstage. Lecture-unrelated activity 
was coded when students engaged in content-unrelated websites, emails, games or 
social networks like Facebook. Whenever the desktop or the starting page of a search 
engine was on the screen, neutral media activity was coded. Also displaying exercise 
sheets on the screen was coded neutral when it could not be observed whether these 
sheets concerned the current or other lectures, seminars, or homework. New activities, 
which had not been observed beforehand were added to the sheet and treated like the 
other activities. 

Furthermore, we categorized media activities as focused or peripheral. When the 
students engaged in focused media activity, they interacted with their computers, like 
reading, writing or playing. Peripheral media activity was coded when the laptop was 
running, but the attention of the student was somewhere else, like writing something 
on a piece of paper or listening to the lecture. When the laptop was shut down, the 
coding was stopped or interrupted. The different coders were trained beforehand with 
accordance over 90 %. 

In order to analyze how students participate in lecture-related or -unrelated activi-
ties during the lecture, it is necessary to reduce complexity of the data on the different 
activities like social networking or taking notes. All lecture-related focused media 
activity was therefore coded with 1 and lecture-unrelated activities with -1. Lecture-
related peripheral media activity was coded with 0.5 and -unrelated behavior with -
0.5. Neutral activities were coded with 0. This reduction of data allowed analyzing 
trajectories of students’ media activities across a lecture. 

The data were analyzed with regard to students’ use of mobile devices using de-
scriptive analysis. For differences in the conditions the Mann-Whitney-U-Test was 
used. For all statistical tests, the α-level was set to 5%. 

6 Results 

RQ1: In which kind of media activities do students engage in during the lecture, with 
and without including lecture supporting technology? 
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In the traditional lectures, students spend nearly three times more time on lecture-
unrelated activities 74.7% (M = 48.55; SD = 56.23) than they do on lecture-related 
ones 25.3% (M = 16.47; SD = 26.14). In addition, students’ attention is more often 
focused on lecture-unrelated activities 59.8% (M = 38.89; SD =48.73), while stu-
dents’ attention on lecture-related activities is also often peripheral 10.5% (M = 6.84; 
SD = 16.64). For further division of students’ attention in lecture-related and -
unrelated activities see Table 1. 

When integrating Backstage as a learning platform in the lecture, students spend 
41.6% (M = 52.40; SD = 54.68) on lecture-unrelated and 58.4% (M = 73.48; SD = 
68.96) on lecture-related activities. They focused on lecture-related activities 24.7% 
(M = 31.19; SD =39.67) of the time and 33.6% (M = 42.28; SD = 49.96) of the time 
were peripheral lecture-related activities (see Table 2).  

In the traditional lecture six questions were asked by the students. In the technolo-
gy supported lecture one question was asked on the frontchannel and two questions 
were asked during the lecture on Backstage.  

Table 2. Frequency of exemplary lecture-related and unrelated media activities in lectures.  
(tech. supp = technology supported) 

 traditional  
- focused 
M (SD)  
% 

traditional  
- peripheral 
M (SD) 
% 

tech. supp.  
- focused 
M (SD) 
% 

tech. supp.  
- peripheral 
M (SD) 
% 

Lecture-
related 

    

Slides 3.32 (8.62) 
5.11% 

2.53 (8.59) 
3.89% 

3.05 (8.23) 
2.42% 

2.29 (8.19) 
1.81% 

Taking 
notes 

3.24 (8.10) 
4.98% 

3.00 (14.44) 
4.61% 

2.24 (7.16) 
1.78% 

.40 (1.25) 

.32% 
Backstage -  -  21.42 (34.49) 

17.02% 
36.17 (49.62) 
28.73% 

Lecture-
unrelated 

    

Websites 18.34 (27.35) 
28.21% 

2.79 (6.00) 
4.29% 

15.43 (16.96) 
12.26% 

2.24 (5.55) 
1.78% 

Social 
networks 

8.13 (13.60) 
12.50% 

1.55 (4.11) 
2.38% 

9.60 (17.58) 
7.62% 

1.26 (3.68) 
1.00% 

Games 7.21 (32.03) 
11.01% 

.63 (2.54) 

.97% 
8.81 (33.34) 
7.00% 

.57 (2.42) 

.45% 
Emails .89 (1.71) 

1.37% 
.10 (.45) 
.15% 

1.40 (3.06) 
1.11% 

.33 (1.59) 

.26% 
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RQ2: How does the flow of students’ media activities change over the whole lec-
ture, with and without including lecture supporting technology? 

 
In the traditional lectures, students spend the majority of their time on lecture-

unrelated activities. Only in a short period of time between minute 42 and 49, students 
engage more in lecture-related activities than in lecture-unrelated ones. At the same 
time, one of the lecturers included a break in his lecture. At the end of the lecture 
students activities tend to become even more lecture-unrelated (Fig. 2).  

 

 

Fig. 2. Student activities during a traditional lecture 

In the Backstage supported lecture, the students stayed on lecture-related activities 
for longer periods of time even though the lecture took 135 instead of 90 minutes. 
Also after the break, sometimes more students stayed on lecture-related activities than 
on -unrelated ones. Two questions were asked via the ARS by the lecturer. The first 
question was asked after 50 minutes and answered by 45 students. The second ques-
tion was asked after 60 minutes and answered by 49 students. The posting of  
 

 

 

Fig. 3. Student activities in a Backstage supported lecture 
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questions are indicated by a small rise of lecture-related student activity (see Figure 
3). Both questions were answered by approximately 2/3 of the students correctly. The 
fast decline, after students answer the Audience-Response-question, results of some 
students answering the question and checking lecture-unrelated content until the lec-
turer closes the question. 

 
RQ3: Does the usage of lecture supporting technology in lectures improve stu-

dents’ lecture-related media activities? 
 
While there is no significant difference in the amount of lecture-unrelated activities 

between students in traditional and technology supported lectures, U = 743.00, p = 
n.s., students using Backstage spend more time on lecture-related activities U = 
405.00, p < .001 (Fig.4). Similar results can be found for focused and peripheral stu-
dent activities. Students in the technology supported condition spend more focused U 
= 456.50, p = .001 as well as peripheral time, U = 418.50, p < .001, on lecture-related 
aspects. The time they spend focused, U = 749.50, p = n.s., and peripheral, U = 
792.50, p = n.s., on lecture-unrelated activities stays similar. 

 

 

Fig. 4.   Comparison of students' media activities in traditional and technology supported  
lectures (* = p < .001) 

7 Discussion 

The results of this study indicate that while students in the technology supported lec-
ture seem not to ask more questions via backchannel, the overall lecture-related ac-
tivity while using a mobile device increases. In a traditional lecture, there is just a 
very short period of time, where more students stay on lecture-related activities than 
on -unrelated ones. The students stay more time on lecture-unrelated websites, play 
computer games or use Facebook. In the backstage supported lecture, students used it 
most of the time. As the content of Backstage is mainly lecture-related, students  
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focused and peripheral use of it may positively influence the learning results. In tradi-
tional lectures the concentration and lecture-related engagement decreases at the end 
of the session (see also [10]). Backstage seems to help students maintain their focus 
on lecture-related content for a longer period of time. Backstage does not change, 
however, that learners relate to the lecture using their mobile devices mostly in a peri-
pheral way [13]. With or without Backstage, students tend to display slides, but do not 
interact with them, like taking notes on them. One possible explanation for the high 
peripheral focus on Backstage is that students wait and continuously check for some 
new peer comment to pop up, as has been found for email and Facebook use [5], [37]. 
Similar to other social media practices, only a few students may be actively producing 
content, like questions and comments, for the majority of students to consume pas-
sively on Backstage. Additional instructional support implemented into Backstage 
may raise the number of students producing content [30]. 

Even though including educational technology seems to have a positive influence 
on students’ activity, just including a backchannel, where students can ask questions 
anonymously, seems not to lead to a higher number of questions asked by the stu-
dents. While in the two traditional lectures six questions were asked, three questions 
were asked in the technology supported condition. Asking questions can be a useful 
tool to enhance students elaboration as well as higher thinking [29,30]. Based on the 
current results and the finding that students tend to ask factual instead of higher order 
questions [20], [30] additional instructions should be included [30]. Including educa-
tional technology offers the possibility to support students’ questions when needed. 
One way to do so is to offer scripts or prompts to help students formulate higher order 
questions or tell students to ask questions anonymously [30], [38]. 

Addressing all students in a lecture with ARS may reduce the negative aspects of 
production blocking in lectures. In this study, approximately half the students joined 
in on answering the ARS questions. Further information with regard to student activi-
ties will be presented at the conference. At that time, students focused on the lecture, 
but also immediately used the idle time of waiting for all students to answer for lec-
ture-unrelated activities, like checking emails. Ultimately, ARS may increase agency 
of students in lectures, may serve to orchestrate different learning activities, and ad-
vance the educational function of lectures to allow for participation and continuous 
assessment and feedback. Even though this study faces some methodical limitations, 
like the different duration of the lectures and the different lecturers, it demonstrated 
the trajectory of students’ focus over a real-life lecture with or without supporting 
technology. Due to data privacy in this observational study, we could not collect per-
sonal data and relate our observations to learning results or students’ perception of 
their media usage [1]. Further research should close that gap. 

The results of this study indicate that including technological support in lectures 
activates students to spend more time on lecture-related activities and may therefore 
reduce the negative effects of mobile devices in lectures. In order to include educa-
tional technology productively in lectures it is therefore necessary to adjust the tech-
nology as well as the orchestration of the lecture. The technology can help for  
students to realize misconceptions in their knowledge and offer additional learning  
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material to close those gaps. Therefore further research is necessary regarding the 
instructions of including students in the lecture with mobile devices and how that 
influences learning results.  
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Abstract. In this paper, we present how the SEPIA system can be used to plug 
pedagogical and technical assistance systems in applications used by learners in 
an educational context. The SEPIA system consists in two main tools: an assis-
tance editor that enables assistance designers to specify the assistance they wish 
for existing applications, and a generic assistance engine that executes the spe-
cified assistance in order to provide the application end-users with personalized 
assistance. We also present an experimentation of an assistance system setup 
with SEPIA in the context of a bachelor degree. 

Keywords: User assistance, epiphytic approach, generic models. 

1 Introduction 

In the educational context, more and more applications are used, whether they are 
specifically dedicated to learning, the ILEs (Interactive Learning Environment), or 
other software used as material of a learning activity. The acquisition of knowledge 
by learners can nevertheless be compromised by difficulties of handling and use of 
the application. Adding an assistance system, suitable to both the application and the 
activity pedagogical goals, is a solution to face these difficulties and prevent the user 
from abandoning or under-exploiting the application and losing motivation [8].  

The work presented in this paper is in the context of the AGATE project in which 
we have developed the SEPIA system (cf. Section 2.2). With the SEPIA system, as-
sistance designers can add assistance systems to existing applications. This paper 
aims to present how the SEPIA system can be used to setup assistance systems for 
applications used in an educational context. 

First, we present the AGATE project, its theoretical propositions and their imple-
mentation in the SEPIA system. Then, we present the actors and applications con-
cerned by assistance in an educational context, before identifying the needs to which 
such assistance should answer. Finally, we explain how SEPIA can be used in the 
educational context and we detail the experimentation that we performed. We con-
clude by discussing the strengths and weaknesses of our propositions for assistance to 
learners, comparing them with other approaches. 
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2 Epi-assistance 

This research work takes place in the context of the AGATE project (Approach for 
Genericity in Assistance To complEx tasks). It aims at proposing generic models and 
unified tools to make possible the setup of assistance systems in various existing ap-
plications, that we call target-applications. This project adopts a fully generic and 
epiphytic approach [14]. An epiphytic application, that we call epi-application, is an 
application able to perform actions in a third-party application without requiring any 
change to it. Thus, the functioning of an epiphytic assistance system doesn’t disturb 
the functioning of the target-application. The models and tools proposed in the 
AGATE project are not specific to an application or to a domain, but on the contrary 
they can be used to setup assistance in a wide range of applications, without a need 
for these target-applications to have been designed specifically to enable the plug of 
assistance. 

2.1 State of the Art of Epi-assistance Approaches 

Several authors have studied the a posteriori specification of assistance systems for 
existing target-applications. The approaches of [15] and [7] make possible the plug-
ging of an advisor system in a scenario from the Telos and ExploraGraph environ-
ments respectively. These advisor systems are defined by an assistance designer 
through a set of rules of the form <trigger event, trigger condition, assistance action, 
end event>. The trigger condition can include a consultation of the user profile and of 
the assistance history in order to contextualize the assistance. The proposed assistance 
actions are textual messages displayed in a pop-up for Telos, and animations or mes-
sages conveyed by an animated agent for Exploragraph. The approach proposed by 
[16] and by the CAMELEON model [4] make possible the plugging of an advisor 
system in a Web application, in order to trigger assistance actions when the end-user 
clicks on a link. The proposed actions are textual messages displayed in a pop-up, 
which can contain links to a Web page or to resources related to the assistance  
for [16], or an animated agent able to move, perform animations and display messages 
for [4]. 

Nevertheless, these different approaches cannot be used in any application. Indeed, 
they are specific to a given environment or to Web applications. In the context of the 
AGATE project, we are interested in the a posteriori plugging of assistance systems 
to very diverse existing target-applications. What’s more, we would like to make 
possible a fine-grained personalization of the assistance, according to the user profile 
and to the assistance history, like in Telos and Exploragraph, but also according to the 
user’s past actions, not only the browsing history as in [16], and according to the state 
of the target-application. Finally, to make possible a wider personalization of the as-
sistance, we would like to propose a large choice of assistance actions. 
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2.2 Propositions: Process, Language and System to Add Epi-assistance 

The AGATE project leads to several propositions that we present in this section: the 
adjunction process of epi-assistance systems in existing target-applications, the aL-
DEAS language that enables the definition of various assistance systems and the  
SEPIA system that implements these theoretical propositions. 

Adjunction Process of Epi-Assistance Systems 
Figure 1 shows our adjunction process of epi-assistance systems organized in two 
phases: the assistance specification and the assistance execution in an epiphytic way.  

The assistance specification is performed by an expert of the target-application, 
called the assistance designer. This preparatory phase enables the designer to specify 
the assistance that he wishes for a given target-application, expressed as a set of assis-
tance rules. For this purpose, he must provide a description of the target-application 
interface in order to make possible the setup of an assistance that seems integrated in 
this application but executed in an epiphytic way. Then, the designer has to define the 
assistance rules that describe the behavior that the assistance system will have during 
the assistance execution. 

The assistance execution concerns the target-application end-users. It consists  
in the execution of the assistance wished by the designer; it occurs at any use of  
the target-application by an end-user. This phase is composed of three processes: the 
monitoring of the target-application, the identification of an assistance need and the 
elaboration of an answer suitable to this need. 

 

Fig. 1. Adjunction process of epi-assistance systems 

The monitoring of the target-application is performed continuously while the us-
er uses the target-application. It uses a set of epi-detectors (which are described in 
more detail in [9]) based on accessibility libraries that enable the access to all compo-
nents of an application and the subscription to different kinds of events on these com-
ponents. This process enables the epi-assistance system to get all information related 
to the interactions between the user, the target-application and the assistance system 
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without disturbing the functioning of the target-application. The assistance system is 
aware of any user’s low level action (like clicks, mouse movements, menu openings 
or item selections). This process uses the description of the target-application inter-
face, built during the specification of the assistance, in order to identify the source 
component of each low level event. Indeed, knowing only the type (click, keystroke) 
of the user’s action is not enough: it is much more informative for the assistance sys-
tem to know precisely on which button the user clicked, over which image he moved 
the mouse pointer, etc., as in our proposition. While it is not the topic of this paper, let 
us stress the fact that the assistance designer could couple SEPIA to a trace manage-
ment system [20] for combining low-level actions into higher level actions (e.g. fill-
ing a form or correcting red-eyes on a photo) that could in turn be used to trigger as-
sistance rules. 

The identification of an assistance need is performed when the monitoring 
process detects an event: it uses the assistance description made by the designer. More 
precisely, an assistance need is identified by a rule whose trigger event has just been 
detected by the monitoring process and whose trigger conditions are satisfied. In this 
case, the elaboration of an answer is launched. 

The elaboration of an answer to the user’s need uses the assistance description to 
trigger one or several assistance actions in the target-application with an epiphytic 
approach. This process also implements the personalization of the assistance accord-
ing to the assistance designers’ wishes.  Indeed, the launched assistance actions can 
differ from a user to another according to his specificities, like his preferences for 
instance. The assistance actions are performed in the target-application by epi-
assistants. 

The aLDEAS language 
aLDEAS (a Language to Define Epi-Assistance Systems) is a language that enables 
the definition of assistance systems as a set of rules. This language is the core of the 
adjunction process of epi-assistance systems described above: it enables the designer 
to define the wished assistance during the assistance specification phase, and it is used 
during the assistance execution through its implementation. aLDEAS is constituted of 
different types of components that can be combined to create assistance rules and 
actions, in order to answer the most various needs. The main elements of aLDEAS are 
event waits, consultations and assistance actions.  

An event wait causes the execution to pause until the occurrence of the given 
event. An event can concern a user’s action (like a click on a given button), an action 
of the assistance system (like the triggering of a given assistance rule), an absence of 
event (like an absence of click during a given duration), or the performing of a “high-
level” task (like the red-eyes correction on a photo). 

Consultations fetch information in order to personalize and contextualize the  
assistance. Thus, the triggering of an assistance action can depend on information 
relative to the user’s past actions (his traces), to his choices, to the state of the target-
application (in order for instance to know the content of a text field, or which item is 
selected in a combo box) and to his profile. The user profiles used in the AGATE 
project can contain any information found relevant by the assistance designer in order 
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to personalize the assistance. It can contain in particular information on the user’s 
preferences regarding assistance, or his skills in the target-application. For space rea-
sons, how the user profile is constructed is not discussed in this paper. 

Finally, aLDEAS provides a large choice of assistance actions: messages, compo-
nent enhancements, automated actions on the target-application, proposition of exter-
nal resources (like demonstration videos, forums or course materials), etc. 

The SEPIA System 
The SEPIA system implements these theoretical propositions through two main tools: 
an assistance editor and a generic assistance engine. 

The assistance editor implements the assistance specification phase of the adjunc-
tion process of epi-assistance systems (cf. Figure 1). It provides assistance designers 
with a graphical interface for defining the assistance that they wish for a target-
application, through a set of rules complying with the aLDEAS language. 

The generic assistance engine implements the assistance execution phase of ad-
junction process of epi-assistance systems. It provides end-users with personalized 
assistance according to the rules defined by the designer. 

The generic engine is completed by a set of epi-detectors that enables the target-
application monitoring [9]. Currently, three epi-detectors have been developed: for 
Windows native applications, for Java applications and for Web applications.  

Finally, the generic engine manages a set of epi-assistants that can perform assis-
tance actions in the target-application at the request of the engine. The epi-assistants 
that we have developed can perform the assistance actions proposed by aLDEAS. In 
particular, they can display or read messages, enhance a component of the target-
application interface, display an animated agent able to move on the screen, to express 
itself textually, orally, or by gestures and animations (for instance, the Merlin compa-
nion can applause and say “Well done, we succeeded!”). Some epi-assistants are also 
able to perform actions on the target-application interface, for instance to automatical-
ly click on a button, set text in a text field or select an item in a combo box. 

aLDEAS also provides a set of patterns in order to facilitate the combination of 
aLDEAS elements, especially a pattern for assistance rules with the form <trigger 
event, optional condition, assistance actions, optional end-event>. 

3 Assistance in an Educational Context 

We wish to use the SEPIA system to setup epi-assistance systems in an educational 
context. More particularly, we would like to enable teachers to specify an assistance 
system for each target-application used by learners. 

3.1 Which Actors Are Concerned? 

In an educational context, the assistance designer is a pedagogical designer that wish-
es to plug an assistance system in an application that has no assistance or an  
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assistance which is incomplete or unsuitable to his needs. The pedagogical designer 
can be a teacher or a pedagogical team, eventually assisted by a computer scientist or 
an expert of the target-application. The concerned end-users are the learners. 

Another use of the SEPIA in the educational context could be the plugging of an 
assistance system by an assistance designer in a tool aimed at teachers as end-users, 
for example an authoring tool or a teaching assistant, but it is out of the scope of this 
paper. 

3.2 Which Applications Are Concerned? 

There are two main categories of applications used in an educational context: the ILEs 
and the other software used with a pedagogical goal. Both can be concerned by the 
adjunction of an epi-assistance system. 

An ILE is an application that is specifically intended for learning. Otherwise, a 
“non-pedagogical” application, i.e. an application not specifically intended for 
learning, can also be used in the educational context. First, a pedagogical activity can 
aim at the discovery of an application. For instance, a company can organize a course 
to train its employees to use an application that they need in their work, like an Enter-
prise Resource Planning or Computer-Aided Design application. Some courses for the 
general public may also aim at teaching how to use a tool, like image editing applica-
tions or office applications. 

Furthermore, learning how to use a “non-pedagogical” application is not the only 
pedagogical activity that may require the use of that application. A teacher can ask his 
students to use Word in order to learn how to present official letters in an office 
course, or to use Excel in order to learn algebra [17]. A tutor in a foreign language can 
also ask his course participants to use a sound recording application in order to im-
prove their pronunciation. In these contexts, the non-mastery of the software used as 
course material can slow down the acquisition of the involved knowledge. 

Finally, in some cases, the goals of a pedagogical activity can be about both appli-
cation-related knowledge and domain knowledge. For instance, in a computer science 
course, a teacher can require his students to use a given IDE (Integrated Development 
Environment), such as NetBeans or Visual Studio, to perform exercises in order to 
learn how to use the environment and to acquire programming skills. 

3.3 What Are the Assistance Needs? 

The identification of the assistance needs is a key task for the specification of an as-
sistance system. Thanks to a bibliographic study and to a study of existing assistance 
systems, we identified the main assistance needs of learners that use applications in an 
educational context (cf. Table 1). These needs are of two kinds: technical (T1 and T2) 
or pedagogical (P1 to P10). In this section, we illustrate these assistance needs with 
examples coming from research works. 
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Table 1. Assistance needs in learning 

Learners’ assistance needs 
in an educational context Description 

T1. Handling To help the first use of the application
T2. Use To help the current use of the application 
P1. Choice of the activity To suggest activities suitable for the learner
P2. Learning prerequisites To help the learner to acquire not mastered prerequisites 
P3. Explanations on steps To split up the different steps to perform for the activity 
P4. Clues To give clues helping to find the solution
P5. Examples To give examples of similar problems or situations
P6. Transitional diagnostic To add diagnosis as a complement to the application functionalities 
P7. Explanations on errors To explain his errors to the learner 
P8. Sub-task automation To perform a part of a task instead of the learner
P9. Summary, monitoring To provide a monitoring during or at the end of the activity 
P10.Pedagogical guidance To propose a pedagogical scenario integrated in the application  

Technical Assistance Needs 
Learners who use an application for the first time can face difficulties in handling (cf. 
T1-Table 1). They can also face difficulties in later uses of an application (T2), par-
ticularly in case of occasional use, or discovery of a new functionality. In general, 
these technical difficulties don’t directly concern the knowledge to be taught and can 
also occur in a non-educational context. Nevertheless, they can prevent or slow down 
the acquisition of the involved knowledge or cause the learner to give up the pedagog-
ical activity. 

The setup of an assistance system to answer these technical assistance needs is one 
solution to face these difficulties. More particularly, in the educational context, such 
assistance systems prevent learners from losing time or motivation because of tech-
nical difficulties. What’s more, in classrooms, a technical assistance system can make 
the learners more autonomous and thus enable the teacher to reduce his technical in-
terventions in order to concentrate himself on the pedagogical aspects. 

Pedagogical Assistance Needs 
In addition to the technical assistance needs, learners that use an application in an 
educational context can face difficulties to which a pedagogical assistance could an-
swer. The goal of a pedagogical assistance is not necessarily to enable a learner to 
finish correctly and quickly a pedagogical activity. To provide the solution to a learn-
er seems not pertinent. However, some kinds of pedagogical assistance can be consi-
dered as pertinent by the teacher in order to facilitate the acquisition of the involved 
knowledge. 

It is the case of the assistance for the choice of a pedagogical activity (P1), in par-
ticular when this choice is done by the pedagogical designer in a personalized way for 
each learner [11]. The help to acquire prerequisites (P2) can be useful to suggest to a 
learner to perform other activities (like exercises or courses) in order to help him in an 
activity for which he doesn’t master all the prerequisites. For instance, the system 
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ELM-ART [3] presents to the learner links towards prerequisite concepts if he has 
never learnt or could not master them. Explanations on the steps to follow (P3) to 
perform an activity can be interesting to guide a learner and make him acquire metho-
dology. For instance, in training mode, Aplusix [1] explains the steps of algebra prob-
lems solving upon request of the learner. Providing a learner with clues (P4, like in 
Aplusix) or examples (P5, like in Ambre-add [13]) can also facilitate the solving of 
the activity, the acquisition of the involved knowledge, as well as motivate the learn-
er. The transitional diagnosis (P6) is useful to confirm to the learner that what he did 
is correct or to inform him that he did mistakes. Explanations on errors (P7) can be 
also given in order to help the learner to understand his mistakes. For instance, while 
Aplusix can only indicate that there is an error, Intelligent Tutoring Systems in Mo-
bile Author [19] can give explanations on errors. In some cases, it can be relevant to 
automate a part of the task (P8) without compromising the acquisition of the involved 
knowledge. For instance, in the case of a difficulty in problem solving, Aplusix al-
lows the sub-tasks automation upon request of the learner. A summary or a monitor-
ing of the activity (P9) shows to the learner what he did and what he still has to do, in 
order to motivate him. For instance, the Explor@ Advisor Agent [12] displays the 
student’s progression by indicating what has been achieved or completed. Finally, an 
assistance system can integrate a pedagogical scenario (P10) defined by the teacher 
and followed by the learner. For instance, OASIS [10] allows creating scenarios 
where learners are assisted step by step in the training mode, or where they try to 
achieve the final goal in a limited time without any help or feedback, in the evaluation 
mode. 

As a conclusion, an assistance system used in an educational context may, if well 
designed, answer both technical and pedagogical assistance needs. The assistance 
provided to a learner must facilitate the acquisition of knowledge, complying with the 
designer’s pedagogical strategy. In the next section, we present how the SEPIA sys-
tem can be used to setup such assistance systems. 

4 Use of SEPIA in an Educational Context 

The SEPIA system has been designed mainly to enable the setup of assistance sys-
tems able to answer the technical assistance needs for the users of various target-
applications. Nevertheless, we show in this section that SEPIA can also be used to 
setup assistance systems suitable to teachers’ pedagogical strategies. First, we present 
examples of assistance systems specified with SEPIA for various applications used in 
educational contexts. Then, we detail the experimentation that we performed with 
SEPIA in the context of a bachelor course. 

4.1 Use of SEPIA for Various Applications Used in an Educational Context  

In French schools, 8 year-old pupils have to acquire skills in using a computer for the 
B2I diploma [2]. For this reason, primary teachers make them use different tools: 
some are specifically intended for learning, like the web site “Je Revise”, or with a 
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different purpose, like Paint. We have specified an assistance system for “Je Revise” 
that provides learners with pedagogical assistance and an assistance system for Paint 
in order to teach learners how to handle an image, which is one of the skills required 
for the B2I diploma.  

Andes [18] is an Intelligent Tutoring System in physics problem solving. We have 
created an assistance system for Andes that guides students to choose activities in 
order to revise for an exam. 

In the context of an ILE course in a master of University of Lyon, 20 assistance 
systems have been specified with SEPIA for a rudimentary ILE created by past stu-
dents. These assistance systems aimed at helping 7-8 year-old children to discover the 
solar system using the ILE. Indeed this ILE didn’t provide any technical or pedagogi-
cal assistance. 

We have created an assistance system for CodeBlocks that is used by students in 
the context of the first algorithmic course of University of Lyon. This assistance sys-
tem guides students through all the steps of the first practical course.  

We have also specified an assistance system to handle the forge (a platform allow-
ing collaborative development) that is used by master students, and to teach them how 
to use SVN tools in order for instance to manage a project, to create a branch and to 
solve a conflict. 

4.2 Experimentation of SEPIA for a HCI Course 

We have also performed a deeper experimentation of the SEPIA system in an educa-
tional context: the setup of an assistance system in the framework of a bachelor de-
gree course in HCI (Human-Computer Interaction), at University of Lyon. During this 
course, that is not a programming course; students have to design graphical applica-
tions, mainly in Java using the NetBeans IDE. However, many students have little 
experience with NetBeans and in Java programming and teachers notice each seme-
ster that students face difficulties that slow down their work, especially for the first 
course. 

For this reason, teachers created demonstration videos available on the course web-
site [5]. They also decided to define a tutorial integrated to NetBeans with SEPIA [6], 
in order to help volunteer students to discover the IDE and to practice basic exercises 
during the first course of the semester. 

Assistance Specification by Teachers 
In a first step, four assistance designers used the SEPIA assistance editor to specify an 
assistance system for the target-application NetBeans. This assistance system was a 
tutorial constituted of five independent parts corresponding to the main students’ as-
sistance needs identified by the teachers during the first courses of past semesters: 
creating a NetBeans project, editing the properties of a NetBeans project, adding and 
using a button in a form, creating a menu bar and handling GUI events. 

Each part of the tutorial contains around 14 assistance rules and 23 assistance ac-
tions, mainly of the type assistance messages with explanations or instructions, asso-
ciated with an enhancement of the related components in the NetBeans interface. The 
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creation of each part of the tutorial took about 3 hours. Although assistance specifica-
tion represents a substantial work for teachers, the specified assistance system can be 
reused in future semesters. 

As an example, Figure 2 shows a screen-shot of two assistance actions of the tu-
torial: a message and an enhancement of the text field “Arguments” in the screen 
“Project properties” of NetBeans. In this part of the tutorial, students learn how to 
retrieve and use these arguments in the parameter args[] of the Main function of the 
project. In this basic exercise, students have to use a string array, a for loop, and they 
have to cast a string to an integer and display a message in the output. 

 

Fig. 2. Screen-shot of one SEPIA tutorial for NetBeans 

Assistance Execution for Students 
In a second time, teachers proposed to their volunteer students to use the tutorial at 
the beginning of the first course. On the 85 students, 64 volunteered to use the tutori-
al. Because of a lack of available computers with SEPIA assistance, only 52 students 
were able to participate. The tutorial sessions lasted between 30 and 90 minutes, de-
pending on students. Indeed, students were free to work as they wanted with the tu-
torial: they could skip a part they deemed uninteresting and spend as much time as 
they needed on each part.  

During the tutorial, students where free to exchange with other students and ask 
complementary information to teachers. Thus, we observed that some students who 
decided to skip a part of the tutorial changed their mind and do it after an exchange 
with another student who did it and found it useful. We also noticed that some stu-
dents compared what they learned after each part of the tutorial. What’s more, some 
of the students who had already used NetBeans compared with each other the method 
learned with the tutorial to the method that they previously used. 
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Results of the Experiment with NetBeans 
The experiment was preceded by a questionnaire and a pre-test, in order to know the 
students’ level in Java programing and their skill level in using NetBeans. After the 
definitive close of the assistance system, a final questionnaire and a post-test aimed at 
assessing their satisfaction and evaluating their progression concerning the target 
skills.  

Students were very satisfied by the tutorial: 90.4% declared that they appreciated it 
(cf. left chart on Figure 3) and 62% wished to follow other similar tutorials integrated 
to NetBeans. In particular, in their comments on the final questionnaire, many stu-
dents asked for tutorials integrated to NetBeans, but addressing more advanced Java 
programming skills, some students also asked for tutorials integrated to other tools 
and IDEs used in other courses. Moreover, most students found the tutorials more 
efficient than a demonstration video or a demonstration by the teacher (cf. Figure 4). 

 

 

Fig. 3. Final questionnaire: students’ satisfaction 

 

Fig. 4. Final questionnaire: students’ opinion on the tutorial efficiency 

 

Fig. 5. Comparison of the results to the 10 questions common to the pre-test and the post-test, 
for the 52 participants 
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The tutorials seem to have facilitated the acquisition of knowledge and skills in-
volved in the HCI course: 96.2% of the students declared that the tutorial taught them 
something (cf. right chart on Figure 3). This excellent result is confirmed by the im-
provement of their knowledge in NetBeans and Java programming measured by the 
comparison between the results of the pre-test and post-test (cf. Figure 5). Indeed, 
these tests contained notably 10 common questions with free answers: Figure 5 and 
Figure 6 concern these questions. We notice that the number of questions without 
answer has strongly decreased after the tutorial (- 63%), and that the number of good 
answer has very strongly increased (+ 629%). The post-test also contained 3 questions 
that wasn’t in the pre-test, in order to see if students answered more correctly to the 
post-test only because they were more concentrate on the part of the tutorial that deals 
with the pre-test questions. For the post-test, the average success rate to the 10 com-
mon questions is 64%, and the average result to the 3 questions found only in the 
post-test is 62%, which is equivalent. 

 

 

Fig. 6. Students’ success rates to the 10 questions common to both tests  

Figure 6 shows the success rate of each student to the pre-test (in the foreground) 
and to the post-test (in the background). We notice that all students improved their 
success rate after the tutorial: the smallest progression is 10%, the higher one is 100% 
(for students who had no correct answer to the pre-test and all correct answers to the 
post-test), and the average progression is 53.65%. 

Furthermore, teachers were particularly satisfied by the use of the tutorial and plan 
to use it again for the next semesters. Teachers also would like to complete the tutori-
al with missing parts required by students in their comments. These parts, addressing 
more advanced Java programming skills, are not necessary for the first HCI course. 
However they can be useful for the rest of the semester, in the HCI course as well as 
for other courses that also require Java programming skills. 

5 Discussion 

This first experiment showed that the SEPIA system can actually be used to setup 
assistance systems in target-applications used by learners. Such assistance systems 
can meet the pedagogical goals of teachers and be well accepted by learners,  
like the tutorial for NetBeans used in a HCI course. Indeed, if the SEPIA system is 
particularly intended to setup technical assistance systems, it can also be used to setup 
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pedagogical assistance system. However, there are some limitations to the use of SE-
PIA in an educational context that we discuss in this section. 

First, for the moment, SEPIA cannot take domain knowledge into account. Such 
knowledge is yet necessary for most advanced assistance. For example, in a target-
application that deals with algebra exercises, if the assistance designer wants to pro-
vide learners with an assistance that proposes transitional diagnosis, he has to specify 
all the possible correct answers (integrating for instance that “X-8” is equivalent to “-
8+X”). It can be very demanding for the assistance designer and it becomes impossi-
ble in the case of an ILE that randomly generates the exercises. What’s more, domain 
knowledge could be useful to generate examples and clues. Currently, the assistance 
designer specifies himself all the examples and clues necessary for his assistance sys-
tem. With domain knowledge, the assistance system could automatically generate 
such examples and clues, contextualized with the current learner’s production. 

Then, knowledge relative to the activities proposed by an ILE would make possible 
an automation of some parts of the assistance designer’s work. Indeed, for the mo-
ment, if an assistance designer wants the assistance system to guide learners through 
several activities, he has to specify the order of those activities. With the appropriate 
knowledge, the assistance designer would only have to specify that he wants the 
learners to perform the activities in the ascending order of difficulty. Moreover, with 
knowledge on the difficulty level of the ILE activities, the assistance designer could 
only specify that if a learner makes too many errors on an activity, then the assistance 
system should propose him for instance to move to an easier activity. 

Finally, some improvements should be done to make the SEPIA assistance editor 
more accessible to assistance designers. Indeed, in the case of the HCI course, teach-
ers were also computer scientists. However, in the general case, teachers may not be 
familiar with the concepts of rules, conditions, actions, and events that are at the core 
of the SEPIA system. Teachers could also face difficulties in understanding the de-
scription of the target-application interface that is an essential step to make a link be-
tween the epiphytic assistance system and the target-application. For the moment, 
SEPIA can be used by a teacher to setup an assistance system in an ILE, but with the 
help of a computer scientist, an expert of the ILE or a SEPIA expert. 

6 Conclusion and Future Work 

In this paper, we have presented the SEPIA system and its use to setup assistance sys-
tems in applications used by learners in an educational context. The assistance sys-
tems defined with SEPIA are epiphytic: they can be grafted on an existing application 
without a need to modify this application and without a need that the application has 
been designed specifically to enable the plugging of assistance. 

We have shown how SEPIA can be used in an educational context to setup an as-
sistance system suitable to teachers’ pedagogical goals. This assistance system has 
been appreciated by learners and teachers that found it nice and useful. What’s more 
this assistance system seems to have facilitated learning. We now plan to work on 
proposing patterns in order to simplify the work of assistance designers. In addition, 
the integration of domain knowledge to the SEPIA system would be an improvement 
to design assistance for ILEs involving complex problems solving.  
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Abstract. We have developed an instrument to assess students’ proficiencies in 
identifying sources of science knowledge (SoK) in text passages. We describe 
the new web-based instrument and our evaluation of the instrument with a sam-
ple (n = 338) of children grades 2-8. By creating and validating this tool, we aim 
to establish a learning progression, inform science teaching, and tailor instruction 
to individual differences. Our findings suggest that students demonstrate diffe-
rential ability in identifying SoK and thus imply the need for instruction to ac-
commodate individual student perspectives on SoK. We expect that highlighting 
student ability in identifying SoK as a distinct skill will enable differentiated, 
adaptive instruction. We further expect this instrument to make explicit a com-
ponent of what it means to think like a scientist, and in doing so facilitate  
conversations among teachers and students about the practice of science. 

Keywords: individual differences, epistemic cognition, sources of knowledge, 
adaptive learning, formative assessment, science education. 

1 Introduction 

Overwhelming calls for improved student motivation and achievement in STEM edu-
cation have led to emphasis on teaching students scientific practices in tandem with 
disciplinary content knowledge [1–3]. Additionally, recent reports such as the Nation-
al Research Council’s [4] Learning Science through Computer Games and Simula-
tions emphasize the role of personalized approaches for improving students’ science 
learning. Our research responds to these trends with a novel tool to measure a specific 
scientific process skill, to establish a learning progression, and to tailor instruction to 
students’ individual differences. The current paper discusses first steps toward this 
tool. In what follows, we describe the development of a computer-based task measur-
ing students’ abilities identifying sources of science knowledge (SoK) and determine 
individual differences in their abilities to do so. Our consideration of individual dif-
ferences takes into account situated, contextual factors such as disciplinary science 
content, particular source of science knowledge to be identified, and impact of train-
ing on the task. We validate the tool on cross-sectional data collected with grade 2-8 
students to examine age-related trends.  
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2 Related Work 

2.1 Learner Epistemologies 

The early development of learners’ epistemologies, which encompass their under-
standing of science knowledge, may serve as an important foundation for later science 
learning [3]. We expect the ability to identify varied sources of knowledge is at the 
core of such sophisticated understanding. Conceptualization of learners’ epistemolo-
gies, or more broadly epistemic cognition (EC), is scattered [5]; yet, a recent attempt 
to establish a guiding framework suggests  

“a more fine-grained analysis of students’ epistemic cognitions—one more finely 
tuned to particular learning situations—can enable better explanation and predic-
tion of learning processes and outcomes” [6]. 

The current work achieves a more fine-grained analysis in three regards. First, we 
narrow focus on a specific component of EC, namely sources and justification of 
knowledge. Referring to the sources of knowledge implies that knowledge originates 
in different manners and requires varied evaluation accordingly. For instance, know-
ledge can be passed down through the testimony of authority figures, or can be  
constructed via experimentation [6]. Developmental models reference a shift from 
knowledge as dictated by a higher authority to knowledge as self-generated [7]. 

Second, we consider ability across five science domains, and third, across five dis-
tinct sources of knowledge—observation, authority, cultural accumulation, theory 
testing, and reason. 

2.2 Evidence Identification and Evaluation  

Evidence evaluation has been examined extensively from two dominant research 
paradigms. Within the area of scientific reasoning, evidence is typically generated 
experimentally [8]. Alternatively, Harris and colleagues have widely considered 
young children’s evaluation of testimonial evidence [9]. In everyday and in classroom 
contexts, students are not faced with either experimental evidence or the testimony of 
another person in isolation. Instead, students are charged with navigating, interpret-
ing, and evaluating evidence from a variety of sources [10]. Developmental work 
suggests such navigation, interpretation, and evaluation are especially challenging 
tasks [11]. We propose that first, and in order to master the difficult task of evaluating 
evidence, students must be able to identify its source [12]. 

3 Methods 

3.1 Data Collection 

Participants (n = 338) were from an elementary school (grades 2-5) and a middle 
school (grades 6-8) in the suburb of a large southeastern city in the United States.  
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54% of the participants reporting gender were female. The two participating schools 
are similar demographically, and ethnic/racial make-up is approximately 45% African 
American, 40% Caucasian, 5.5% Hispanic, 4.2% Interracial, and 2.5% Asian Ameri-
can, according to the school district website. Two classes per grade (2-8) were re-
cruited for the current study. All classes at the elementary school and all science 
classes at the middle school were randomly assigned to participate in either the cur-
rent study or simultaneous data collection for an unrelated study. Only students whose 
parents returned a participation opt-out form, or who were absent during data collec-
tion did not participate in the research study. As such, few students enrolled in the 
recruited classes were excluded from data collection. One student was omitted from 
the analysis, due to incomplete information. 

Data were collected at one time point per class. Students were assessed on individ-
ual computers in a computer lab, in view of a trained research assistant. Before data 
collection, the research assistant walked participants through a practice task. During 
the practice, the research assistant read aloud and demonstrated how to select text in a 
passage. Participants could ask questions during this practice task. 

3.2 Assessment Instrument 

The instrument included five text passages. Each text explained a commonly accepted 
scientific phenomenon, starting with the question “How do we know…?” Topics 
included: “…plants grow,” “…the Earth is round,” “…objects fall when dropped,” 
“…dinosaurs lived on Earth long ago,” and “…water is a liquid.” The texts were 
based on experts’ explanations of the phenomena (collected in a separate study) and 
edited by the researchers. Experts (n = 13) were graduate students or held a PhD in a 
relevant discipline. 

This process allowed validity checking of the task in two ways. First, we compared 
SoK dimensions employed in expert explanations to our expected SoK dimensions, 
i.e., we checked that the sources of scientific knowledge that we considered in this 
study were also recognized as relevant to the phenomena by the experts, and vice 
versa. Second, we edited the texts to facilitate comprehension by the youngest partici-
pants. We piloted the task with a small cohort of second and fifth graders and asked 
students to think aloud during participation. Then, explanations were edited to be 
appropriate for grade 2-8 students, for example, by eliminating terminology that was 
misunderstood by students during pilot testing. Reading difficulty for each passage 
was estimated using the Reading Maturity Metric (RMM) [13]. Passages fell within 
Common Core Grade Bands as follows: K-1 for the plants passage, 2-3 for the earth 
and dinosaurs passage, and 2-5 for the water and objects passages. The word count 
averaged 129 words per text (min. = 89, max. = 200).  

Texts were broken into segments. Each segment represented one of five SoK di-
mensions (observation, authority, accumulation, theory testing, and reasoning). For 
each text, participants responded to two kinds of items per SoK dimension: a “pres-
ence” item (one per passage per SoK dimension), and a “location” item (one per text  
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segment per SoK dimension). The first “presence” item was a forced-choice, yes/no 
question. Participants indicated if the SoK dimension was present in the text. For 
example for the plants text and the observation SoK dimension, students read: “We 
may know that plants grow because we can see or observe it. Look at the paragraph. 
Did you read about seeing or observing plants grow?” Students who answered “yes” 
were directed to a second “location” item and asked to identify the specific segment 
of the passage that applies to observation. They read, “Click to highlight the sentences 
that are about seeing or observing plants grow.” Notably, answering “no” to the pres-
ence item meant that the students were never asked any location items. 

3.3 Design 

Participants received the five science texts in a random order. SoK dimensions and 
sentences within each passage were presented in the same order across participants. 
Participants were randomly assigned to a training procedure or no-training. We consi-
dered that performance could be affected by familiarity with technology or compre-
hension of the user interface. In the training procedure participants were prompted to 
highlight a segment of the text aligned with an SoK dimension. For instance, they 
read: “We may know that objects fall when dropped because we can see or observe 
that objects fall. For example, the paragraph says, ‘You probably see objects fall 
every day.’ Click to highlight this sentence.” The training procedure only included 
“location” items, as “presence” items were inappropriate for training. Participants in 
the training condition were randomly assigned to one of two training texts—the water 
or objects texts. Training passage was followed by four remaining texts in random 
order.  

3.4 Modeling Epistemological and Age-Related Differences 

We built several statistical models of the data. These models embody hypotheses 
about the learning progression and about individual differences. All model variants 
incorporate predictors representing student proficiency, student grade, passage diffi-
culty, SoK difficulty, whether or not the student received a training procedure, and the 
unique id of the task that received the response. There are unique id’s for each task, 
including each of the three different task types illustrated as items 1-3 in Fig. 1, and 
described in more detail below.  

The data-generating process created by the current instrument meant that whether 
or not a student saw an item at the segment level (Fig. 1, no. 3) depended on their 
response at the paragraph level (Fig. 1, no. 2). In other words, if a student answered 
“no” to the question, “Is this SoK mentioned in this passage?,” then they were not 
asked, “Which segment mentions this SoK?” Thus, there are structural reasons for 
why responses to some questions are missing, and we cannot treat these missing res-
ponses as missing at random.  
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Fig. 1. IRTree decision tree 

We address this issue with an IRTree modeling approach [14]. We can visualize the 
structure of the missing data with a decision tree (Fig. 1). Levels 1-3 in the tree 
represent different types of performance tasks; the models presented below let us 
investigate whether these tasks correspond to different dimensions of student ability. 
The response variable is a binary indicator of “success” on a given task. The three 
types of tasks are: success at choosing to respond at all, i.e., not skipping questions; 
success at recognizing whether or not a passage refers to an SoK; and success at iden-
tifying the SoK (or its absence) in each segment of the passage.  

As IRTree is a Generalized Linear Mixed Model, this response is modeled as a lo-
gistic regression. We fit the models using a Bayesian Markov Chain Monte Carlo 
algorithm, as implemented in the MCMCglmm package in R [15]. The Bayesian  
formulation allowed us to “borrow strength” across students and tasks to obtain para-
meter estimates for factors with fewer data points, through shrinkage. We used unin-
formative priors for variables of primary interest, and weakly informative priors for 
student proficiency and item difficulty as described below. 

The competing statistical models differ in how they represent interaction terms and 
student proficiency (Table 1). Models 1-3 are baseline models that include only the 
variables of primary interest. Models 4-9 test whether the relative difficulty of identi-
fying the various SoK changes by grade level, by incorporating an interaction of 
grade level by SoK. Models 7-9 distinguish errors of omission and commission for 
the three different task types by including an interaction between an indicator of 
whether or not an SoK is present in the passage/segment and the type of task. That is, 
correctly not highlighting a segment that does not contain the SoK may be an easier 
task than correctly highlighting a segment that does contain the SoK.  
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Table 1. Parameters included in models 1-9. Proficiency is estimated using 1, 3, or 15 
dimensions 

 proficiency-1 proficiency-3 proficiency-15 

Baseline: grade, topic, SoK, training, item Model 1 Model 2 Model 3 

Baseline + grade-SoK interaction  Model 4 Model 5 Model 6 

Baseline + SoK presence-task type interaction Model 7 Model 8 Model 9 

 
The student proficiency terms took on one dimension (the “effect” of a student), 3 

dimensions (one effect for each task type—respond, present, segment—for each stu-
dent), or 15 dimensions (one for each task type, for each SoK, for each student). Pro-
ficiency was treated as drawn from a multivariate normal distribution, ~ 0 , Σ , where d was 1, 3, or 15. The covariance matrix ∑ had an in-
verse-Wishart hyperprior, with an expected mean that is the identity matrix and 3. In the case of d = 15, this meant we allowed the model to discover the 
levels of 15 kinds of performance from each student (one for each task type, for each 
SoK), as well as covariance among these levels. Further, the estimates of proficiency 
were partially pooled across the sample of students. That is, we “borrowed strength” 
from the sample average to shrink the estimates for those students for whom there 
were few observations, and we used the information on each individual student to 
compute the sample average, all at once. 

Item difficulties were also modeled as coming from a common distribution, 0, , with a weak prior on variance  . 1, 1 . The 
result is that the estimated difficulties of tasks with few responses, such as tasks in the 
training condition, are ‘shrunk’ towards the average item difficulty.  

Each MCMC was run for 20,000 iterations, with a burn-in 3,000 iterations, and a 
thinning interval of 15 iterations. We verified that MCMC estimation of all of the 
models was stable by checking convergence of multiple chains, and autocorrelation 
for adequate mixing of chains. 

4 Results 

4.1 Epistemological and Age-Related Difference 

To compare these non-nested models, we use the Deviance Information Criterion, 
DIC. Similar to AIC and BIC, but tailored to Bayesian modeling with MCMC estima-
tion, DIC rewards models for accurately predicting the response, but penalizes models 
for using too many parameters, i.e., for overfitting the data.  

First, models 9, 3, and 6 outperformed all other models, implying that the 15-
dimensional representation of student proficiency contributed to predictive accuracy 
better than representations with fewer dimensions. Models 8, 5, and 2 with the 3-
dimension representation of student proficiency for different task types strongly out-
performed the 1-dimensional representation of proficiency.  
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Table 2. DIC scores for all 9 models (lower is better). * indicates the best model. 

 proficiency-1 proficiency-3 proficiency-15 

Baseline: grade, topic, SoK, training, item 
Model 1 
58427.24 

Model 2 
53828.20 

Model 3 
53240.57 

Baseline + grade-SoK interaction  
Model 4 
58421.17 

Model 5 
53820.39 

Model 6 
53259.06 

Baseline + SoK presence-task type interaction Model 7 
58397.57 

Model 8 
53769.44 

Model 9* 
53212.16 

 
Second, in reporting the results for the baseline variables, we focus on the best fit-

ting model 9. However, it is important to note that results for the baseline variables 
were similar in all models. There were no differences in performance by grade, that is, 
the 95% credible intervals (CIs) overlap substantially for all of the grades. Among the 
SoK dimensions, observation was significantly harder than accumulation. The diffi-
culty of other SoK dimensions, authority, reason, and theory testing, was not discern-
ibly different than observation or accumulation. The passage topics did not differ in 
difficulty. The training procedure made the training topics significantly easier, but the 
effect of training did not persist to other topics.  

Third, the interaction of grade by SoK did not contribute consistently to predictive 
accuracy: models 5 and 4 (including the interaction), outperformed models 2 and 1 
(omitting the interaction), respectively, but model 6 performed worse than model 3. In 
fact, model 3 was the second-best performing model. 

Fourth, the interaction of true SoK presence by task type contributed consistently 
to predictive accuracy; model 9 outperformed models 3 and 6, model 8 outperformed 
models 2 and 5, and similarly for models 7, 4, and 1. Examining the parameters more 
closely, at the “respond” (highest) level of the IRTree, whether or not an SoK was 
present in the passage did not affect the response. At the second level of the IRTree, 
passages where an SoK was actually absent were less likely to elicit a correct re-
sponse than passages where an SoK was actually present. This may be because stu-
dents inferred that each passage actually invoked most or even all SoK. Finally, the 
level of passage segments was significantly more difficult than the level of entire 
passages. Items on segments where an SoK was actually absent were about as difficult 
as items on passages where an SoK was actually absent; however, items on segments 
where an SoK was actually present were much more difficult. 

Finally, we examine the covariance of the 15-dimensional student proficiency ma-
trix (Fig. 2). There is a very strong correlation between performance with all SoK at 
the top (“respond”) level of the IRTree, i.e., choosing to respond (or not) does not 
depend on the SoK. Correctness at the “present” passage level is also highly corre-
lated across the SoK. Correlation across the SoK at the segment level is lower, but 
still substantial. Though, we note that observation was the hardest SoK and proficien-
cy in observation at the segment level has a low correlation with other proficiencies.  

Proficiencies did not differ between grades at the passage and segment tasks. How-
ever, at the skip/respond task, older students had much higher proficiency estimates 
(Fig. 3). In other words, younger students, including the 6th graders, were much more 
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5.1 Identifying SoK as a Domain-General Ability 

Our rationale for creating a measure of SoK identification ability is grounded in a 
framework of epistemic cognition. Increasing criticism of measures of epistemic cog-
nition centers on traditional disregard for the situated nature of learner epistemologies 
[5]. One such situated context may be the domain of knowledge in question, e.g., 
physics, biology, or chemistry. Traditional approaches target domain-general episte-
mologies; however there is evidence that individuals’ beliefs related to knowledge are 
domain-specific [16, 17]. We considered the possibility of domain-specific abilities in 
identifying SoK by including topical passages based in five different science domains 
in the task. Student ability did not differ from passage to passage, suggesting that 
identifying SoK in this task is a domain-general ability with regard to science discip-
line.  

5.2 Difficulties Identifying the Observation Dimension 

The instrument allows consideration of five distinct SoK dimensions. Unlike the uni-
form student ability across passage topics, SoK dimensions themselves are not un-
iformly easy to identify. Overall, SoK dimension constructs are stable across passages, 
but identifying observation is more difficult than identifying cultural accumulation of 
knowledge. Several possible interpretations of observation’s difficult status exist. 

First, this finding may be a side effect of an inadequacy in the instrument itself. 
The segments of text prescribed as observation may have been more difficult at a text 
comprehension level. Second, students may be less familiar with observation as an 
SoK than they are with other sources of knowledge. This is unlikely, because students 
engage in acts of observing across domains in their everyday lives. Third, the SoK 
location items were administered in a fixed order. Observation could be more difficult 
because it was always presented as the first SoK in a passage. If a student believes 
that only one SoK applies to a given sentence, then the final SoK in the SoK se-
quence, in this case reasoning, may be “easier” because segments have been eliminat-
ed from a potential bank of answers. This interpretation also is unlikely; difficulty 
associated with the last presented SoK dimension, reasoning, was no different than 
other dimensions. 

The final, and most likely, interpretation is that the observation as SoK construct 
may be the most poorly defined. Observation is required in testing a theory and is 
often the basis for an authority figure’s testimony. Such overlaps in observation and 
other dimensions, e.g., theory testing and authority, combined with classroom empha-
sis on experimentation and the testimony of more knowledgeable others, e.g., a teach-
er, may lead students to not conceptualize observation as a distinct SoK dimension. 
We will further examine these interpretations in future work 

5.3 Early Preparedness for Identifying SoK  

Student ability identifying SoK is stable across grade level within SoK dimensions. 
The lack of an age-related trend may seem unexpected. With the typical development 
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of greater cognitive ability with age, we may expect performance on the current task 
to improve in tow. However, it is more likely the case that while evaluating SoK re-
lies on higher order cognitive abilities, identifying SoK is a fundamental ability with 
potential to come on line early in childhood. As demonstrated here, students are deve-
lopmentally prepared to identify varied SoK in text as early as second grade. 

5.4 Individual Differences in Responding, Deciding Presence, and Locating 
SoK 

Our findings illuminate individual differences not best represented in an overall abili-
ty to identify SoK, but rather in responding, deciding if an SoK is present, and identi-
fying a prescribed SoK in segments of text. In particular, there is a clear tendency to 
avoid responding in the lower grades. Paired with no difference in ability locating 
SoK in segments of text across grade, this may imply on the one hand that older stu-
dents may have misplaced confidence in their ability, or, conversely, a propensity to 
provide answers even if they are guesses. On the other hand, it may be the case that 
younger students have either some metacognitive understanding of their limited ex-
pertise or inappropriately low confidence in their abilities. 

The presence of this “skipping” effect, especially among younger students, and dif-
ferences between the position of the hard and easy items necessitates some refinement 
of the task. For instance, we may randomize the order in which text segments are 
presented in the passages themselves. 

5.5 Limitations and Future Directions 

The current study did not include a separate reading measure to account for individual 
capability with text comprehension. Although reading comprehension may account 
for some of the demonstrated individual differences, we edited the passages for rea-
dability based on pilot data, and RMM scores suggest the passages were reasonable 
for use with grade 2-8 students. The current study did not include a separate measure 
to account for individual proficiency with technology. However, it is unlikely that 
proficiency with technology impacted student ability, because strong student perfor-
mance on training passages suggests that students were able to manipulate the user 
interface. Because the training procedure led to strong performance on training pas-
sages but not subsequent passages, this training paradigm should be improved.  

Future work will address revision of the instrument through both additional model-
ing and experimental methods. Although the current study does not suggest an age-
related trend, consideration of a developmental trend within the individual is not  
included here. Future models should explore developmental, or learning, trajectories, 
including passage order as a predictor of student ability. Other covariates for inclusion 
in future models include student reading comprehension. Because the reading maturi-
ty differed across texts, fitting a model with a proficiency-by-topic interaction could 
also serve as a proxy for text comprehension. Future studies of modifications to the 
instrument will consider randomizing SoK dimensions within passages, presenting 
SoK segments as bulleted lists rather than in paragraph form, and the impact of adap-
tive tutoring in place of the current training paradigm for improved performance. 
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6 Conclusions 

A primary goal of the current work is to consider learning trajectories related to ele-
mentary and middle school students’ understanding of sources of science knowledge. 
In exploring this broad understanding, the larger research program considers learners’ 
abilities in identifying multiple, valid sources of knowledge and their evaluations of 
these sources. As a first step toward testing this assumption, the current study nar-
rowed focus to individual differences in ability to identify prescribed sources of 
science knowledge across several topical domains. Our findings suggest identifying 
sources is a skill present as early as second grade and does not improve markedly 
through middle school. Our findings also demonstrate variation in student ability 
within grade levels, suggesting the need for personalized approaches to develop this 
fundamental skill, especially in older students. This research is valuable for informing 
such approaches as well as informing our understanding of learner epistemologies 
related to sources of knowledge.  
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Abstract. Current studies on media tablets illustrated that mobile technology 
may improve learning when truly integrated into learning settings. The question 
remains what truly integrated means, how it might be operationalized. In a 
study of Scandinavian classrooms, the question was how teachers adopt and in-
tegrate media tablets in their teaching practices in order to provide learning op-
portunities for their students. Seven K-9 schools implemented media tablets for 
around 2,000 students aged 6-16 and ca. 170 teachers in a 1:1 programme 
launched in 2012 (one tablet per student). Mixed methods, interviews, class-
room observations and online surveys have been applied. The findings illustrate 
new forms of teaching practices. Studying technology integration from the an-
gle of a socio-technical-pedagogical practice, it reveals the interrelationship of 
teaching processes and quality of learning. This study shows five forms of Digi-
tal Didactical Design in practice, which affect tablet-mediated learning expedi-
tions – most of the designs boost learning, others restrict learning.  

Keywords: Media tablets, didactical design, empirical study, digital didactics. 

1 Introduction 

Over last years, the increase of mobile devies in classrooms exploded. Almost every 
student has a smartphone; the mobile devices do not stop at the door of the classroom 
[12]. It raises a pressure on how to handle these technologies in teaching [40].  

In earlier times, Information and Communication Technology (ICT) was segre-
gated from the normal teaching classroom, for instance, in computer labs. This has 
been changed with the invention of smaller flexible devices, like media tablets. There 
is a shift from separating ICT and education to co-located settings [10]; mobile tech-
nology becomes part of classrooms; both merged into new communication spaces. In 
addition, there is the change that teachers perceive the mobile device more positive 
than years ago [16]. For teachers, media tablets are not only a version of a lightweight 
laptop [23]. For them, it is a new kind of technology that combines several features of 
both laptops and handheld devices and became a rather new multimodal device in 
teaching practices [17] [18]. Research on mobile technologies in K-12 education re-
ports opportunities for improving student engagement and achievement of learning 
aims [7]. It can be assumed that the new situations affect teaching in different aspects. 
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However, “technology will probably not change what it takes to learn (…) but it may 
change how the process of learning is facilitated” [28] – the adoption matters. Kagan-
er et al. [24] showed that media tablets improve learning when “truly integrated” into 
learning settings. The question remains what truly integrated means regarding the 
teaching practice.  

In this study, we look on how teachers meet the new challenges, how they integrate 
the media tablets. More specifically, from a European Digital Didactics approach, the 
study asks how the new situation affects digital didactical designs in co-located set-
tings where physical teaching spaces and web-enabled tablets merge into multi-
overlaid co-located communication spaces. In Scandinavian schools, which launched 
a one-to-one program, one media tablet per child, the study explores the richness and 
diverse pictures of teachers’ didactical designs applied in a media tablet rich envi-
ronment. Based on empirical data, our study reflects on designs-in-practice and helps 
educators to make informed choices and decisions about engaged classrooms.  

2 Theoretical Framework 

Studies on media tablets in education illustrate that mobile devices are useful for 
creating content in an interactive way [34] [15]. Such devices improve teaching prac-
tices [7] that shift towards learning-centred classrooms [31] [36]. International studies 
reveals that such devices create a new quality for open access to information [21], 
useful for user-generated contexts [37], and are able to change the ownership and 
power relations [40]. Studies also show that the use of mobile ICT can enable student 
creativity and student collaboration [8] [9]. However, highly relevant is whether the 
tablets are integrated into the pedagogical design or not. A pure focus on the media 
tablets cannot explain the emergence of new digital didactical designs “since tools are 
always specific to tasks” ([41], p. 155). Research on the integration of technology, 
pedagogical and content/subject knowledge by teachers, known as TPaCK models 
[27] [29] points toward a lack of those studies. They focus on micro levels of learning 
from a learner’s perspective; they neglect that teaching is also a design project devel-
oped and carried by teachers. On the other hand, “the discourse surrounding TPCK is 
in our view largely blackboxing how teachers appropriate, coordinate and collaborate 
through educational technology at the level of practice” [17]. Still under-explored and 
under-researched is the teacher’s practice, how s/he enables learner-centred class-
rooms in co-located communication spaces. 

Innovations such as new technologies lead to a new situation in schools on differ-
ent levels. The use of media tablets affects many layers of education, how humans act 
in the classroom to the content, and affects different layers of European Didaktik: 1) 
the relation between teacher, students and content – interaction model (inner layer), 2) 
the didactical design (teaching aims, learning activities, social relations and process-
based assessment) (middle layer) and 3) the didactical conditions including curricu-
lum development (including examination), strategic institutional management and 
academic staff development (outer layer), figure in [17]. We focus in this paper on the 
middle layer, the Digital Didactical Design.  
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Digital Didactical Design (DDD) – act of modeling and forming the teaching prac-
tice for learner-centred classrooms. We define teaching practices as sociotechnical-
pedagogical processes where the enablement of learning is the central purpose. It is 
not possible to deliver learning like people deliver products. However, it is possible to 
create opportunities for enabling learning. Teachers can restrict or enable learning by 
applying different designs helping to increase the likelihood that learning takes place 
[42]. This understanding has its foundation in the learning-centered paradigm, where 
students construct meaning rather than teachers deliver knowledge [11].  

When European Didaktik (definition in next paragraph) claims that a didactical de-
sign is the foundation for planning and doing the teaching practice towards a shift 
from teaching-centered to learning-centred approaches [32] [2] [42], then research 
should be able to study such learner-centered applied didactical designs in practice.  

The term “Didactics” (didactical) comes from the Scandinavian and German con-
cept of Didaktik [26] and focuses on the relation between content-student-teacher, and 
stress the differences of teaching activities and learning activities ([30], [14]). Didak-
tik does not only include methods, ‘how‘ to teach, but also embraces the question of 
‘what‘ to learn (curriculum and content), ‘why’, and ‘when/where’, in what kinds of 
situations and locations, and how it can be reached, e.g., resources, institutional and 
academic staff development. One central component in Didaktik is the cultivation of 
social relationships. Without this, a didactical design would be mainly teacher-led 
instead of learner-centred.  

We call it “digital” since in an Internet-driven world, teaching practices are always 
technology-based; but they do range from low to high extent of use supporting differ-
ent forms of learning where the quantity and the quality of the technology-integration 
vary. We focus on media tablets, instead tabletPCs, since the latter also represents a 
laptop where the screen is used as tablet, whereas a media tablet is a rather a small 
flexible lightweight device with easy Internet access via WiFi and 3G/4G. 

With the concept of “design”, the focus lies on specific educational components. A 
design is the act of giving a form; it shapes a focus and key points for doing teaching; 
it is process and prod-
uct at once. A design 
makes specific teach-
er’s actions and activi-
ties visible. It put  
certain elements of a 
classroom in the center 
but does not take the 
whole reality into con-
sideration. A design is 
the teacher’s act of 
modeling the teaching 
practices with the pur-
pose to enable engaged 
student learning.  

 

Fig. 1. Teacher’s Design Elements and Relations – Framing 
Digital Didactical Design (DDD)  
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In an ideal/dream world, a teacher aligns following components to create a form 
for a learner-centred approach:  

• teaching aims and intended learning outcomes are clear and visible 
• learning activities are focused mainly on deeper learning (definition below) 
• assessment is process-based (informed by guided reflections and “networked 

scaffolding” ([39], [4]), e.g., 3x milestones to adjust the DDD dynamically 
• support of social relations and multiply social roles [19] [22]; teachers are 

process-mentor/learning-companion and students are pro-sumers/co-designers  
• web-enabled mobile technology is multimodal integrated and gives access to 

overlaid, co-located communication spaces 

How do the teachers do this in their practice; what forms do they give to their 
teaching practice; what designs do they apply in the classroom? The five elements 
together build the frame for modeling the Digital Didactical Design in practice (Fig-
ure 1); it links teaching processes to learning. The creation of such an environment 
affects whether learning can be achieved or not; when these five elements are con-
structively aligned, they build a purposeful form, then the likelihood is high that learn-
ing takes places and students are able to learn and meet the intended learning  
outcomes. A “constructive alignment” [5] is like a puzzle where the pieces comple-
ment each other to show a bigger picture.  

This view on didactics, design and alignment put studies on technology-enhanced 
teaching and learning into a new light. Learning is not only a cognitive effort and 
teaching is not a delivery activity to reach the cognitive dimension. Instead, teaching 
is rather an activity-driven design, and learning is an on-going activity of knowledge 
production instead of consumption.  

 
Quality of Learning – Continuum from Surface to Deeper Learning. Following the 
constructivism approach, learning is knowledge co-construction defined as co-
creation of new knowledge that is “an active process of constructing rather than  
acquiring knowledge” ([11], p. 171). Active learning is related to the role of the learn-
ers, where they are not only consumers of information but also active agents and  
producers in the co-construction of new knowledge: pro-sumers.  

Based on Kember’s study [25], teaching has been seen for many years as delivery 
activity as if one could deliver learning where textbook readings are in the center of 
learning. Surface learning is described as remembering facts [1] and teaching contri-
butes to surface learning in supporting the repetition of ‘what is in the textbook’ 
(teacher-centred classrooms). Deep learning approaches include activities such as 
evaluating, creating multi-perspectives [20], collaborative reflections [38]. Teaching 
that supports both surface and deeper learning helps the learners expand their thinking 
beyond consumptive behavior and beyond traditional reproduction of existing know-
ledge (intellectual, “conceptual change” [25]): the learner-centred classroom.  

To contribute towards a matrix of quality of learning, a differentiation between in-
dividual and group learning is useful, too. The different designs-in-practice reach 
from surface, individual to deep, collaborative learning. Table 1 shows the continuum 
presented in table. Kember’s study does not show how to support the move from  
surface learinng SI to DG deeper learning  (illustrated by the arrow). 
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Table 1.  Quality of Learning (Does the Teaching Practice mainly focus on SI, SG, DI or DG?)  

 Individual learning (I) Learning in groups (G) 

Deeper com-
lex learning 
(D) 

Examples (DI) 
Multimodality,  
Critical thinking, 
Analyzing something 
 

Examples (DG) 
Peer-reflective learning 
Evaluating and Creating in teams 
(producer role) 
learner-centred classrooms 

Surface learn-
ing (S) 

Examples (SI) 
Text-book readings  
Remembering, Understanding 
(consumer role) 
teacher-centred approaches 

Examples (SG) 
Group learning:  
students split the tasks 
Applying  
 

 
Our study explores the digital didactical designs applied by teachers in tablet-

classrooms with regard to the quality of learning. The main research question is: What 
forms of digital didactical designs do teachers apply in their media tablet classrooms 
to support what kind of learning quality; to what extent and how? (RQ).  

3 Methods 

The community of Odder in Denmark with about 20,000 inhabitants and 7 schools 
implemented media tablets for all of their around 170 teachers and 2,000 students (K-
9). The students got the media tablets in a 1:1 program (each child one media tablet) 
in January 2012. The municipality decided to buy media tablets because their laptops 
were out-dated. Instead of using new laptops, the community decided to use iPads. 
The school leaders and the local department of the teachers union were consulted and 
all parties agreed to the media tablets.  

A qualitative approach with mixed methods [6] has been applied, particularly, 
classroom observations, teacher interviews, school visits (usually 1 school per day) 
and meetings with head teachers, as part of a larger study about media tablets and 
European didactics in schools and universities. In total, the research team was in the 
schools for 4 weeks (20 days) distributed over 2 years. Based on a voluntary sampling 
[6], 24 classroom observations (45-90 mins. each) plus interviews with the teachers 
(ca. 60 mins. each) were conducted in six schools in April 2012, August 2012 and 
August 2013; 7 male teachers and 17 female teachers. The teaching subjects ranged 
from Native Language, Math, English, Art, Music to Science such as Physics and 
Biology. The classes ranged from preschool class to 9th grade with different class 
sizes of 10 up to 27 students (a mix of male and female students). The classroom 
observations were usually conducted by two to three researchers with a training on 
how to do it and reflections after. They took notes, photos and video recordings with 
teacher permission. The classroom observations were theoretical guided and based on 
the digital didactical design elements, in particular, teaching aims, learning activities, 
forms of assessment, social relations, and degree of media tablet integration into  
the learning activities. Based on the experiences of a first round of observations, the 
observation sheet has been developed further. Through the data, it became clear that 
the concept of “constructive alignment” of the involved elements is a key issue and 
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the research team started to problematize the role of technology. The data illustrated 
that there is a differentiation between the extent of the tablet use – from low, medium 
to high extent. The observation sheet included (1) a description of the classroom from 
the Digital Didactical Design approach, to what extent the elements are in a construc-
tive alignment, (2) how the media tablets are applied in the classroom, (3) communi-
cation patterns, social relations, roles (4) collaboration, forms of cooperative learning, 
(5) feedback and assessment, (e.g., process-based, when, how) (6) what is good/bad 
from the observer’s point of view and why, (7) student learning, creative aspects, (8) 
special skills of the teacher, (9) anything else. The interviews were conducted by a 
total of three researchers and recorded. The interview guide was divided into five 
parts and contained 12 questions guided by the didactical design approach.  

Data from the observations and interviews were first analyzed according to each 
classroom and then open coded [3]. For the data analysis, a scheme has been derived 
from the Digital Didactical Design model in order to make the different designs-in-
practice for each classroom visible. The data were coming from the observations and 
the interviewed teachers. Each classroom was evaluated on this scheme (Table 2).  

Table 2. Scheme for data analysis (per classroom) 

Orientations towards  
Learner-centred classrooms 

Descrip-
tion -
data 
based 

Compo-
nent 
addressed? 
Y/N 

To what extent does the com-
ponent support the learner-
centred classroom?  
5=strong; 1= weak alignment  

Teaching aims are visible/ clear? Are in-
tended learning outcomes visible/clear? Co-
aims by students included? 

  Details of the design  

Learning activities are clear and appropriate, 
corresponding to teaching aims?   Surface to deep learning?  

Engaged classrooms?  

Feedback: assessment is process-based? 
Guided reflections teacher/peers/self-
assessm.? 

  Process-based? 

Social relations/roles: teachers/students act in 
multiply roles? Which ones? Does the teacher 
explicitly support the cultivation of social 
relations; if yes, how? 

  

Teacher=expert, process mentor, 
learning-companion, ...? 
Student=consumers, producers, 
collaborators, …? 

Is the media tablet multimodal integrated? 
into the whole learning scenario   

What is the purpose of using the 
media tablet; what activities are 
supported?

Overall analysis per classroom 
Brief 
sum-
mary 

How many 
addressed 
compo-
nents in 
total? 

-Summary (how many aligned 
components in total towards a 
learner-centred approach?) 
-Extent of tablet use as  
high (3) medium (2) low (1) 

 
Low, Medium, High Extent of Tablet Use. The research team analyzed the teachers’ 
applied designs based on what they did in the classroom including what they said in 
the interviews. In addition, the extent of the media tablet integration was analyzed: a 
low, a medium and a high extent. A low extent is defined as a non-value of using 
media tablets in the classroom situation or it was not evident; for example, the media 
tablet is a substitute for pen and paper or a textbook substitute. A medium extent is 
assigned when the media tablets are a substitute for other existing digital devices that 
also could have been used, for example, a computer, laptop or a digital camera. A 
high extent is defined when the use of the media tablet shows special characteristics 
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or features what no other device can make right now, for example, special apps, an 
one-in-all device, a multi-modal device.  

The analyzed data were checked by content- and peer-review validation; at least 3 
researchers checked the analysis of the data. Such a communicative validation was 
done by using inter-subjective methods that proves the quality of the findings [3].  

4 Findings  

The 24 observed classrooms have been analyzed to make differences and similarities 
visible. For every classroom, the data can be analyzed towards its applied Digital 
Didactical Design (Fig. 2); where the inner frame represents a rather teacher-centred 
(1) and the outer frame represents a learner-centered approach (5); on a 5-point scale 
from 1 to 5. Figure 2 
gives an example of 
three analyzed class-
rooms (marked in dif-
ferent shades of grey). 
To each classroom, a 
summarized value has 
been derived, which is 
shown in Table 3 un-
der “how many ele-
ments support the 
learner-centred class-
room?”. Table 3 illu-
strates the total amount 
in combination with a 
low, medium or high 
extent of the tablet use. 
The data indicates 
different forms of 
Digital Didactical Design; e.g., the classroom ID 6 has five aligned elements (=5) plus 
a high extent of the tablet use (=3) makes 8 in total. The research team defined that 1-
2 is one form, 3-4 is another one, 5-6 is the third form and 7-8 is a fourth form. A 
special case is ID 3. Five forms have been explored named as MD, DD, BT, PD, RE.  

Table 3. Classes representing different forms of Digital Didactical Design  

ID Subject (grade) 
To what extent do the five 
elements support the learner-
centred classroom and how 
many are aligned?) 

Media tablet ex-
tent of use high=3; 
medium=2, low=1 

Forms 

5 Math (2nd) 5 +High (3) =MD 
6 Preschool class  5 +High =MD 
10 Arts (8th) 5 +High =MD 
11 Physics (9th grade) 5 +High =MD 

 

Fig. 2. Example of three analyses– one form per classroom  
(inner circle 1=teacher-centered; outer circle 5=learner-centred 
class) 
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Table 3. (continued) 

17 Language (7th) 5 +High =MD 
18 Chemistry (9th) 5 +High =MD 
20 History (5th) 5 +High =MD 
21 Language (4th) 5 +High =MD 
23 Language (5th) 5 +High =MD 
4 Math (1st) 4 +High =MD 
24 Language (9th) 4 +High =MD 
8 Writing skills (7th) 4 +Medium (2) =DD 
7 Music (6th) 3 +High =DD 
15 Geography (3rd) 3 +High =DD 
22 Geography (4th) 3 +Medium  =DD 
16 Religion (3rd) 3 +High  =DD 
3 History (2nd) 1 +High (3) =BT 
2 Language (2nd) 2 +Medium  =PD 
12 Geography (5th) 2 +Medium  =PD 
1 English (6th) 2 +Medium =PD 
13 Preschool class (0th= 3 +Low (1) =PD 
19 History (3rd) 0 +Medium =RE 
9 Science, Biology (1st) 0 +Low =RE 
14 Language (3rd) 1 +Low  =RE 

MD = Media-tablet-Didactics (7-8) 
DD = Digital Didactics (5-6) 
BT = Benefit of Tablet integration (special case, 4) 
PD = Potential for a digital didactical design (3-4) 
RE = RE-alignment required (1-2) 
 

The boxplot analysis in Figure 3 shows a correlation between aligned digital didac-
tical designs and a high extent of the tablet use and vice versa.  

It is important to stress  
that every classroom is rich  
of information itself and  
provides a complexity of in-
formation that cannot be mir-
rored in numbers such as in 
Table 3. Please read for fur-
ther information our detailed 
qualitative study published in 
[18]. The purpose of Table 3 
is to illustrate that there exist 
different designs-in-practices 
which can be clustered in 
different forms. We’ve cho-
sen these clusters since it is 
useful to understand the dif-
ferent designs; the five forms 

 
Fig. 3.   Boxplot analysis - Correlation of digital didac-
tical design forms and extent of tablet use; y-axis: 
5=MD, 4=DD; 3=BT, 2=PD, 1=RE
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do not go to much into detail (otherwise we would have 24 forms) but also they are 
not too general (e.g., only 2 clusters); this would be difficult to explore differenc-
es/similarities across the cases.  

5 Discussions and Implications 

One possible way of discussing the similarities and differences of classrooms is the 
exploration of their different applied designs. 

Form of Media tablet Didactics (MD). 11 of 24 classrooms (ID=4, 5, 6, 10, 11, 17, 
18, 20, 21, 23, 24) show the full potential of a digital didactical design in which the 
elements are constructively aligned to increase the possibilities for learning. The five 
elements of a DDD are aligned in such a combination that they foster the intended 
learning outcomes (defined by the teacher) and foster a learner-centred approach.  

Form of Digital Didactics (DD). There are five classes (ID=7, 8, 15, 16, 22) that used 
the media tablets as a laptop substitute to reach the intended learning outcomes. The 
only difference to MD is that the teachers didn’t use the unique potential of a media 
tablet as a multi-modal device. The cases of the DD show that the tablets are also 
useful when not using its full potential as a multimodal device but more as a laptop 
function. The teachers said in the interviews, however, when using the tablet like a 
laptop or for writing assignments, there are some obstacles, for example, there is no 
keyboard for writing and that makes a tablet slower than a laptop and then, an exter-
nal keyboard for the tablet is required.  

Form of weak alignment but Benefit of Tablet-integration (BT). The classroom ID 3 is 
an interesting case. The class was a traditional class, teacher-led, where process-based 
feedback and the design of social relations were not aligned at all. The rest of the 
digital didactical design elements were in a constructive alignment, however, with the 
goal to foster the traditional teaching such as “Instruction-Response-Feedback” [33] 
and less collaboration. The observers reported that the whole classroom was rather a 
weakness of not creating a supporting learning culture, which was obvious during the 
observation. But the media tablet integration made then the difference. The students 
got the task to create a movie or a book (students’ choice) about the historical person 
called Kristian IV in order to show the teacher what they have learnt. The collabora-
tive production of a movie by using the iMovie app was an added value to foster 
learning by producing. Through the phase of producing the students also reflected on 
what they created and discussed changes.  

Form of Potential for Digital Didactics (PD). Four cases (ID=1, 2, 12, 13) have in 
common that the five components of the Digital Didactical Design are rather weak 
aligned; the added values of the media tablets and why to use them were not clear. 
The cases also show a weak alignment to reach the intended learning outcomes. The 
classes did not limit learning but rather did support a non-constructive alignment; a 
sign for teacher-centred classrooms. The classes integrated the media tablets in a me-
dium to low extent. The potential for a stronger constructive alignment was obvious. 
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Form of RE-alignment of a digital didactical design; better without tablets? (RE). The 
data reveals three cases (ID=9, 14, 19) in which the integration of media tablets re-
duced the students learning experiences and restricted learning. The use of the media 
tablets and the didactical designs in those classes where not connected in such a way 
it would be beneficial for students learning. Instead it seems that the media tablet was 
applied in a way that limits the learning activities instead of supporting the intended 
learning outcomes. 

Table 4 illustrates the digital didactical designs and its range from individual to 
group learning, 13 of 24 classes supported group assignments (9 collaborative deeper 
learning, 4 group assignments on the surface learning level); 11 classes focused on 
individual learning where 9 classes did support deeper learning and 2 surface levels. 
With regard to the MD+DD, 8 out of 16 classes might be labeled as “DG” (deep, 
group learning) and 0% are in the lower left (SI, surface, individual).  

Table 4. From surface to deeper learning and from individual to group learning  

 Individual Learning (I) Learning in Groups (G) 

Deeper 
com-
plex 
learn-
ing (D) 

• Transforming a math story (ID5) MD 
• Creating a multimodal book review 

(ID6) MD 
• Creating chronological order (ID21) 

MD 
• Creating a Multimodal Story (ID 16) 

DD 
• Finding animals across the globe (ID 

22) DD  
• Individual produc. of audio product 

(ID 1) PD 
• Creating a digital story/proverbs (ID 

2) PD 
• Writing a non-fiction story (ID14) 

RE 
• Individual timeline (ID 19) RE 

• Collaborative writing (ID10) MD 
• Collaboratively designing of physical experi-

ments (ID11) MD 
• Creating chemical experiments (ID18) MD 
• Collaborative creation of a multimodal prod-

uct (ID20) MD 
• Collaborative production on “Explains every-

thing” (ID23) MD  
• Creating a multimodal product from a graphi-

cal novel (ID24) MD 
• Collaboratively producing of music (ID 7) DD 
• Peer-reflective learning (ID 8) DD 
• Collaborative production of a video/movie 

(ID3) BT 
 

Sur-
face 
learn-
ing (S) 

• Role-playing teacher-led (ID 13) PD 
• Mind mapping existing knowledge 

(ID9) RE 
 
 
 

• Group discussions about math (ID4) MD 
• Group work outside of the classroom (ID17) 

MD 
• Finding/discussing distances, GoogleMaps 

(ID15) DD 
• Creating a digital presentation (ID12) PD 

 
Since the selection of the classroom was based on a voluntary sampling, they are 

not representative all classrooms in Scandinavia. The data, however, reveals a rich-
ness of applied digital didactical designs in the teaching practice. From the perspec-
tive of innovative classrooms, the data is useful to analyze the potential of what is 
possible when using technology such as media tablets and what hinders learning.  

 
Design Guidance – from Course-Based Learning to Learning Expeditions? The 
classrooms illustrate different forms of digital didactical designs (DDD) in practice 
clustered in five forms. It is not a surprise that the usage of media tablets in some of 
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the classrooms focused on enhancing deeper learning and others support surface 
learning. In some cases the applied design even limited the chance that learning takes 
place (form RE). The merging of all components such as new technology, aims and 
activities into a new digital didactical design lead to different forms – this is what our 
study illustrates.  

When we have a detailed look into the classrooms, which foster group learning, 
then, one key principle could be explored which they have in common: They created 
learning opportunities which went from a course-based learning approach to student-
centered learning expeditions. The characteristics of – and design guidance for –
learning expeditions are:  

• New types of learning goals – more than one correct answer exists. The teachers 
in Denmark created those digital didactical designs that enabled learning towards 
different possible solutions, where no correct answer exists, “learning when the 
answer is not known” [13].  

• Learning in classrooms moves into design projects. Adopting the media tablet, 
the teachers in Odder created digital didactical designs that focus on learning as a 
process. The teachers activated the engagement of the students and their motiva-
tion by requesting them producing something; knowledge production over con-
sumption. One teacher argued, “I want to set the knowledge of my students free” 
(ID11) that is why he created designs for learning focusing on knowledge pro-
duction in groups. The media tablets helped to make the student’s process visible. 

• From textbook reading to learning that turns into exploring sth. The teachers 
combined traditional textbook readings with open-ended, unstructured spaces 
where students have been encouraged to experiment, play and explore topics.  

• Teachers foster students to make their learning visible in different products (and 
apps). While using different apps, the students shared their learning situations to 
learn from each other via co-located communication spaces. The assignments 
were created in a way that the students could choose how to make their learning 
visible; they did not only choose “to write”. The teachers also supported students 
to create other products like digital paintings, digital stories, comics, movies and 
podcasts. The teachers used apps, which were originally not made for school pur-
poses (e.g., Bookcreator, Puppetpals, Popplet, Stripdesign, Comicbook).  

MD and DD clusters show that the classrooms moved from teacher-centred con-
cepts to Learning Walkthroughs that presupposes a rather designed learning landscape 
more closely guided by teaching but with a greater variation and more student options 
to work and learn than the traditional course. The next step towards learning expedi-
tions needs still to be done. Some classrooms (e.g., ID18, ID24) are on the way to-
wards Learning Expeditions which are similar to learning walkthroughs; however, 
learning expeditions are more open-ended, problem-based learning paths, and contri-
bute to goal/objective-oriented learning (e.g., to master X or to explore and under-
stand the implications of Y) and the methods and instruments are very open. Learning 
does not take place in straight-ahead processes but in loops and detours, back & forth.  

With this approach, we provide an alternative evaluation matrix for educational in-
stitutions for their teaching and learning practice; they don’t need to rely on PISA 
only. This alternative option combines a two step approach: (a) studying Digital Di-
dactical Designs in practice, including a qualitative in-depth description of the cases 
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(published in [18]) and (b) the perceived value of learning from the students’ perspec-
tives as published in [35] available in this volume of ECTEL2014 proceedings. 

6 Conclusion 

The aim was to explore teaching practices from the perspective of digital didactical 
designs and to make similarities and differences visible. The study explored five 
forms of digital didactical designs towards a engaged learner-centred classroom prac-
tice from bottom-up, a) specific media-tablet-Didactics, b) digital didactics, c) weak 
alignment but benefit of media tablet-integration, d) potential for digital didactics and 
e) re-alignment of designs for learner-centred classrooms. Some teachers created new 
digital didactical approaches they transformed their traditional classrooms into crea-
tive learning expeditions for their students. Other data showed potential for improve-
ments, which the research team discussed with the teachers. Our main findings are: 

• We developed a generic language for discussing, exploring and observing teach-
ing and learning in technology rich environments where educational technology 
is used towards a shift from teacher-led to learner-centred classrooms; we call it 
Digital Didactical Design (DDD).  

• This model was then used to analyze the data in schools in a Scandinavian coun-
try. Based on the data, we are also able to revise the DDD model.  

• With the DDD model, we are now able to present the richness of different de-
signs in the teaching practice in the context of 1:1 technology programs.  

• The DDD model is especially suitable in contexts where new paradigms of teach-
ing and learning in educational institutions such as Learning Expeditions are 
emerging where new technology is one part in this shift. The language of the 
model may be seen as primarily connected to the mesolevel (teacher’s practice 
and student learning in classrooms); it does not focus on the micro-level in detail 
(human-content-interactions) or macro-level (institutional strategy viewpoint).  

• With the reflection by the help of DDD in combination with the further develop-
ment of the DDD, we now have an approach that focus on a) teachers’ applied 
designs-in-practice b) technology in relation to the teacher’s design, merging into 
new designs, and c) the extent of technology use. It means that we now have at 
least three ways to how we are able to present the results from a multimodal 
perspective and that is one benefit of the DDD model.  

The teacher’s role is one important engine for innovation; it makes the difference 
when the Digital Didactical Design (DDD) is aligned towards learner-centred class-
rooms. The innovative teachers in Odder (DK) applied new forms of DDD. Our study 
shows how such designs contribute to deeper learning to help the learners to reflect 
and deepen their skills on their way to become critical-constructive pro-sumers.  
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Abstract. Originally, the task sequencing in adaptive intelligent tutor-
ing systems needs information gained from expert and domain knowledge
as well as information about former performances. In a former work a
new efficient task sequencer based on a performance prediction system
was presented, which only needs former performance information but
not the expensive expert and domain knowledge. This task sequencer
uses the output of the performance prediction to sequence the tasks ac-
cording to the theory of Vygotsky’s Zone of Proximal Development. In
this paper we aim to support this sequencer by a further automatically to
gain information source, namely speech input from the students interact-
ing with the tutoring system. The proposed approach extracts features
from students speech data and applies to that features an automatic af-
fect recognition method. The output of the affect recognition method
indicates, if the last task was too easy, too hard or appropriate for the
student. Hence, as according to Vygotsky’s theory the next task should
not be too easy or too hard for the student to neither bore nor frustrate
him, obviously the output of our proposed affect recognition is suitable
to be used as an input for supporting a sequencer based on the theory of
Vygotsky’s Zone of Proximal Development. Hence, in this paper we (1)
propose a new approach for supporting task sequencing by affect recogni-
tion, (2) present an analysis of appropriate features for affect recognition
extracted from students speech input and (3) show the suitability of the
proposed features for affect recognition for supporting task sequencing
in adaptive intelligent tutoring systems.

Keywords: affect recognition, feature analysis, speech, task sequencing,
adaptive intelligent tutoring systems.

1 Introduction

Nowadays, intelligent tutoring systems are an important tool for supporting ed-
ucation of students for instance in learning mathematics. The main advantages
of intelligent tutoring systems are the possibility for a student to practice any
time, as well as the possibility of adaptivity and individualisation for a single
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student. Usually, an adaptive intelligent tutoring system possesses an internal
model of the student and a task sequencer which decides which tasks in which
order are shown to the student. Originally, the task sequencing in adaptive in-
telligent tutoring systems is done using information gained from expert and
domain knowledge and logged information about the performance of students in
former exercises. In [12] a new efficient sequencer based on a performance pre-
diction system was presented, which only uses former performance information
from the students to sequence the tasks and does not need the expensive expert
and domain knowledge. This approach applies for performance prediction the
machine learning method matrix factorization to former performance informa-
tion. Subsequently, it uses the output of the performance prediction process to
sequence the tasks according to the theory of Vygotsky’s Zone of Proximal De-
velopment [14]. That is the sequencer chooses the next task in order to neither
bore nor frustrate the student or in other words, the next task should not be
too easy or too hard for the student. In this paper we propose to support and
improve the sequencing approach in [12] by a further automatically to get and
process information, namely speech input from the students interacting with
the system while solving tasks. The proposed approach extracts from students
speech data features which are adapted for supporting task sequencing and ap-
plies to that features an automatic affect recognition method. The output of
the affect recognition method indicates, if the last task was too easy, too hard
or appropriate for the student. Obviously, this output can be used as an input
for supporting a sequencer based on the theory of Vygotsky’s Zone of Proximal
Development. To the best of our knowledge, supporting task sequencing by this
kind of features gained from speech was not done before, and in this work we
will show a promising analysis of such features. The main contributions of this
paper are: (1) a proposal and explanation of a new approach for supporting
task sequencing by affect recognition, (2) presentation and analysis of own ap-
propriate features extracted from students speech input of a real data set, (3)
verification of the possibility to use the proposed features for affect recognition
for supporting task sequencing in adaptive intelligent tutoring systems. In the
following sections first we will present some preliminary considerations about
appropriate speech features, affect classes, classification instances and possible
methods for affect recognition supporting task sequencing along with state-of-
the-art (sec. 2), followed by a short description of the investigated real data set
(sec. 3). Subsequently, we will describe in section 4 our proposed features and
their analysis. Before we conclude we will explain in section 5 how to realise the
desired support of task sequencing by affect recognition.

2 Preparation and Related Work

As mentioned above, we propose to apply an automatic affect recognition ap-
proach to students speech input, whose output shall serve as input for supporting
a task sequencer based on the theory of Vygotsky’s Zone of Proximal Develop-
ment. However, before an automatic affect recognition approach can be applied,
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one has to clarify three things: (1) What kind of features shall be used, (2) what
kind of classes shall be used and (3) which instances shall be mapped to fea-
tures and labelled with the class labels. After deciding which features, classes
and instances shall be considered, one can apply affect recognition methods to
these input data. In the following subsections we will present possible features,
classes, instances and methods for affect recognition supporting task sequencing
along with the state-of-the-art.

2.1 Features

The first step before applying automatic affect recognition is to identify useful
features for this process. For the purpose to recognise affect in speech one can use
two different kinds of features (see [13]): acoustic and linguistic features. Further,
one can distinct linguistics (like n-grams and bag-of-words) and disfluencies (like
pauses). If linguistics features are used, a transcription or speech recognition
process has to be applied to the speech input before affect recognition can be
conducted. Subsequently, approaches from the field of sentiment classification
or opinion mining (see e.g. [10]) can be applied to the output of this process.
However, the methods of this field have to be adjusted to be applicable to speech
instead of written statements, for instance they have to be robust against speech
recognition errors. Another possibility for features is to use disfluencies features
like it was done in [17], [8] and [5] for expert identification. The advantage of using
such features is that instead of a full transcription or speech recognition approach
only for instance a pause identification has to be applied before computing the
features. That means that – in the case of speech recognition – one does not
inherit the error of the full speech recognition approach. Furthermore, these
features are independent from the need that students use words related to affects.
For using this kind of features one has to investigate which particular features
are suitable for the special task of affect classification in adaptive intelligent
tutoring systems. Appropriate features are proposed and an analysis of them is
presented in this work in section 4.

2.2 Classes

The second step before applying automatic affect recognition is to define the
classes corresponding to affective states, which shall be recognised by the used
approach. According to [7], [6] and [16] it is possible to recognise in intelligent tu-
toring systems students affects like for instance confusion, frustration, boredom
and flow. As mentioned above, we want to use the students behaviour informa-
tion gained from speech for supporting sequencing of tasks. In [4] and [12] the
theory of Vygotsky’s Zone of Proximal Development ([14]) was used for sequenc-
ing to keep the student in flow. That means that the goal is to neither bore the
student with too easy tasks nor to frustrate him with too hard tasks, but to
keep him in the Zone of Proximal Development. Accordingly, we want to use the
output of the automatic affect recognition to get an answer to the question “Was
this task too easy, too hard or appropriate for the student?”. With other words,
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we want to find out if the student felt under-challenged, over-challenged or as to
be in a flow. However, the mapping between confusion, frustration, boredom and
under-challenged, over-challenged is not unambiguous as one can infer e.g. from
the studies mentioned in [16]. Hence, we will use instead of the seemingly obvious
affect classes boredom, frustration and flow three other classes for supporting se-
quencing by automatic affect recognition: under-challenged, over-challenged and
flow. These classes could be summarised as perceived task-difficulty classes as we
want to recognise the personalised task-difficulty from the view of the student,
i.e. if the student felt under- or over-challenged, or as to be in a flow.

2.3 Instances

The third step before applying automatic affect recognition is deciding which
instances shall be mapped to features and labelled with the class labels. For
an affect recognition, which aims at giving motivation or hints to the students,
like e.g. in [16], the instances according to speech input can be for instance
utterances. For supporting task sequencing instead we need at the end of a task
the information if the task overall was too easy, too hard or appropriate for
the student, because by means of that information the next task shown to the
student shall be chosen according to Vygotsky’s Zone of Proximal Development.
Hence, an instance for affect recognition for supporting task sequencing has to
be the whole speech input of a student for one task.

2.4 Methods

The possible methods for automatic affect recognition depend on the kind of
features used as input. As mentioned above, we distinct two kinds of features:
linguistics features and disfluencies. Linguistics features are gained by a preced-
ing speech recognition process and can be processed by methods coming from
the areas sentiment classification and opinion mining ([10]). Especially methods
from the field of opinion mining on microposts seem to be appropriate if lin-
guistics features are considered. State-of-the-art methods in opinion mining on
microposts use methods based on optimisation approaches (see [2]) and Naive
Bayes (see [11]). The process of gaining disfluencies like pauses is different to
the full speech recognition process. For extracting for instance pauses usually
an energy threshold on the decibel scale is used as in [5] or an SVM is applied
for pause classification on acoustic features as in [9]. Appropriate state-of-the-
art methods for automatic affect recognition on disfluencies features are – as
proposed in [13] and [7] – classification methods like artificial neural networks,
SVMs, decision trees or ensembles of those.

3 Real Data Set

After identifying features, classes, instances and methods like above one can
collect data for a concrete feature analysis and later on for a training of the chosen
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affect classification method. For enabling a feature analysis we conducted a study
in which the speech of 10 German students (10 to 12 years old) and their actions
as well as students perceived task-difficulty labels (see tab. 3) were reported. The
labelling of these data was done on the one hand concurrently by the tutor and
on the other hand retrospectively by a second reviewer. Furthermore, a labelling
per exercise (overall 36 consisting of several subtasks) and an overall labelling
per student as an aggregation of the labels per exercise was done. During the
experiment a paper sheet with fraction tasks was shown to the students and they
were asked to paint (with the software Paint) and explain their observations and
answers, or to think aloud respectively. We made a screen recording to record
the painting of the students and an acoustic recording to record the speech of the
students. The screen recoding was only used for the retrospective annotation.
The speech recordings shall be used as input for the affect recognition. However,
as mentioned above, before applying an affect recognition method we have to
identify useful features. Because of the mentioned advantages of disfluencies
features we decided to use features gained from speech pauses. Furthermore,
speech pauses seem to carry useful information in conjunction with the behaviour
of students which are trying to solve tasks. We observed in our study for instance
a tendency of over-challenged students to stay longer in silent thinking phases
than students in flow. Hence, in the following section we will propose and analyse
possible features extracted from speech pauses information, which are suitable
for supporting task sequencing.

Fig. 1. Graphic of the decibel scale of an example sound file of a student. The two
straight horizontal lines indicate the threshold.

4 Feature Analysis

The features we will propose and analyse in the following subsections are gained
from speech pauses. Hence, first one has to identify pauses within the speech
input data. The most easy way to do this is to define a threshold on the decibel
scale as done e.g. in [5]. For our preliminary study of the data we also used
such a threshold, which we adjusted by hand. More explicitly, we extracted
the amplitudes of the sound files, computed the decibel values and generated a
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graphic of it like the one in fig. 1. Subsequently, we investigated which decibel
values belong to speech and which ones to pauses to create from this information
an appropriate threshold. In larger data and in the application phase later on,
one has to learn automatically the distinction between speech and pauses by
either learn a threshold or train an SVM which classifies speech and pauses.

4.1 Preprocessing

Before introducing the features which we want to investigate, we have to define
some measurements (see tab. 1). Our real data set exists of acoustic recordings
from m students, each of which saw nti tasks and solved nci tasks correctly. The
overall score of a student i in this case is the number of correctly solved tasks
nci divided by the number of seen tasks nti . After applying the above mentioned
decibel threshold to the data, we get for each student i the total length of pauses
pi and the total length of speech si within his acoustic recoding. Furthermore,
we can count connected pause and speech segments to get the number of pause
segments npi and speech segments nsi of a student i. The xth pause segment is

then p
(x)
i and the yth speech segment s

(y)
i . By means of these measurements and

their combination we can create a set of useful features, which will be presented
in the next subsection.

Table 1. Measurements from the input data of our study, which are needed for ex-
tracting and analysing the desired features

Symbol Explanation

m Number of students

pi Total length of pauses of student i

si Total length of speech of student i

npi Number of pause segments of student i

nsi Number of speech segments of student i

p
(x)
i xth pause segment of student i

s
(y)
i yth speech segment of student i

nti Number of tasks shown to student i

nci Number of correctly solved tasks by student i

score Overall score for student i (
nci
nti

)

4.2 Analysis of Single Features

Our proposed features which we will describe and investigate in the following
are listed in table 2. The ratio between the total length of pauses and the total
length of speech indicates, if one of them is notable larger than the other one,
i.e. if the student was more often in a silent thinking phase or in a speech flow.
The frequency of speech and pause segment changes indicates for instance, if
there are many short speech and pauses segments or just a few large ones. From
the percentage of pauses we can see if the total pause length was much larger
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Table 2. Features created from speech pauses information

Feature Formula

Ratio between pauses and speech pi
si

Frequency of speech pause changes
npi

+nsi
maxj(npj

+nsj
)

Percentage of pauses of input speech data pi
(pi+si)

Length of maximal pause segment maxx(p
(x)
i )

Length of average pause segment
∑

x p
(x)
i

npi

Length of maximal speech segment maxy(s
(y)
i )

Length of average speech segment
∑

y s
(y)
i

nsi

Average number of seconds needed per task (pi+si)
nti

than the total speech length, i.e. the student did not speak much but was more
thinking silently. The length of maximal pause or speech segment indicates if
there was e.g. a very long pause segment where the student was thinking silently
or a very long speech segment where the student was in a speech flow. The length
of average pause or speech segment gives us an idea of how long on average the
student was in a silent thinking phase or a speech flow. The average number
of seconds needed per task indicates how long a student on average needed for
solving a task. We have to mention that the above described measurements (tab.
1) are related to the overall speech input and performance of a student for all
tasks. However, for an application of affect recognition for supporting sequencing
later on the features have to be taken from speech input and performance of one
single task. The measurements can easily be adapted to single tasks. The only
huge difference is the computation of the score. In the case of single tasks, the
score can depend on the number (#) of requested hints and of incorrect inputs
as proposed in [15]:

1−
(
# hints shown for the task

# all hints of the task
+ (# incorr. inputs for the task · 0.1)

)
. (1)

The meaning behind formula (1) is that each wrong input is punished with a
factor of 0.1 and every request of a hint is punished with a factor of one divided by
the number of all hints available for the task, so that if every hint was seen then
the score will be 0. Except for Average number of seconds needed per task every
proposed feature in table 2 is also working with the measurements related to
single tasks. In the following we will analyse our features with the measurements
related to the overall speech input and performance of a student for all tasks, as
we want to show the general correlation between the features and students overall
affects, or perceived task-difficulty respectively. For our analysis we encoded the
overall perceived task-difficulty labels by values to be able to do statistical tests.
The encoding is shown in table 3.

We investigated as a first step the relevance of each of the eight features
alone by mapping the feature values to the labels, doing a linear regression and
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Table 3. Encoding of perceived task-difficulty labels by values

Label Value

under-challenged 4

flow/under-challenged 3

flow 2

over-challenged/flow 1

over-challenged 0

Table 4. p-value, R2 and Adjusted R2 for the three best single features (first three
rows) and the best combinations of features (with a p-value smaller than 0.05)

# Features p-value R2 Adjusted R2

1 Maximal pause 0.0678 0.3577 0.2774

1 Average length of speech 0.0873 0.3217 0.2369

1 Percentage of pauses 0.0923 0.3136 0.2278

Ratio pause speech, frequency of changes,
5 seconds per task, average length of pause, 0.0284 0.9158 0.8106

average length of speech

Frequency of changes, seconds per task,
5 average length of pause, maximal speech, 0.0305 0.9127 0.8035

average length of speech

4 Ratio pause speech, frequency of changes,
average length of pause, average length of speech 0.0154 0.8818 0.7872

4 Frequency of changes, average length of pause,
maximal speech, average length of speech 0.0272 0.8501 0.7302

4 Ratio pause speech, frequency of changes,
seconds per task, average length of speech 0.0288 0.8465 0.7236

4 Frequency of changes, seconds per task,
maximal speech, average length of speech 0.0354 0.8324 0.6984

4 Frequency of changes, seconds per task,
average length of pause, average length of speech 0.0420 0.8199 0.6759

3 Ratio pause speech,
frequency of changes, average length of speech 0.0117 0.8207 0.7311

3 Frequency of changes,
average length of pause, average length of speech 0.0175 0.7944 0.6916

3 Frequency of changes,
maximal speech, average length of speech 0.0242 0.7699 0.6549

2 Frequency of changes,
average length of speech 0.0327 0.6238 0.5163

measuring the p-value, indicating the statistical significance, as well as the R2

and Adjusted R2 value, indicating how well the regression line can approximate
the real data points. However, as expected, single features are not very signifi-
cant. The feature with the best values for p-value, R2 and Adjusted R2 is Length
of maximal pause segment with a p-value = 0.0678, R2 = 0.3577 and Adjusted
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Fig. 2. Values of the feature Length of maximal pause segment mapped to the labels.
Although one can see a tendency in the graphic, unfortunately the p-value, R2 and
Adjusted R2 are not very significant.

R2 = 0.2774 (see fig. 2 and tab. 4). In figure 2 one can see that there is a tendency
of the values of Length of maximal pause segment to increase with decreasing
labels. Unfortunately, the values for p-value, R2 and Adjusted R2 of Length of
maximal pause segment are too weak, as for the p-value a value smaller than
0.05 would be desirable and for R2 and Adjusted R2 a value closer to 1. A bet-
ter way to use the features is to use a combination of them. Hence, in the next
subsection we will investigate feature combinations.

4.3 Analysis of Combinations of Features

We investigated different combinations of our features and applied a multivari-
ate linear regression to gain the p-value, R2 and Adjusted R2 of the combina-
tions. The investigated combinations are combinations where all features are not
strongly correlated, i.e. whenever we had two correlated features we put just one
of them into the feature set for that combination. In further steps we removed
from the considered feature sets feature by feature. The best combinations, i.e.
such feature combinations with a p-value smaller than 0.05, are listed in table 4,
ordered according to the number of features in that set (column # in tab. 4). The
feature combination with the best p-value, i.e. which is the most statistically sig-
nificant one, is a combination of three features (ratio between pauses and speech,
frequency of speech pause changes, Length of maximal pause segment) with a p-
value of 0.0117, R2 = 0.8207 and Adjusted R2 = 0.7311. These values are strong
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enough to assume that this combination of features is statistically significant
and hence is able to describe students affect, or perceived task-difficulty respec-
tively. That means that it is possible to recognise the perceived task-difficulty
of a student by means of these features.

4.4 Histograms as Features

In the last section we showed that our features are suitable to describe per-
ceived task difficulty classes. As some of these features cover certain aspects
of the histograms of pause segments and of speech segments, an enhancement
of the features would be to use the appropriate histograms as features, which
deliver more fine granulated information but may increase computation costs.
Four example pause and speech histograms of the whole speech input of two
students are shown in figure 4. The histograms at the top come from a student
with an overall label over-challenged, whereas the other histograms at the bot-
tom belong to a student whose behaviour overall was labelled as flow. One can
see some differences in the graphics, as e.g. the over-challenged student made
several very large speech pauses, whereas the student in flow made many very
small pauses. On the other hand the student in flow had some very long speech
phases, whereas the longest speech phase of the over-challenged student is much
smaller than the longest speech phase of the student in flow.

Fig. 3. Approach for supporting task sequencing by affect recognition
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Fig. 4. Pause and speech histograms of the whole speech input of two students, one of
them was labelled as over-challenged (top), the other one was labelled as to be in flow
(bottom)

5 Supporting Task Sequencing in an Adaptive Intelligent
Tutoring System

As mentioned in the beginning, our goal is to support task sequencing by af-
fect recognition. More explicitly, we want to support task sequencing based on
Vygotsky’s Zone of Proximal Development as presented in [12]. The approach
in [12] predicts by means of matrix factorization (see e.g. [1]) from former per-
formances the performance of a student for future tasks. Subsequently, the se-
quencer chooses as next task the task with a predicted performance closest to a
certain threshold. This threshold is based on Vygotsky’s theory that to keep the
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student in flow, one should neither bore nor frustrate him. That is this threshold
symbolises the performance score which the student would have, if he is in the
Zone of Proximal Development. The approach is denoted in figure 3 by the non-
dotted arrows. Affect recognition can support this task sequencing approach in
several ways (see also fig. 3):

(1) The output of the affect recognition gives us the information, if the last task
was too easy, too hard or appropriate for the student. So it indicates if the
next task shall be
(a) more difficult, i.e. the sequencer should choose a task with a smaller

predicted performance ŝcore
(t+1)

than the former performance score(t)

(ŝcore
(t+1)

< score(t)),
(b) easier, i.e. the sequencer should choose a task with a larger predicted

performance ŝcore
(t+1)

than the former performance score(t)

(ŝcore
(t+1)

> score(t)),
(c) of similar difficulty, i.e. the sequencer should choose a task with a similar

predicted performance ŝcore
(t+1)

as the former performance score(t)

(ŝcore
(t+1) ≈ score(t)).

In this case of support the speech features proposed in section 4 are fed into
the affect recognition method and the output – the corresponding affect,
or perceived task-difficulty class respectively – serves besides the output of
the performance prediction as input for the task sequencer (see the dotted
arrows with label ’(1)’ in fig. 3).

(2) The affect recognition can serve as additional input for the performance
predictor: (a) the features extracted from speech could serve directly as input
for the performance predictor (see the dotted arrow with label ’(2a)’ in fig.
3), or (b) the affect recognition output could be fed into the performance
predictor (see the dotted arrow with label ’(2b)’ in fig. 3) and let it predict
perceived task-difficulty class labels directly, e.g. by a matrix factorization
on former perceived task-difficulties.

(3) The affect recognition could help to learn a personalised value for the men-
tioned threshold based on Vygotsky’s Zone of Proximal Development, for in-
stance (a) by considering which performance scores similar students reached
on average when they were on flow, or (b) by considering which performance
scores the student himself reached on average in former tasks when he was
on flow, or (c) by combining both information.

The described support shall be realised within an adaptive intelligent tutoring
system, using the mentioned task sequencer based on Vygotsky’s theory, which
aims at teaching children of the age 8 to 12 at home in front of their com-
puter fractional arithmetic. This adaptive intelligent tutoring system will be the
outcome of the EU project iTalk2Learn ([3]).

6 Conclusions and Future Work

We proposed a new approach for supporting task sequencing in adaptive intel-
ligent tutoring systems by affect recognition on features gained from students
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speech input. For this approach we proposed and analysed appropriate speech
features and showed that there are statistically significant feature combinations
which are able to describe students affect, or perceived task-difficulty respec-
tively. Next steps will be to conduct more studies with students to gain more
data for training with the proposed features an automatic affect recognition
method, which subsequently can be tested in combination with the sequencer
in the mentioned adaptive intelligent tutoring system in further studies. Fur-
thermore, we plan to investigate the combination of our features with results
from automatic speech recognition both, on word level as well as on the level of
phone-classes such as employed by automatic segmentation.

Acknowledgements. This work is co-funded by the EU project iTalk2Learn
([3]) with grant agreement No. 318051.
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Abstract. Every year the European Conference on Technology Enhanced Learn-
ing (ECTEL) gathers state-of-the-art research in the TEL field. Eight years have
passed since the first edition of this conference, resulting in over 500 research
papers published and more than 1000 researchers involved. However, bringing
together two different fields of study (Technology and Learning), does not nec-
essarily imply interdisciplinary research. To inspect ECTEL’s interdisciplinarity
and related facts, we dedicate this paper to study the evolution of the conference
over time. In this paper, we provide a thorough analysis of the evolution of papers,
authors and topics explored over the years. Our analysis provides an understand-
ing of the origin of the conference and the direction that future research in TEL
is moving towards. In addition to this, we built interactive online interfaces to en-
able researches to explore all the information pertaining to past ECTEL research.
These interfaces enable users to easily browse through ECTEL papers, authors,
knowledge and connections, possibly leveraging the discovery of related work
and future collaborations.

1 Introduction

Every year since 2006, the European Conference on Technology Enhanced Learning
(ECTEL) has been gathering the elite research papers and researchers in the field of
technology and learning. Since its first year, the conference has had a clear goal; to
bring together researchers from the fields of technology and learning, and provide a
discussion forum to blend both fields [13]. In fact, year after year, the conference is
successfully achieving its founders’ vision. In eight years of this conference, over 500
research papers have been published with more than 1000 authors involved.

However, bringing together two different fields of study does not necessarily im-
ply interdisciplinary research. Although many papers provide a fine balance between
technological and learning advance, browsing past proceedings we can clearly observe
papers that are mainly focused on learning aspects, e.g. [7,11], and papers that im-
prove the state-of-the-art technology but are not strictly linked to learning scenarios,
e.g. [8,3].

In addition to this observation, during the ECTEL 2013 conference, we informally
interviewed several attendees who have confirmed witnessing a gap between learning
and technology within the conference. These observations motivated us to explore the
past, current and future standing of ECTEL conference.

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 193–206, 2014.
c© Springer International Publishing Switzerland 2014
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Since the main goal of ECTEL is to augment the interdisciplinarity between technol-
ogy and learning, we believe that, by supporting researchers from both fields in easily
finding and exploring past elements of the venue, we can significantly contribute to
achieve this goal.

In this paper, we present a thorough analysis of eight years of ECTEL, including
general statistics of the conference, distinctive analysis of the learning and technological
fields, co-authoring analysis, community evolution, conference topic evolution among
other interesting facts.

The metadata were extracted from ECTEL Webpages1, the DBLP Computer Science
Bibliography2, and the Digital Library of Springer3. Further, all papers were down-
loaded in PDF format, converted to text and semantically annotated using the Wikipedia
Miner tool [12].

In addition to the data analysis, we provide first results in the direction of predicting
new community members and hot topics. Finally, to conclude our work, we provide an
online interactive interface where researchers and everyday users can browse contents
of ECTEL. The interface provides an easy-to-use interactive overview of the conference
statistics, authors’ profiles, collaborations network, keywords and annotations. Users
can browse through the different pages, finding interesting papers, relevant related work
and potential collaborations.

To summarize, our main goal is to provide a settlement between technology and
learning, thus, the main contributions of this paper are outlined as follows:

– (i) An analysis of all ECTEL research works published to date.
– (ii) Annotated data of all the content from ECTEL papers.
– (iii) Feature selection for predicting new community members and conference hot

topics.
– (iv) Online interactive interfaces to support the exploration of ECTEL data.
– (v) Exposure of all free available data to the Linked Open Data cloud for re-use.

The rest of this paper is structured as follows. In Section 2 we discuss past literature
related to our work. Section 3 is dedicated to explain the data collection process and
the analysis of interesting facts pertaining to past editions of ECTEL. In Section 4, we
present experiments done in the direction of predicting future community members and
popular topics in the conference. In Section 5, we briefly describe the user interfaces that
enable users to browse ECTEL authors, publications, network and knowledge. Finally,
in Section 6, we conclude our work and discuss future directions.

2 Related Work

Every few years, research and contributions based on bibliometrics aspects emerge in
specific communities. For example, in the field of digital libraries, Liu et al. [9] analyse
the contents from the Joint Conference on Digital Libraries community. Similar to our

1 http://www.ec-tel.eu/
2 http://dblp.uni-trier.de/
3 http://www.springerlink.com/

 http://www.ec-tel.eu/
http://dblp.uni-trier.de/ 
 http://www.springerlink.com/
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work, they expose several interesting facts of the DL community and an additional
model to rank influential authors (AuthorRank).

In the field of Human Computer Interaction (HCI), Henry et al. [6] provide an analy-
sis based on 4 major conferences in the field. The paper provides several visualizations
that help readers to understand the characteristics of the HCI network, however, it does
not provide an in-depth analysis or any interactive interface.

ACM Hypertext conference series also had its own analysis published by Chaomei
Chen and Les Carr [1]. There, the authors present citations and co-authorship analysis
from nine conferences over ten years. Their findings show that almost half of the papers
refer to papers from the same series, which points to a very homogeneous research
community.

Coming to the TEL field, Ochoa et al. [14] provided a co-authorship and citation
analysis focused on TEL publications presented at EDMedia conferences. Similar re-
search was also performed by Fisichella et al. [4] on top of partial data from EDMedia
and ECTEL conferences. Their results provide interesting insights regarding collabo-
ration networks in the TEL area and support the importance of co-author analysis and
citation analysis for understanding, as well as analyzing scientific communities.

More recently, active members of ECTEL community have published interesting
analysis on TEL bibliometrics. Reinhardt et al. [15] provided a brief authorship, co-
authorship and citation analysis based on the first five years of ECTEL. With a slightly
different approach, Derntl and Klamma [2] presented a thorough social network analy-
sis on European TEL projects. Although focused on data from projects, their report is
extremely relevant for the TEL research community. In fact, as we show in Section 3,
TEL projects play a major role in supporting research.

Although plenty of research has been done on analyzing characteristics of confer-
ences, authorship, co-authorship and citations, only a few provide up to date data that
can be accessible by researchers. Thus, the main differential of our work is that, we not
only provide an up to date analysis of eight years of ECTEL conference, but we also
provide usable tools that allow researchers to explore the data, supporting the related
work finding and possibly leveraging collaboration. Additionally, we provide enriched
annotated data, an individual analysis of technology versus learning, and expose the
data to LOD cloud.

3 ECTEL Uncovered

The first step in our work consisted of collecting data regarding past events of ECTEL.
The entire data collection process consists of several steps that help us to access dif-
ferent online repositories. In the first step, we build a reusable4 crawler that downloads
pages with the metadata available in the DBLP Computer Science Bibliography, in our
case, the ECTEL content pages5. The crawler downloads and structures the information
such as year, paper title, number of pages, authors and DOI (Digital Object Identifier)
url.

4 Our crawler can be applied to different conference venues.
5 http://www.informatik.uni-trier.de/˜Ley/db/conf/ectel/index.html

http://www.informatik.uni-trier.de/~Ley/db/conf/ectel/index.html
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Table 1. General statistics of ECTEL over the years. (*unique persons)

Year 2006 2007 2008 2009 2010 2011 2012 2013 Total
Papers 76 46 52 85 67 50 65 92 533

Authors 247 155 171 281 276 214 265 387 1193*
Citations (Avg) 12.1 12.8 8.3 7.5 5.5 5.0 2.6 1.4 7.8

Committee Members 25 36 29 56 85 80 73 92 157*

In the second step, we crawl each paper’s DOI URL hosted at the Digital Library of
Springer. Each paper has its own page containing further metadata. From Springer we
collected abstracts of the papers, authors keywords, authors’ affiliations, and the entire
paper in PDF format6.

The third step consists of extracting the information within the PDFs files. To this
end, we converted the files to text format and extracted their contents and the acknowl-
edgements sections.

In the fourth step, we enrich the text of the papers with annotations of entities. To
perform this task, we use the WikipediaMiner [12] tool, a Web annotation service that is
responsible for identifying all mentions of entities that can be linked to Wikipedia arti-
cles. Basically, the WikipediaMiner algorithm consists of two phases. Firstly, it detects
and disambiguates words in the text that represent links to Wikipedia. To disambiguate,
WikipediaMiner relies on machine learning algorithms that take into consideration the
context of the word. Next, based on the first phase, their algorithm creates links from
the disambiguated words to Wikipedia articles. Only those words that are considered to
be relevant for the entire document are linked to the corresponding articles. The goal of
the whole process is to annotate a given document in the same way as a human would
link a Wikipedia article.

As a result, we have ECTEL research papers annotated with entities. The goal of this
annotation is to provide a relational knowledge base of the real content of each paper.
In contrast to authors’s given keywords, the annotations can precisely characterize the
contents of a paper and the profile of an author.

As a next step, we searched and crawled Google Scholar7 to find out the number
of citations of each paper. Google Scholar provides a good approximation of numbers
of citations, however, one should be careful when drawing strong conclusions based
solely on these numbers - it has been proved that this information is susceptible to
manipulation [10].

In a final additional step, we crawled the Webpages of each ECTEL conference (from
the year 2006 until 2013) in order to download the information regarding program com-
mittee members. All collected data was organized and stored in a relational database.

The general statistics of the ECTEL conference are exposed in Table 1. Although the
last edition of ECTEL (2013) might be considered the most successful in number of
papers and authors, we cannot observe a noteworthy growth over the years. However,
program committee growth depicts how the community has expanded. We additionally
structured the acknowledgment sections of each paper. In total, 48% of all papers have

6 Note that PDFs are not freely available.
7 http://scholar.google.com/

http://scholar.google.com/
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Fig. 1. On the left, the number of authors each year of ECTEL. New Authors represent authors
that never published in ECTEL before. Returning Authors represent authors that have at least one
publication in a previous year. Not Returning Authors represent authors that published only in
that give year. On the right, the committee members numbers for each year of ECTEL. Returning
Committee are the members who have been in part of the committee in a previous year.

an acknowledgment section, 26% of them mention projects support and 20% explicitly
mention European Commission support.

3.1 Community Growth

The establishment and growth of the ECTEL community is better depicted in Figure 1.
We see the increasing number of Returning Authors and Returning Committee, mean-
ing that each year the community welcomes more and new researchers. However, this
growth is in fact smoother than it seems. The distribution of papers and authors fol-
lows a power law distribution where 833 authors (69.8%) have only one publication in
ECTEL. Out of these 833 authors, 239 (29%) are listed as first authors in their papers.

In Figure 2, we plot controversial yet interesting results. The Figure draws together
the number of accepted papers for each year, together with the number of program
committee members and the number of papers that had at least one program committee
member as author. In average, 49% of program committee members have papers ac-
cepted at the conference in the same year (varying from 36% up to 64%). Their papers
consist of around 38% of all papers accepted over the years. In fact, the highest numbers
were observed in the last edition of ECTEL (2013), where 53% of all papers belonged
to at least one of the program committee members.

On one hand, these numbers raise a flag showing that the community is isolating
itself. On the other hand, it shows the strength, unity and homogeneity of the TEL
research community, aligned with findings from Chaomei Chen and Les Carr [1] on
the internal citations on ACM Hypertext conference series. Those who are considered
experts in the field (committee members) are constantly contributing to the progress of
knowledge on TEL.

3.2 Topic Evolution

In order to understand the main themes discussed in ECTEL and the shift in topics
over the years, in Figure 3, we see the tag clouds of authors’ keywords choice for their
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Fig. 2. Total number of ECTEL papers, committee members and papers from committee members
over the years

papers. We see that, in the beginning (2006 and 2007), the conference had several publi-
cations on learning resources (learning objects) and information extraction (metadata).
Later, in 2008 we see the rise of information management (ontologies and knowledge
management). Informal learning was a popular topic during 2009 and 2010 venues,
later giving way to self-regulated learning. The topic mobile learning first appears in
2008 without great impact, however it comes into the spotlight in 2010, maintaining its
significance till date.

We also identify the appearance of social media in 2011, however, the topic did not
catch up in the community. On the other hand, serious games established itself as a
popular topic in the past two years. Finally, we see that learning analytics became, the
most discussed theme in the last edition of ECTEL out of the blue. We believe that this
was caused by the emergence of another venue in 2011, the International Conference
on Learning Analytics and Knowledge (LAK). This venue is mainly organized by the
same key persons of ECTEL and it is a natural trend that popular topics of discussion
might migrate from one venue to another. However, the analysis of LAK conference is
out of the scope of this paper.

3.3 Technology versus Learning

In this paper, we are also interested in understanding the individual evolution of the
fields of technology and learning, and how they have blended together over the years. To
this end, we manually annotated 1,197 keywords assigning a value to each one, whether
it is a technology related term, a learning related term, or a neutral one. Each term
was evaluated by three annotators, and the final annotation was decided by majority
voting. In case of conflict where each annotator assigned a different value, the term was
considered neutral.

For example, terms such as metadata, ontologies, web services, semantic web, among
others, have clear technological characteristics. On the other hand, terms such as Or-
chestration, autism, reflective learning, phenomenography, etc., provide a stronger as-
sociation with the learning field. A few examples of keywords classified as neutral are
infrastructure, feedback, survey, TEL.
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(a) 2006 (b) 2007 (c) 2008 (d) 2009

(e) 2010 (f) 2011 (g) 2012 (h) 2013

Fig. 3. Tag clouds of papers’ keywords (given by the authors) over the years

Fig. 4. The percentage of papers (on the left) and authors (on the right) pertaining to the fields of
mostly or exclusively to the fields technology or learning, and balanced ones. T ONLY means
papers/authors that have only technological keywords associated. MOSTLY T represents pa-
pers/authors that have 2 or more technological keywords than learning keywords. L ONLY means
papers/authors that have only learning related keywords associated. MOSTLY L represents pa-
pers/authors that have 2 or more learning related keywords than technological keywords. Finally,
BALANCED are papers/authors that have the approximately same amount (equal or ±1) number
of technological and learning related keywords associated.

We found out that each paper has in average 4.6 given keywords. Figure 4 shows
the evolution of each field (technology versus learning) over the years in ECTEL. In
terms of papers, we see that exclusive and mostly learning related research had signif-
icant growth in 2011 and in 2012. On the other hand, authors who were exclusively or
mostly on the field of technology are slowly disappearing, or integrating their knowl-
edge into the educational field. The rather constant increase of BALANCED papers and
authors (those who have a fine equilibrium between technological and learning related
keywords) depicts the accomplishment of ECTEL in bringing together both fields. The
number of papers and authors that unify both fields has never been as high as in the last
edition (2013) of ECTEL.
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Fig. 5. Tag cloud of the annotations

3.4 Annotations

The annotation process with Wikipedia Miner resulted in a total of 171,281 annotations.
We identified 24,004 unique terms with an average of 321 terms per research paper.
The tag cloud in Figure 5 depicts the top discussed topics in ECTEL research papers.
The main difference between this tag cloud and the ones presented in Figure 3 is
that the annotations are based on the whole content of the papers. It better represents
what lies inside each research paper, rather than keywords chosen by the authors. Based
on these annotations we are able to build a connected knowledge graph which will allow
us to browse and explore the knowledge provided by papers and authors (see Section 5).
Additionally, this data will be used in Section 4 for the prediction tasks.

4 Forecasting ECTEL

In this work, we are also interested in discovering whether it is possible to predict
future characteristics of ECTEL conferences based on historical data. To tackle this, we
chose two distinct experimental tasks: (i) predicting new community members and (ii)
predicting future conference hot topics. Among the many possible predicting tasks, we
consider these to be of greater interest for the community. The experiments presented
in the remainder of this section were performed using the machine learning framework
WEKA [5] and its implementation of Naive Bayes classifier.

4.1 New Community Members

For the first task, we are interested in investigating if a given author will, at some point
in the future, return to the conference, i.e. will have another publication in a future
edition of the ECTEL. Although debatable, we assume that a person who has published
more than once (in different years) at ECTEL, has joined the community. In this light,
we name this task predicting new community members.

For each author’s first appearance, we arranged the data in order to aggregate past ev-
idence that might help us predict his/her return. The data consists of pin-point



Technology Enhancing Learning: Past, Present and Future 201

information of the authors’ first appearance, e.g. type of paper (short/full), authors’
order, keywords, annotations, presence in the program committee and co-authors. Al-
though we are considering the first appearance of a given author, his/her co-authors
might have participated in ECTEL in previous editions. Therefore, to a given user pro-
file we also consider if his/her co-authors had papers before, how many and if they were
members of the program committee.

With this set of features, we were able to predict new community members with an
accuracy of 81.9% (precision=0.826, recall=0.819 and f-measure=0.79). Surprisingly,
the only features that have a significant weight in the decision process are paper type
and was pc member. These results mean that an author of a full paper has a higher
probability of returning to the conference in a following year. The same applies for
an author that is member of the program committee. Besides these features, the experi-
ments detected several co-authors that have worked with returning authors. Examples of
the top classified co-authors are Yannis A. Dimitriadis, Gonzalo Parra and Erica Melis.

4.2 Predicting Hot Topics

Our second chosen task consists of discovering which historical data are the most
prominent for predicting future hot topics (papers’ keywords chosen by the authors).
For example, as we have seen in Figure 3, personalization and informal learning were
hot topics in the 2009. Lately, in the year 2013, learning analytics and mobile learning
became hot topics. Thus, the question raised is if it is possible to identify which past
evidence leads to the rise of such topics. For example, if particular authors influence
research trends.

For each appearance of a keyword in a particular year, we aggregate the information
of this keyword pertained to the three previous years. Given that learning analytics is
a hot topics in 2013, we investigate the information related to this topic from the years
2010, 2011 and 2012.

In this experiment, we were able to predict hot topics with an accuracy of 91.8%
(precision=0.974, recall=0.918 and f-measure=0.941). Table 2 depicts the top influen-
tial features. We found out that the number of authors that chose a given topic two years
in the past is the topmost influential feature, followed by the number of co-occurring
topics in the previous two years. It is interesting to see that features regarding two years
in the past have a higher impact than features extracted from a single year before. This
means that topics that emerge in a given year, take another two years to become a hot
topic.

Additionally, we observed that facts regarding a given topic that are older than two
years do not provide useful information for predicting a hot topic. Finally, the experi-
ments also output several authors who are ahead in time. These authors have published
works of a given topic before it became popular. Marcus Specht, Nicole C. Krämer,
Davinia Hernández Leo and Günter Beham amongst others might be considered vi-
sionaries in the ECTEL community.
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Table 2. Top features for predicting new ECTEL hot topics

Rank Feature Name (years before) Weight
1 # of authors (-2) 0.04077
2 # co-occurent Keywords (-1) 0.03652
3 # co-occurent Keywords (-2) 0.03368
4 # of papers (-2) 0.03324
5 # of authors (-1) 0.02721
6 # of papers (-1) 0.02721

Fig. 6. Authors profile interface containing list of papers, keywords, annotations and collabora-
tions

5 Exploring ECTEL

In order to expose our results and analysis to the community, we built several online in-
teractive interfaces that enable users to browse the contents of ECTEL through different
facets views.
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Fig. 7. Iteractive collaboration graph

We built all interactive graphic visualizations using D3 (Data-Driven Documents)
JavaScript library8. The visualizations we present consist of bar charts, tag clouds,
force-directed graph, and bubble charts among others. The interfaces provide infor-
mation that is easy to digest regarding statistics of the conference, content of the papers
and relationships between authors, papers and knowledge.

It provides easy access and navigation to all sections of the website, an easy to use
and attractive interface and supportive help texts. Additionally, it was developed to be
platform independent and to support any modern browser in any device.

While it is not hard to find relevant research using existing tools, there is little one
can find beyond explicitly specified authors and corresponding publications. The main
contribution of our interfaces is the assistance to users, for discovering information,
authors’ network connections and relevant related work.

The Website is divided in four main categories: Authors, Collaboration, Keywords
and Knowledge. Authors section provides the profile of each author in the ECTEL com-
munity. It lists information of the authors papers, the keywords usually associated to the
author, annotations and the collaboration graph (see Figure 6). Additionally, it provides
an overview of the author publication count in comparison to the rest of the community.

In the Collaborations section, one is able to clearly identify all co-authoring relations
of a given researcher, or simply browse through the whole co-authoring graph (see
Figure 7).

In the Keywords section, the user can identify which are the most trending topics of
a conference and the most influential researchers in those topics. The interface further
helps to track evolution in the research fields, by leveraging year-based filters to help
users in identifying the transition and development of knowledge and authors along
the years (see Figure 8). Both authors’ keywords and annotations are provided in this
section.

The section Knowledge provides similar interfaces as the section Collaboration,
however, the connections are based on keywords/annotation co-occurrence. This sec-
tion provides great exploratory features for finding relevant related work and experts on

8 http://d3js.org/

http://d3js.org/
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Fig. 8. Iteractive keywords bubbles interface

each field of knowledge. All the interfaces provide interactive commands that trigger
browsing, exploration and filters.

We invite the reader to try our online prototype9.

5.1 ECTEL in the LOD Cloud

By bringing the underlying complex relations (between authors, research collaborations
and conferences) to the surface, we greatly improve the user experience while immedi-
ately satisfying one’s information need. As an additional contribution, we expose this
enriched knowledge as Linked Data (by following the principles of publishing such

9 http://www.l3s.de/˜kawase/DBLPXplorer/ECTEL/

http://www.l3s.de/~kawase/DBLPXplorer/ECTEL/
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data) that can be queried at the SPARQL endpoint10. We also provide for a Pubby11

interface to facilitate additional exploration of the knowledge base. The interface can
be accessed at http://meco.l3s.uni-hannover.de:8899/dblpXplorer/. By ex-
posing this knowledge to the Linked Open Data Cloud, we promote re-use of the struc-
tured data.

6 Conclusion

In this paper, we presented a thorough data analysis on top of the past eight years of
ECTEL. First, we described, step by step, the data crawling and enrichment process.
It is important to emphasize that your crawling steps presented in Section 3 are eas-
ily reusable, thus enabling us to build similar knowledge over difference conference
venues.

Based on the collected data, we uncovered interesting facts of the TEL community
regarding community growth, topics evolution in the conference and a breakdown com-
parison between technology and learning. Additionally, we performed two experiments
in order to demonstrate that the historical data of ECTEL can be used for predicting
upcoming facts with relatively high accuracy.

In fact, our main contribution lies in the exposure of the collected data back to the
community. Our interactive user interfaces allow researchers and the general interested
public to browse through the available and enriched data past venues of ECTEL. Our
user interfaces leverage the finding of related work, experts on different topics, and most
importantly, might augment collaborations. Additionally, the exposure of the collected
data to the linked open data cloud allows third-part applications to reuse our work.

Although we identify our work as a contribution to the community, it indirectly con-
tributes to improvement of research in the TEL field. As future work, we plan to conduct
a user evaluation of our proposed interfaces in order to collect feedback. Based on the
given feedback we plan to improve the interfaces and to build new means for browsing
the data.

Acknowledgement. This work was partly funded by the LinkedUp project (GA No:
317620) under the FP7 programme of the European Commission.
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Abstract. Serious gaming approaches so far focus mainly on skill development, 
motivational aspects or providing immersive learning situations. Little work has 
been reported to foster awareness and decision competencies in complex deci-
sion situations involving incomplete information and multiple stakeholders. We 
address this issue exploring the technical requirements and possibilities to de-
sign games for such situations in three case studies: a hostage taking situation, a 
multi-stakeholder logistics case, and a health-care related emergency case. To 
implement the games, we use a multi-user enabled mobile game development 
platform (ARLearn). We describe the underlying real world situations and edu-
cational challenges and analyse how these are reflected in the ARLearn games 
realized. Based on these cases we propose a way to increase the immersiveness 
of mobile learning games. 

Keywords: mobile learning, game-based learning, multi-user games, decision 
processes, multi-role game-design, immersiveness. 

1 Introduction 

Due to their ability to teach innovatively and to deliver needed skills effectively, seri-
ous games received a high interest in recent years [1]. Recent investigations into edu-
cational games focus on the motivational potential and their low-threshold learning 
opportunities [2][3] as well as their ability to address various target groups [4][5]. The 
Mobile Learning NETwork’s (MoLeNET) review on learning game technologies 
suggests that mobile learning games provide potential for learning and teaching in 
terms of ‘assessment’, ‘learner performance and skills development’ or ‘social and 
emotional well-being’ [6]. Even though multi-user gaming environments are around 
for many years, little research has been shown to exploit multi-user enabled platforms 
systematically for learning. Approaches available so far mainly concentrate on the use 
of virtual worlds for multi-user games [7][8]. Multi-stakeholder decision situations 
confronted with time restrictions and incomplete information such as emergencies 
have been recognised as a relevant field for specific training approaches involving 
tabletop exercises [9] or (non-computerized) tactical decision training games [10]. 
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First prototypes towards the use of collaborative computer games are also reported 
[11][12]. The systematic use of game platforms is still in its infancies. 

In this paper, we explore the use of a multi-user enabled mobile serious gaming 
platform to a number of immersive, real-world, multi-stakeholder decision training 
situations. We describe three real world situations. For each, we analyse the educa-
tional challenges connected to the training of these situations and describe the game-
design we used to address these challenges.  

The focus of this paper is to explore common requirements for the training of very 
different decision situations and showing their implementation in real-world cases. 
Consequently, we ommit some individual details of the cases, which have been pub-
lished separately for each case (see references below), including first user experi-
ences. The three decision cases we use are: 

1. Cardiac arrest emergency involving bystanders [13]. 
2. Stakeholders in a hostage taking case of a distributed organization [14]. 
3. Disturbances in a complex logistics value chain [15]. 

In the following section we will briefly introduce and motivate the three cases and 
the challenges involved. We will subsequently reflect on related work and derive our 
requirements to support the described educational scenarios. We introduce the tech-
nology used in our cases followed by the game-design applied. Finally, we compare 
the three cases and discuss our findings in the light of upcoming technologies. 

2 Background  

In this section, we highlight background information about the three real world cases 
introduced above and motivate the game-based learning approach. 

2.1 Bystander Decisions Processes in Emergency Situations 

Cardiac arrest is one of the main causes of death worldwide. The rate of first-
responder CPR is critical to increase survival rates since the professional medical 
emergency services need approximately 8 – 10 minutes to arrive at an incident. The 
project EMuRgency aims to increase the rate of bystander resuscitation and thus sur-
vival chances by socio-technical innovations. One of these innovations is the use of a 
training game. Traditional training approaches for pre-hospital resuscitation training 
are mostly based on lecture-centric phases in combination with training of motor-
skills on a mannequin in a group-training context. In many European countries this 
training is part of a mandatory first-aid-training before being allowed to get the driver 
license. While this is on the one hand a window of opportunity to train large parts of a 
population in basic resuscitation skills and knowledge from an educational perspec-
tive this training format delivers only short-term knowledge and competence building 
whose retention times is normally not longer than 3 to 6 months [13]. 
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2.2 Hostage Taking Situation 

The Office of the United Nations High Commissioner for Refugees (UNHCR) leads 
and co-ordinates international action to protect refugees and resolve refugee problems 
worldwide. UNHCR staff often operates in hazardous locations. As this organisation 
is consequently confronted with kidnappings of their co-workers, employees are 
trained on how to deal with such situations. The Global Learning Centre (GLC) of the 
UNHCR based in Budapest organizes these trainings. The typical approach is a work-
shop organized over a 3-5 day period in which different aspects of security risk man-
agement are addressed. These workshops cover policy-based information, such as 
standard operating procedures, delivered through self-study pre-E-learning modules 
followed by instructor-led workshops. The workshop also includes immersive simula-
tion exercises, for example hostage taking, bomb threat and other security-related 
scenarios. 

While for many years a role-playing game has been part of these workshops, run-
ning the game turns out to be an intensive exercise, not only for the participants, but 
also for the organizers and facilitators. As the game is carried out at a rapid pace it 
can be difficult to have an all-inclusive debriefing in which all roles of all teams re-
ceive appropriate feedback. This aspect led to the development of this project, in an 
effort to address this shortcoming. A technology-based alternative for the original 
game should address the following training issues [14]: 

• Enabling the creation of different reusable variations of a game-design for 
emergency security response, covering initially the hostage taking situation and 
potentially other cases. 

• Enabling ‘on the fly’ messaging to participants and real-time assessments of 
activities. 

• Semi-automatic management of the game thus enabling more participants to 
experience the role-playing exercise. 

• Creating a log through the game of responses and interactions, which can be used 
by the trainer to provide feedback during the debriefing session. 

2.3 Decisions in Logistical Value Chain 

In a huge international port, like the Port of Rotterdam, thousands of containers are 
moved every day in and out through several different channels. Different interests 
have to be met during these operations, which are reflected by various stakeholders, 
who are equipped with different responsibilities and partly conflicting goals and who 
have to interoperate: the control tower needs to ensure the overall smooth operation, 
the resource planner is responsible for organizing and assigning the internal port 
personnel, the yard planner is responsible for the storage of containers in the port’s 
internal storage places, the vessel planner is responsible to deliver container to and 
from vessels, the sales manager is interested in customer satisfaction.  

Disturbances (such as delays, malfunctioning machinery, accidents, strikes) may 
cause severe ripple effects resulting in high costs. The situation gets worse, when the 
operating individuals are not aware of interdependencies and conflicting goals.  
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The SALOMO project aims to provide a game-based training solution to create 
shared situational awareness [15] to cope with this situation and to highlight the im-
portance of communication.  

3 Related Work 

Decision-making in sociotechnical systems (large technical systems involving many 
stakeholders) is complex and error-prone due to inter-dependencies and lack of in-
formation [16]. Additional situational information might help to gain shared  
situational awareness (i.e. "a common relevant picture distributed rapidly about a 
problem situation" [15]). Therefore it is crucial to understand the role of communica-
tion and inter-dependencies among stakeholders [17]. 

Several educational theories are related to the goal of embedding learning proc-
esses into real world application and performance. The anchored instruction approach 
[18] was developed to decrease the problem of inert knowledge through the presenta-
tion of real authentic problems and the active exploration by learners. The theory of 
situated learning [19] is grounded on the assumption that learners do not learn via the 
plain acquisition of knowledge but they learn via the active participation in frame-
works and social contexts with a specific social engagement structure. Learning 
games provide such environments, in which learning processes can be embedded in 
situations similar to real life. They provide realistic problem situations and allow 
players to actively explore solution paths. Multi-user games can also provide the so-
cial context, in which learning takes place. 

Learning games provide an environment, in which learning processes are embed-
ded in situations similar to real life: in her review of immersive games, [20] stresses 
the importance of linking the experiences made in a game, simulation or micro world 
with their application in real world practices. Game-based approaches towards the 
distribution of knowledge for emergency situations can also be found. However, 
many of them focus on the factual knowledge rather than the decision process [21]. In 
the approach presented here, we aim to combine factual knowledge provision with 
decision training. 

The importance of specific training towards fast and process decisions in emer-
gency situations has been addressed by approaches such as tabletop exercises [9]. To 
improve decision training, specific training games have been proposed [10][22][23], 
in order to put trainees in realistic situations. However, these games are often not 
computerized and thus lack some of the opportunities computer games offer (such as 
autonomous playability, tracking of user decisions and actions, scalability). Also, 
these games often require a human game master to track the game progress 
[24]. Computerized decision training approaches involve immersive virtual reality 
scenarios [25][26], which put the player into a realistically modelled situation or 
agent-based approaches, which aim to model co-player behaviour [27]. While these 
developments deliver single user games, first prototypes have been successfully cre-
ated towards decision training using collaborative games [11] and multi-user mixed-
reality scenarios [12]. While at first sight the latter looks similar to the approach  
reported here, it does not rely on a re-usable platform for serious games. 
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4 Requirements 

All three cases described share some common attributes. They all involve several 
persons in the decisions, in all three cases decisions need to be taken quickly and in 
all cases decisions have to be taken in a situation of incomplete, misleading or wrong 
information. The different persons involved in the decisions act in different roles, 
which have or require different information. Success can only be gained when the 
different persons involved cooperate. To provide a training environment for these 
scenarios, we derived a number of requirements, which are summarized in this sec-
tion. We are aware, that these requirements not completely describe the necessary 
features of a game platform (such as user interface aspects, interactivity elements, 
game patterns, media support). However, here we focus on requirements relevant for 
multi-user games and decision training. Also, we omit here details of our user-centred 
requirements analysis processes for our cases. More detail on the technical require-
ments can be found in [28], [29], and [30]. Details on our user-centred approach and 
the involvement of stakeholders are published in [14], [15], and [31].  

• (R1) An environment supporting these scenarios needs to be multi-user enabled 
to support the different participants in the educational process. Multiple users 
need to be able to play games together using different devices. Users need to 
have personal views on the game state. Teams shall be supported. 

• (R2) Different roles for different participants need to be supported, individualis-
ing information visibility, tasks, communication, and process steps. 

• (R3) Individual information supply and messages depending on player roles shall 
be possible. Together with (R2), this allows for personalized games according to 
player roles. Games can be organised such that only collaboration leads to suc-
cess. 

• (R4) The game process shall allow interweaving player decisions with game 
events and shall allow semi-automatic game execution. Players shall be con-
fronted with the consequences of their decisions. The game processes designed 
with the platform need to define alternative paths and decision points. 

• (R5) The game process should be supported on mobile devices. Events, notifica-
tions, decisions should use standard channels. This requirement supports the im-
mersive character by staying close to the environment used to the players.  

• (R6) Re-use of games including variations and simple modifications shall be 
possible. While not related to gaming, this supports evolutionary game designs.  

• (R7) The environment should log game activities for later game reviews, debrief-
ings, and the necessary reflection: the game process can be analysed and deci-
sions taken can be discussed. 

• (R8) The environment should offer an immersive game play, which puts the 
player into a realistic scenario. 

Confronted with these requirements, we decided not to design our games within a 
virtual world but rather aim to provide the games in the real environment. 
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5 Technology  

We are designing the training games using the ARLearn-platform. ARLearn is a plat-
form for the design of mobile process-based learning games [28]. The platform con-
sists of an authoring interface that enables game-designers to bind a number of  
content items and task structures to locations, events, and roles and to use game-logic 
and dependencies to initiate further tasks and activities. The platform has been re-
cently used for several similar pilot studies in the cultural heritage domain [29]. The 
cloud-based, Google App Engine hosted ARLearn service is an open-source project 
that permits others to reuse and contribute.  

Various kinds of clients connect to this game engine. The Android client allows for 
game play in the real world, while the StreetView-based client (called StreetLearn) 
offers the same game logic a virtual environment [30]. The open architecture of AR-
Learn also allows for new clients to be developed for future applications. An AR-
Learn game is a reusable game logic description, comparable to CSCL scripts, which 
model collaborative learning processes [32][33]. However the ARLearn processes 
explicitly include game patterns [34] such as competition, collaboration, or scoring 
into the process design and thus embed the collaborative learning experience in the 
game context. A game run corresponding to a game defines users grouped in teams. 
While playing, users generate actions (e.g., “read message”, “answered question”) and 
responses. This output is also managed within the realm of a run.  

Looking at other approaches for mobile serious games, we find a few related ap-
proaches. The ARIS platform [35] offers the possibility to author location-based mo-
bile games. While ARIS has been successfully used in several application examples 
[36], it does not support multi-player/multi-role games. QuestInSitu is a mobile learn-
ing platform including authoring which mainly focuses on assessment [37] by putting 
them into location-based contexts. [38] describes an implementation of a team-
enabled mobile gaming platform. The location-based task model allows for linear 
games, where a new task description follows the previous one. In summary, the fol-
lowing motivation guided the decision to use the ARLearn platform to design the 
games for the abovementioned scenarios and the derived requirements. 

• The ARLearn platform is multi-user enabled and supports multiple stakeholder 
roles and teams within one game (R1 & R2). 

• The game process can be individualised according to player roles, so that in-
complete or individual information supply is possible (R3) 

• The event-based game model of ARLearn allows designing realistic game 
processes, which simulate mission critical real-life situations and conditions, 
placed in an augmented reality scenario (R4). 

• Commonly used smartphones (Android, iOS) can be used to play ARLearn 
games, which simplifies game distribution (R5). 

• The authoring interface allows copying and modifying games, making the 
creation of variations easy (R6). 

• ARLearn records user activities and allows reviewing game runs at a later 
stage (R7). 

• The ARLearn platform is location-aware, which allows for realistic game-play 
settings (R8).  
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ARLearn supports team play and allows for mixtures of competitive and collabora-
tive games. In the next section we discuss the multi-role-based game-designs, which 
we have implemented with ARLearn to realize the abovementioned scenarios. 

6 Game-Design 

In this section, we present the game designs underlying the three cases. In all cases 
the games are organized in a three-phase setup, including an introduction phase, a 
game-phase and a debriefing phase. 

a) Introduction Phase. The introduction phase includes technical setup, expla-
nation of game mechanics, content, rules, and aim. Groups are formed, roles 
assigned and the game is started.  

b) Game Phase. In the game phase, the teams play the game. Each of the three 
cases follows a different game process as described in the following sections.  

c) Debriefing Phase. In the debriefing phase game results, team behaviour, and 
expected outcomes are reviewed. The logging functionality of ARLearn al-
lows analysing individual behaviour and team performance.  

As this paper doesn’t focus on introduction and debriefing the following sections 
describe the game phase of the three cases included in this research. 

6.1 Heart Run Game for Bystanders in Emergency Situations 

The main goal of the heart run game is the acquisition of skills and abilities related to 
the Chain of Survival, i.e. (a) to prevent cardiac arrest, (b) to buy time, (c) to restart 
the heart and (d) to restore quality of life. The game-design is oriented on the design 
recommendations for situated learning scenarios. The tasks involved in the game are 
aiming to produce a more authentic context for learners than the typical classroom 
lecture. The game can be played with 2 or 3 players and there are 3 different roles 
foreseen: A CPR player, a player who documents the performance with video re-
cording and an optional player who is responsible to find and get an Automated Ex-
ternal Defibrillator (AED) to the victim.  

The game is initiated with a notification-message that informs the CPR player that 
a victim is in the direct surrounding of the team. The CPR player starts to identify the 
location of the victim accompanied by the documentation player. During the routing-
phase the stress level of the player can optionally be increased with sounds or visuals 
that represent the decrease of oxygen in the body of the victim. After identifying the 
victim, the CPR player has to perform the steps required in case of a witnessed car-
diac arrest, namely securing of the area, calling for help, controlling the breath and 
finally starting cardiopulmonary resuscitation (CPR). The documentation player re-
cords this process. As an option, the AED player receives the location of a nearby 
AED and has to find the device and bring it to the location of the victim. Here the 
players have to scan a barcode to communicate to the system that the AED has arrived 
at the victim. Now the CPR player and the AED player have to coordinate their action 
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in terms of continuing CPR and at the same time preparing the application of the 
AED. The documentation player is responsible for recording the performance in the 
best quality possible. The game is over after approximately 8 – 10 minutes after 
which the emergency medical services arrive. After this the debriefing is organized in 
two steps: First the players conduct a self-assessment based on a comparison between 
their recording and a gold-standard video. Then the players discuss the results of the 
self-assessment with an available tutor. While we have presented here only one round 
of the game the players can change roles and play the game again.  

More detail on the heart run game-design can be found in [31]. Fig. 1 displays 
screenshots of the HeartRun game implemented in ARLearn. The information dis-
played on the screen depends on game state and player situation: only when the player 
is at the right location or takes the right decision, the corresponding instructions are 
shown. 

 

Fig. 1. Screenshots of the HeartRun game: welcome message, decision point, and instructions 

6.2 Hostage Taking Game 

The hostage taking game is designed to prepare the participants on the response pro-
cedures to be initiated immediately when a staff member is taken hostage. A Hostage 
Incident Management (HIM) team is deployed eventually in such situations but it can 
take time till this team arrives and offices need to know how to respond prior to their 
arrival. 

The players participated in this game taking one of the following three roles: head 
of office, security officer and staff welfare member. The hostage-taking simulation 
was designed such that players in all roles play the same game but have to react dif-
ferently based on their roles. The game is organized in 5 rounds. 

Round 1: Notification of the incident. The game starts with a plea for help by Jerry 
Khan, a fictitious UNHCR employee that was taken hostage. This video message 
features a blindfolded actor and creates an authentic context. This message is broad-
casted to all the roles. Next, players take a decision on what to do next, depending on 
their specific role. The head of office (role A) for instance can decide to “notify the 
Designated Officer (DO)” while a staff-welfare member (role C) should select the 
option to “contact senior management”. Depending on the decision taken, they re-
ceive feedback on whether this is a good choice. 
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Table 1. Mapping of requirements to the game designs 

  R1 R2 R3 R4 R5 R6 R7 R8 
Heart Run x x x x x x 
Hostage x x x x x x x 
Logistics x x x x x x x x 

8 Increasing the Immersiveness: Discussion and Future Work 

From three different real world cases, which cope with complex decision situations 
involving multiple stakeholders, we have derived requirements to model such situa-
tions in a multi-user, multi-role mobile game environment. We have designed multi-
user games for these three cases and realized them in the ARLearn platform, which 
covers (among others) the stated requirements for these training situations. We have 
shown, that the three cases to a large extent rely on the requirements derived, while 
they still vary significantly in the way the game-designs make use of different role-
based features and individualizations ARLearn offers. Consequently, the core contri-
butions of this paper are the requirements gathered for multi-stakeholder decision 
training situations and their application in the developed cases.  

Furthermore, we showed that ARLearn meets these requirements and thus appears 
to be a feasible environment for the design of according games. However, in the 
HeartRun case we where not able to provide a consistent, immersive gaming experi-
ence to our users. This problem motivated us to look for alternative interaction for-
mats, which should not require the players to switch between device interaction and 
real-world activity.  

Technological developments lead to the availability of wearable augmented reality 
glasses such as Google Glass1. Essentially, these devices comprise a wearable head-
up-display, which projects images to the user, sensors detecting user location and 
orientation, network connection, camera, microphone and a touch panel. The device 
can be voice controlled, which allows for hands-free operation. These devices can 
also operate partly autonomously (i.e. react to a user’s real world activity), once a 
specific app is started.  

Consequently, we started to develop a new ARLearn client for Google Glass, com-
plementing the existing mobile and web-based clients. The core idea of this client is 
to present events and messages caused by the game in the timeline of the player, al-
lowing her to read messages, watch instruction movies or listen to event audios as part 
of the game play (compare Fig. 4). The information displayed on the screen is semi-
transparent and the real world is still visible to the user. 

 

                                                           
1 http://www.google.com/glass/start/ 
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Fig. 4. Screenshots of the HeartRun game prototype for Google Glass 

This way, the game play is not interrupted and players do not have to switch be-
tween device interaction and real world activity. Instructional videos, audio messages, 
or any other information can be received and watched even during performance of 
any real world activity (such as performing CPR to a training mannequin while 
watching the video how to it).  

Our aim is to continue the developments of this ARLearn client in order to allow 
for full game interaction based on hands-free operations and pro-active information 
display via Google Glass. We believe, that we can provide a fully immersive game 
experience, which combines real world activities with game-play interactions in an 
augmented reality environment. 
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Abstract. Fostering knowledge exchange among peers is important for
learners’ motivation, achievement of learning goals as well as improve-
ment of problem solving competency. Still, the positive effects of such
an exchange depend strongly on the suitability of the selected peers in a
group.

A comparison of existing algorithmic solutions applicable for
E-learning and CSCL scenarios reveals limited support for requirements
derived from related work in pedagogical psychology. Therefore, the
GroupAL algorithm is proposed. It supports the use of criteria that are ei-
ther expected to be matched homogeneous or heterogeneous among par-
ticipants while aiming for equally good group formation for all groups. A
normed metric allows for comparison of different group formations and
is robust against variations. Finally, the evaluation reveals the advan-
tages and widespread applicability of GroupAL. Compared to existing
solutions, it achieves a better group formation quality under the chosen
conditions.

Keywords: Learning Group Formation, Algorithmic Optimization,
Matching, CSCL.

1 Introduction and Motivation

The didactic concept of collaboration in small working groups is especially well
suitable for tasks aiming for agency of problem solving competency [2]. For
development of this increasingly important competency and a successful handling
of open-format problems peers discuss their point of view and favored approaches
to a problem. Open-format problems are characterized by missing pre-defined
approaches or only single correct solutions. While working on such problems,
peers can complement one another in learning style and benefit from advances
in knowledge or skills. If this potential is used, peers act as an integrated group
on analysis and solution of the problem at hand [3].

Fruitful cooperation in the group depends on group size, suitable open-format
problems, and manifold other criteria which are related to capabilities and char-
acteristics of the learners, as well as criteria concerning learning context and
group constellation. If there is a misalignment within the group concerning
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these criteria, solo attempts as well as digression and missing motivation of in-
dividual group members occur [21]. Generally, in classroom scenarios (physical
presence of learners) the pedagogue or seminar lecturer knows the learners and
can build learning groups manually while considering the criteria. Studies re-
vealed a strong, disadvantageous influence of friendship among the learners and
contiguous seats in the moment of group allocation [22]. Thereby, the diverse
preconditions of learners, as mentioned above, are not sufficiently considered in
the group formation process that aims for maximizing knowledge gain of each
individual and optimizing mutual assistance in problem analysis and solution
development.

Motivation to develop a suitable, algorithm-based method providing assis-
tance to lecturers for sophisticated learning group formation is further increased,
if learners are spread over diverse locations and act as an inter-connected commu-
nity. If such E-learning environments focus on support for self-regulated learning
and do not enforce specific amounts of time invested or do not offer preset learn-
ing goals, diversity in preconditions and learning targets of participating learners
are (more) diverse [11]. In case of unsupervised learning environments or in case
of a higher number of participants that exceeds a certain (classroom typical)
limit, manual group formation by lecturers is impractical and algorithmic solu-
tions are not only of great support but strongly needed.

The challenge to optimize learning group formation from a given set of
peers to match, while respecting homogeneously to match criteria simulta-
neously with heterogeneously to match criteria and aiming for a balanced
quality of the build groups, is called the Group Formation Problem.
[17, p. 16]

None of the currently existing algorithmic solutions aiming for assistance in
such learning group formation incorporates the mentioned aspects sufficiently
(see section 2 below). As illustrated above, such a solution is expected to allow
manifold criteria, with individual weighting and dimensionality. Additionally,
flexibility is desired that allows combination of criteria which are matched ho-
mogeneously with criteria which are matched heterogeneously among learners of
one group.

In the following, metrics are derived for evaluation of learning group formation
quality allowing for the desired combination of criteria. The metrics are used as
a basis for the proposed group formation algorithm GroupAL. The results of the
conducted evaluation study prove the benefits and improved group formation
quality compared to the existing solutions from related work under the chosen
conditions.

The contribution at hand is a revised, condensed and translated overview
based on earlier publications concerning GroupAL [18, 19, 17].

2 Related Work

Collaboration in small (learning) groups, work phases, and their beneficial con-
ditions, are investigated in the field of pedagogical psychology since the Sixties
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[30]. Since then, manifold research studies confirmed the positive effects of collab-
oration, group-based learning and knowledge exchange among peers. Therefore,
Damon [7] concluded for the field of didactic that exchange among peers is a
suitable amendment for any teaching scenario. One major prerequisite is the
suitability of the problem definition to be addressed by multiple peers collabo-
ratively. It this is not fulfilled, collaboration can still be achieved by knowledge
exchange and mutual feedback which can be improved considerably by a struc-
tured moderation (of feedback) and preset interaction patterns [29].

After provision (by instructors) or selection (by learners) of problem defini-
tion, learning place(s) and interaction patterns, learning groups can be formed
under consideration of the context. In case of differences in level of knowledge
and abilities among learners, it appears obvious to elect some of them as tu-
tors who pass on their knowledge advances to others in the group (or to a peer
in learning tandems) [15, 31]. Even though learning by teaching appears to be
advantageous likewise for the tutor, contrary argumentation exist. Based on Pi-
aget’s constructivist didactic, Damon [7, p. 334] argues mutual respect to be a
basic requirement for social interaction and knowledge exchange among learn-
ers. But this respect is compromised by a too significant difference in the level
of knowledge and abilities. This insight motivates the intention to match peers
in learning groups that support mutual amendment based on diversity of knowl-
edge while the level of knowledge is equal (symmetry of knowledge) [9, p. 7].
A suitable algorithmic representation model to map (part of) knowledge areas
to learning problems and learning targets is given by the skill tree structure of
the knowledge spaces proposed by Albert and Lukas [1]. Usage of such struc-
tures aims for coverage of all related skill tree areas by all learners after solving
the provided learning problems. Beside criteria related to the knowledge (struc-
tures), learning style preferences are expected to be matched heterogeneously
to allow group members to share their (different) views. The resulting cogni-
tive dissonances lead to argumentation and exchange of diverging approaches
and considerations, finally resulting in a more comprehensive work on the field
of the provided learning problem and inter-relations [8]. Constitutional theories
and models for evaluation of learning styles and subsequent group formation are
proposed and evaluated by Felder and Silverman [10] or Kolb and Kolb [16].
Additional criteria related to the individual learner are age, gender, geo-location
and intensity of work (working hours), which are generally matched homoge-
neously within a learning group.

Besides criteria related to the individual leaner, group-related criteria are also
relevant. Most dominant aspect is the finding of the optimal size of a learning
group. Even though the group size depends on learning problem characteristics
and expected duration of collaboration within the group, studies identified the
optimal group size between three to six learners [27].Such a size allows for ad-
equate exchange and eventually desired heterogeneity of specific criteria within
the group while avoiding emergence of sub-groups and redundancy which may
lead to exclusion of group members in the end. In addition, attention to group
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roles and responsibility for parts of the addressed problem, is conducive for ex-
change within the learning group [20].

Extensive models for learning group formation emerged in the field of peda-
gogical psychology [6, 21, 26]. The related publications name further aspects and
details concerning interplay of group members in learning groups. These aspects
can be considered and weighted by users of GroupAL. Still, for the further al-
gorithmic examination of the group formation problem these additional aspects
are not discussed in detail here.

3 Goals for Algorithmic Learning Group Formation

In summary, the analysis of related work suggests the following four goals to be
achieved by the desired method for algorithmic learning group formation:

G1 extendable modeling, exchangeability, and weighting of criteria used for
group formation; due to the fact that no generally accepted list of criteria
exists and criteria to be used depend on the context the groups are build
for;

G2 support for the creation of homogeneous, heterogeneous and mixed learning
groups in several criteria simultaneously; due to the beneficial influence of
the symmetry of knowledge and mutual amendment;

G3 assessment and optimization of group formations based on a group forma-
tion metric that takes into consideration the constellation of group mem-
bers; due to the targeted mutual exchange and avoidance of exclusion of
members;

G4 minimization of the differences among the formed learning groups; due to
acceptance by learners and fairness for all participants, e. g. in classroom
scenarios.

4 State of the Art in Algorithmic Learning Group
Formation

The identified existing algorithmic solutions for learning group formation can
generally be separated into two groups of approaches: semantic matchmakers
and non-linear optimization techniques.

Semantic matchmakers utilize ontologies to calculate how well two (or more)
learners match for optimal achievement of the set learning goals. Ontologies
allow precise formulation for extensive boundary conditions to be respected dur-
ing group formation [13]. However, application of ontology-based approaches
becomes costly, if no suitable ontology exists or boundary conditions – as de-
sired by lecturers – are not directly expressible. Moreover, semantic matchmakers
unfortunately do not express the quality of created learning groups in a compa-
rable value and do not include the desired equable distribution of learning group
formation quality among all created groups. Still, semantic matchmakers are
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Table 1. Approaches to algorithmic learning group formation; • agent system, evalu-
ates suitability of candidates iteratively based on task solutions for a selected homo-
geneous or heterogeneous strategy, ◦ statement about restriction violations, ∗ using a
threshold, � using a heuristic.
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System Qualities

Fits/CL [13] - + - - - + + +

GroupMe [23] +◦ - + + - + + +

I-minds [28] -• - - - - + + -•

GroupFormation [5] - - - - - + + -

Together [25] +∗ - - - - - + -

OmadoGenesis [12] + - + - + + + +

TeamMaker [4] +� - + + - + + +

well suited for large E-learning scenarios and for expressing complex dependen-
cies to be considered for matchmaking. The benefits and drawbacks of semantic
matchmakers and ontoloty-based group formation are derived from two semantic
matchmakers whose characteristics are listed for comparison in the first rows of
Table 1.

Non-linear optimization techniques use a representation of the desired person-
criteria as an n-dimensional feature space (vector) for each learner. Group-
related criteria are respected as boundary conditions or within the metric that is
used to calculate the group formation quality (objective quality function). Based
on the feature spaces as input, cluster analysis can be used to match similar
learners in respect to the homogeneously to match criteria (similarity). Such an
approach can be implemented, e. g. using Fuzzy-C-Means [25]. Unfortunately,
this approach is limited in case both, heterogeneously and homogeneously to
match criteria, need to be respected during group formation. Here heuristics
and iterative optimization can be used as demonstrated by Cavanaugh and El-
lis [4]. Only a limited number of solutions is based on algorithms which are
specifically developed to address the stated requirements and go beyond classic
optimization techniques. Generally, non-linear optimization techniques are used
in smaller E-learning scenarios and web-based systems with a limited number of
considerable criteria. The analyzed systems, based on non-linear optimization,
are listed in the lower part of Table 1 for comparison.
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The tabular disposition of existing approaches in Table 1 reveals the impor-
tance to focus the GroupAL development on support for homogeneously and
heterogeneously to match criteria simultaneously, allow criteria weighting and
calculation of a normed quality metric that allows comparison of several build
group cohorts (see goals G1-G4).

For comparison the following sections focus on the non-linear optimization
techniques which allow group formation with respect to only heterogeneously
to match criteria or homogeneously and heterogeneously to match criteria si-
multaneously (GroupFormationTool [5], OmadoGenesis [12], Together [25], and
TeamMaker [4]). Techniques focusing on support for homogeneous criteria only
are primarily based on established clustering approaches and are covered in other
publications [14]. Semantic matchmakers are not focused in the following as they
are based on ontologies and thus applicability is less flexible in case criteria need
to be easily exchangeable by end-users (e. g. instructors).

5 GroupAL Group Formation Algorithm

To achieve the four goals (G1-G4) as listed above, a metric will be defined in
this section measuring the quality of a whole cohort of created learning groups
in the interval (0, 1). First, basic definitions will be introduced, then a metric to
calculate the suitability of two participants is presented (PairPerformanceIndex
PPI ). It builds the basis to define a metric for one group (GroupPerformanceIn-
dex GPI ) and as a final step a metric for the cohort of all groups (CohortPer-
formanceIndex CPI ). The CPI is calculated in order to ensure the minimization
of differences between groups as described for goal G4.

Definitions are derived from Ounnas et al. [24] and are extended with a focus
on the elements necessary for the definition of the group formation quality metric.

5.1 Basic Definitions

Criteria. A criterion is defined as a vector k ∈ Rn, which is considered to be
used as a relevant parameter, variable or characteristic for group formation.
The set K of criteria is finite. K = {{k1, k2, . . . , kq}|∀j = 1, . . . , q, kj ∈ Rn}.

Disjunctive Criteria Sets. A criterion has to be assigned explicitly to one
of the following two disjunctive sets. A criterion is homogeneous, if the cri-
terion’s value should be preferably similar in a build group (Khom). On
the contrary, a heterogeneous criterion is expected to result in amenda-
tory values among the group members (Khet). Because they are disjunctive,
Khom ∩Khet = ∅ ∧Khom ∪Khet = K.

Participants. The finite set of participants is defined as P = {p1, p2, . . . , pM}.
Each participant is characterized by a set of criteria p ⊆ K. The criteria
used for comparison need to be equal for all participants. M = |P | > 1 is
the number of participants.

Groups. A finite set of participants p ∈ P is defined as a group g, if it has
at least 2 elements |g| > 1 (minimal group). One element pi ∈ g is called a
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member of the group. Gx ⊆ G is defined as the set of all groups with a fixed
size X . Consequently, group cardinality is N = M

X ∀X ≥ 1.

Cohorts. A cohort C is a set of pairwise disjoint groups g1, g2, . . . , gs: ∀p ∈
P¬∃g1, g2 ∈ G : p ∈ g1 ∧ p ∈ g2. A cohort contains all participants. Addi-
tionally, a cohort only consists of groups with the same fixed size X .

5.2 Defining Pair Performance Index (PPI)

The PPI uses a weighted normalized distance function (wd) as a basis where each
criterion can have an individual weight. Thenormalized Manhattan distance is
used as underlying distance function (d) to calculate how similar two participants
in the values of one criterion are (see Equation 1).

wd : [0, 1]n × [0, 1]n × [0, 1] → [0, w],

wd
(
k1p, k

2
p, wp

)
= wp ∗ d

(
k1p, k

2
p

)
,

(1)

where k1p and k1p are criterion vectors for one criterion of two participants, n the
dimensionality of kp, wp the weight for this criterion with wp ∈ [0, 1] and the
sum of all weights

∑q
t=1 wt = 1. In contrast to e. g. the Euclidean distance, it

is a linear function, appropriate to express how complete the dimension space
of a criterion is covered by two participants. This is of particular importance
for heterogeneously to match criteria (see Equation 2, homSum is calculated
analogue for all ki ∈ Khom).

hetSum : K ×K × {0, 1}n →
[
0,
∑|Khet|

i=1
wi

]
∈ [0, 1],

hetSum
(
K1

het,K
2
het,W

)
=

∑|Khet|
i=1

wd
(
k1i , k

2
i , wi

)
,

(2)

where |Khet| is the set of heterogeneous criteria, and K1
het and K2

het are value
vectors of the criteria for two participants.

Hence, the PPI is calculated as the sum of distances for all heterogeneously
to match criteria (hetSum) minus the sum of all distances of homogeneously
to match criteria (homSum) as shown in Equation 3. Consequently, the PPI
reaches its maximum in case distances for homogenous criteria is ideally zero
and for heterogeneous criteria the whole n-dimensional space of each criterion is
covered. As such, and with the possibility to weight criteria, the PPI fulfills goal
G1 stated above and delivers a solutions for G2 (up to here, limited to group
size of two participants).

PPI : K ×K × {0, 1}n →
[
−
∑|Khom|

i=1
wi,

∑|Khet|
j=1

wj

]
∈ [−1, 1],

PPI
(
K1,K2,W

)
= hetSum

(
K1

het,K
2
het,W

)− homSum
(
K1

hom,K2
hom,W

)
(3)
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For better usability in the following, PPI will be normalized as NPPI ∈ [0, 1]
by shifting the PPI -value by the maximum negative value (the maximum value of
homSum) and division by the resulting maximum value (sum of maximal value of

homSum plus maximum value of hetSum) which equals to
∑|W |

t=1 wi which equals
to 1. Ideally, no division is necessary. The division is kept in Equation 4 to allow
the GroupAL algorithm to cope with liberalization (sum of weights = 1).

NPPI : K ×K × {0, 1}n → [0, 1],

NPPI
(
K1,K2,W

)
=

PPI
(
K1,K2,W

)
+
∑|Khom|

i=1 wi∑|W |
t=1 wi

(4)

5.3 Defining Group Performance Index (GPI) and
Cohort Performance Index (CPI)

Concerning goal G2 for arbitrary group size and to calculate a metric how well
participants in a group match altogether, the mean value of all possible

(
X
2

)
NPPIs in a group is calculated (NPPI). A mean value is not sufficient to respect
disadvantageous constellations, e. g. deviators. Consequently, GPI will as well
take the normalized standard deviation of the group’s NPPIs into account as
shown in Equation 5. The fewer isolated individual participant in the group
exist, the higher the overall GPI value is as requested with goal G3. The same
approach is used to calculate the quality of a complete cohort of groups (CPI).
It is the product of mean GPI (GPI) multiplied with the normalized standard
deviation of all GPIs in the cohort (see Equation 6). Consequently, if groups
have dissimilar GPI values, it results in a low CPI as requested with goal G4.
Beside normalized standard deviation other variation methods could have been
taken into account as discussed by Konert [17, p. 79].

GPI : G → [0, 1],

GPI(g) = NPPI ∗
(

1

1 + σNPPIs

)
(5)

CPI : C → [0, 1],

CPI(c) = GPI ∗
(

1

1 + σGPIs

)
(6)

5.4 The GroupAL Matcher Algorithms

The matching algorithms use the defined metrics (PPI, GPI and CPI) to assign
participants one by one to learning groups until all participants are assigned.
Initially, N empty groups are created and all participants in set P are added to
the group of not matched participants (NMP). Each group is assigned a random
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pivot element from NGP. Essentially, two different matching strategies where
implemented for GroupAL as the matching approach can mainly influence the
quality of achieved results.

Group-Centric Matcher. The Group-Centric Matcher (GCM) selects a ran-
dom group first and then moves the one candidate from NGP into the group
that increases the resulting GPI of the group the most on a percentage basis.
This addition of the best candidate is continued until the group reaches it’s tar-
geted size of X members. The algorithm continues with the next group until
all groups are processed or NMP = ∅. GCM ’s behavior is expressed formally in
Equation 7.

{
gfix ∪ p| ∀p ∈ NMP, gfix ∈ Gx : |gfix| < X ∧max

(
GPI (gfix ∪ t)

GPI (gfix)

)}
(7)

Participant-Centric Matcher. In variation to GCM, the Participant-Centric
Matcher (PCM) selects randomly candidate by candidate from the set NMP
and moves them into the group whose GPI is increased the most by addition
of this candidate on a percentage basis. The PCM ’s behavior is expressed in
Equation 8 for comparison.

{
g ∪ tfix| pfix ∈ NMP, ∀g ∈ Gx : |g| < X ∧max

(
GPI (g ∪ pfix)

GPI(g)

)}
(8)

6 Evaluation

To measure effectiveness in group formation, GroupAL Matchers (GCM and
PCM ) are compared to the solutions GroupFormation [5], Together [25], Omado-
Genesis [12], and TeamMaker [4].

6.1 Study Design

The comparison of the matchers uses two different data setups, each providing
the matching algorithms with generated data sets containing 500 participants.
Setup α (Sα) contains for each participant 1 criterion khet,1∈Khet | dim(khet,1) =
4 and is used for comparison with the algorithms of related work that are only
capable to process one criterion or support only a maximum of 4 dimensions
(GroupFormation, Together, OmadoGenesis). Setup β (Sβ) contains for each
participant 4 criteria khet,1, khet,2 ∈ Khet ∧ khom,1, khom,2 ∈ Khom | dim(ki) =
4 ∀i ∈ [0, 1, . . . , 4] ∧ ki ∈ K. This setup is used for comparison with Team-
Maker whose capabilities come most close to GroupAL as it supports several
homogeneous and heterogeneous criteria simultaneously, too.

Orthogonally, for setup α three variations of participants’ criteria value dis-
tribution have been generated to investigate robustness regarding differences in
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value distribution (V1 even distribution, V2 normal distribution, V3 evenly dis-
tributed extreme values (only the values 0 and 1). As TeamMaker is designed
for discrete criteria values, in setup β only even distribution of extreme values
has been generated (V3).

To eliminate random effects, the four data sets (Sα V1-V3, Sβ V3) were
generated 100 times and used for 100 runs of the matching algorithms. In each
run the matchers were started three times to create group formatios with group
sizes of 2,3, and 6 members.

6.2 Results and Interpretation

For setup α the average CPI values of all 100 runs for each value distribution
variation (V1-V3), itemized for the three different targeted learning group sizes
(2,3,6), is visualized in Figure 1.

Variation
Group Size

2 3 6

0.0 0.1 0.2 0.3 0.4 0.5
Avg. Cohort Performance Index

0.0 0.1 0.2 0.3 0.4 0.5
Avg. Cohort Performance Index

0.0 0.1 0.2 0.3 0.4 0.5
Avg. Cohort Performance Index

V1
V2
V3

Matcher
GroupAL GCM GroupAL PCM GroupFormation Omado Genesis Matcher Together Matcher

Fig. 1. Matcher differences in setup α

For setup β the average CPI and average GPI values of all 100 runs for the
evenly distributed extreme values (V3), itemized for the three different targeted
learning group sizes (2,3,6), is visualized in Figure 2. The plot shows two different
calculation for CPI and GPI : on the left side based on the GroupAL quality
metric as derived above and on the right side as defined and calculated by
TeamMaker. This comparison allows to prove that GroupALs group formations
are competitive even if the quality metric of TeamMaker is used. GPI and CPI
calculations are not normalized by TeamMaker, resulting in negative values as
the scale depends on the criteria and weights [4, p.8].

Interpretation. As clearly visible, in both setups the GroupAL matchers (GCM
and PCM ) achieve higher CPI values under the chosen conditions compared
to the algorithms from related work which were compared here. Concerning the
above stated goals G1-G4 and the derived quality metric for GPI and CPI,
it is reasonable to conclude that GroupAL has a higher capability of match-
ing participants with respect to diverse criteria combination while aiming for
equated formation quality both, within groups (GPI ), and of all groups within
the resulting cohort (CPI ).

In setup α on extreme criteria values (V3), OmadoGenesis achieves slightly
higher CPIs for small group sizes (2 and 3 members), but fails to match ade-
quate candidates for groups with 6 members. In all other variations of setup α
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Group Size
Metrics

GroupAL Metrics TeamMaker Metrics

0.0 0.2 0.4 0.6
Avg. Cohort Performance Index

-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0
Avg. Cohort Performance Index

2

3

6

0.0
0.2

0.4

0.6
0.8

A
vg

. G
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0.6
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. G
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-0.5

0.0

0.5
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Matcher
GroupAL GCM GroupAL PCM TeamMaker Matcher

Fig. 2. Matcher differences in setup β

GroupAL’s GCM and PCM deliver better results which are very close to each
other. Only for groups with 6 members on evenly distributed criteria values (V1),
GroupAL’s GCM achieves slightly better results than GroupAL’s PCM. Both
GroupAL matchers appear to be quite robust against variations in criteria value
distribution and requested group sizes.

In setup β the benefits of a normalized GPI and CPI can clearly be seen
on the right side (GroupAL metrics). On the left side the results reveal that
GroupAL matchers still achieve higher quality metric values even though GPI
and CPI were calculated by the quality functions of TeamMaker.

7 Conclusion and Outlook

The discussion and revision of relevant criteria for group formation, as identi-
fied by related work from pedagogical psychology, lead to the conclusion that
four goals need to be achieved by algorithmic learning group formation (G1-G4)
in order to address the group formation problem. Beside other aspects, the de-
mand for easy exchangeability of heterogeneously and homogeneously to match
criteria or weights by instructors, the necessity to aim for evenly distributed
group formation quality, and the objective to achieve beneficial exchange for all
participants in a group, lead to the conclusion that non-linear optimization is
preferable compared to semantic, ontology-based approaches.

After examination of existing algorithmic solutions and discussion of identified
limitations, the GPI and CPI metrics of GroupAL were derived and defined
formally, respecting the demanded goals G1-G4. The simulative evaluation of
the two GroupAL matchers (GCM and PCM ) revealed their capability to form
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learning groups that achieve significantly higher Group Performance (GPI ) and
Cohort Performance (CPI ) results as the compared algorithms from related work
under the chosen conditions.

The implementation of GroupAL matchers (GCM and PCM ) and evaluation
metrics (PPI, GPI, and CPI ) will soon be released under an Open-Source license.
As data sets for comparison of learning group formation algorithms are very
limited, the generated data sets will be included. Interested parties are advised
to search under the term ’GroupAL’ regularly or visit the authors’ websites for
further information.

The advantages of GroupAL could further be corroborated by a field study to
prove that learners indeed benefit significantly from peers in groups build based
on GroupAL, i. e. GPI metric. Thus, future research includes the integration
of GroupAL into E-learning environments like e. g. Moodle1 to conduct long-
term studies comparing on one side the effectivity based on achieved learning
outcomes of participants in groups build by GroupAL and on the other side
groups that are build randomly or by the participants themselves.
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Abstract. While many pieces of educational software used in the class-
room have been found to positively affect learning, they often are un-
derused by students. Open learning model and social visualization are
two approaches which have been helpful in ameliorating that low usage
problem. This article introduces a fusion of these two ideas in a form
of social progress visualization. A classroom evaluation indicates that
this combination may be effective in engaging students, guiding them to
suitable content, and enabling faster content access.

1 Introduction

Over the last 30 years researchers and practitioners have developed a range of
advanced educational tools for computer science education (CSE) such as anima-
tions, simulations, programming problems, and self-assessment questions. While
a number of these tools have been evaluated through user studies and proven
to be useful, a limited success of many others demonstrated that educational
effectiveness observed in the lab does not necessarily translate into a broad edu-
cational impact [1]. One of the reasons for this seems to be low usage by students.
That is, even in a favorable situation when a good tool is adopted by a moti-
vated instructor and made easily available to students its use may be low. That
plague of low usage afflicts advanced CSE tools the most because the majority
of these tools are crafted to support knowledge enhancement through self-study
which makes it hard to mandate and control their use. Consequently, unlike some
assessment-focused tools which students are required to use in order to complete
their assignments (e.g., program grading tools or program-construction ques-
tions), self-study tools are typically provided as a recommended content and, as
such, their use rarely counts towards the final grade. Moreover, the motivation
to work with self-study content might be decreased when multiple content items
are available (e.g., many self-assessment questions or animated code examples)
because then it is even harder to choose the most appropriate item to work
on. Technologies aiming at increasing student motivation or guiding them to
the most appropriate self-study content could help to ameliorate this low usage
problem.

Past research has identified several such technologies. For example, learner
knowledge visualization (known as open learner modeling) which acknowledges

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 235–248, 2014.
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students progress and highlights gaps in their knowledge has been demonstrated
to motivate student learning and guide students to the appropriate content [2].
The study of social visualization approaches based on the ideas of social com-
parison [3] has shown that the ability to compare oneself to one’s peers or the
entire class could increase a student’s motivation to learn and improve their
participation in educational activities [4,5].

The work presented in this article proposes a progress visualization approach
that combines the prospects of open student modeling and social visualization
in the form of social progress visualization. To that effect, we have developed
Mastery Grids, a visualization tool that combines personal and comparative
progress visualization. Mastery Grids has been designed as a tunable open source
educational interface and can work with several kinds of self-study content and
can be a part of semester-long classes. The remainder of this article presents
the idea and the implementation of Mastery Grids and reports the results of its
evaluation in two different domains and two kinds of self-study content.

2 Relevant Work

The idea of an open learner model was originally explored in the area of per-
sonalized learning systems. While in traditional personalized systems, learner
models were hidden “under the hood” and used to make the education pro-
cess personalized, the pioneers of open modeling argued that the ability to view
and modify the state of one’s knowledge could be beneficial for students. Open
learner models for a set of skills or topics are most frequently displayed as a
set of progress bars (also known as skillometers) that visualize learner knowl-
edge state understood either as the probability that a learner has mastered a
skill [6] or as a fraction of total knowledge to be gained for a topic [7] (which
is sometimes estimated as a fraction of material covered by that topic). Other
forms of knowledge visualization (e.g., graphical or color-coded) have been ex-
plored as well [8,9]. More recently, open learner models emerged as a feature
of online learning systems which use some elements of progress modeling and
personalization (e.g., Khan Academy Dashboard).

A range of benefits have been reported upon opening models to learners, such
as increasing the learner’s awareness of their developing knowledge, difficulties,
and the learning process in general, as well as increasing students’ engagement,
motivation, and knowledge reflection [2,7,8]. Studies of both individual and group
open learner models have shown an increase of reflection and helpful interactions
among teammates. For more information, see Bull & Kay [2] who introduced a
framework to apply open user models in adaptive learning environments and
provided many in-depth examples.

3 Social Educational Progress Visualization (Mastery
Grids)

Mastery Grid is out attempt to implement the ideas of social progress visual-
ization in a generic, usable, and re-usable form. The most important component
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around which Mastery Grids is build is a grid which is a three-dimensional vi-
sualization component. The two geometric dimensions are topics defined in a
domain (e.g., “Variables” or “Arrays”; the horizontal dimension) and resources
which learners can access (e.g., questions, examples, readings, lecture recordings,
etc.; the vertical dimension). The current classroom study used only two types of
resources: Questions and examples. The third dimension is given by the intensity
of the color in each cell of a grid and denotes the level of completeness, level of
mastery, or level of progress a learner has for the given combination of topic and
resource type. For example, the more saturated the color the more mastery the
learner has achieved. This design allows learners to quickly get an idea about
how they are doing in a course and where to allocate their efforts next.

Figure 1 shows the first of the two modes Mastery Grids can work in, the All
Resources mode. In that mode, the “Me” grid shows progress the learner has
made, the “Group” grid shows progress that the currently selected group has
made, and the “Me vs group” grid shows the difference between the two grids.
By manipulating the group the learner decides what they want to compare them-
selves to. For example, they could choose “class average” or “top 10 learners,”
both of which were used in the current classroom study. Below the three main
grids are individual learner grids. Each learner in the currently selected group
is represented by one grid and these grids are ordered according to the average
progress.

In the All Resources mode described above a learner sees the entirety of the
material which is available to them (i.e., all topics and all resource types). How-
ever, a learner can choose to focus on one resource in particular (e.g., questions)
and enter the Resource Focus mode (Figure 2). In that mode, the three main
grids are fused into a single main grid. That single grid displays only the selected
resource rows from the three main grids, i.e., the first row shows the learner, the
third row shows the group, and the middle row shows the difference between the
two. The Resource Focus mode makes the me-group types of comparisons easier
by displaying the relevant information closer together. As a result of focusing
on one resource type, individual learners from the current group are shown in
a single grid as well. A learner can control the height of rows of that grid to fit
groups of even several hundred learners on one screen. The Resource Focus mode
features a timeline which makes it easier for learners to identify which topic is
currently being covered in class (the big circle). Furthermore, green and red cir-
cles respectively denote already-covered and to-be-covered topics. The timeline
was not available to subjects in the current classroom study.

Each cell from either of the three main grids in the All Resources mode or
the single main grid in the Resource Focus mode grants access to the list of
activities. When a cell is clicked, topic grid (or grids) are replaced by activity
grid (or grids) as shown in Figure 3. Each cell of an activity grid corresponds to a
single activity the learner can access and clicking on that cell opens the activity
window (Figure 4). To enhance the learning experience, when a learner answers
a question incorrectly, a set of examples is recommended to them as remediation.
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Fig. 1. Mastery Grids: All Resources mode. In this mode, the student sees all resources
available to them. Each resource is a collection of activities of a different kind (here,
Questions and Examples) and these resources are represented by rows of a grid. The
columns of a grid show topic into which the course is divided. “Resources × topics”
create a two-dimensional representation of the course material available through Mas-
tery Grid. The third dimension is given by the intensity of the color of a grid cell; the
more deep the color the more progress. The student can see their own progress on the
first grid, the average progress of the current group (e.g., all students in the class) on
the third grid, and the difference between the two on the second grid. A list of indi-
vidual progress of all members of the current group is shown below and in the case of
large groups the students would scroll down to inspect it (only two individual progress
grids are shown here). The student’s own progress is shown in that list as well so that
they know where they are relative to other students. As indicated in the header of that
section of the interface, the example student is 18th out of the total of 55 students.
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Fig. 2.Mastery Grids: Resource Focus mode. Although many resources can be available
to students, they may choose to focus on only one of them at any given point. For
example, when they do not yet have a good understanding of the material, they may
focus on readings or example source code snippets. Later on, however, especially before
an upcoming in-class exam, they may choose to focus on evaluation-type resources to
see how well they can answer questions related to the material. The Resource Focus
mode gives students the ability to work with one resource only. The three main grids
from the All Resources mode are summarized by only one grid. That grid shows the
student’s progress in the first row, the average progress of the current group (e.g., top 10
students in the class) in the third row, and the difference between the two in the second
row. Below, a list of individual progress of all members of the current grid is shown. As
shown on this screenshot, the student’s own progress is displayed in that list as well;
that gives them a visual clue about where they are relative to other students. This
interface is more compact compared to the All Resources mode. Switching between the
two modes happens through a simple always-on-the-screen toolbar which is not shown
here.
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Fig. 3. Mastery Grids: List of questions for the Variables topic (Resource Focus mode).
Irrespective of the mode the interface is in (i.e, All Resources of Resource Focus), when
the student clicks on one of the cells of any of the main grids, a list of activities (see
Figure 4) associated with that cell is shown. In this example, the interface is in the
Resource Focus mode and therefore there is only one activities grid (vs. three for the All
Resource mode) and it shows progress that has been made so far towards all activities
for the selected resource (here, Questions) and topic (here, Variables). To invoke an
activity, the student clicks on one of the cells of this activities grid.

Fig. 4. Mastery Grids: A sample activity (here, a question) shown after the student
clicks on one of the activity grid cells. In this example, the question has been answered
incorrectly and as a result a list of recommended activities is shown on the left.
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These examples are chosen based on the similarity between the question and all
the examples available.

Technically, Mastery Grids is a Web application with the front-end written in
HTML, CSS3, and JavaScript and developed by the first author. At the back-
end, it is supported by Java servlets logic with a relational database persistence
developed by the second and third authors. The front-end does not hard-code
anything content-related and expects to receive everything from the server. In
that respect, it is a flexible interface which can be deployed in many progress
visualization scenarios.

4 Evaluation

4.1 Classroom Study

To examine the role of Mastery Grids as both a visualization and a content
access interface we gave students an alternative way of accessing content through
a simple two-level hierarchy of HTTP links which from now on we refer to as
Links interface or simply Links. The first level links listed topics and the second
level links listed activities (i.e., questions and examples).

A combination of Links and Mastery Grids was used in three courses in the
Fall 2013 term at the School of Information Sciences, University of Pittsburgh.
The three courses were: Introduction to Object Oriented Programming (under-
graduate) and Database Management (graduate and undergraduate). Both tools
were introduced to students by the first and second author on the second week
of classes in the Java course and on the fourth week of classes in both database
courses. Students were informed that the use of these tools was non-mandatory
and that there was no penalty for not using them. To engage students, the Java
course instructor offered extra points (5 out of 100) towards class participation
for solving at least 15 questions using either Links or Mastery Grids1. Table 1
reports the number of students in each course along with the number of student
sessions recorded.

Table 1. Classroom sizes and numbers of sessions in the three courses used in the
current study

Course Students Sessions
0 1-3 4+

O.O. Programming (Java) 35 4 18 13
Databases (grad) 83 54 26 3
Databases (undergrad) 35 24 9 2

TOTAL 153 82 53 18

1 None of the students did exactly 15 questions though.
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4.2 Educational Material

The Links and Mastery Grids interfaces were used to provide access to and
visualize progress in two kinds of self-study learning activities from two domains,
Java and SQL. The first type of activities were examples delivered by WebEx
system [10]. Each example was a snippet of Java or SQL code with annotated
lines. All annotation were initially hidden and to see them a student needed to
click on a line. The second type of activities were questions. Each question was
a parameterized snippet of code that required students to mentally execute it
and provide an answer. Java questions were delivered by QuizJet system [11]
and SQL questions were delivered by SQL-Knot system [12]. Activities in both
domains were organized into topics to reflect the structure of the three courses
used in the current study. The Java corpus contained 19 topics with a total of
75 WebEx examples and 94 QuizJet questions while the SQL corpus contained
19 topics with a total of 64 WebEx examples and 46 SQL-Knot questions.

4.3 Usage Pattern Analysis

We used log analysis to understand how Links and Mastery Grids and their
features were used by the students. Only Java class logs were used because they
offered substantially more data than either of the other two courses2.

Based on our analysis, students could be split into six groups based on how
much they used both tools: (Z) Four students did not use either of the tools; (L1)
Two students used Links only and never used visualization; (L2) Three students
used Links for content access and loaded the visualization but did not use its
interface; (L.MG1) 16 students used Links for content access and interactively
explored visualization but did not use it for content access; (L.MG2) Six students
used both Links and Mastery Grids for content access; (MG) Five students used
exclusively Mastery Grids for content access. This data demonstrates a relatively
high engagement levels in that while the use of Mastery Grids was not required,
the majority of students used it as an information source and a considerable
amount of them used it for content access despite the availability of a faster
content access tool, Links.

To analyze the impact of Mastery Grids on student behavior, we combined
the five groups of students who used either tool into two larger groups depend-
ing on their use of visualization (Table 2): Those who had little to no use of
Mastery Grids (L1+L2; the two first columns) and those who used it consid-
erably (L.MG1+L.MG2+MG; the two last columns). 26 students used Mastery
Grids on about half of their sessions while only six did not use the visualization
interactively. As the data shows further, students who used the visualization
seemed to be more engaged with self-study content in that they answered more
questions, tried more examples, inspected more example line comments, and got
a higher correct question answer ratio. The groups did not differ with respect to

2 We excluded student sessions shorter than 30 seconds. Additionally, we excluded
two students which accessed a total number of questions larger than 3*SDs than the
mean.
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how quickly they explored the material space (measured by activity access per
minute).

To examine the difference between students who used Mastery Grids exclu-
sively and those who used it only some of the time, we also contrasted the MG
group with groups L.MG1 and L.MG2 combined. According to data reported
in Table 2 (3rd through 8th columns of numbers), students from the MG group
worked with the content more productively by accessing questions (both those
they had already seen and those they had not) at a higher rate than students
from the two other groups. We return to this observation in the discussion.

While these results seem encouraging, they are based on a small number of
students which incidentally prevented us from performing statistical inferences.
Because of that, the above analysis needs another evaluation done in light of
better data. In the future, we hope to address this concern and thus get a better
insight into the different use patterns.

4.4 Material Exposition and Final Grades

While data from the current study cannot be used to draw causal links between
material exposition and final grade (or any other indicators of educational per-
formance) we wanted to discover if more student activity was associated with
worse or better final grade. To that effect, we fitted four linear mixed models,
each having the final grade as the response variable. To use all data we had at our
disposal, we pooled data from all three courses described earlier in this section.
To properly model the structure of the combined data, we included class ran-
dom effect as a higher level unit. Student random effect was nested in the class
random effect. Because relatively few students from the two database courses
used the supplementary tools at all, we considered only students who logged in
at least once (we required no activity beyond that though).3

First, we wanted to see if more interaction with the material as a whole could
have affected the grade. To do that, we checked if the total number of questions
and the total number of examples accessed (through folders and visualization
together) were significant predictors of the final grade. After discovering that
they were not, we broke the material apart into two parts and asked if perhaps the
amount of content accessed only through folders or only through the visualization
had a significant association with the grade. That, however, was not the case
either. To summarize, we did not establish any link between the shear amount
of interaction with the material and the grade.

Because the visualization offers an elaborated user interface that presents
students with a lot of information, we decided to broaden our search and see
if increased student activity in the visualization itself could be held respon-
sible for a change in the grade. In order to address this question, we looked
at the number of educational actions students performed while using Mastery
Grids. That number was a sum of the number of times students performed any
of the following eight actions: (1) Selecting a topic; (2) Accessing a question;

3 Using all student data did not change the results substantially.



Mastery Grids: An Open Source Social Educational Progress Visualization 245

(3) Accessing an example; (4) Accessing a recommended example; (5) Accessing
the original question again after inspecting at least one recommended example;
(6) Clicking on a line of an example to reveal the comment associated with that
line; (7) Assessing difficulty of a question; (8) Navigating back to topics grid
from activity grids. We found a statistically significant amount of support for
this relationship. More specifically, performing one educational action was as-
sociated with an increase of 0.016 in the grade (SE=0.007; p=.0187). That is,
performing a 100 such actions would be associated with a 1.6 increase in the
grade. If such an increase was to occur, then that would be a reasonable effect
size.

4.5 Subjective Responses

To understand how students perceived Mastery Grids, we asked them to com-
plete a survey consisting of two parts:4 (1) general evaluation containing 14 ques-
tions addressing usefulness, usability, and satisfaction, and (2) feature-specific
evaluation containing 15 question about the most important components of Mas-
tery Grids.5 All questions were phrased as positive statements and a 5-points
Likert scale was used to collect students’ responses (strongly disagree, disagree,
no opinion, agree, and strongly agree).

Fig. 5. Subjective responses: General (F–Usefulness; U–Usability; S–Satisfaction)

4 Due to space limitations we do not provide text of questions but we refer to them
as much as possible in the main text.

5 Screenshots were used to indicate the parts of user interface questions were referring
to.
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Fig. 6. Subjective responses: Feature-specific

A total of 39 students from the three courses completed the survey. However,
we excluded three students who answered all questions giving the same score,
and 11 other students who used either Links or Mastery Grids in no more than
two sessions each shorter than 30 seconds. Thus, responses of 25 students were
considered in the analysis.

The survey data shows that students’ perception of Mastery Grid’s usefulness
and usability was positive (Figure 5). The majority of the students agreed or
strongly agreed that the application was useful (F1, 70.8%), that they liked
the tool and would like to use it in other courses (S2, S14, 83.3% and 70.8%,
respectively), that the tool was easy to use (F10, 66.7%), and that it was easy to
remember how to use it (U11, 79.2%). Interestingly, social comparison aspects
of progress visualization were perceived more positively than personal aspects.
That is, while the majority of students (F7, 54.2%) agreed or strongly agreed
that viewing classmates’ progress motivated their own progress, less than a third
agreed or strongly agreed that progress visualization helped to identify their weak
points (F5, 29%) or plan their class work (F6, 29%).

The feature-specific responses (Figure 6) were also generally positive: 76%
and 68% of the students agreed or strongly agreed that the “Me” grid was useful
for viewing one’s own progress at the level of topics and activities, respectively
(questions 1 and 2). Similarly, 72% and 60% of students agreed or strongly
agreed that the “Group” grid was useful at the level of topics and activities,
respectively (questions 3 and 4). However, a smaller fraction of students thought
that it was useful to be able to compare oneself against the group using either
the “Group” grid (52%) or the “Me vs group” grid (44%). The usefulness of
the individual students’ progress (the grids displayed below the main grids) was
evaluated positively by about half of the students (48% for topics, question 9;
52.9% for activities, question 10).
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Regarding the feature-level usability, 60% of students thought that progress
at both the topic level and the activities levels was clearly shown. However, only
48% of the students stated that they quickly learned how to go from topics to
activities and back (question 13) which could explain why majority of students
used Mastery Grids interface to view their progress and progress of others and
only a third of them used it for content access.

5 Discussion and Conclusions

In this article, we have presented Mastery Grids, an open source implementation
of a social progress visualization interface. We have also reported results of a
classroom study that examined how students used the system as well as their
feedback. In that semester-long study, students in three courses were offered
access to two kinds of advanced self-study content and progress visualization
through Mastery Grids. They were also offered a simpler and more traditional
way of accessing content we have called Links.

When analyzing usage patterns we observed that students who used Mastery
Grids had a higher ratio of questions answered correctly than those who used
Links only. It is possible then that the visualization guided students to questions
which were more suited for their level of understanding of the material. We
also observed that the visualization directed students to new material at rates
higher than the alternative Links interface. A similar finding has been reported
before in the context of adaptive explanatory visualization [13]. The mechanisms
responsible for elevating material exposition rates in both the case of that earlier
report and the current study are likely the same and may be the result of the
visualization attempting to stay in sync with students’ progress and thus being
able to direct them to new content more quickly. If that was indeed the case,
then our results would underline the importance of accurate student modeling.

Our finding of the number of educational actions performed in Mastery Grids
being predictive of the final grade is a hopeful one. After all, a tool like that
should help students to climb the mountain of scholastic achievements. How-
ever, because of the lack of manipulation, we recommend that this relationship
be studied more systematically. More importantly, the current study cannot ad-
judicate if it is indeed the case that using the visualization more helped students
with getting a better grade or if instead students which ended up getting a
better grade were also the ones more likely to be engaged with supplementary
educational tools.

Finally, student feedback analysis demonstrated that students assessed the
usefulness and usability of the system quite positively. At the same time, some
features of the system were regarded as less positive than others indicating that
there is room for improvement for the future versions of Mastery Grids.
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Abstract. Nowadays Learning Management Systems (LMS) are not re-
stricted to distant uses. Nevertheless, the pedagogical expressiveness of
designed courses is strongly dependent on the teacher’s knowledge and
expertise about the targeted platform. The funded GraphiT project aims
to help teachers in focusing on the specification of pedagogically sound
and technically executable learning designs. To this end, we propose to
support teachers by providing an LMS-specific Visual Instructional De-
sign Language (VIDL). This paper proposes a specific LMS- centered
approach for raising the pedagogical expressiveness of its implicit learn-
ing design semantics. We discussed, in accordance to the activity theory,
how the LMS low-level parameterizations could be abstracted in order to
build higher- level building blocks. Based on the Moodle application, we
present and illustrate our approach by formalising the abstract syntax
of a Moodle-dedicated VIDL.

Keywords: Instructional Design, Visual Instructional Design Language,
Learning Management System, Modeling and Meta-modeling.

1 Introduction

Nowadays, Learning Management Systems (LMS) are widely spread in academic
institutions. They are not restricted to online and distant courses but are also
useful during or in addition to face-to-face learning sessions [11]. Nevertheless,
the results of a study we conducted with 203 teachers, put forward their heavy
form-oriented human-interfaces and tools/services-oriented course design lead to
reduce their uses. In order to set up complex learning activities, teachers must
develop high-level skills on how to use the existing LMS: how and when man-
aging and sequencing the available features and tools for pedagogical purposes.
Such skills can be acquired through specific teacher education programs, often
focusing on the features and technical aspects of the platform, but few courses
deal with how to design pedagogically sound learning situations on the LMS
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(specific learning design). Because of the multiple educational theories [16] and
approaches, as well as the lack of tools and processes dedicated to existing LMSs,
teachers develop ad hoc and individual learning design techniques.

In such context, it seems relevant to help teachers in focusing on pedagogi-
cal aspects and their instructional design setting-up for the specific LMS they
have at their disposal. Whereas improving their know and know-how about the
platforms features, a focus on the instructional design possibilities and how they
can rely on the platform features should encourage individual and collective
understanding about the pedagogical uses of the targeted LMS.

We on purpose propose an LMS-centered designing approach in opposition to
the usual platform-independent approaches [3,13]. The GraphiT project (funded
by the French Research Agency) is based on this approach. Its main objective is
to investigate Model Driven Engineering (MDE) and Domain Specific Modeling
(DSM) techniques to help specifying LMS-centered graphical instructional design
languages and development of dedicated editors. This paper focuses on the main
challenge: raising the pedagogical expressiveness of the LMS learning design
semantics by using meta-modeling techniques.

To this end, we detail in Section 2 our research context, including the presen-
tation of the GraphiT project from a MDE and DSM perspective. The section 3
is dedicated to the presentation of our abstraction approach. We analyse users’
activities on an online course according to the activity theory. We also detail the
designers requirements and needs collected during interviews. We also formalise,
as a metamodel, the concrete Moodle application of our approach. We explain
and illustrate the 4-levels architecture we propose in Section 4 and illustrate
it by a simple but representative example in Section 5. We also illustrate, in
Section 5, some concrete mapping examples we tooled by using some specific
DSM tools. The final conclusion sketches the next steps we are tackling to drive
the elaboration of the graphical instructional design language from this abstract
syntax.

2 Research Context

2.1 LMS and Instructional Design

LMSs development is usually based upon an educative theory rationale, or some
specific pedagogical approach. For example Moodle claims a socio-constructivist
pedagogy philosophy [9]. Most spread LMSs generally follow such an orientation
because of the various production and communication tools provided. LMSs are
the activity-centered evolution of former learning-objects-centered TEL-systems.
Indeed, current LMSs provide designers with some numerous functionalities that
can be used to rrealisevarious learning activities and are not restricted to give
resources access to individuals.

Nevertheless, activity-centered standards like the de facto IMS-LD fail to in-
tegrate existing LMSs. Experiments on extending Moodle to import IMS-LD
learning scenarios proved that adapting existing LMSs requires some complex
and heavy re-engineering (in particular integrating a dedicated runtime-engine)



Abstraction of LMS Instructional Design Semantics 251

in order to overcome the limits of the platform features and semantics [7]. Ed-
ucational Modeling Languages [5] fail to provide a support for operationalizing
EML-conformed learning scenarios into existing LMSs. For now widely spread
LMSs like Moodle still do not propose an IMS-LD compliance but a SCORM
one if administrators decide to enable such import abilities to the LMS instances
available to teachers-designers.

Moodle proposes its own format for importing questions into quizzes. Our
idea is to generalise it to the whole instructional design aspects. Similarly to
the SCORM compliance about Learning Objects, the rationale of the GraphiT
project is based on the idea that LMSs should make explicit their learning design
format in order to ease the import/export of learning scenarios.

2.2 Overview of the GraphiT Project from an MDE and DSM
Perspective

The project main goal is to study the possibilities and limits about the peda-
gogical expressiveness of operationalizable languages. The project methodology
consists in exploring how Model Driven Engineering and more particularly Do-
main Specific Modeling techniques and tools can be relevant and useful to achieve
this goal.

Similar research works follow different approaches. For example the Glue! ar-
chitecture, including the Glue!PS editor [3], and the CADMOS editor [13] are
LMS-independent solutions offering an LMS deployment feature towards the
most spread and used Moodle platform [15].They both achieve the deployment
by generating a Moodle course backup with all the information, mapping their
own data model concepts to Moodle data model concepts; this backup is then
imported and deployed within a Moodle course using the Moodle restoration
process. Such approaches result in semantics adaptations and semantics losses
during their internal mappings because of the gap between the instructional de-
sign language and the specific learning design capabilities and features of the
targeted LMS. Other works [1] shows that transformation models techniques
from the MDE theories and tools can be useful to translate a designer-centered
and LMS-independent learning scenario to a specific LMS one. Nevertheless, they
also highlighted the complex transformation model to specify, the LMS meta-
model to capture, the semantics losses during translation, and the requirement
of an LMS- dedicated tool for embedding the scenarios into the LMS.

Our approach is different: we propose an LMS-dependent architecture that
only focuses on one existing LMS in order to provide an instructional design
language that will be specified and tooled according to the future mappings to
realise. Our idea is to conduct the platform abstraction in accordance with the
formalisation of future learning scenarios. We do not aim at extending the LMS
semantics with new add-ons/plugins enriching it with more pedagogical-oriented
features. Our objective is to support learning scenarios specification in confor-
mance with the LMS semantics (its abilities as well as its limits). We also do not
aim at only providing a notation layer on top of the LMS metamodel. By extend-
ing the LMS metamodel we also extend the abstract syntax of the instructional
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design language and then losing the LMS-compliance format. We plan to restore
it by DSM techniques (weaving and transformation models) we are currently
experimenting. We aim at guarantying that learning scenarios could be fully
operationalized into the LMS without semantics losses. Obviously, our approach
can take advantage of this LMS-dependance but it has also the inconvenience to
be restricted to one LMS and one of its versions.

A global architecture of our solution is illustrated in Figure 1. The LMS in-
structional design semantics has first to be identified and formalized as a domain
metamodel. This metamodel drives the elaboration of an XSD schema that will
be used as a format reference for the API to develop. This API will be used
through an import facility available to teachers-designers in their LMS courses.
It will take in charge the XML-based scenario parsing and the LMS’s databases
filling-up. The LMS metamodel will also act as a basis for the elaboration of the
visual instructional design language. According to DSM techniques and tools
(like the EMF/GMF ones for example), this language will be composed of an
abstract syntax from which the graphical, tooling and mapping models will be
derived. The editor will also be developed using the code-generation feature of
DSM tools.

The produced scenarios have to be compliant with the initial LMS meta-model
to be deployed by the API. We propose then to run two models transformations.
The first one will consist of various, fine-grained transformations during design-
time: it will show some LMS mappings to teachers-designers in order to help and
guide them in the design process. They are endogenous transformations because
source and target models will be both conformed to the instructional design
metamodel. The second transformation, unique and large, will be used as an
export feature (after design-time). This exogenous transformation will produce
a scenario/model conformed to the LMS-metamodel.

Past works have focused on the LMS meta-model formalization [2]. We are
currently focusing on the abstract syntax of the instructional design language.

2.3 Focus on the Instructional Design Abstract Syntax from a
Metamodeling Perspective

The main challenge of this project is to abstract enough the LMS instructional
design semantics to provide teachers with some pedagogically-sound higher de-
sign blocks. The LMS expressiveness and limits have to be overcome in order
to offer teachers some instructional design mechanisms closer to their practices
and needs about specifying and sequencing learning activities. Concretely, the
issue is about how specifying the metamodel of the instructional design language
(MM-ID) in close relation to the LMS one (MM-LMS).

To this end, we already led some experiments [14] about three different ap-
proaches: 1/ MM-ID and MM-LMS are two different metamodels without any
structural relations, 2/ MM-ID and MM-LMS are the same, the ID-language is
only built upon the graphical concrete syntax, 3/ MM-ID is an extension of MM-
LMS. The first approach corresponds to the usual way to specify an instructional
design language with its main advantage (expressiveness) but also inconvenience
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Fig. 1. Global overview of the GraphiT architecture

(difficulty to operationalize). The second one reveals the limits of the concrete
syntax expressiveness when only defined by derivation of the abstract syntax.
Finally, the third approach is intermediate on all criteria: best expressiveness /
LMS compliance ratio. However, it requires a strong metamodeling expertise to
reduce the developing cost while restoring the LMS compliance. This approach
also highlights the importance to drive the expressiveness (and semantics) ex-
tension of the initial metamodel with the binding capacity. This paper focuses
on our further results and propositions about this issue.

2.4 Analyzing LMS Uses from an Activity Theory perspective

According to the activity theory [6], the activity is the minimally meaningful unit
of study to consider. We can then analyze the activity of learners/tutors from
the activity theory perspective. By analogy we analysed the minimal actions one
can attempt to realise when accessing an LMS course. We exemplify this analysis
through specific Moodle cases.

The subject refers to an individual (learner/tutor) or a group of individu-
als who are enrolled and involved in the course. The Moodle group concept
is out of our scope because of our generic design approach (a scenario should
be run several times for different enrolled students). The object refers to mate-
rial/concepts, like resources, to be transformed into outcomes according to the
course objectives. The instrument can also be any Moodle tools (Moodle refers
to them as activities) used to help the transformation process. The community
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is a group of learners/tutors who share the same general object. In Moodle,
role refers to a collection of permissions defined for the whole system. Although
they can be managed by the LMS administrators they are only useful for ped-
agogical purposes when learners have to participate in the design of the course
themselves. Otherwise the grouping concept allows restricting specific activities
and resources to specific groups of learners. It is then pedagogically interesting
to declare them as communities when designing a learning scenario. Their uses
also correspond to the rules, governing behaviors of community members within
activities, as well as the division of labor, that is the distribution of tasks and
powers between the members of the community. This division of labor relies
on several Moodle concepts for sequencing (section, elements indentations (hor-
izontal position within the section), restrict accesses, achievement conditions)
and showing (visible/non-visible, restrict access information display) of courses
elements.

This analysis highlights the idea that LMSs support the setting-up of activ-
ities according to the different components of the activity theory. It could be
useful to help and guide teachers to think more about the design of their courses
in terms of more abstract pedagogically-oriented activities instead of focusing on
the technical-oriented setting-up of activities. To this end, it is relevant to con-
sider the LMS instructional design metamodel as a basis from which an higher
abstraction level could be raised.

2.5 A Practical Overview of Teachers’ Requirements

Before tackling the LMS metamodel extension we first had to collect LMS-
specific pedagogical needs and practices. We then conducted several theoreti-
cal, from literature sources [8], and practical studies with surveys and iterative
interviews of 203 teachers and pedagogical engineers. These interviews covered
a large variety of LMS use contexts: online learning, local learning within uni-
versities, full distant courses as well as blended learning. Although the GraphiT
project deals with different LMSs for guarantying the reproducibility of its re-
sults, we on purpose propose to focus on the Moodle platform which is the most
popular open-source Learning Management System. The analysis of these differ-
ent sources aimed at collecting pedagogical practices or needs, and requirements
about the languages and editors to specify and develop.

Most regrettable point highlighted is that practitioners do not really have com-
plex practices to capture, because of the heterogeneity of their Moodle expertises
and pedagogical backgrounds. Nevertheless they have in common to think about
Moodle tools according to their basic pedagogical uses. Indeed, they all point
the heavy parameterizations of tools and resources and the need for having an
abstract view of what are the pedagogical uses in order to help and guide them
in selecting and configuring the right implementation activities.

From advanced studies with pedagogical engineers we listed some specific re-
quirements for language/editor to develop. First, they mentioned the need for
the graphical authoring-tool to allow designers to select pedagogical blocks on
top of the LMS semantics as well as with Moodle building blocks to compose
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with. In their mind, the editor will not have to strictly follow a top-down pro-
cess from abstracted specification elements to implementation one expressed in
terms of Moodle; abstractions from Moodle and its own concepts should be
mixed up together according to practitioners’ expertise about instructional de-
sign (specification and implementation concepts mix). Secondly, they are
interesting in the idea that mappings from pedagogical design blocks to Moodle
concepts can be showed to practitioners (default mapping) and adapted if re-
quired (mapping adaptation). This design approach could help practitioners
in the appropriation of the pedagogical constructs and guide them in design-
ing more abstract learning scenario while mastering the translations into LMS
elements.

Another design point highlighted (declarative non-visible information)
is about the possibility to design and declare within the learning scenario some
information that do not required to be mapped into LMS concepts or just men-
tioned as non-visible labels (for students/tutors) for the teacher him-self: infor-
mation about the face-to-face sessions mixed up with the LMS-centered ones,
about pedagogical strategies or pedagogical objectives, about activities to real-
ize on the LMS at a specific runtime moment according to concrete data (en-
rolled students, dates, etc.). Finally, another design need was to help teachers
in sequencing the course in more advanced structures (choices, sequences with
elements showed one-by-one according to their progress (advanced activity
structures). Indeed, these can be done manually but it requires to parameter-
ize many low-levels and technical-oriented properties (achievements, restricted
access conditions...) that they would appreciate not to have to set up by them-
selves.

3 Formalization by Metamodeling

According to these practitioners’ needs we propose to drive the abstraction of
LMSs semantics by raising the LMS uses supporting learners/tutors activities.
The following sections present these abstractions in relation with their formal-
izations for the Moodle LMS (Figure 2). We used the Ecore metamodel format
because it will be handled by the EMF and GMF metamodeling tools [10] in
order to drive the specification of the instructional design language and the de-
velopment of its dedicated graphical tool. The metamodel from Figure 2 can be
considered as the general abstract syntax of the instructional design language to
be developed.

3.1 Fine-grained Pedagogical Activities as First Abstraction

The first LMS-abstract building block we propose is the pedagogical activity. We
define this activity as an abstraction of parameterizations one can realise when
using a LMS tool or resource for a specific pedagogical usage. From a single tool,
for example a forum, one can design several pedagogical uses, depending on its
configuration: to provide news to students, to set up group work, to propose a
peer reviewing activity, etc.
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Fig. 2. The 4-levels abstract syntax of an instructional design language on top of the
Moodle metamodel

Because several LMS functionalities can be used for the same pedagogical
purpose, we have to find the discriminatory criteria that can guide to identify
the right tool and default configuration (as well as the relations to objectives,
resources, groupings, etc. that are involved in the right setting-up of the peda-
gogical activities).

To be used appropriately, this first abstract block requires a name, a descrip-
tion, and specific properties (the former discriminants), set at design-time by
practitioners, that will drive the default mapping. For example an exchange ac-
tivity, involving student communication, could either rely on a forum or a chat,
depending on a synchronous property. The mappings will not be limited to the
parameterization of a tool. For example, it will also impact some other elements
in relation with the tool/resource: grades, objectives, groupings, restriction ac-
cess and achievements rules, etc.

3.2 Large-grained Pedagogical Activities as Second Abstraction

The second LMS-abstract building blocks are of two kinds. We propose to adapt
and integrate some pedagogical patterns and templates from literature [4,12] for
examples as high-level blocks to use and combine for building learning sessions
involving instructional strategies: inquiry, problem solving, role-playing, explo-
ration, etc. Although practitioners from our studies do not use to compose with
them, we aim at integrating them to encourage some pedagogical reflections
and to guide designers towards new ways to realise their didactic and pedagogi-
cal objectives. This kind of pedagogical patterns will also have a description of
their context, problem and solution uses. They will rely on a mix of structural
activities, low-levels blocks (pedagogical activities) and LMS elements.

In order to ease and assist the practitioners when assembling and setting-
up combinations of activities or resources we propose usual structural elements
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(selection, sequence, conditional activities, etc.). These blocks will be composed
of other blocks, from high or low levels, including themselves. Every instruc-
tional design language feature some of them. In the case of Moodle they will be
concretely translated as complex combinations of labels (stating the structure
kind and use for users) and shifted content (move left/right Moodle feature)
according to the activity structure components in the learning scenario. After
various translations and mappings until reaching the LMS low-level elements, all
its content parts will be parameterized (restrict access, visibility, achievement...)
with appropriate properties in order to set up the desired behavior.

3.3 A 4-Levels Abstract Syntax

The global architecture we propose for the abstract syntax of the Moodle-
centered instructional design language is composed of four levels. Figure 2 il-
lustrates our proposition with a graphical representation of the ecore domain
model.

Level 1 fits the Moodle metamodel. Readers have to consider Figure 2 as an
incomplete representation of the whole metamodel. Only important structural
relations and concepts are depicted. Level 1 elements (restricted to the Moodle
activities the Moodle name given to the tools - and resources) can be directly
used by teachers-designers and parameterized for building a learning session.
From the Moodle metamodel point of view these elements require a globalCourse
and a Section container to be attached to. In the extended metamodel they will
be specified at first as child of level 4 elements. The model transformation, at
post-design-time, will deal about restoring a model in full-compliance with the
Moodle metamodel: creation of the global Course instance, Section instances,
attachment of all the corresponding Moodle elements according to the orders
and positions deductible from the source scenario.

Level 2 include our first high-level blocks about pedagogical activities. They
are composed of Level 1 elements, i.e. Moodle activities and resources. Level
3 captures the second abstract blocks about pedagogical patterns and activity
structures. The first one will be composed, after the design-time transforma-
tion model, by Level 3 elements that includes those from levels 1-to-3 including
structural activities and other Pedagogical Activities. The activity structures are
also composed of Level 3 elements but their content will be specified during
the design-time. Finally, the fourth level is the contextual level focusing on the
global structure of the learning session in relation to the different face-to-face,
complementary or distant sessions.

Such Level 4 elements rely on the Moodle section concept. Indeed, Moodle
only proposes sections into the space of the course for aggregating the tools
and resources. However, designers have at their disposal an indentation feature
(position property in the Moodle metamodel) to shift activities and resources in
order to visually indicate their collective relationships. This position property
will be used by the dynamical mappings, in order to position the corresponding
elements in accordance to the source element position in the global learning
scenario. The relations with a red composition indicate that the content will not
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be showed in the future concrete syntax (notation) as nested elements but will
be shown in another sub-diagram where the parent container will play the role of
the root canvas. Differently, the green composition indicates that content will be
showed as nested elements of the parent container in the same diagram. Finally,
the nextE reflexive relation allows, by inheritance, to provide a previous/next
information to sequence the various elements within their dynamic pedagogical
context (the ordering concerns the child elements sharing a same Level Element
parent). The future authoring-tool will directly propose to practitioners the level-
4 elements in the tool palette. Indeed, these elements are necessary to map to
Moodle sections in order to sequentially structure the course skeleton. Sessions
that do not rely on Moodle features can also be described if designers need
an overall view of a global module/course larger than the ones involving the
use of an LMS. Other level-4 elements will then open an empty sub-diagram
when double-clicked. It can then be used to arrange levels 3-to-1 elements from
the new palette. Indeed, practitioners can then choose the method (top-bottom,
bottom-up), the description level (specification versus implementation) and the
elements to select, combine and adapt. Except activity structures, other levels
3-to-2 elements can be opened up as another sub-diagram containing the default
mapping to levels 2-1 elements. Every mapping can be adapted and modified
by deleting/adding new elements (according to those accepted under the parent
element) or modifying the elements properties.

The leaf meta-classes from figure 2 (dark elements) sketches some examples
of future elements. They are on purpose not showing their attributes (for ease
of reading). However each of them owns specific properties in accordance with
the different in-progress formal specifications we are studying about the Moodle
instructional design semantics, pedagogical activities and patterns, and activity
structures.

The current abstract syntax proposition still has to be improved in order to
allow the declaration of didactic objectives to the various Level 4-to-1 elements.
Such objective will be mapped into Moodle Objectives, attached to the root
Course and referenced by the direct or indirect corresponding Level 1 elements.
Similarly, roles or groups have to be included in order to allow the division of
labour in the learning scenario. Mappings to the Moodle concepts of Group and
Grouping will be studied.

4 Illustration

4.1 A Learning Scenario Example

We on purpose propose to illustrate our proposal by formalising a very simple
but representative learning scenario for the Moodle LMS. We propose at first a
brief textual description, then the equivalent specification as a model conformed
to the dedicated metamodel we proposed in section 3 (Figure 3 is a screendhot
of the EMF-tree-based model editor, annotated to highlight the elements’ level).

The learning scenario is composed of two learning sessions. The first one is
a lecture session for which the teacher only want to propose learners with a



Abstraction of LMS Instructional Design Semantics 259

Fig. 3. Example of learning scenario composed of elements from the 4 levels

Resource consultation corresponding to his face-to-face course material. This
pedagogical activity has the quantity property set to ”one” and the location
one set to ”local”. These properties will lead the dynamic mapping process to
propose the File Moodle element.

The second learning session is a practical work that the teacher wants to re-
alise in face-to-face within a computerized classroom. He would like to use the
Moodle platform for supporting a pedagogical pattern ”Synthesis writing”. This
pattern is automatically composed of a sequence activity structure embedding 4
sub-components. The first one is another Resource consultation. This time, the
properties set to ”many” (quantity) and ”local” (location) by the teacher will
lead the transformation process to add a Folder tool. The second sub-element is a
Brainstorming pedagogical activity. Its orientation property set to ”discussion”
leads to propose a Forum tool. Similarly the third one is another pedagogical ac-
tivity Report writing leading to a Wiki tool because of the collaborative property
set to ”true”. Finally the fourth sub-component is a Guidance activity that aims
at reminding the teacher to evaluate the synthesis in the wiki. Thanks to a public
property set to ”tutor” it leads the mapping process to set the corresponding
Label to be invisible (visible=”false”) to students (it will be only visible to the
teacher).

The teacher can change at any time the activities properties, leading to other
mapping adaptations. He can also manually delete the mapping elements, re-
arrange their order, or add some other elements. Figure 3 shows a global overview
of the learning scenario elements including all the automatic mappings according
to the various properties and values (not depicted within the figure).

4.2 An Internal Mapping Example

According to our Model Driven approach, we can use model transformations to
achieve such mappings. The transformations will be run on demand at design-
time, to add mapped elements to the model and populate the sub-diagrams.
Such transformations are complex (proportionally to the mapping complexity)
and numerous, thus costly to write. We on purpose propose to use model weaving
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Fig. 4. Example weaving model specifying mappings from Figure 3

to capture the mapping semantics in dedicated weaving models and automat-
ically generate models transformations. From a practical point a view, thanks
to representative specifications from the teaching community, an engineer will
model the mappings in a weaving model, using a tree based editor. He can then
run a generic High Order Transformation (HOT) that will generate the concrete
”mapping transformations”. These final transformations can then be integrated
within the graphical editor to be run at design-time.

The weaving models can be expressed using a weaving language, based on a
generic weaving metamodel we designed. This weaving metamodel defines the
”syntax” of the mapping/weaving model. Each mapping (or binding) has one
source element and one or several targets (chosen from the extended instruc-
tional design metamodel). Targets can have conditions on whether they have to
be instantiated or not, attributes can be set to specific values (also with condi-
tions). . . Figure 4 is a weaving model, displaying the mapping strategy from the
example in section 4.1.

We used languages and tools from the Epsilon project to build a software
framework fulfilling our model weaving requirements. Weaving models are edited
through ModeLink, a three pane editor displaying the source and target meta-
models in side panels (which are the same in our use case). The final ”mapping”
transformations are expressed using Epsilon Object Language (EOL), and are
generated through a Model-to-text transformation using EGL language. This
last transformation replaces the HOT traditionally used in model weaving envi-
ronments.
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5 Conclusions

This paper proposes a specific LMS-centered approach for raising the pedagogi-
cal expressiveness of its implicit learning design semantics. We discussed how the
LMS low-level parameterizations could be abstracted in order to build higher-
level building blocks. Based on the Moodle application, we present and illustrate
our approach by formalising the abstract syntax of a Moodle-dedicated instruc-
tional design language following a specific 4-levels architecture. Such abstraction
of LMS semantics may be a promising approach to develop a new generation of
LMS-centered learning design languages, enabling teachers to develop pedagog-
ically sound and technically executable learning designs.

The complete version of our metamodel proposition will drive the definition
of the concrete syntax model (graphical notation), the palette and the mappings
models in order to develop and tool the authoring-tool. Because of our former
experiences about the EMF/GMF frameworks, we will also have to pay attention
to the abstract syntax adjustments required in order to realise some specific
visual representations.

We are also currently experimenting different frameworks about weaving and
transforming models (more broadly about models composition). Indeed, the dif-
ferent default mappings during the design-time require a contextualised trans-
formation model to perform. We are studying some weaving tools that will allow
us to specify the mappings and automatically generate transformation rules (at
design-time). First results have been illustrated within this article.

Also, in our approach the 4-levels extended metamodel will not allow to se-
rialize future learning scenarios in conformance with the LMS format (source
metamodel): a global transformation is required to restore this conformance.
This transformation will be available as an export feature from our authoring-
tool.

Acknowledgments. This article is part of the GraphiT project, a 42-months
funded project of the French research agency. We thank the various individuals
that participated to the interviews and surveys. We also thank the different
project members involved in the identification and formalization task that help
us in this publication.

References

1. Abdallah, F., Toffolon, C., Warin, B.: Models transformation to implement a
Project-Based Collaborative Learning (PBCL) Scenario: Moodle case study. In:
8th IEEE International Conference on Advanced Learning Technologies, pp. 639–
643. IEEE Computer Society, Washington DC (2008)

2. Abedmouleh, A., Oubahssi, L., Laforcade, P., Choquet, C.: An analysis process
for identifying and formalizing LMS instructional language. In: 7th International
Conference on Software Paradigm Trends, pp. 218–223. ScitePress (2008)



262 E. Loiseau, P. Laforcade, and S. Iksal

3. Alario-Hoyos, C., Munoz-Cristobal, J.A., Prieto-Santos, L.P., Bote-Lorenzo, M.L.,
Asensio-Perez, J.I., Gomez-Sanchez, E., Vega-Gorgojo, G., Dimitriadis, Y.: GLUE!
- GLUE!-PS: An approach to deploy non-trivial collaborative learning situations
that require the integration of external tools in VLEs. In: 1st Moodle Research
Conference, Heraklion, pp. 77–85 (2012)

4. Bergin, J., Eckstein, J., Manns, M.L., Sharp, H., Chandler, J., Marquardt, K.,
Wallingford, E., Sipos, M., Völter, M.: Pedagogical Patterns: Advice For Educators.
Joseph Bergin Software Tools (2012)

5. Berggren, A., Burgos, D., Fontana, J.M., Hinkelman, D., Hung, V., Hursh, A.,
Tielemans, G.: Practical and Pedagogical Issues for Teacher Adoption of IMS
Learning Design Standards in Moodle LMS. Journal of Interactive Media in Edu-
cation, special issue: Advances in Learning Design (2005)

6. Bertelsen, O.W., Bodker, S.: Activity Theory. In: Carroll, J.M. (ed.) HCI Mod-
els,Theories and Frameworks: Toward a Multidisciplinary Science, pp. 291–324.
Morgan Kaufmann, San Francisco (2003)

7. Burgos, D., Tattersall, C., Dougiamas, M., Vogten, H., Koper, R.: A First Step
Mapping IMS Learning Design and Moodle. Journal of Universal Computer Sci-
ence 13, 924–931 (2007)

8. Conole, G., Dyke, M., Oliver, M., Seale, J.: Mapping pedagogy and tools for effec-
tive learning design. Computers & Education 4, 17–33 (2004)

9. Dougiamas, M., Taylor, P.: Moodle: Using Learning Communities to Create an
Open Source Course Management System. In: World Conference on Educational
Multimedia, Hypermedia and Telecommunications, pp. 171–178. Association for
the Advancement of Computing in Education, Waynesville (2003)

10. Eclipse Modeling Project Official Website, http://www.eclipse.org/modeling/
11. Garrisson, D.R., Kanuka, H.: Blended learning: Uncovering its transformative po-

tential in higher education. The Internet and Higher Education 7, 95–105 (2004)
12. Heathcote, E.A.: Learning design templates - a pedagogical just-in-time support

tool. In: Minshull, G., Mole, J. (eds.) Designing for Learning, pp. 19–26. JISC
Development Group (2006)

13. Katsamani, M., Retalis, S., Boloudakis, M.: Designing a Moodle course with
the CADMOS learning design tool. Educational Media International 49, 317–331
(2012)

14. Loiseau, E., Laforcade, P.: Specification of learning management system-centered
graphical instructional design languages - A DSM experimentation about the Moo-
dle platform. In: 8th International Joint Conference on Software Technologies, pp.
504–511. Scitepress (2013)

15. Moodle Official Website, https://moodle.org
16. Ormrod, J.E.: Human Learning. Pearson College Division, Upper Saddle River

(2011)

http://www.eclipse.org/modeling/
https://moodle.org


Exploring the Potential of Speech Recognition

to Support Problem Solving and Reflection

Wizards Go to School in the Elementary Maths Classroom

Manolis Mavrikis1, Beate Grawemeyer2,
Alice Hansen1, and Sergio Gutierrez-Santos2

1 London Knowledge Lab, Institute of Education, University of London, UK
{m.mavrikis,a.hansen}@ioe.ac.uk

2 London Knowledge Lab, Birkbeck College, University of London, UK
{beate,sergut}@dcs.bbk.ac.uk

Abstract. The work described in this paper investigates the potential
of Automatic Speech Recognition (ASR) to support young children’s ex-
ploration and reflection as they are working with interactive learning en-
vironments. We describe a unique ecologically valid Wizard-of-Oz (WoZ)
study in a classroom equipped with computers, two of which were set up
to allow human facilitators (wizards) to listen to students thinking-aloud
while having access to their interaction with the environment. The wiz-
ards provided support using a script and following an iterative method-
ology that limited on purpose their communication capacity in order
to simulate the actual system. Our results indicate that the feedback
received from the wizards did serve its function i.e. it helped modify stu-
dents’ behaviour in that they did think-aloud significantly more than in
past interactions and rephrased their language to employ mathematical
terminology. Additional results from student perception questionnaires
show that overall students find the system suggestions helpful, not repeti-
tive and understandable. Most also enjoy thinking aloud to the computer
but, as expected, some find the feedback cognitively overloading, indi-
cating that more work is needed on how to design the interaction tipping
the balance towards facilitating post-task reflection.

Keywords: Speech Recognition, Wizard-of-Oz, Intelligent Support.

1 Introduction

The importance of language as both a psychological and cultural tool that me-
diates learning has been long identified; from as early as Vygotsky to modern
linguists such as Pinker. From a Human Computer Interaction (HCI) perspec-
tive, speech recognition technology has the potential to enable more intuitive
interaction with a system, particularly for young learners who reportedly talk
aloud while engaged in problem solving (e.g. [1]). However, with the exception
of limited research discussed in Section 2, the relationship between speech and

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 263–276, 2014.
c© Springer International Publishing Switzerland 2014



264 M. Mavrikis et al.

learning has not been investigated in the Technology-Enhanced Learning (TEL)
field, despite the advances that automatic speech recognition (ASR) is making.

The potential of such technology for learning relates to young children’s
capacity of inner-speech (that can become explicit think aloud) and reflec-
tion as a learning mechanism. For example, in mathematics, our area of in-
terest, several researchers have emphasised that metacognitive instruction that
uses self-directed speech improves students’ mathematical reasoning [2]. Ele-
mentary school students can be aware of their inner-speech and verbalise their
thoughts [1]. While the importance of explicit reflection is well understood [3],
researchers have also suggested that reflecting is the answer to stimulating re-
tention and that the skill of reflection must be taught at an early age [4].

In this paper we report studies performed in order to understand better the
potential of speech-enhanced intelligent support in young children’s interactive
learning in the iTalk2Learn system, a platform that sequences tasks from intel-
ligent tutoring and exploratory learning environments, while leveraging speech
recognition technology to enhance the intelligent decision making, and speech
production to provide feedback for students.

The main research question that concerns us: will students talk naturally to
the computer and think-aloud, when seemingly unobserved? In the long term,
we are interested in the potential of employing speech-recognition to enhance the
system’s ability to support student problem-solving, exploration and reflection.

We designed and conducted a Wizard-of-Oz (WOZ) study where wizards sim-
ulated realistic capabilities of speech recognition technology that shows promis-
ing results with respect to both encouraging students’ verbal reflections and
providing problem-solving support. To the best of our knowledge, the study was
unique in its complexity and ecological validity in that it was conducted in a
school classroom targeting in six sessions two students at a time while the rest
of the classroom was working on the same system (with limited support) thus al-
lowing the students to feel unobserved and think aloud and talk to the computer
as they would normally do in the system proper.

In what follows, Section 2 presents a brief background with respect to the
potential of voice interaction for learning. Section 3 outlines the methodology
and the setting behind the WOZ studies. Section 4 presents descriptive results
and an exploratory analysis of the effect of feedback on students’ reactions.
Section 5 discusses the results in more detail and Section 6 concludes the paper
and draws implications for future research.

2 Background — Voice Interaction For Learning

From an HCI perspective speech production and recognition can provide po-
tentially more intuitive interaction. In particular, spoken language input can
enable students to communicate verbally with an educational application and
thus interact without using human interface devices such as a mouse or keyboard.
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Despite ASR for children being extremely difficult it is worth bearing in mind
that related HCI-research suggests that ASR accuracy should not limit its usage
and that the overall VUI design and the match of the application to its context
should be able to compensate for possible flaws [5]. The approach taken in pre-
vious work (particularly the LISTEN [6] project) suggests that 100% accuracy
can neither be expected nor relied upon. In light of this, it is preferential to err
on the side of caution, thereby ensuring the least negative impact on learning.

With respect to learning in particular, the hypothesis that ASR can facilitate
learning is based mostly on educational research that has shown benefits of ver-
balization for learning (e.g., [7,8,9]). The possible verbalization effect could be
enhanced with ASR since cognitive theory of multimedia learning [10] predicts
that a more natural and efficient form of communication will also have posi-
tive learning gains. The few existing research studies have found mixed results
with respect to whether the input modality (speaking vs. typing) has a positive,
negative or no effect on learning. In [11], for example, the authors investigated
whether student typing or speaking leads to higher computer literacy with the
use of AutoTutor. They reported mixed results that highlight individual differ-
ences among students and a relationship to personal preferences and motivation.

The importance of students’ verbal communication in mathematics in par-
ticular becomes apparent if we consider that learning mathematics is often like
learning a foreign language. Focusing, for example, on learning mathematical
vocabulary, [8] encouraged students to talk to a partner about a mathematical
text to share confusions and difficulties, make connections, put text into their
own words and generate hypotheses. This way, students were able to make their
tentative thinking public and continually revise their interpretations.

For further consideration is the research about self-explanation; an efficient
learning strategy where students are prompted to verbalize their thoughts and
explanations about the target domain to make knowledge personally meaningful.
Previous research [12] found that the amount of self-explanation that students
generated in a computer environment was suppressed by having learners type
rather than speaking. Moreover, some students are natural self-explainers while
others can be trained to self-explain [13]. Even when self-explanation is explicitly
elicited, it can be beneficial [14] but requires going beyond asking students to
talk aloud by using specific reflection prompts [13].

Self-explanation can be viewed as a tool to address students’ own misun-
derstandings [14] and as a ’window’ into students’ thinking. While it may be
early days for accurate speech recognition to be able to highlight specific errors
and misconceptions, undertaking carefully-designed tasks can help identify sys-
tematic errors that students make. For example, [15] explores how naming and
misnaming involves logic and rules that often aid or hinder students’ mathemat-
ical learning and relate to misconceptions. A lack of mathematical terminology
can also be noticed and prompts made to students to use appropriate language
as they self-explain.

Finally, speech provides an additional cue for drawing inferences on students
emotions and attitude towards the learning situation while they are solving tasks.
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By paying attention to tone and pitch of speech in conjunction with other au-
ditory signs like sighs, gasps etc., we can provide learners with even more indi-
vidualized help, for instance, in the form of motivational prompts.

3 The Wizard-of-Oz study

3.1 Methodology

The studies reported on this paper are part of a process of a methodology referred
to as Iterative Communication Capacity Tapering (ICCT) for designing the in-
telligent support for helping students in interactive educational applications [16].
In particular, they relate to both task-specific problem solving and affective sup-
port. ICCT is an extension of the well-known HCI wizard-of-oz methodology for
the development of intelligent systems that recognises the complexity of educa-
tional contexts by advising a gradual reduction (tapering) of the communication
between a human facilitator and the students followed by replacing the facilita-
tor by a computer-based system. During the first phase, the facilitator gradually
moves from a situation in which the interaction with the student is close, fast,
and natural (i.e. face-to-face free interaction) towards a situation in which the
interaction is mediated by computer technologies (e.g. voice-over-ip or similar for
voice interaction, instant messaging or similar for textual interaction) and regu-
larised by means of a script. On a second phase, the script is crystallized into a
series of intelligent components that produce feedback in the same way that the
human facilitator did. The gradual reduction of communication capacity and the
iterative nature of the process maximise the probability of the computer-based
support being as useful as the facilitator’s help.In this paper, we are already
starting the second phase, i.e. gradually replacing humans by a computer-based
system. Experts (“wizards”) are not physically near enough to the students to
observe them directly, and therefore must observe them by indirect mediated
means: the students’ voice was heard by using microphones and headsets and
their screen was observed by a mirror screen. The wizards did not have direct
access to the students’ screen (so e.g. could not point to anything on the screen
to make a point), could not see the students’ face (for facial cues), and could not
communicate to students by using body language, only the facilities provided by
the wizard-of-oz tools that resemble those of the final system.

3.2 Participants and Procedure

After returning informed consent forms signed by their parents 60 students 9
to 10-year old (Year-5) took part in a series of sessions with the iTalk2Learn
platform configured for learning fractions through structured tasks from the in-
telligent tutoring system Whizz Maths and more open-ended tasks from the
exploratory learning environment Fractions Lab. The sessions were designed to
first familiarise all students with the environment and then allow them to un-
dertake as many tasks as possible (in a study that has goals outside the scope of
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this paper). In parallel, we were running the WOZ study by asking two students
in each session to work on different computers as described below. In total 12
students took part in the WOZ study but due to data errors we were able to
analyse the interaction of only 10 students.

At the end of the session the students who participated in the WOZ study
answered a questionnaire and took part in a focus group. Although method-
ologically students’ opinion elicited through questionnaires can be problematic,
they can still provide useful metrics that help us gauge students’ perception of
the intelligent support and influence our decisions in relation to the the overall
approach we are taking [17]. We employed a 5-point Likert visual analogue scale
with pictorial representations of smileys that children can relate to (see [17,18])
in order to respond to pertinent questions. We were particularly interested in
helpfulness, repetitiveness and comprehension, metrics which we have previously
identified useful [17]. In this research we added an extra construct that asked
students whether they enjoyed thinking aloud.

3.3 Classroom Setup

The ecological validity of the study was achieved by following the setup depicted
on Figure 1 and Figure 2. The classroom where the studies took place is the
normal computer lab of the school in which more computers are on tables facing
the walls on a Π-shape and a few are on a central table. This is the place where
the WOZ study took place, while, for ecological validity, the rest of the class was
working on the other computers. The students were told that the computers in
the central isle were designed to test the next version of the system and were thus
also responding to (rather than just recording as the rest of the computers) their
speech. The central isle had two rows of computers, facing opposite directions,
and isolated by a small separator for plugs etc. In the central isle the students
worked on a console consisting on a keyboard, a mouse, and a screen. Usually,
those components are connected to the computer behind the screen; for these
studies, they were connected to a laptop on the wizards’ side of the table. This
allowed the wizard to observe what the students were doing. As the iTalk2Learn
system is a web-based system, and all the students see is a web browser, the
operating system and general look-and-feel of the experience was equivalent to
the one that the rest of the students were using. When the wizards wanted
to intervene, they used the iTalk2Learn WOZ tools to send messages to the
student’s machine. These messages were both shown on screen and read aloud
by the system to students, who could hear them on their headset.

3.4 The Wizard’S Tools

In line with the ICCT methodology mentioned above, the wizards restricted
their ‘freedom’ in addressing the students by employing a pre-determined script
in which the expected interventions had been written. Figure 3 shows a high-
level view of this script, the end-points of which require further decisions also
agreed in advance in a protocol but not shown here for simplicity. In this study,
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Fig. 1. The classroom. Most students are facing the walls on a �-shape. The Wizard-
of-Oz studies took place on the central isle while the rest of the students are working
on a version of the system that only sequences tasks and provides minimal support.

Fig. 2. Wizard-of-oz setup. Each student speaks on a headset (mic) that is connected
to the wizard’s headphones (1). The student interacts with a console (i.e. keyboard,
mouse, screen) that is connected to a laptop on the wizard’s side (2,3) so as the latter
can witness their interaction. The wizard can send messages (4) by using specially de-
signed wizard tools. These messages arrive to a server and subsequently to the mirrored
laptop) (5) where they can be seen (6) and heard (7) by the student.
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Table 1. Examples of feedback types

Feedback type Example

AFFECT
It may be hard, but keep trying.
If you find this easy, check you work and change the task

TALK ALOUD
Remember to talk aloud, what are you thinking?
What is the task asking you?’

TALK MATHS Can you explain that again using the terms denominator, numerator?

PROBLEM SOLVING You can’t add fractions with different denominators.

REFLECTION
What did you learn from this task?
What do you notice about the two fractions?

Fig. 3. Flowchart representing the wizard’s script for support

we limited ourselves to written interventions that could be selected from an
online document appropriate for being read aloud by the system. There were no
other kinds of interventions (such as sounds, graphical symbols on screen etc.).
The intervention had a set of associated conditions that would fire them thus
resembling very closely the system under development.

4 Results

In total 170 messages were sent to 10 students. The raw video data was analysed
by a researcher who categorised the feedback messages. The researcher noted
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Table 2. Feedback types, including whether message was sent according to what stu-
dent said

Was the feedback immediately
related to what the student said?

Feedback type NO YES Total

AFFECT 15 16 31
TALK ALOUD 62 6 68
TALK MATHS 0 5 5
PROBLEM SOLVING 40 15 55
REFLECTION 9 2 11

Total 126 44 170

Table 3. Feedback types and whether student reacted immediate or not

Student reacted Response

Feedback type NO YES Immediate Delayed Total

AFFECT 8 23 19 4 31
TALK ALOUD 12 56 54 2 68
TALK MATHS 0 5 5 0 5
PROBLEM SOLVING 7 48 46 2 55
REFLECTION 0 11 10 1 11

Total 27 143 134 9 170

whether the feedback was directly related to what the student had said; and
additionally whether the student reacted immediately, after a delay, or not at
all. Another researcher went through the categories and any discrepancies were
discussed and resolved before any analysis took place.

Table 1 shows the different types of messages sent to students. It can be
seen that most frequent messages were reminders to talk aloud (68). This was
followed by problem-solving feedback (55), and feedback according to students
emotions (31). The least frequent messages relates to reflection (11) and using
maths terminology (5).

By design, all of the reminders to use mathematical terminology were based on
students’ speech. In 16 of 31 cases, the feedback immediately related to what the
student had said concerned emotions. It is not surprising that student reminders
to talk aloud were not sent according to what the student had said, as they were
provided when the student did not speak.

Students’ reactions to the different feedback types can be seen in Table 2. Stu-
dents reacted to all of the reminders to use mathematical terminology (100%)
by repeating their sentence and making an effort to be more precise and use
mathematical language such as ‘fraction’ (instead of ‘that’) and numerator, de-
nominator (instead of ‘this’, ‘top number’, ‘bottom number’) as they often do.
Additionally, students reacted to all feedback to reflect on the task (100%).This
was followed by problem solving feedback (87%), and reminders to talk aloud
(82%). The lowest number of reactions occurred after an affect boost (74%).
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We investigated whether there is any correlation between feedback imme-
diacy and response. There was no significant correlation between provision of
feedback immediately after what the student had said, and students’ reactions
(r=.18, p>.05). However, the correlation indicates a positive trend on provision
of feedback which is immediately following student verbalisation, followed by a
reaction. Especially when we take the problem-solving support into account that
does not rely on speech but on students’ actions with the exploratory environ-
ment, there is a more clear correlation (r=.16, p<.05), as expected because of
the several interventions on problem solving that do not necessarily require an
immediate reaction from the student, but either to observe or think something
that may not be directly observable.

We ran a one-way ANOVA on feedback types with respect to response types
by categorising them as follows: affect-related, talk-aloud prompts, and learning-
related (includes prompts to elaborate on the terminology, as well as specific
problem solving feedback and reflection prompts). There was a significant effect
of feedback type on immediacy of the response in that students were less likely
to respond immediately after affect prompts F(2,167)=4.05, p<.05. We discuss
this in light of the focus group and student questionnaire results in Section 5.

4.1 Student Questionnaire

Consistent with the findings in the literature and our previous studies, the stu-
dents responded positively on the questionnaire and did not have any difficulties
answering using the smiley visual analogue. Figure 4 depicts boxplots of the
answers to the questionnaires that overall are quite satisfactory. One of the rea-
sons for providing the questionnaire is that despite its limitations it can help us
identify any negative perception that students may have, that tends not to be
voiced in one-to-one or focus groups. As such, it was encouraging to see that all
students find the feedback ’somewhat’ or ’very’ understandable. They also did
not seem to find it repetitive, which is positive given the effort that we put in
the design and the alternative texts that wizards have in their disposal even for
the same meaning. We will discuss in more detail in the next Section why some
students may not have found the support so helpful (even if we know that gener-
ally this is the lowest reported metric because what people, and young children
in particular, perceive as helpful might not necessarily be aligned with what the
pedagogical design suggests). The next section also discusses that the variety of
answers with respect to whether students liked thinking aloud, even if positive
overall, relates to individual differences and preferences.

5 Discussion

Designing intelligent educational systems is a complex endeavour that requires
a holistic approach to both the system’s behaviour and crucially the interaction
with the student. The emphasis here is on interaction since (apart from the
difficult task of providing problem-based support at the right time and level) it
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Fig. 4. Box plot of student answers

is important (especially during a WOZ study) to give student the appearance
of an interaction that can help them believe both that it is adaptive to their
interaction and that there is a benefit in, for example in our case, the effort they
are putting in talking-aloud. The issues therefore are intertwined and relate both
to the speech recognition capabilities (which here were simulated by wizards and
thus had reduced error than an actual system) and feedback capabilities (which
in our case was through the written and audio prompts). In what follows we
categorise in themes the various issues that have emerged during our analysis
including the focus group discussion with the students.

5.1 “Now You Are Talking” - The Effect of Ecological Validity

From a methodological perspective this study confirmed related literature and
our anecdotal evidence that younger students are comfortable talking aloud when
undertaking problem solving tasks. It also supported our conjecture that an
ecologically valid setting would make a difference compared to earlier work in
school with small individual or pair of students. In our previous visits students
worked in a small room and at a single computer that was set up to receive WOZ
messages. Anecdotal evidence showed that in this more artificial setup, students
were less forthcoming thinking aloud despite prompts from the computer and/or
the researcher. Prompts of the researcher to ”Remember to think aloud” or to
”Talk to the computer” were met with responses such as ”I don’t know what to
say” or ”I don’t know how to talk to the computer”. Some of the same students
but even other ones who, according to the teacher’s admission, are generally
shy to talk, when in the authentic classroom setting talked more freely. This is
in line with the self-explanation literature discussed in Section 2 that says that
students are more likely to talk if they believe that this will help them solve the
problem, rather than talking to an audience. There is a lot to attribute to the
improved interaction with the computer (as compared to the previous, versions
several things had improve to get the students a more realistic interaction).
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However, while a proper statistical comparison is not appropriate in this case,
we are convinced that the main difference was the ecologically valid setting i.e.
that the students who were ‘wizarded’ felt less observed and therefore were more
inclined to think-aloud.

5.2 “Sarcasm Doesn’T Become You” - Speech Production Matters

Students were positive about their experience at the computer overall. They
liked receiving feedback as a direct result of their engagement with the tasks,
particularly when it was reinforcing desired behaviour.

The students suggested improvements that could be made to the system. In
earlier trials students in another school had heard feedback read out by a male
voice. They did not like this voice, reporting it to be very brusque suggesting it
sounded like they were being reprimanded each time. In order to improve the
experience in this trial, an English female voice was used. The students felt that
this voice had a sarcastic tone, particularly for feedback such as “well done”.
Furthermore, the students felt not all messages needed to be read out (particu-
larly the feedback related to trying other problem-solving approaches), or that
some could be stated but not shown as a pop-up because these tended to inter-
fere with the flow of their work. This concurs with [13] findings when designing
a multimedia environment that supports self-explanation by avoiding the dupli-
cation of messages across two different modalities (e.g. text and narration) that
uses the same information processing channel. There was also a suggestion that
students could choose when they wanted to read or hear feedback by having a
button that they could click on when they needed help or wanted to hear what
the computer was suggesting to them.

5.3 “Can the Headsets Look in My Head?” - Cognitive Load and AI

Most students, during the focus group, stated that they were at ease thinking
aloud some even saying that it helped them concentrate. They were amused
about the capabilities of artificial intelligence (AI) and provided (sometimes
utopian) suggestions about what it can do. A couple however answered nega-
tively in the questionnaire and in the comments raised a concern that they some-
times struggled to explain what they are doing. Although the latter is not a good
justification for not thinking aloud (i.e. struggling to explain, hard as it may be,
is definitely useful in clarifying one’s thinking and contributes to learning as
discussed in Section 2) we observed in some occasions that some of the students
would get cognitively overloaded and lost in their own thinking aloud process
in an effort to respond on the system’s prompts. As the wizards were avoiding
performing deep natural language processing they could not help the students.
We observed similar situations in the recordings of the rest of the classroom
that was encouraged to think aloud (in order to record their voices for training
purposes of the ASR system) unaided. In a classroom of course this meant that
a teacher or teacher assistant was able to provide more support. The focus group
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discussion revealed that a combination of factors might be affecting the students’
perception on what they can or cannot do. Although all students undertook the
same briefing, the fact that a computer can help them when talking aloud is not
necessarily something that sinks in quite easily for all of them. This is exemplified
by the student who muttered the title of this subsection to himself surprised by
the feedback he received when after reflecting on a task he was prompted to
repeat using mathematical terminology.

5.4 “Hmm—Let Me Rephrase That” - Pronouns 0 — Maths 1

We observed that most of the times the feedback served its function in that it
modified the students’ behaviour. The 143 out of 170 feedback prompts where
student reacted is indicative of that. Albeit few, we are particularly interested in
the prompts that requested rephrasing using mathematical terminology. We do
not have the data to support further the conjecture but it seems to be a powerful
enough prompt to help the students think more carefully what they are saying.
One of the reasons for the low number of this type of feedback messages is that it
was only needed once per student. The prompt seems to have been internalised
by the students who (at least in one occasion) self-corrected herself replacing
demonstrative pronouns with descriptive mathematical entities.

5.5 “Talking the Talk” - Individual Differences Matter

Individual differences matter in learning and interaction. Students’ personality,
affective characteristics and other factors play a role in their natural propensity
to think aloud and/or to talk to an inanimate computer. Among the 12 students
two were selected by their teacher on purpose as generally more silent in class
and in the lower attainment group. Those received significantly lower feedback
prompts related to their speech. We do not have enough data to support this
statement but their teacher commented that even the few statements that the
system (in the form of the wizard) elicited from them is an achievement. Fur-
thermore, as with other students, we did observe them mumbling to themselves.
So even if they were not talking aloud they seemingly engaged in inner-speech,
which as mentioned in Section 2, has the potential to help reflection.

6 Conclusion

We presented an ecologically valid Wizard-of-Oz study designed to explore the
potential of Automatic Speech Recognition (ASR) to support young students’
exploration and reflection as they are working with interactive learning environ-
ments. The promising results indicate that, compared to our previous one-to-one
settings, there is potential in expecting young students to think-aloud while in-
teracting with educational technology especially if they see value by receiving
support. Furthermore, even rudimentary ASR and decision-making mechanisms,
as the ones presented here and simulated by our wizards, have the potential to
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support at the very basic level reflection on the learning task and on the use
of the domain terminology. Additional information on affective state derived by
cues either in the transcript or in the audio stream can also help in adapting
problem solving support [19]. We conducted a cursory analysis on top-level cat-
egories that indicated a positive trend on students’ more likely reaction on those
feedback messages that are immediately following students verbalisation, evi-
dence of a natural interaction. While students did not seem to react (at least in
an observable manner) on affect-related prompts, the relationship between affect
and feedback provision is very difficult to tease apart [20] and requires further
research that was out of the scope of this paper.

We observed the positive reaction of the students to the (simulated) ‘system’
and collected their comments that feed to our next iteration. In particular, we
identified a strong link between the quality of the speech production and the
overall interaction with students’ perception of the system and subsequent talk
aloud. Our immediate steps in an effort to make the system more fluid is to
improve the interaction by separating prompts that can only be read to students
in contrast to those that have to be shown as well. Future work on the interaction
will focus on how interruptive the messages are and carefully selecting the timings
of the reflection prompts. We are leaning towards post-task reflection that is
more natural and still has the capacity to contribute to student learning. In that
sense we can utilise ASR in a non-intrusive manner and open the window to
speech-enhanced intelligent support.
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Abstract. The use of Social Network Sites (SNS), and the improvements 
gained from new technologies through e-learning platforms are two of the main 
topics that are currently discussed in the area of higher education. Acquiring a 
better understanding of e-Learning platform adoption requires the addition of 
new antecedents to prevailing models and an analysis of their interrelations with 
other information and communication technologies. Web 2.0 and SNS are of 
particular significance in this connection. This paper attempts to determine the 
validity of the antecedents posited by Chan et al. (2010) in the field of e-
Learning and the moderating role that SNS use may play in platform adoption. 
The influence of awareness, self-efficacy, convenience and assistance as ante-
cedents of the components of the adoption model is determined; it is further 
found that SNS use has a moderating effect on the relationship between the in-
tention to use the platform and its posited antecedents. 

Keywords: e-learning, adoption, social network sites, UTAUT, awareness, self-
efficacy, convenience, assistance, interaction effect, quasi-mediated relationships. 

1 Introduction  

The global acceleration of Information and Communication Technology (ICT) in 
education has been motivated by three developments in society: the exponential 
growth of knowledge which has meant that learners need to acquire the ability to 
process information; the second development is the increasing popularity of digital 
culture; the third is that learners can learn anytime and anywhere in an online learning 
context [1].  ICT dematerializes, delocates, and globalizes information, leading to a 
digitization process that changes the main format in which knowledge is conveyed, 
and this, in turn, changes the way people think and behave. By overcoming the limita-
tions of time and space and customizing the learning environment to the specific  
individual needs and learning styles, ICT transforms the learning experience and  
increases the speed, flexibility, and efficiency of Knowledge transfer [1, 2]. 

The most widespread application of this concept is the use of e-learning platforms. 
In addition to many other benefits, web-based learning includes a change in metho-
dology that promotes students' active participation, initiative, and critical thinking, 
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with a fundamental shift in focus from teaching to learning [3]. The increasing popu-
larity of e-Learning also has resulted in increased research interest in identifying the 
factors that underlie successful implementations of ICT interactive tools like any oth-
er information system its success depends on learners` acceptance of these technolo-
gies and the social interaction between them [4].  

What factors drive undergraduate students` digital choice on whether to use tech-
nology for learning is important research because it helps to identify possible areas of 
support that educators need to provide in order to enhance students` technology use 
for learning [5]. In this regard, [6] present the role played by various antecedents of 
the key variables driving adoption in online environments: awareness, compatibility, 
self-efficacy, flexibility, aversion to personal interaction, trust, convenience and assis-
tance. Their research relates to e-Government services, so it is doubtful whether their 
results can be generalized to e-Learning platforms. This paper accordingly sets out 
first to address the practicability of extending the antecedents of e-Government adop-
tion considered to e-Learning platform adoption models [6]. 

The second element listed above is social interaction among e-Learning platform 
users. Since that is what will lead students to share knowledge, and since e-learning 
systems contribute to the development of virtual communities that provide an active, 
collaborative audience for creating content, it is important to consider if students' use 
of SNS -this use being considered as a personal attribute of students rather than an 
additional element of the e-learning platforms- will have an effect on their use of e-
learning platforms. This will be the second objective of the present study.  

2 Conceptual Framework  

2.1 E-Learning Platform Adoption   

One of the most widespread theories in technology acceptance analysis is the Unified 
Theory of Acceptance and Use of Technology (UTAUT), which posits the existence 
of four key elements for technology acceptance and use. It states that performance 
expectancy, effort expectancy, and social influence affect intention of use, while in-
tention of use and facilitating conditions are what determine how the technology is 
actually used. According to previous theories, the main determinant of behavior is the 
intention to carry it out; in other words, actions are based on individual attitudes. Thus 
consumers are rational decision-makers who behave (actual use) according to the 
value attributed to the results of their behavior and to the expectations they have re-
garding that behavior in terms of achieving those results (intention of use).  

Several studies have analyzed e-learning platform adoption based on the UTAUT 
model. While [7] concludes that the elements influencing behavior are limited to faci-
litating conditions and social influence, [8] hold the opposite view, stating that none 
of the listed components determine the intention to use e-learning. More recently, [9] 
has confirmed that performance expectancy and facilitating conditions influence be-
havior intention, whereas effort expectancy and social influence do not. In keeping 
with prior studies, this author also confirms that behavior intention determines e-
learning platform acceptance [10, 11]. 
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2.2 Identifying Antecedents of E-Learning Platform Adoption 

It has been considered a range of antecedents of the UTAUT model based on the stag-
es of the introduction of a new technology [6]. In this perspective, the preparatory 
stage emphasizes awareness; the segmentation stage is associated with compatibility 
and self-efficacy; the positioning stage relates to flexibility and aversion to personal 
interaction; finally, the execution stage is linked to trust, convenience and assistance. 

Awareness that online services are available is essential to adoption, in so far as it 
bears upon both intention and use [12]. The more prevalent the advertising relating to 
online services, the greater the awareness of the people influencing our behavior [6]. 

Compatibility is the degree to which the new technology is consistent with past ex-
perience and modifies the user's behavior by facilitating the acquisition of information 
influencing the intention to adopt the new technology. In the educational context, in 
terms of the alignment between behavior and the values required of a potential adop-
ter, compatibility is the critical determinant of e-Learning platform adoption, both 
directly and indirectly via perceived usefulness [4] [5] [9]. 

Self-efficacy is a judgment of a person's ability to use a technology and perform 
certain tasks, and relates to the degree to which the consumer perceives him/herself as 
an innovative person. It is a key antecedent of perceived cognitive effort (ease of use) 
associated with technology use [13]. Computer self-efficacy is a significant determi-
nant of perceived usefulness and perceived ease of use, students with higher self-
efficacy are likely to have more positive beliefs about the perceived usefulness and 
perceived ease of use of an e-Learning system [14].   

Flexibility relates to the adaptability of technology components in terms of fitting 
the system to the consumer's needs [15]. This is a key element for technology adop-
tion and use, because it leads to a better outcome by improving the response to new 
needs [6].  

Aversion to personal interaction relates to the consumer's perception of the degree 
to which the technology enables him/her to access and use online services without 
having to interact with another person. People generally prefer self-service because it 
saves time and enhances personal control; these are key benefits for the perceived 
effectiveness of the service in relation to the perceived outcome [6] [16]. 

Consumers are more inclined to expect benefits from using a technology if they are 
confident it will work according to their expectations, so trust relates directly to per-
formance expectancy [6] [17]. 

Convenience is the user's perception of the time and effort required to use the tech-
nology. People are more inclined to accept a technology if they think it will make 
their life simpler and easier. Although it has been found no significant effect of con-
venience on online service use [18], convenience is nonetheless a variable that merits 
consideration [6]. 

Assistance in the use of an online technology relates to the consumer's perception 
that he/she will be able readily and promptly to obtain help when he/she encounters 
any difficulty in using it. This is an essential component for technology in so far as it 
makes it easier to use, and is particularly significant when use is mandatory [6] [19].  
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Performance expectancy is determined by compatibility, flexibility, aversion to 
personal interaction and trust [6]. The antecedents of effort expectancy and facilitat-
ing conditions are the same – self-efficacy, convenience and assistance. Finally, the 
antecedent of social influence is awareness. 

2.3 Use of Social Networks as a Moderating Factor in E-Learning Platform 
Acceptance 

Furthermore, given that most of the key competences for lifelong learning are closely 
related to the skills generated by using 2.0 tools, it is essential to analyze the implica-
tions that are identified for some of their most widespread applications in terms of 
their effect on higher education.  

SNS are defined as all the applications that increase group interaction, shared col-
laborative spaces, social connections, and information exchanges in a web-based  
environment. These sites brings people with common interests together and are  
particularly effective in promoting communication and collaboration, hence being 
quickly adopted in educational settings [20, 21, 22, 23]. 

Given that students complain about the lack of opportunities for establishing real 
communication, integrating SNS into educational practices has become a key element 
for achieving more robust learning opportunities [21]. The success of 2.0 learning 
systems is based on interactive and collaborative learning and in the development of 
online educational communities [22]. 

Some of the benefits offered by working SNS into the educational context are re-
lated to fostering socialization in a safe, practical environment; enabling inclusive 
education; reinforcing informal learning processes; supporting knowledge acquisition 
through subliminal learning processes; facilitating immersion in foreign language 
environments; reducing knowledge gaps; and contributing to boost and build a digital 
identity [20].  

In higher education circles, the advisability of linking SNS to e-learning platforms 
is a subject of debate. Despite overall acceptance of their being essential at this point, 
results differ when the impact of SNS on the educational process is subjected to an 
empirical analysis. Among those who report a positive outcome, SNS reinforce colla-
borative learning, involve participants in critical reasoning, and boost communication 
and writing skills [20]. It has been suggested a positive correlation between SNS use 
and student involvement as predictors of academic success, as well as also helping 
students to adapt to the university's culture [23, 24]. As against this, other authors 
suggest that SNS can have a negative effect on school work when they are perceived 
differently in the educational and personal contexts [3] [25]. 

It is important to remember that although e-learning platform acceptance may de-
pend on students' involvement and social interaction, without which it is doubtful 
whether the necessary exchange of knowledge could occur [26], SNS are ideal for 
providing an active, collaborative audience for content development by enhancing 
communication and cooperation between students [22] [23] [27]. Therefore, we have 
to ask ourselves whether students' use of SNS actually has a moderating effect on  
e-learning tool adoption, which would suggest the following hypothesis: 
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H1: SNS use has a moderating effect on the relationship between the antecedents 
of the intention to use an e-learning platform and that intention itself. 

3 Methodology 

3.1 Development of the Model 

This study is based on the classic formulation of the UTAUT. The scales used for 
measuring the awareness, convenience, self-efficacy, flexibility, aversion to personal 
interaction, trust, assistance, performance expectancy, effort expectancy, social influ-
ence, and facilitating conditions constructs are drawn from [6], whereas intention of 
use and actual use are drawn from [34], all of them through three items. Lastly, fre-
quency of social network use is measured according to one single item. Seven-value 
Likert scales are used throughout. 

3.2 Fieldwork 

Since the aim of this study was to measure the intention to use an e-learning platform, 
the questionnaire was personally handed out to students from the four undergraduate 
classes, to avoid a sample selection bias, and 155 valid questionnaires were obtained. 
As stated previously, SNS use is a personal attribute of students and not an additional 
element of the e-learning platforms, most of them actually using Facebook for that 
purpose.  

The scales initially proposed for performing the statistical analysis were adapta-
tions of scales that had been validated in several previous studies, and whose content 
we therefore could assume to be valid. The statistical behavior of the constructs in-
cluded in the model was analyzed by developing the Structural Equations Model 
(SEM) with SmartPLS 2.0.M3 [28]. The purpose of PLS modeling is to predict de-
pendent variables. This aim leads to an attempt to maximize explained variance (R2) 
of the dependent variables. Compared to covariance-based methods, PLS adapts bet-
ter to prediction and theory development applications, although it can also be used for 
theory confirmation.  

3.3 Measurement Model 

Only three of the items used1 displayed a factor loading less than 0.707 (SELF2: 
0,659; API: 0,636; TRUS: 0,687), so the remaining items used exceeding that value 
and the required significance level2 were retained. 

                                                           
1 Abbreviations: AWAR (Awareness); COMP (Compatibility); SELF (Self-efficacy); FLEX 

(Flexibility); API (Aversion to Personal Interaction); TRUS (Trust); CONV (Convenience); 
ASSI (Assistance); PEXP (Performance expectancy); EEXP (Effort expectancy); SOCI (So-
cial Influence); FACO (Facilitating Conditions); UINT (Intention of use); EUSE (Actual 
use). 

2 (* p < .05; ** p < .01; ***p < .001 based on a one-tailed t-student (499) distribution, t(0.05; 499) = 
1.6479; t(0.01; 499)= 2.3338; t(0.001; 499)= 3.1066. 
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3.4 Convergent and Discriminant Validity 

Convergent validity is established by average variance extracted (AVE). It has been 
suggested that AVE values should exceed 0.5. This is the case here (Table 2), so the 
convergent validity of the related constructs can be accepted within the structural 
model. It has been recommended a value for R2 greater than 0.10 [29], in other case 
regards the values 0.67, 0.33 and 0.19 as substantial, moderate and weak, respectively 
[30]. Analysis of the values obtained shows that all variables exceed the weak level, 
except social influence. To establish the discriminant validity, the AVE value must be 
higher than the variance shared by the construct and the other represented constructs, 
and that condition was met in our study. 

Table 1. Convergent validity 

 AVE Composite Reliability R2 Cronbachs Alpha Communality Redundancy 

API 0.7091 0.8292  - 0.5995 0.7091  - 

ASSI 0.6335 0.8383  - 0.7126 0.6335  - 

SELF 0.7501 0.8572  - 0.6681 0.7501  - 

COMP 0.8168 0.9304  - 0.8879 0.8168  - 

FACO 0.7213 0.8857 0.3587 0.8065 0.7213 0.1849 

TRUS 0.7125 0.8320  - 0.5981 0.7125  - 

AWAR 0.7233 0.8868  - 0.8083 0.7233  - 

CONV 0.6969 0.8731  - 0.7814 0.6969  - 

EEXP 0.7150 0.8825 0.4510 0.8015 0.7150 0.2445 

PEXP 0.7405 0.8954 0.4494 0.8247 0.7405 0.2096 

FLEX 0.8546 0.9463  - 0.9149 0.8546  - 

SOCI 0.8355 0.9384 0.1324 0.9013 0.8355 0.1106 

UINT 0.8479 0.9436 0.2682 0.9102 0.8479 0.1997 

EUSE 0.7350 0.8926 0.3133 0.8202 0.7350 0.1551 

3.5 Structural Model 

Analysis of the structural model establishes that compatibility (path: 0.2862, tvalue: 
2.8362), aversion to personal interaction (path: 0.3884, tvalue: 5.1512) and trust (path: 
0.2066, tvalue: 2.1437) exert a significant influence on performance expectancy, while 
flexibility does not (path: -0.0164, tvalue: 0.1897). The significant antecedents of effort 
expectancy are self-efficacy (path: 0.1566, tvalue: 2.1135), convenience (path: 0.2507, 
tvalue: 2.5519) and assistance (path: 0.4372, tvalue: 5.7817). The antecedent of social 
influence is awareness (path: 0.3639, tvalue: 4.9809). Self-efficacy (path: 0.2346, tva-
lue: 2.8108), convenience (path: 0.1687, tvalue: 1.7533) and assistance (path: 0.3705, 
tvalue: 4.1918) are the antecedents of facilitating conditions. 

The significant antecedents of intention of use are effort expectancy (path: 0.3853, 
tvalue: 2.5654) and social influence (path: 0.1444, tvalue: 2.2496), but not perfor-
mance expectancy (path: 0.0699, tvalue: 0.4450). Finally, intention of use (path: 
0.3164, tvalue: 3.1287) and facilitating conditions (path: 0.3130, tvalue: 3.8813) are 
both antecedents of actual use of the e-Learning platform. 
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3.6 Quasi-Mediated Relationships 

 
Given the importance of medi-
ation effects for this research 
model, they must be explored 
by systematic analysis [31]. 
Based on repeated samples, a 
confidence interval of 95% 
was generated for each media-
tor. If the interval does not 
contain 0, then the indirect 
effect of that mediator is sig-
nificantly non-zero [31]. 

Our results (Table 2) enable 
us to establish that, out of  
the antecedents originally  
considered for the UTAUT 

model, awareness, self-efficacy, convenience and assistance exhibit a significant effect 
on the use of e-Learning platforms. 

3.7 Interaction Effect 

To confirm whether students' use of SNS had 
an effect on e-learning platform adoption, we 
proceeded to analyze the interaction effect. It is 
the most straightforward method for analyzing 
moderating effects, and its use is recommended 
whenever possible [32]. 

As to the moderating effect of the use  
of SNS on the relations driving adoption of e 
-Learning platforms, we conclude that this fac-
tor moderates the relationship between conven-
ience and facilitating conditions and the  
relationships holding between performance 
expectancy, effort expectancy, social influence 
and intention of use.  

 
 
 
 
 
 
 

Table 2. Mediated relationships 

AIP→PEXP→UINT→EUSE (-0.0366; 0.0459) 

ASSI→ FACO→ EUSE (0.0435; 0.2069) 

ASSI → EEXP→ UINT → EUSE (0.0056; 0.1149) 

SELF→ FACO → EUSE (0.0167; 01657) 

SELF → EEXP → UINT → EUSE (-0.0009; 0.0493) 

COMP → PEXP → UINT→ EUSE (-0.0218; 0.0518) 

TRUS→  PEXP → UINT → EUSE (-0.0229; 0.0208) 

AWAR→ SOCI→ UINT → EUSE (0.0012;0.0496) 

CONV→  FACO → EUSE (-0.0048; 0.1481) 

CONV → EEXP → UINT → EUSE (0.0008; 0.0897) 

FLEX→  PEXP → UINT → EUSE (-0.0087; 0.0130) 

Table 3. Moderated relationships 

AIP →PEXP 0.0048 (0.0132) 

ASSI →FACO -0.3606 (0.7707) 

ASSI →EEXP -0.2939 (0.9451) 

SELF→ FACO -0.2157 (0.5479) 

SELF → EEXP 0.0075 (0.0222) 

COMP→ PEXP 0.4549 (1.1526) 

FACO  →EUSE 0.1387 (0.3197) 

TRUS→  PEXP 0.3236 (0.7307) 

AWAR→SOCI -0.0516 (0.1459) 

CONV→ FACO -0.9597 (2.3980)** 

CONV → EEXP -0.5005 (1.3242) 

EEXP →UINT -0.9959 (2.3575)** 

PEXP → UINT -1.2769 (3.0275)** 

FLEX→PEXP -0.0358 (0.0979) 

SOCI → UINT -0.8526 (2.4827)** 

UINT → EUSE 0.1475 (0.3716) 
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4 Analysis of the Results 

The first hypothesis to confirm was the one that analyzed the potential moderating 
effect on the relationship between intention of use and its antecedents. As we can see 
from the interaction effect, SNS use among students has a moderating effect on the 
relationship that performance expectancy, effort expectancy, and social influence 
have on intention of use, and on the relationship between convenience and facilitating 
conditions, leading us to accept H1. The resulting value shows that the greater the use 
of social network sites, the lesser the influence of these variables, although in the 
structural model performance expectancy does not appear to have a significant effect 
on the intention to use an e-learning platform.  

5 Conclusions 

5.1 Theoretical Implications 

The present study establishes that students' intention to use an e-learning platform is 
determined by effort expectancy and social influence, but not by performance expec-
tancy. In keeping with previous studies, we found that social influence had a strong 
effect on intention of use because, even though that use was not mandatory. Social 
motivations thus influence the development of positive attitudes toward the use of  
e-Learning platforms [4]. In keeping with [33], effort expectancy is a critical determi-
nant for the intention to adopt e-learning. Contrary to what some authors have argued 
[8], performance expectancy not only does not have a determining influence on beha-
vior intention, but does not even have a significant effect on it. 

In order to further pursue the interpretation of Lin`s approach [35], according to 
which effort expectancy plays a more prominent role among inexperienced users, the 
experience that users of these platforms have ought to have been explicitly quantified. 
In other words, although according to the students' own responses in some cases they 
are indeed experienced, it is difficult to determine the source of this experience. Al-
though some respondents may have acquired it at other universities, it seems like a 
reasonable assumption that a large percentage of these students would lack that expe-
rience. Finally, in keeping with prior studies, we found that intention of use and facili-
tating conditions determine university students' actual use of e-learning platforms [7] 
[10] [11].  

A further point of interest is to identify the antecedents of the main components of 
the adoption model. Effort expectancy is determined by students' self-efficacy, by the 
convenience of platform use, and by the assistance available. Social influence is de-
termined by awareness, while facilitating conditions are determined by self-efficacy, 
convenience and assistance. Finally, performance expectancy has its significant ante-
cedents in compatibility, aversion to personal interaction and trust, whereas flexibility 
does not exert a significant influence. 

If we focus on the role of these antecedents in determining use, we find that use is 
determined by assistance, self-efficacy, awareness and convenience. The determining 
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role of convenience places our conclusions in opposition to previous works [18], and 
in alignment with other [6]. A particularly substantial role is played by assistance, 
which affects the actual use of the platform both via facilitating conditions and via 
effort expectancy [13]. Awareness of the e-Learning platform bears both upon inten-
tion of use and actual use [12]. In addition, the role of convenience is found to be 
decisive even for non-mandatory services. 

The success of e-learning depends on students' participation, involvement, and so-
cial interaction, which could be reinforced by SNS use, this use being considered as a 
personal attribute of students and not an additional element of the e-learning plat-
forms [26]. SNS use is thus independent from the educational institutions promoting 
the e-learning platforms. The present study concludes that SNS use moderates the 
relationship between the antecedents for behavior intention and that very intention, 
but not the effect of behavior intention and facilitating conditions on actual resulting 
use of the platform.  

SNS use leads performance expectancy, effort expectancy, and social influence to 
have a weaker effect on behavior intention. Greater SNS use may imply that the stu-
dent is familiar with the technology, and therefore, as posited in previous studies [33] 
[35] the greater the user's experience is, the weaker the impact of effort expectancy 
will be. Getting students involved in active interaction based on SNS can be one of 
the ways to change users' perceptions so as to have the lesser impact on effort expec-
tancy that we mentioned earlier.  

What is the real impact of SNS use on e-Learning platform adoption? Since all re-
lationships among the antecedents of the intention to use an e-Learning platform are 
moderated, the only unmoderated relationships are those linking facilitating condi-
tions to e-Learning platform use. But since the use of SNS moderates the relationship 
between convenience and facilitating conditions, the only unmoderated relationship is 
that holding between facilitating conditions on one hand and self-efficacy and assis-
tance on the other. Both these variables, via mediated relations, bear upon e-Learning 
platform use, so we can conclude that some elements are unaffected by the impact of 
SNS.  

The socialization and enculturation of young people in virtual environments, and 
the development of certain technological literacy-related skills pertaining to SNS use 
with a clearly critical, collaborative, and creative character lead to differing behavior 
of the relationship between social influence and the intention to use an e-learning 
platform, which results in social influence having a lesser impact on intention of use 
as its use increases. It is important to bear in mind that, according to our findings, 
SNS use has a positive effect on of the intention to use e-learning platforms. 

The relationships that remain unaffected are those that relate the antecedents for in-
tention of use to actual use. In other words, the significant effect of intended use and 
facilitating conditions on actual use of an e-learning platform is not dependant on 
students' SNS use. Furthermore, out of the identified antecedents of the main elements 
of the model, social network use only moderates the relationship between conveni-
ence and facilitating conditions. 
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Abstract. This paper investigates tutoring feedback strategies adaptive to stu-
dent motivation. Several static feedback adaptation strategies have been de-
signed based on the interactive tutoring feedback (ITF) model, implemented 
within the Adaptive Educational System (AES) ActiveMath and evaluated in a 
study with 6th and 7th graders. Student motivation profile (high vs. low per-
ceived competence and intrinsic motivation) has been used to assign them to ei-
ther conceptual or procedural feedback condition. The data analysis shows that, 
for low motivated students, the benefits of adapting feedback to motivational 
profiles are visible in both, performance during treatment and knowledge gain 
from pre- to post-test. For highly motivated students, no significant effects have 
been registered. These findings shed light on the role of motivation in tutoring 
feedback processing and have important methodological implications for de-
signing feedback strategies in AESs.  

1 Introduction 

Effective feedback is one of the most powerful factors influencing learning in various 
instructional contexts including technology-enhanced learning (TEL) environments 
(e.g., [1, 2]). The term “feedback” refers to all post-response information helping 
students regulate further learning [3, 4]. This notion of feedback can be traced back to 
early cybernetic views of feedback and implies that the core aim of feedback is to 
eliminate the gap between the current and the desired states of learning [5, 6]. 

The interactive potential of modern TEL environments makes it possible to provide 
students not only with basic feedback types merely communicating the outcome of a 
student response, but also with tutoring feedback guided by strategies. Tutoring feed-
back strategies combine formative elaborated feedback (such as hints, explanations, 
attribute-isolation examples) with instructional design methods (e.g., mastery learning 
or scaffolding) to support students in acquiring target competencies, detecting errors, 
overcoming learning obstacles, etc. In doing so, tutoring feedback strategies offer 
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“strategically” useful information for task completion without immediately providing 
the correct solution [3, 12]. 

There is a fast-growing body of empirical research on feedback adaptation. Cor-
balan, Paas and Cuypers investigated the effect of different feedback levels (after each 
step vs. on the final step) in basic linear algebra tasks on perception, learning and 
motivation [7]. They found that students in general tend to prefer fine-grained feed-
back on each step and suggested the need for future studies on adapting the feedback 
level to individual student expertise. Mitrovic, Ohlsson and Barrow evaluated the 
impact of providing positive feedback in a constraint-based tutor that previously  
delivered only post-error feedback [8]. Their findings indicate that the inclusion of 
positive feedback can lead to faster learning. The research of Dennis, Masthoff, and 
Mellish shows that students themselves consider that adapting feedback may be not 
needed for successful students, but can be very important when a student is under-
achieving [9]. Conati and Manske explored the effectiveness of adaptive feedback in a 
serious learning game. Their results suggest that when feedback is too frequent and 
more informative than the students need, its effectiveness decreases [10]. Goldin, 
Koedinger and Aleven data-mined several models measuring individual feedback 
value and found that, for different students, the value of feedback messages is differ-
ent; this allowed them to hypothesise about the existence of a feedback processing 
skill that defines the individual effectiveness of feedback depending on the level of 
provided details [11]. 

Most of the existing research, however, focuses on adapting feedback to student 
cognitive and meta-cognitive characteristics. The purpose of this work is to investi-
gate how tutoring feedback strategies can be adapted to student motivation. In the 
reminder of this paper, we present an experimental study, which explores if and under 
what conditions students with different motivational profiles benefit from different 
tutoring feedback strategies. 

2 The Context of This Work 

2.1 Interactive Tutoring Feedback Model 

The ITF-model considers feedback as a multidimensional instructional activity help-
ing students to regulate their learning process and assisting them in acquiring knowl-
edge and competencies needed to perform learning tasks. Such conceptualization of 
feedback facilitates analysis of possible factors and effects of (tutoring) feedback 
strategies [2, 3, 12]. Rooted in regulatory paradigms from the systems theory, the ITF-
model views feedback as one of the several basic components of a generic feedback 
loop and suggests to differentiate between the two interacting feedback loops: the 
student feedback loop and the loop of the external feedback source. The controlled 
process for the two interacting feedback loops consists of the acquisition of compe-
tencies necessary to master the requirements of learning tasks. Building on models of 
self-regulated learning (e.g., [13]) and on current multidimensional notions of compe-
tencies (e.g., [14]), the ITF-framework suggests to determine the controlled variables 
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for a learning process with regard to the cognitive, motivational, and meta-cognitive 
variables that are relevant for acquiring the desired competencies. 

To regulate and control the acquisition of competencies, both feedback loops need 
to determine a standard or reference level for each of the controlled variables. Fur-
thermore, it is assumed that the actual state of competencies is (continuously) as-
sessed by both the student (internal assessment) and the external feedback source 
(external assessment). These assessments result in the internal and external feedback 
on the actual state of the student’s competencies. In both feedback loops, the feedback 
on the current state of competencies has to be compared to the respective desired level 
of competencies in order to evaluate to what extent the desired level of competencies 
has been achieved. Based on this comparison, the external controller (e.g., an AES or 
a teacher) generates an external feedback message. If a gap between the desired and 
the current level of competencies has been detected, this external feedback message 
may provide evaluative information pertaining to this gap, as well as tutoring infor-
mation (i.e., a suggestion of an action that would helps eliminating the gap).  

The student has to process the external feedback along with the internal feedback 
in order to generate ideas or suggestions regarding one or several control actions that 
may help to proceed in the direction of the desired level of competency. Finally, the 
student has to implement the selected control action. 

Given the complexity of this interaction between the feedback loops, the ITF-
model suggests that the effects of tutoring feedback strategies depend not only on the 
properties of the feedback strategy, but also on various conditions and characteristics 
of the feedback receiver (i.e., a student), the parameters of the feedback source, and 
the instructional context [12]. An essential precondition for external feedback being 
efficient is the mindful processing of this feedback by the student. 

2.2 AtuF Project 

This work was a part of the project “Adaptive tutoring Feedback” (AtuF) that has the 
overall goal to systematically develop and evaluate adaptation strategies that allow 
tailoring tutoring feedback to students' needs. In the first project phase, the methodo-
logical, conceptual and technological framework for investigating tutoring feedback 
adaptation has been developed. Additionally, potential factors that should be taken 
into account when designing feedback adaptation strategies were investigated with an 
experimental study [15]. This paper presents the results of the 2nd project phase, 
which focused on the design and evaluation of static feedback adaptation strategies 
adjusting the content and sequence of feedback messages to student motivational 
profiles. 

3 Experiment Description 

3.1 The Domain of Fraction Arithmetic 

The target domain of this research is the subset of basic fraction arithmetic taught  
in 6th and 7th grades of the German school program. We have employed the  
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two-dimensional framework of fraction competencies [16] to represent target knowl-
edge components and cognitive operations in the domain, as well as the typical errors 
students make while solving fraction exercises. All assessment and training exercises 
were modelled in terms of the elements of this framework. On the top level, exercises 
were grouped into the following five large categories based on the requirements ad-
dressed by the encoded typical error: 

− Represent: Representation of fractions in various formats (e.g., candy bar, pie) 
− Transform: Expansion and cancelling of fractions 
− Add (common): Addition of fractions with common denominators 
− Add (uncommon): Addition of fractions with uncommon denominators 
− Order: Ordering and comparison of fractions 

3.2 The Exercise Environment of ActiveMath 

ActiveMath is a Web-based intelligent AES for mathematical domains [17]. It allows 
students to work on learning material at their own pace with various degrees of sys-
tem support, ranging from intelligent problem solving support to personalized courses 
and adaptive navigation [18]. 

Interactive exercises in ActiveMath can have multiple steps and combine various 
types of tasks from single choice to formula input. On the representational level, Ac-
tiveMath exercises are finite state machines (FSM) consisting of nodes corresponding 
to (sub-)tasks and system’s feedback, and transitions encoding correct and typical 
incorrect student responses [19]. Representations of an exercise can be automatically 
enriched by a tutoring strategy that defines a general pattern for reacting to the actions 
and requests of the student solving the exercise [20]. Technically speaking, a tutoring 
strategy is a transformation of a given exercise automaton into a new exercise 
automaton, which expresses the needed tutoring behaviour with respect to the instruc-
tional goals of the strategy. 

Based on this framework, the AtuF exercise strategies can express different tutor-
ing behaviour by varying the sequence and the types of feedback messages presented 
in a concrete instance of the exercise depending on various information stored in the 
student model. For example, the same exercise can offer a conceptual hint to a student 
with a high level of motivation and a procedural hint to a low motivated student. 

3.3 Assessment Tests 

In order to test target student competencies before and after training, two parallel sets 
of fraction assessment items were created. The items were designed by systematically 
combining conceptual and/or procedural knowledge components with one of the cog-
nitive operations. The sets covered all of the suggested processes and knowledge 
types and their combinations with items of various response formats (e.g., multiple-
choice, short-answer, constructed-response, and graphical input) [21]. 

To examine the psychometric properties of these tests, a dedicated pen-and-paper 
experiment was conducted with 293 6th and 7th graders. The analysis showed that the 
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item difficulties ranged from .03 to .88. The difficulties were normally distributed for 
each set with a mean of .45 (pre-test) and .41 (post-test). For each set of tasks the 
mean discriminatory index was .31 (ranging from -.25 to .61). Reliability-analysis 
showed a Cronbach's alpha of .73 (pre-test) and .80 (post-test), containing only results 
of students who worked on every task. 

Finally, we have selected two isomorphic subsets of these exercises for implement-
ing in ActiveMath. The resulting pre- and post-tests consisted of 29 items each. While 
taking the tests within ActiveMath, students worked with series of exercises grouped 
according to the target operators (the number of exercises within groups ranged from 
4 for Represent to 8 for Order). Within each group, students were limited in time. If a 
student did not answer all the exercises from a group, ActiveMath interrupted her/him 
and transitioned to the next group. 

3.4 Training Fraction Competencies with Tasks with Typical Errors 

In AtuF, tasks with typical errors (TWTW) were used for training fraction competen-
cies. The TWTE were designed around typical errors in the domain identified on the 
basis of psychological and empirical task and error analyses [22]. 

We used TWTE instead of conventional fraction tasks to investigate more pre-
cisely the question of how efficient the developed feedback strategies are for various 
typical errors. Addressing this issue with conventional fraction tasks is a methodo-
logical challenge due to a high variability of students' error rates and of the types of 
errors occurring when students work on conventional tasks. Using TWTE for evaluat-
ing the effects of the developed feedback components helped us to design and deliver 
feedback messages that directly target the known error. 

Interaction with a TWTE differs from a conventional exercise. In a TWTE students 
do not commit their own errors by calculating an answer to an exercise; instead, they 
are provided with a worked step-by-step solution of an exercise that already contains 
a typical error. Then, as the first task, they are asked to detect the error. If they re-
spond correctly, the system acknowledges it; otherwise, they are provided with a 
simple knowledge-of-result feedback that indicates the correct option. Figure 1 dem-
onstrates an example of a student interaction with the error-detection phase of a 
TWTE. 

In the second phase, students have to correct the erroneous exercise step (see Figure 
2). If they are not able to correct the error on their own, they receive tutoring feed-
back. Students have three trials to accomplish this task, after each incorrect trial, the 
feedback details increase. After the third incorrect trial, ActiveMath presents the final 
feedback in terms of a worked-out solution and moves to the next exercise. 

Overall, the treatment session included 30 TWTEs. Students received them in 
blocks of ten exercises. Within each block, exercises followed the same sequence (in 
terms of the covered operator): Represent, Represent, Transform, Transform, Add 
(common), Add (common), Add (uncommon), Add (uncommon), Order, Order. When 
analysing the data (see Section 4 below), we had to exclude the logs for all TWTEs 
covering ordering of fractions, because the implementation of these tasks did not 
follow the same algorithm as for the other eight (instead of separate error-detection 
and error-correction tasks, students were asked to identify a correct procedure and 
execute it in one single step). The final set of treatment exercises consists of 24 items. 



 

 

Fig. 1. Interface

Fig. 2. Interface
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3.5 Motivation Questionnaire 

To assess students’ motivation we used the Expectancy-value-Form of domain-
specific Learning Motivation (EWF-LM). The EWF-LM has been developed on the 
basis of an integrative expectancy-value model of motivation (see [15] for more de-
tail), and consists of the four scales: intrinsic value (eight items; e.g., “I enjoy solving 
fraction exercises”; Cronbach’s alpha = .87), attainment value (five items; e.g., 
“Fraction tasks offer me an exiting occasion for demonstrating my abilities”; Cron-
bach’s alpha = .73), perceived competence (three items; e.g., “I am good at solving 
fraction tasks”; Cronbach’s alpha = .81), and fear of failure (three items; e.g., “I am 
worried about mistakes, even if nobody would see them”; Cronbach’s alpha = .81) in 
relation to fraction tasks. Students had to respond to the EWF-LM items on a 6-point 
rating scale (0 = “Not true at all for me”; 6 = “Completely true for me”). Based on the 
findings from the prior AtuF studies [15, 23], the scales for intrinsic value and per-
ceived competence were selected to guide the feedback adaptation. 

3.6 Feedback Strategies  

Feedback messages in AtuF can vary along two dimensions. From the specificity 
standpoint, a feedback message can be a hint pointing out an appropriate procedure or 
a key concept, or it can be a more elaborate explanation describing how the procedure 
should be applied or why the particular concept is relevant to this task. From the point 
of type of knowledge communicated by the hint, the feedback can be procedurally or 
conceptually oriented. For example, in a TWTE on fraction expansion one of the 
following four messages could be delivered to a student depending on the strategy and 
the student progress with the task1: 

− Procedural hint: “When expanding a fraction, one alters the numerator and the 
denominator equally.” 

− Procedural explanation: “When expanding a fraction, one alters the numerator and 
denominator equally. To do this, multiply the numerator and denominator by the 
same number.” 

− Conceptual hint: “When expanding a fraction, its value must not change.” 
− Conceptual explanation: “When expanding a fraction, its value must not change. 

While the fraction is expanded, the denominator increases, that means the parti-
tioning becomes more fine-grained. But, since the value of the whole fraction does 
not change, the numerator has to be altered in the same way.” 

Using the ActiveMath exercise strategy framework described in Section 3.2, several 
static adaptation strategies for TWTE were developed. They do not alter the error 
detection phase in any way, but vary presentation of tutoring feedback in the error 
correction phase of TWTEs. Informed by the results of previous AtuF studies, we 
have made feedback sequences sensitive to both, student and content characteristics. 
Table 1 summarizes all feedback conditions. 

                                                           
1 The messages are translated from German. 
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All interactions with the systems were stored in the log files of ActiveMath; this 
included student answers to questionnaires, assessment and treatment exercises. 

Based on the results of the motivation pre-questionnaires, for each student, a cumu-
lative motivation metric was computed as the average score of her answers to the 
questions about intrinsic motivation and perceived competence. If the metric value 
was below the threshold = 45 (experimentally identified during the previous  
AtuF study), the student was categorized as low motivated, otherwise she/he was 
considered a highly motivated student. After that, ActiveMath automatically assigned 
the student to one of the three feedback conditions trying to balance the groups with 
regard to motivation and gender. 

4 Data Analyses and Results 

During the treatment session, students were allowed to work at their own pace with as 
many tasks as possible within the given time limit. We inspected ActiveMath log files 
to identify the data of students who (a) worked too slowly to complete even the first 
block of 8 TWTEs, (b) succeeded in correcting all errors without any support (i.e., 
were not provided with tutoring feedback at all). We excluded these cases from fur-
ther data analyses, since tutoring feedback messages can only be beneficial if students 
observe them at least several times [12]. We also had to exclude a few incomplete 
logs (data was missing due to system failures). The resulting sample used in this study 
consists of data from 128 students (57 female, 66 male; five preferred not to answer).  

Table 2 shows how the students with different motivation profiles (i.e., low per-
ceived competence and intrinsic value vs. high perceived competence and intrinsic 
value) have been assigned to the feedback conditions. 

Table 2. Cross tabulation of feedback strategies and students’ motivation 

 perceived competence & intrinsic value  
Total low high 

Feedback 
Strategy 

procedural 17 36 53 

conceptual 19 36 55 

control 8 12 20 
Total 45 85 128 

4.1 Preliminary Analyses 

Prior to performing statistical data analyses, we screened the data for outliers and 
normality. While performing the analyses, assumptions of the procedures were tested 
and met, unless otherwise noted. Furthermore, since the assignment to the feedback 
strategies was done based on students’ level of perceived competence and intrinsic 
value, we checked if there were any differences in the level of fraction competency 
prior to the treatment (performance on the pre-test) and for the first TWTE of each 
type during the treatment (baseline of successful error corrections in the treatment; 
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see Table 3 for descriptive data). The analysis revealed no significant differences for 
these variables across different feedback strategies (all F<1), yet the low motivated 
students under the procedural feedback condition started with a significantly lower 
level of fraction competency as demonstrated by the significant interaction among the 
factors feedback and motivation (F(2,122) = 3.54; p=.03; eta2=.06). These students 
had also the lowest baseline regarding their success-rate in correcting the TWTE, yet 
the difference there was not statistically significant. 

Table 3. Overview of means and standard deviations for competency levels, number of TWTE 
worked on, baseline of successful error correction in the treatment and feedback efficiency by 
feedback conditions and motivation 

 

4.2 Differential Effects of Feedback during Treatment 

During the treatment, the participants had up to three attempts per error-correction 
task. If a student failed on the first attempt, she received a feedback message  
addressing this error according to the experimental condition. To verify how effective 
these messages were in terms of helping students correct the typical error in the  
next attempt with the task, we have computed two measures characterizing feedback 
efficiency: initial feedback efficiency and overall feedback efficiency (see Table 3). 
The first measure quantifies the efficiency of feedback provided after the first  
 

 Feedback strategy 

                        Motivation procedural conceptual control 

 Mean SD Mean SD Mean SD Mean SD 

Competency level 
Pre-test 

low 14.61 5.38 12.65 6.20 15.74 4.75 16.13 4.02 

high 16.38 4.40 17.28 4.79 15.58 4.02 16.08 4.14 

Competency level 
Post-test 

low 16.59 4.75 16.59 4.37 16.11 5.03 17.75 5.26 

high 18.32 3.97 18.89 4.58 17.89 3.54 17.92 3.23 

Number of TWTE 
worked on 

low 19.00 4.46 18.47 4.74 19.58 3.67 18.75 5.87 

high 16.59 3.95 16.47 3.73 16.39 4.14 17.58 4.23 

Baseline 
Treatment 

low 2.09 1.09 2.00 1.17 2.05 1.13 2.38 .92 

high 2.21 1.05 2.31 1.04 2.14 1.13 2.17 .94 

Feedback  
efficiency step 1  

low .25 .28 .40 .31 .16 .25 .18 .19 

high .27 .24 .27 .24 .25 .20 .32 .34 

Overall feedback 
efficiency 

low .33 .30 .45 .32 .27 .30 .22 .17 

high .37 .28 .42 .27 .32 .23 .39 .42 
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unsuccessful error correction attempt, and is computed as the number of successful 
error corrections after the first feedback divided by the difference between the number 
of all attempted tasks and the number of tasks solved correctly on the first attempt 
(i.e., tasks solved without any feedback). Additionally, the overall feedback efficiency 
is computed as the total number of successful error correction attempts after feedback 
of any level divided by the difference between the number of all attempted tasks and 
the number of tasks solved correctly on the first attempt (before seeing any feedback). 

A feedback (3) by motivation (2) ANOVA for initial feedback efficiency revealed a 
significant main effect of feedback, F(2,122) = 3.34; p=.04; eta2=.05, and a two-way 
interaction F(2,122) = 3.05; p=.05; eta2=.05. For students with low motivation, pro-
cedural feedback strategy was significantly more efficient than the conceptual feed-
back strategy or the control condition strategy that provided a worked-out solution 
after the third incorrect attempt. For students with high motivation, there were no 
statistically significant differences in feedback efficiency after the first incorrect at-
tempt (see Figure 4). 

Regarding the overall feedback efficiency, we have also found a significant main 
effect of feedback F(2,122) = 3.14; p=.05; eta2=.05. The procedural feedback strat-
egy was more efficient than the conceptual and the control strategy (see Figure 4). 

 

 

Fig. 4. Feedback efficiency after receiving feedback on the first unsuccessful error-correction 
attempt (left), and over all attempts (right) for students with low and high motivation by feed-
back condition 

4.3 Differential Effects of Feedback on Learning Gain 

The role of feedback as a teaching intervention is not only to facilitate problem solv-
ing, but, first and foremost, to improve students’ learning. To investigate if, how and 
under which individual conditions, the feedback strategies affected knowledge gain 
from pre- to post-test, we run a repeated-measure ANOVA with the between factors 
feedback (3), motivation (2), and the within factor (2) for the fraction competency 
measures of the pre- and post-test.  
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This analysis revealed a significant three-way interaction with Wilks’ Lambda = 
.94, F(2, 122) = 4.07, p = .02, eta2 = .06. Students with low perceived competence 
and intrinsic value improved their level of fraction competency significantly more 
with the procedural feedback strategy than with the conceptual or the control strategy. 
It is noteworthy, that under conceptual feedback condition, they had the smallest 
knowledge gain. Students with high perceived competence and intrinsic value im-
proved their fraction competency level comparably under all feedback strategies. 
Figure 5 illustrates these findings. 

It should be noted that low motivated students with the procedural feedback strate-
gies had a significantly lower level of prior competency in the pre-test than all other 
groups. Yet, for all groups there was room for improvement since the fraction tests 
consisted of 29 items. Moreover, it seems interesting that irrespective of the feedback 
strategy, the low motivated students worked on significantly more TWTEs during 
treatment than the highly motivated students (F(2,122) = 6.17; p=.01; eta2=.05), (see 
Table 3 for the descriptive data). 

 

 

Fig. 5. Learning gain from pre- to post-test for students with low vs. high perceived compe-
tence and intrinsic value by feedback condition 

5 Summary and Conclusions 

This paper investigates the issue of how tutoring feedback within an AES can be 
adapted to the pre-existing level of student motivation. The domain of basic fraction 
arithmetic was used as an example; and the study focused on the two motivation pa-
rameters: perceived competence and intrinsic motivation. The findings support the 
hypothesis that students with low motivation would benefit from a feedback strategy 
providing procedural tutoring feedback messages more than from a feedback strategy 
with conceptual feedback messages. The findings also show that, for students with 
high motivation, either type of feedback strategy works equally well. 

This experiment reveals some challenges of applying the ITF-model to the evalua-
tion of tutoring feedback strategies. In order to provide students with occasions to use 
the feedback information for correcting the errors of the TWTE, we implemented two 
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static multi-trial feedback strategies. These feedback strategies provided students with 
up to three trials to correct errors, and students were free to work at their own pace. 
The next level of feedback was offered only when a student did not succeed on the 
previous trial with the less detailed level of feedback. Through this approach, we 
obtained a rich dataset for investigating how feedback conditions, feedback properties 
and student feedback processing contribute to feedback efficiency. Yet, we were 
faced with a number of methodological challenges, including high student variability 
in terms of working pace, and the number of trials needed to complete tasks. The 
findings indicate, for example, that students with low motivation worked on more 
TWTEs than students with high motivation, but they had a lower success rate in com-
pleting the error correction step of TWTEs. Further analysis is needed to more accu-
rately account for the actual feedback processing. We plan to take a deeper look at the 
the timestamp data of the log files in order to investigate if and how the time students 
spend on answering the task after a feedback message is connected to successful error 
correction. 

Another challenge relates to the issue of how to assign students to the feedback 
strategies. Based on our prior findings, the students of the present study were assigned 
to the two feedback strategies according to their pre-existing level of motivation. 
Their initial level of competency was controlled, but not used as an assignment crite-
rion. To classify students’ initial levels of motivation, the assignment procedure used 
the median of the motivational variables obtained in a prior study with 207 students 
from the same population (6th and 7th graders from Dresden schools) [15]. This as-
signment procedure proved to have limitations, since the median was different for the 
present sample compared to the sample of the prior study. Furthermore, the compe-
tency level of the three low motivation groups was rather dissimilar on the pre-test. 
Further development and evaluation of the classification and assignment procedure 
integrating motivational, cognitive, and metacognitive variables into a feedback adap-
tation strategy is an interesting practical and methodological challenge that we plan to 
address in our future work. 
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Abstract. Technologies supporting online education have been abun-
dantly developed recent years. Many repositories of digital learning re-
sources have been set up and many recommendation approaches have
been proposed to facilitate the consummation of learning resources. In
this paper, we present an approach that combines three recommendation
technologies: content-based filtering, word semantic similarity and page
ranking to make resource recommendations. Content-based filtering is
applied to filter syntactically learning resources that are similar to user
profile. Word semantic similarity is applied to consolidate the content-
based filtering with word semantic meanings. Page ranking is applied
to identify the importance of each resource according to its relations to
others. Finally, a hybrid approach that orchestrates these techniques has
been proposed. We performed several experiments on a public learning
resource dataset. Results on similarity values, coverage of recommenda-
tions and computation time show that our approach is feasible.

Keywords: Learning Resource, Technology Enhanced Learning,
Content-based Filtering, Word Semantic Similarity, TF-IDF, VSM,
PageRank.

1 Introduction

During the past few years, along with the development of technologies supporting
online education, numerous repositories of digital learning resources have been
set up, such as MERLOT1, OER Commons2 and LRE For Schools3 [21]. They
provide open learning resources of various disciplines (such as arts, humanities,
science and technologies, etc.), levels (such as primary school, secondary school,
high school, higher education, etc.) and types (such as lab, lecture note, exercise,
tutorial, etc.). These resources allow users to self-study or to consolidate their
knowledge on different domains. However, the variety of these resources, in con-
trast, easily discourage users to continue studying. For instance, whenever users
want to study a subject, they search or browse resources related to that subject

1 http://www.merlot.org
2 http://www.oercommons.org
3 http://lreforschools.eun.org

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 302–316, 2014.
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and preview them using try-and-error method. They spend much time to reach
to their expected resources. In addition, after learning a resource, they should
redo the search/browse process if they want to find other related resources.

In order to encourage the usage of online learning resources, recommender
systems are considered as a pivotal solution, especially on the Technology En-
hanced Learning (TEL) domain [14]. Many approaches that apply recommen-
dation techniques to support resource recommendation have been proposed. For
example, they apply collaborative filtering [12,20], content-based filtering [9,11],
examine user ratings [5,15], study association rules [12,19] or analyze user feed-
back [8]. Bayesian model [1], Markov chain [6], resource ontologies [16,19] and
hybrid models [16,7] were also proposed. However, most of existing systems still
remain at a design or prototyping stage. Only few of them have been reported
to be evaluated through trials that involved human users [14].

In our work, we also target to encourage the usage of online learning resources
with recommendations. However, different from existing approaches, we propose
an innovative solution that orchestrate 3 recommendation techniques: content-
based filtering, word semantic similarity and page ranking. Content-based filter-
ing is applied to filter syntactically learning resources that are similar to user
profile. Word semantic similarity is applied to consolidate the content-based fil-
tering with word semantic meanings. Page ranking, which is inherited from the
Google PageRank algorithm [2], is applied to identify the importance of each
resource according to its relations to others. By hybridizing these techniques,
our objective is three-fold: (i) to present an important application of recommen-
dation techniques on a specific domain, which is online education, (ii) to show a
possible combination of existing techniques to develop a hybrid recommendation
approach, and (iii) to demonstrate a retrieval of important items that are not
only syntactically but also semantically relevant to a request.

As keywords present concisely and precisely the content of resource, whereas
recent viewed resources present recent user interest, we propose to build implic-
itly user profile based on keywords of recent viewed resources. By building user
profile based on historical keywords, our approach is able to make recommenda-
tions that are close to user recent interest. In addition, it does not ask any effort
from users such as completing registration form, specifying preferences, etc.

The paper is organized as follows: the next section elaborates in detail recom-
mendation techniques applied in our approach and their combination. Experi-
ments are presented in section 3. Related word is discussed in section 4 and we
conclude our approach in section 5.

2 Learning Resource Recommendation

In this section, we present in detail approach to recommend learning resources for
an active user. We firstly introduce a basic CB filtering approach that applies
vector space model (section 2.1). Then, we show a refinement of text vectors
based on word semantic similarity (section 2.2) and the ranking of resources
based on their relations (section 2.3). Finally, we present a hybrid approach that
combines these techniques (section 2.4).
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2.1 Content-Based Filtering with Vector Space Model

Vector Space Model (VSM) is a method popularly used in Information Retrieval
to compute the similarity between documents. It considers each word as a dimen-
sion. It presents each document as a vector in the n-dimensional space of words.
Elements of each vector are weights of the corresponding words in the docu-
ment, which present their importance in the corpus. These weights are computed
by the term-frequency (TF) and inverse-document-frequency (IDF). Concretely,

consider a documents di, which is presented by a vector
−→
di = {wi1, wi2, . . . , win},

where n is the number of words in the corpus and wik (k = 1..n) is the weight
of the kth element in the vector. wik is computed by Eq. 1

wi,k = TF (i, k)× IDF (k) =
|wk|
|di| × log

n

|Dk| (1)

where |wk| is the occurrence of the word wk in di, |di| is the number of words in
di, and |Dk| is the number of documents containing wk.

Then, similarity between documents is computed by the cosine of the an-
gle between their representative vectors. For example, similarity between two
documents di and dj is computed by Eq. 2.

sim(di, dj) = cosine(
−→
di ,

−→
dj ) =

−→
di · −→dj

|−→di | × |−→dj |
(2)

In our approach, we apply VSM to compute the similarity between a user
profile and a resource description. User profile is defined by the set of keywords
of his recent viewed resources, whereas resource description is all the text that
are used to describe a resource4.

Concretely, consider a corpus that consists of m learning resources and an
active user ua is viewing a resource ra. Assume that m resources contain n
different words. Let di be text description of resource ri (i = 1..m). We present

di as a vector
−→
di = {wi1, wi2, . . . , win}. wik (k = 1..n) is the TF-IDF weight

(computed by Eq. 1) of the kth corresponding word in the resource description.
Let {k1, k2, . . . , kt} be t keywords of h recent viewed resources of ua. We

consider these historical keywords as a query qa. We present qa as a vector−→qa = {wa1, wa2, . . . , wan} in the same space with resource descriptions. Elements
of −→qa are TF-IDF weights of corresponding words in the query.

Then, according to Eq. 2, similarity between qa and di is given by Eq. 3.

sim(qa, di) =
−→qa · −→di

|−→qa | × |−→di |
=

n∑
k=1

wakwik

√√√√ n∑
k=1

w2
ak ×

√√√√ n∑
k=1

w2
ik

(3)

4 In our experiments, di includes words in the title, abstract, keywords, discipline and
classification of the resource.
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We apply Eq. 3 for all di ∈ {1, 2, . . . , N}. Then, we sort resources in descending
order according to the computed similarity with qa. Finally, top-K resources are
selected as the relevant resources of the active user’s historical keywords.

As words can appear in different forms (singular, plural) and tenses (present,
past, future), we proceed words stemming and stop-words removing before per-
forming the similarity computation. In addition, as keywords can be singular
words or compound words, we preprocess resource descriptions by identifying
compound words that are matched to those in the historical keywords. By this
identification, we can treat compound words as singular words.

For example, consider a query and a resource ri with description di as follows:

qa ={recommender system, technology enhanced learning, learning resources}
di ={On the technology enhanced learning domain, recommender systems are

consider as a pivotal solution to recommend learning resources.}
After words stemming and stop-words removing, singular word treatment

identifies the word occurrence in qa and di as follows.
qa: {recommend(1), system(1), technology(1), enhance(1), learn(2),

resource(1)}
di: {technology(1), enhance(1), learn(2), domain(1), recommend(2), system(1),

consider(1), pivot(1), solution(1), resource(1) }
meanwhile, compound word treatment identifies the word occurrence in qa

and di as follows.
qa: {recommend system (1), technology enhance learn (1), learn resource (1)}
di: {technology enhance learn (1), domain(1), recommend system (1), con-

sider(1), pivot(1), solution(1), recommend (1), learn resource (1)}
Based on these word occurrences, TF-IDF (Eq. 1) and VSM (Eq. 3) are ap-

plied to computed the similarity between qa and di.

2.2 Query-Resource Matching Based on Word Semantic Similarity

Polysemy and synonymy are common problems facing in text processing. If we
deal with only word syntactical matching, without considering the semantic sim-
ilarity, we easily miss potential matchings of different words which expose the
same meaning. In this section, we present an integration of word semantic simi-
larity in our approach in order to recommend more precisely learning resources.

There exist many research on the word semantic similarity that can be applied
in our approach, such as [10,4,13,18]. However, as we focus on the matching be-
tween resources instead of semantic similarity, discussion about this topic is out
of scope of our paper. In our experiment, we adopt the work of Peter Kolb [10],
which is a high accurate approach based on the co-occurrence of words in the
Wikipedia dataset, to compute the word semantic similarity.

Consider an active user ua who has recently viewed h resources which have a
list of keywords qa = {k1, k2, . . . , kt}. We consider this list as a query. For each
resource ri, which is considered to match with qa, we propose to replace each
word in the resource description, i.e di, by its most semantically similar word in
the query if this word does not appear in the query. We update the weight of
words in the resource description according to their semantical similarity with
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the selected words in the query . Finally, we weight words in both resources and
query by TF-IDF and compute their similarity by applying VSM.

Concretely, consider a word vx in resource description di with an occurrence
ox. Suppose that vx is most semantically similar to a word ky in qa with a
similarity value s(vx, ky) ∈ (0, 1). We substitute vx in di by ky and update its
weight to wxy = oxs(vx, ky). This means that ox times that vx appears in di is
considered as oxs(vx, ky) times that ky appears in di. We repeat this substitution
for all words in di.

Recall the example of qa and di in section 2.1. The substitution of words
in di by the most semantically similar words in qa is given in Table 1. For
instance, the word ‘domain’ in di is the most similar to the word ‘resource’ in
qa (similarity=0.015), we replace the word ‘domain’ by ‘resource’ and update its
weight to 1× 0.015 = 0.015 and so on.

Table 1. Example of word substitution based on semantic similarity

Similarity with words in qa Substitution

vx recommend system technology enhance learn resource ky wxy

domain 0.002 0.007 0.009 0.005 0.001 0.015 resource 0.015
consider 0.056 0 0.002 0.004 0.035 0.003 recommend 0.056
pivot 0.001 0.003 0.002 0.0043 0.001 0.0039 enhance 0.0043
solution 0.003 0.015 0.017 0.005 0.001 0.014 technology 0.017

Assume that n1 words in di are replaced by k1 with the updated weights are
{w11, w21, . . . , wn11}, n2 words in di are replaced by k2 with updated weights
are {w12, w22, . . . , wn22}, and so on, and n0 words in di are not replace by any
word in the query.

The resource description di becomes d′i = {k1, k2, . . . , kt, kt+1, . . . , kt+n0} with
corresponding weights are {∑n1

j=1 wj1,
∑n2

j=1 wj2, . . . ,
∑nk

j=1 wjk, 0, . . . , 0}.
Similarity between la and di is calculated by similarity between qa and d′i. As

weights of kt+1, . . . , kt+n0 are 0, we can remove them in d′i. d
′
i becomes a vector

in the same space with qa. We, then, compute TF-IDF (Eq. 1) for words in both
qa and di. Finally, we apply VSM (Eq. 3) to calculate their similarity.

For example, after substitute words in di according to Table 1, we obtain
d′i={recommend(2.056), system(1), technology(1.017), enhance(1.0043), learn(2),
resource(1.015)}, which is a vector in the same space with qa. Then, we can apply
TF-IDF and VSM to compute their similarity.

According to similarity between the query and all resources, we make rec-
ommendations by selecting the top-K most similar resources. In experiment, we
run our approach and compare results in two cases: recommendations with and
without word semantic similarity.

2.3 Resource Ranking Inspired from Google PageRank Algorithm

The importance of a resource in a corpus can be evaluated by different criteria
such as the knowledge provided by that resource, its applications on different
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domains, its relations to other resources, or just the number of users viewing
that resource. In this section, we present a ranking algorithm to evaluate the
importance of resources based on their relations. This algorithm is inspired from
the Google PageRank algorithm [2].

According to [2], rank of a page A is computed by Eq. 4.

PR(A) = (1− d) + d×
n∑

i=1

PR(Ti)

C(Ti)
(4)

where 0 ≤ d ≤ 1 is a damping factor (in [2], d = 0.85), T1, T2, . . . , Tn are pages
which point to A and C(Ti) is the number of links going out of Ti. Initial page
rank of each page is 1

N where N is the number of pages. Page ranks of all pages
are iteratively updated by Eq. 4 until they achieve stable values within a given
threshold.

By another point of view[17,22], page ranks are defined as a vector v∗ that
satisfies:

Gv∗ = v∗ (5)

where G is the Google matrix, which is defined as:

G =
1− d

N
S + dM (6)

where S is the matrix with all entries equal to 1 and M is a transition matrix.
The transition matrix M presents links between pages. Value of an element

M[i,j] is the weight of the link from page jth to page ith. M[i,j] satisfies∑N
i=1 M[i,j] = 1, ∀j = 1..N . According to [2], M is a Markov matrix and if a

page j has k out-going links, each of them a weight 1
k .

According to Eq. 5, v∗ is the eigenvector of the Markov matrix G with the
eigenvalue 1. Let v0 be the initial page rank vector, elements in v0 are set to 1

N .
v∗ is iteratively computed as following:

vi+1 = Gvi (7)

until |vi+1 − vi| < ε (ε is a given threshold).
As G is a Markov matrix, vi+1 will converge to v∗ after certain iterations. v∗

presents the ranking of web pages according to their hyperlink.
Inspired by the Google PageRank algorithm, we propose an algorithm to

compute the ranking of learning resources. In our algorithm, we take into account
resource relations instead of hyperlink between pages.

Basically, a resource can be a part of another resource, include other resources
or associate to other resources. We define these relations respectively ‘is part of ’,
‘contains’ and ‘associates to’, in which ‘is part of’ is a 1-1 relation, ‘contains’ is
a 1-n relation and ‘associates to’ is an n-n relation (Fig. 1).

Each relation not only presents a hyperlink between resources, but also ex-
poses a particular semantic meaning. For instance, ‘associates to’ indicates a set
of coherent resources that supplement each other to present some knowledge;
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Fig. 1. Relations between resources

‘contains’ lists out a set of resources to be involved within a subject and some of
them could be not coherent; ‘is part of’ signifies a resource which is a member of
another resource but does not clearly present involved related resources. Accord-
ing to these meanings, we propose to assign a relation weight to each relation
type. Concretely, ‘associated to’ has more weight than ‘contains’ and ‘contains’
has more weight than ‘is part of’.

Let wra, wrc and wrp be weights of ‘associates to’, ‘contains’ and ‘is part of’,
we have wra > wrc > wrp. For simplicity, we set5:

wra = αwrc = α2wrp, 0 < α ≤ 1 (8)

In Google PageRank algorithm, weights of all hyperlink are set to be equal.
In our approach, we weight relations between resources according to their types
instead of giving an average weight for all relations. Concretely, assume that a
resource ri has a ‘associates to’ relations, b ‘contains’ relations and c ‘is parts
of’ relations, we have:

awra + bwrc + cwrp = 1 (9)

From Eq. 8 and Eq. 9, we have:

wrp =
1

aα2 + bα+ c
; wrc =

α

aα2 + bα+ c
; wra =

α2

aα2 + bα+ c
(10)

Eq. 9 ensures that the matrix M and G in Eq. 6 are Markov matrices. Hence,
the multiplication of these matrices with an initial weighted-vector will converge
to an eigenvector vector. It means that we can compute the PageRank vectors
of resources based on the new weights. The weights calculated by Eq. 10 are
used to initialize the matrix M and G in Eq. 6. Then the ranking vector v∗ is
calculated by Eq. 7.

For example, Fig 2 presents relations of 4 resources (r1, r2, r3, r4) in a corpus.
Based on these relations, we can compute the weights of each relations (wra, wrc,
wrp) and create the relation matrix M (the right column in Fig 2). Each element
M[i,j] presents the weight of relation from rj to ri and the matrix satisfy that
sum of all elements in each column is equal to 1. Based on M , we can easily
compute G and v∗ by applying Eq. 6 and Eq. 7.

The PageRank vector presents the importance of resources according to their
relations. Their rankings can be used in a resource searching application, similar

5 In our experiment, we set α = 0.9.
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r1: a = 1, b = 2, c = 0,
r2: a = 1, b = 0, c = 1,
r3: a = 1, b = 0, c = 1,
r4: a = 1, b = 0, c = 0,

With α = 0.9, we have:
r1: wra = 0.31, wrc = 0.345;
r2: wra = 0.45, wrp = 0.55;
r3: wra = 0.45, wrp = 0.55;
r4: wra = 1;

and the matrix M :
r1 r2 r3 r4

r1 0 0.55 0.55 1
r2 0.345 0 0.45 0
r3 0.345 0.45 0 0
r4 0.31 0 0 0

Fig. 2. Example of resource relations and the corresponding matrix

to page rankings are used in the Google search engine. They can also be con-
sidered as a parameter in a recommendation application in order to refine the
recommendation result.

2.4 A Hybrid Recommendation Approach

The content-based filtering algorithm (section 2.1) and its refinement with word
semantic similarity (section 2.2) enable the retrieval of resources that are syn-
tactically and semantically similar to user profile. Meanwhiles, resource ranking
(section 2.3) helps to identify the importance of resources based on their re-
lations. Therefore, their combination possibly retrieves resources that are both
important and relevant to a user.

In our approach, we propose to multiply the similarity between user profile
and resources with the ranking of resources to infer their final matching scores.
Concretely, consider an active user ua who has a profile qa and a resource ri
which has a description di. Let d

′
i be the refined resource of di by applying word

semantic similarity according to the query qa. The final matching score between
qa and ri is given by Eq. 11.

scr(qa, ri) = sim(qa, d
′
i)× v∗(i) (11)

where sim(qa, d
′
i) is the similarity between qa and d′i given by Eq. 3, v∗(i) is the

ranking of ri in the corpus.
We compute the matching scores (Eq. 11) between qa and all resources. We

sort these scores in descending order and select top-K corresponding resources
for recommendations.

Pseudo codes of the hybrid algorithm is described in Algorithm 1. In line 1,
resource ranking is computed and stored in vector v∗. From line 2 to line 9,
similarity between user profile qa and each resource ri (line 3-7) and their final
matching score (line 8) are computed. After all, resources are sorted by their final
matching scores (line 10) and top-K resources are picked up for recommendations
(line 11).



310 N.N. Chan, A. Roussanaly, and A. Boyer

Algorithm 1. Hybrid of content-based filtering and resource ranking

input : qa: user profile of ua, R: set of learning resources
output: rec(a): recommendations for ua

1 v∗ ← PageRank (R) ;
2 foreach ri ∈ R do
3 di ← Text description (ri) ;
4 d′i ← Refinement of di by qa by word semantic similarity ;
5

−→qa ← TF-IDF vector of qa ;

6
−→
d′i ← TF-IDF vector of d′i ;

7 sim(qa, d
′
i) ← cosine (−→qa ,

−→
d′i ) ;

8 scr(qa, ri) ← sim(qa, d
′
i)× v∗(i) ;

9 end
10 Sort ri ∈ R by scr(qa, ri) in descending order. ;
11 rec(a) ← top-K resources in the sorted list. ;

3 Experiment

We performed experiments on the learning resources that are published by the
Open University of Humanities6 (http://www.uoh.fr/front). However, due to
the university privacy, historical usage data is not shared. So, we could not eval-
uate our approach based on ground-trust based metrics such as Precision/Recall,
MAE, RMSE, etc. Instead, we measured the similarity values, the coverage of
recommendations, the convergence of ranking vector and the computation time
of our proposed algorithms in order to evaluate the feasibility of our approach.
We elaborate in the following the collected dataset (section 3.1), our implemen-
tation (section 3.2) and experimental results (section 3.3).

3.1 Dataset

The Open University of Humanities is a French numerical university that pro-
vides open access to learning resources related to human science. These resources
are created by teachers, lecturers of French higher educational schools. Each
resource is published together with its description under the Learning Object
Metadata (LOM) format. This description provides basic information of the re-
source such as title, abstract, keywords, discipline, types, creator, relations to
other resources, etc.

As resource descriptions are public under a standard format, we crawled and
parsed them to extract necessary information for our experiments. We collected
1294 resource descriptions, which indicate 62 publishers (universities, engineering
schools, etc.), 14 pedagogic types (slide, animation, lecture, tutorial, etc.), 12 dif-
ferent formats (text/html, video/mpeg, application/pdf, etc), 10 different levels

6 In French: Université ouverte des Humanités.

http://www.uoh.fr/front
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(school, secondary education, training, bac+1, bac+2, etc.) and 2 classification
types (dewey, rameau). Among 1294 resources, 880 resources have relations with
other resources, in which 692 resources have relation ‘is part of’, 333 resources
have relation ‘contains’ and 573 resources have relation ‘associates to’.

The collected dataset contains essential information for our proposed algo-
rithms, including resource descriptions, which are used in the content-based fil-
tering and word semantic similarity algorithms, and their relations, which are
used in the resource ranking algorithm.

3.2 Implementation

We developed a Java program to crawl and extract the public resources. We used
Apache Lucene7 for word stemming and stop words removal. We used DISCO
library8 for word semantic similarity. We simulated 1000 queries, each of which
includes keywords of 10 resources. We assumed that these resources are recently
viewed by an active user. For each query, we computed recommendations in 6
different cases:

1. SingularKW : we consider keywords and resource descriptions as sets of sin-
gular keywords and run the content-based filtering algorithm.

2. CompoundKW : we preprocessed resource descriptions by identify their com-
pound words that are matched with compound words in the query. Then, we
consider each compound word as a singular word and run the content-based
filtering algorithm.

3. SemanticCB : we replace words in resource descriptions by the most seman-
tically similar words in the query. Then, we run the content-based filtering
algorithm with the new resource descriptions.

4. SingularKW-PageRank : we run the hybrid algorithm that combines the
content-based filtering with singular word matching and resource rankings
based on their relations.

5. CompoundKW-PageRank : we run the hybrid algorithm that combines the
content-based filtering with compound word matching and resource rankings.

6. SemanticCB-PageRank : we run the hybrid algorithm that combines the
content-based filtering with semantic word similarity and resource ranking.

We run our proposed algorithms on a Mac laptop with the configuration as
follows: CPU 2GHz Core i7, Memory 8G 1600 MHz, SSD 251G and OS X 10.9.2.

3.3 Results

We set damping factor d = 0.85 (like Google) and differential parameter α = 0.9
(see section 2.3). We run our algorithms on 1000 different queries and obtained
results as follows.

7 http://lucene.apache.org
8 http://www.linguatools.de/disco/disco_en.html

http://lucene.apache.org
http://www.linguatools.de/disco/disco_en.html
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Fig. 3. Average similarity values with top-K selections

In the first experiment, we target to measure similarity values between queries
and resources. For each query, we compute the average similarity values of
top-K resources that are selected for recommendations. Fig. 3 shows experi-
mental results of the 6 different cases mentioned above. The SemanticCB and
SemanticCB-PageRank cases achieve the highest average similarity values as
they take into account both syntactic and semantic word similarity. Mean-
while, The CompoundKW and CompoundKW-PageRank have the lowest sim-
ilarity values as they consider only syntactical matching between compound
words which leads to the smallest number of matching pairs. The cases with
PageRank algorithm have very small similarity values because the ranking val-
ues of resources are very small to satisfy that sum of all of them is equal to 1
(Max.=7.16× 10−3, Min.=1.16× 10−4).
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Fig. 4. Coverage of recommendations

In the second experiment,
we measure the coverage of
recommendations, i.e. the per-
centage of resources that are
considered for the top-K se-
lection. We obtained that the
CompoundKW and CompoundKW-
PageRank cases (notated by
CompoundKW*) have the low-
est coverage (Fig. 4). It is be-
cause the number of compound
word matchings is much smaller
than the number of singular word
matchings and word semantic
matchings. We also obtained that
the coverage of the SemanticCB* cases is always 1. It means that for each query,
we always find at least a word in a resource description that is semantically
matched to a word in the query with a matching value greater than 0.

In the third experiment, we target to measure the convergence of resource
rankings with different thresholds (from 10−4 to 10−9). Fig. 5 shows the number
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Fig. 5. Experiments on resource ranking

of iterations needs to be performed to compute the ranking vector v∗, the corre-
sponding computation times and the convergence of resource rankings. Theses
results show that our approach can rapidly rank resources based on their rela-
tions, for instance, we can rank 1294 resources within 180ms with a very small
threshold 10−9.
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Fig. 6. Computation time with ε = 10−6

In the last experiment,
we target to measure the
computation time of our al-
gorithms, without the data
preprocessing time. Fig. 6
shows that the SemanticCB*
cases have the smallest com-
putation time while the Sin-
gularKW* cases have the
highest computation time.
It is because the number of
dimensions in the resource
vector space in the Seman-
ticCB* cases is the smallest and in the SingularKW* cases is the highest. The
cases with PageRank have much more higher computation time than others as
they include the computation time of resource ranking. Fig. 6 also shows that
our algorithms can make recommendations in very short time (around 200 ms
with 1294 resources).

According to the limitation of dataset, we do not evaluate our approach using
ground-trust based metrics. However, experimental results on the similarity val-
ues, the coverage of recommendations, the convergence of ranking vector and the
computation time showed that our approach is able to make recommendations
in a very short time and for all queries. This means that our approach is feasible
in reality.

4 Related Work

On the TEL domain, a number of recommendation approaches have been pro-
posed to encourage the usage of learning resources for online education.
Manouselis et. al. [14] have made a deep survey on these existing approaches,
which apply recommendation techniques on different online education contexts.
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Common used techniques such as collaborative filtering [12,20], content-based
filtering [9,11], association rules [12,19], user ratings [5,15] and feedback [8] anal-
ysis have been exploited. However, none of existing approaches considers a com-
bination of syntactic and semantic matching. In addition, most of them still
remain at a design or prototyping stage. Only few of them have been reported
to be evaluated through trials that involved human users [14]. In our approach,
we take into account both syntactic and semantic matching together with re-
source ranking. We also provide experiments on a dataset of real online learning
resources.

A related work that applied content-based and collaborative filtering on recent
viewed resources has been proposed by Khribi et. al. [9]. They also presented
experiments on resources that are presented in the standard Learning Object
Metadata (LOM) format. However, different from them, we present another
combination of existing recommendation techniques and we consider historical
keywords as user profile instead of entire resource content. Although we per-
formed experiments on LOM formatted resources, our approach can be applied
on different resource formats as we take in to account resource descriptions in-
stead of their formats.

Another related work that considered word similarity has been proposed by
Chen et. al. [3]. They apply word similarity to compute the matching between
user query and web contents. However, in their approach, they proposed to
expand the user query by including all of their similar words. In our approach,
instead of expanding the user query, we replacing words in a resource description
by their most semantically similar words in the query.

5 Conclusion

Recommender systems have been considered as a pivotal solution to encourage
the usage of online learning resources. In this paper, we present an innovative
hybrid approach that combines three recommendation techniques: collaborative-
filtering, semantic similarity and page rankings to generate resource recommen-
dations. By this combination, our approach is able to recommend important
resources that are syntactically and semantically relevant to user requests. In
our approach, user profile is implicitly built based on keywords of recent viewed
resources. Hence, we do not ask any effort from users. In addition, as recent
viewed resources present recent interest of user, our approach is able to recom-
mend resources that are close to user interest.

In future work, we will validate our approach on other datasets using ground-
truth based metrics such as precision/recall, MAE and RMSE. We will take into
account resource levels in order to filter resources that are best fitted to the
learner’s level. We also plan to integrate collaborative filtering and clustering
techniques to improve the quality of recommendations.
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Abstract. In this paper, we introduce a usage-based technique for clus-
tering learning resources accessed in online learning portals. This ap-
proach solely relies on the usage of the learning resources and does not
consider their content or the relations between the users and the re-
sources. In order to cluster the resources, we calculate higher-order co-
occurrences, a technique taken from corpus-driven lexicology where it is
used to cluster words based on their usage in language. We first outline
how we adapt the approach to then present an extensive evaluation that
shows the effects of the clustering. Finally, we show how the resulting
clusters can be used to enhance recommender systems.

Keywords: clustering, higher-order co-occurrences, usage data, recom-
mender systems, educational data mining, learning analytics.

1 Introduction

Data sets coming from the domain of technology enhanced learning (TEL) often
suffer from sparsity, e.g. in respect to semantic metadata describing the learning
resources or available rating data. This makes it difficult to find relations between
the resources and to create recommendations for learners and teachers. After the
analysis of the data sets submitted to the first dataTEL1 Challenge, Verbert et al.
[1] conclude that further research on similarity measures and implicit relevance
indicators is required to sufficiently support the learners and teachers.

Commonly, similarity measures are based on the resources’ content represen-
tations which hold semantic features that are manually or automatically cre-
ated. Automatic extraction techniques analyse the textual content of a learning
resource, e.g. to generate a weighted list of characteristic keywords. Though,
many repositories do not only hold textual learning resources but also images,
videos, or audio files for which the automatic extraction of semantic features is
significantly more difficult or even impossible. Furthermore, many web portals
offer learning resources in different languages which makes it complex to compare
the keywords and requires additional language modules. An alternative to the
automatic extraction of semantic features is their manual creation by experts.

1 http://www.teleurope.eu/pg/groups/9405/datatel/

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 317–330, 2014.
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While this approach is common in traditional environments like libraries and
produces high quality metadata, it is also expensive in terms of time and money.
Further, maintenance of the data is problematic as well. Nowadays, the use of
user-generated, i.e. social metadata like tags and comments is popular. Tags in
particular provide an effective way to represent user interests and to help users
in finding resources about a specific topic independent of their media type [6, 7].
However, in the given setting, tags holding the same meaning might be provided
in different languages which makes it difficult to compare them. Furthermore,
tags can be unique, i.e. only used once and it can be assumed that a reasonable
number of resources might not hold any tags at all.

In this paper, we present a technique of detecting similarity relations be-
tween learning resources by clustering them solely based on their usage. For this
purpose, we apply the technique of calculating higher-order co-occurrences to
learning resources used in web portals. This way, only the learners’ interactions
with the resources are taken into account but no further information about the
resources’ contents are required.

The paper is structured as follows. Chapter 2 provides an overview on the
background of higher-order co-occurrence clustering that has tradition in corpus
linguistics and shows how this approach can be applied to learning resources
and their usage. Chapter 3 presents the experimental set-up of the evaluation
and chapter 4 provides an extensive discussion of the evaluation results. Finally,
chapter 5 gives a conclusion and an outlook on future work.

2 Higher-order Co-occurrence Clustering

2.1 Linguistic Background

The calculation of higher-order co-occurrences is used in corpus linguistics to
cluster lexical entities (e.g. words) into semantically similar groups based on
their usage in language. The first-order co-occurrences of a lexical entity can be
calculated by taking the context of that entity into account, e.g. the sentences
in which it occurs. Here, the significant co-occurrences of an entity form its first-
order co-occurrence class and entities which co-occur in first-order co-occurrence
classes are second-order co-occurrences. These second-order co-occurrences again
can be used as input to calculate third-order co-occurrences and so forth.

When this procedure is repeated several times, entities that do not hold a
sufficient number of significant relations to other entities are excluded from a
certain order on. However, the remaining higher-order co-occurrence classes tend
to get stable, i.e. their elements do not change any more. This indicates that there
exist universal relations between the entities in the remaining classes that induce
their aggregation again in each iteration step. In fact, these stable higher-order
co-occurrence classes have shown to usually hold semantically related entities [2]

For example, the first-order co-occurrence class of the company name IBM
that is created by analysing the text corpora offered by the portal wortschatz.uni-
leipzig.de is rather heterogeneous. It contains lexical entities like computer
manufacturer, stock exchange, global etc. Though, after some iterations the
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higher-order co-occurrence classes become more stable and homogeneous.
Finally, the co-occurrence class of tenth order only contains names of computer-
related companies like Microsoft, Sony etc. [2]. These classes can then for exam-
ple be used as input for the extension of ontologies or the categorisation of texts
[3][4].

2.2 Transfer of the Approach to Learning Resources

While lexical entities are used in sentences, learning resources accessed in web
portals are used in user sessions. A user session comprises all resources accessed
by a user between a log-in and log-out event or in a pre-defined time frame. Thus,
on a more abstract level, in both cases, entities are used in sequences of different
lengths. Therefore, we can transfer the technique of higher-order co-occurrence
clustering to learning resources if the needed usage data is given. In order to
clarify the clustering process with an example, the following user sessions US1,
US2, and US3 serve as input for the creation of higher-order co-occurrences.

US1 = 〈A,B,C,D〉
US2 = 〈A,B,D〉
US3 = 〈D,E, F 〉

The calculation of the first-order co-occurrences results in the following (tempo-
rary) classes for A, B, C, D, E, and F . The total frequencies of the resources
and their co-occurrences are given in brackets, e.g. A and D co-occur two times
whereas A is used in two user sessions and D is used in three user sessions.

A(2) → B(2), C(1), D(2)
B(2) → A(2), C(1), D(2)
C(1) → A(1), B(1), D(1)
D(3) → A(2), B(2), C(1), E(1), F (1)
E(1) → D(1), F (1)
F (1) → D(1), E(1)

The given frequencies are used to calculate the significance values for each re-
source’s co-occurrences. For demonstration purposes, exemplary significance val-
ues are used in this example. (For successfully applying measures of significance
as presented in section 3.2, a larger collection of user sessions is required.) The
exemplary significance values of the co-occurrences are given in brackets.

A → B(1.7), C(1.4), D(1.7)
B → A(1.7), C(1.4), D(1.7)
C → A(1.4), B(1.4), D(1.1)
D → A(1.7), B(1.7), C(1.1), E(1.1), F (1.1)
E → D(1.1), F (1.4)
F → D(1.1), E(1.4)
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In order to identify the insignificant co-occurrences resource-specific thresholds
must be calculated. For simplification, a general threshold of 1.3 is applied in this
example. Thus, the final co-occurrence classes can be generated by the deletion
of all co-occurrences with a significance value lower than 1.3.

First-order co-occurrence class for A: {B,C,D}
First-order co-occurrence class for B: {A,C,D}
First-order co-occurrence class for C: {A,B}
First-order co-occurrence class for D: {A,B}
First-order co-occurrence class for E: {F}
First-order co-occurrence class for F : {E}

Using these first-order co-occurrence classes as input, the following temporary
second-order co-occurrences classes arise for A, B, C, and D. The second-order
co-occurrence classes for E and F are empty. This means they do not have sig-
nificant second-order co-occurrences and, thus, are excluded from the further
iteration steps. The total frequencies of the co-occurrences and the associated
exemplary significance values are given in brackets.

A(3) → B(2; 1.5), C(1; 1.3), D(1; 1.3)
B(3) → A(2; 1.5), C(1; 1.3), D(1; 1.3)
C(2) → A(1; 1.3), B(1; 1.3), D(2; 1.7)
D(2) → A(1; 1.3), B(1; 1.3), C(2; 1.7)

Using again a threshold of 1.3, the following second-order co-occurrence classes
arise.

Second-order co-occurrence class for A: {B,C,D}
Second-order co-occurrence class for B: {A,C,D}
Second-order co-occurrence class for C: {A,B,D}
Second-order co-occurrence class for D: {A,C,D}

These classes can now be used as input for the calculation of third-order co-oc-
currence classes and so forth. The calculation stops when the classes get stable,
i.e. they do not change any more in further iterations. These stable higher-order
co-occurrence classes are also called clusters in the remainder of this paper. It
must be noted that this procedure generates a fuzzy clustering without mem-
bership values, i.e. a resource can fully belong to several clusters.

3 Experimental Set-up

3.1 Data Set: MACE

The MACE2 (Metadata for Architectural Contents in Europe) project relates
digital learning resources about architecture with each other across repository

2 http://mace-project.eu/

http://mace-project.eu/
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boundaries [5]. While interacting with the MACE portal, users are monitored
and their activities are recorded as CAM (Contextualised Attention Metadata,
[6]) instances. The considered event types comprise accessing the metadata of
a learning resource in the MACE portal and accessing the learning resource in
its origin repository as well as metadata provision activities, i.e. rating, tagging,
and commenting. Each CAM instance comprises at least the event type, the
identifier of the user who conducted the event, a timestamp, and the identifier of
the involved resource. The CAM instances for the MACE data set were collected
in a period of three years from September 2009 to October 2012. The data set
holds 117,907 events on 12,442 learning resources conducted by 630 registered
users. Here, a user session is defined to hold all activities conducted by a user
without a break of more than an hour. This way, the events are split in 4,219
sessions in which each resource is used in on average 2,17 sessions.

Furthermore, 78.69% of the learning resources hold additional semantic meta-
data, i.e. 70.8% hold free-text tags added by users, 14.83% hold classifications
from a controlled vocabulary added by experts, and 8.82% hold both. Each
tagged resource holds on average 6.59 tags and each classified resource holds
on average 2.27 classifications. This information is used to calculate semantic
metadata-based similarities between the learning resources that serve as base-
line for the evaluation of the clusterings. Because each tag and classification can
only be assigned once to a resource in the MACE system, i.e. no weighting is con-
ducted, a set-based approach is applied and the Jaccard coefficient is calculated
to measure the semantic metadata-based similarity of two resources [2].

Additionally, 429 learning resources were rated by 76 users, each of these
learning resources was rated at least once and at maximum 4 times (on average
1.11 times), and each of the 76 users rated 1-91 learning resources (on average
6.52). This results in a user-item-rating matrix with a sparsity of 98.54%. This
rating data is used to evaluate the ability of the clustering to improve existing
recommendation approaches.

3.2 Significant Co-occurrences

We define two resources to be co-occurrences if they co-occur in at least one
user session and use statistical association measures to calculate their signifi-
cance. Basic association measures calculate a significance score by comparing the
observed frequency of a co-occurrence with its expected frequency, e.g. Mutual
Information (MI) or z-scores [7]. More sophisticated association measures and
independence tests are always based on a cross-classification of a set of resources,
e.g. using contingency tables. Examples are log likelihood (LL) and corrected χ2

(cor-χ2) as well as the Poisson-based similarity (PAM) [7]. In contrast to the
more simple approaches, they do not only consider the expected co-occurrence
frequency of the two resources but compute the expected frequencies for all cells
in the contingency table. In this paper, the association measures MI, cor-χ2, LL,
and PAM are used to calculate the significance of co-occurrences.

After the calculation of the co-occurrences’ significance values, the most signif-
icant ones must be selected for each resource. Since there is no standard scale of
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measurement to draw a clear distinction between significant and non-significant
occurrences, there are two ways to do so, i.e. by selecting only the n most sig-
nificant co-occurrences for each resource or by using a threshold. Here, selecting
the best n would imply to have a pre-defined cluster size which is not desirable,
thus, a threshold is used. Because the calculated significance scores for resource
pairs are only comparable if they have one resource in common, a resource-
specific threshold, i.e. its average significance, is used to distinguish between
relevant and non-relevant co-occurrences. If the results show that too many co-
occurrences are neglected leading to missing relations between the resources and
thus to resources not being clustered at all, the resource-specific thresholds can
be multiplied with a constant α holding any value between 0 and 1. However,
the α value should be as high as possible to not blur the relations between the
items which would lead to large and fuzzy clusters. Using the MACE data set,
more than 90% of the resources cannot be clustered but are filtered using the
mean values, thus, they are multiplied with an α value of 0.95 which forces less
than 10% of the resources to be filtered.

3.3 Cluster-Based Recommendations

There are several applications in which the clusterings can be used to support
students and teachers, a striking one is their usage in recommender systems. The
most straightforward approach is to display resources that are similar to the one
that is currently accessed, i.e. resources from the same cluster. Additionally,
the clusters can be used to predict ratings based on the available user rating
behaviour which can be explicit or implicit. Equation 1 shows how a predicted
rating r̂(u, i) of user u on resource i can be calculated with P (u) being the profile
of user u holding all ratings on other resources. The similarity sim(i, j) of the
two resources i and j is 1 if they belong to the same cluster and 0 otherwise.

r̂(u, i) =

∑
j∈P (u),i�=j(sim(i, j) ∗ r(u, j))∑

j∈P (u),i�=j |sim(i, j)| (1)

Additionally to the cluster-based recommendation approach, the predicted
ratings can be used to boost existing collaborative filtering techniques. The
cluster-boosted collaborative filtering is a two-step procedure, first, the given
user-item-rating matrix, which is usually very sparse, is filled with ratings pre-
dicted based on the resources’ cluster memberships. Second, the filled matrix is
used by standard collaborative filtering approaches that benefit from the addi-
tional data.

3.4 Evaluation Process

The evaluation of clustering results can be intrinsic or extrinsic. An intrinsic
evaluation metric measures how close the resources within the clusters are among
each other in relation to how distant they are to resources in other clusters. This
means that in order to conduct an intrinsic evaluation, pair-wise similarities of
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the resources must be given. An extrinsic evaluation can be conducted by using
a clustering in a concrete application and measuring its additional benefit or
by comparing it against a gold standard, i.e. a given clustering that is created
by domain experts [8]. Here, no gold standard is given but pair-wise resource
similarities that are based on the semantic metadata are available. Thus, the
clusterings are first evaluated using the intrinsic evaluation metrics presented in
the next paragraphs. The best clustering is then used to enhance recommender
systems in order to conduct an extrinsic evaluation in a concrete setting.

Intrinsic Evaluation. The Davies-Bouldin (DB) index was originally devel-
oped to determine the proper number of clusters in the given data by relating
the intra-cluster distances (which should be as low as possible) and the inter-
cluster distances (that should be as high as possible) in order to find a suitable
trade-off [9]. Equation 2 shows the calculation of the Davies-Bouldin index with
σ(Ci) and σ(Cj) being the dispersions of clusters Ci and Cj , respectively, and
d(Ci, Cj) being the distance between the two clusters. The dispersion σ of a clus-
ter is calculated as the average distance of the clusters’ resources to its centroid
while the distance between two clusters is calculated as the distance of their cen-
troids using the resources’ semantic metadata (see section 3.1). The better the
clustering based on these criteria, the smaller the Davies-Bouldin index. How-
ever, the Davies-Bouldin index can only be used to compare clusterings on the
same data set and cannot be interpreted as standalone value.

DB =
1

n

n∑
i=1

max
1≤j≤n,i�=j

(
σ(Ci) + σ(Cj)

d(Ci, Cj)

)
(2)

An evaluation metric that tries to determine whether resources are correctly
positioned or classified without the need of a gold standard to compare the
clustering to is proposed in [10]. A resource i is assumed to be correctly positioned
if its intra-cluster similarity, i.e. the accumulated similarities to the resources in
its cluster (see equation 3), is higher than its inter-cluster similarity, i.e. the
accumulated similarities to all resources that do not belong to this cluster (see
equation 4). Here, the value for this metric is calculated as the percentage of
correctly positioned items (see equation 5).

intra-sim(i) =
∑
j∈C

sim(i, j), with i ∈ C (3)

inter-sim(i) =
∑
j /∈C

sim(i, j), with i ∈ C (4)

CPI =
100 ∗∑i∈I CP(i)

|I| , with CP(i) =

{
1, intra-sim(i) > inter-sim(i)
0, else

(5)

Vries et al. [11] propose to use the divergence from a random baseline to filter
ineffective clusterings, i.e. those clusterings that achieve high scores using any
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evaluation metric but provide no value as clustering solutions. In opposite, they
define a useful clustering to work beyond a random approach. It is important that
this randomly created clustering holds the same cluster size distribution as the
one it is compared to because some evaluation metrics have a bias towards many
small or few large clusters. For example, a clustering that puts each resource in
a single cluster will receive the highest possible score for purity, as no cluster
holds resources that belong to different topics. Though, it cannot be regarded as
a useful clustering and, thus, it will not perform better compared to a random
baseline holding the same cluster size distribution.

Extrinsic Evaluation. In order to evaluate whether the clusterings provide
a real value in an application that supports students, they are used to create
recommendations and to enhance existing recommender systems as discussed in
section 3.3. The performance of the recommendation techniques is measured in
terms of Root Mean Squared Error (RMSE), see formula 6, which is calculated
in a 5-fold cross evaluation. The RMSE measures the deviation between a pre-
dicted rating r̂(u, i) and the user’s true rating r(u, i) for all users U and their
ratings P (u) in the test set. Furthermore, the RMSE squares the deviations be-
fore they are averaged, thus giving a higher weight to large errors. Additionally
to the RMSE, the coverage, i.e. the number of user-item pairs in the test set for
which a rating can be predicted, is calculated

RMSE =

√∑
u∈U

∑
i∈P (u)(p(u, i)− r(u, i))2∑

u∈U |P (u)| (6)

4 Results

4.1 Clustering Process

Figure 1 shows the evolution of the mean cluster sizes on the MACE data set.
In the first iteration, the cluster sizes are dependent of the chosen association
measure and vary from 67 (cor-χ2) to 168 (MI). In the next iterations the clusters
grow and reach their maximum size between the fourth and eighth iteration.
Thereafter, the clusters start to shrink again until they reach a stable size.

This behaviour can be motivated by the fact that many resource pairs are
distantly connected, thus, the cluster sizes increase at the beginning. However,
only pairs that are connected by a significant number of paths of different length
are aggregated again in each iteration step, thus, the cluster sizes start to de-
crease again from a certain order on until they get stable. When the clustering
is based on MI or LL, the mean cluster sizes increase more in the iteration pro-
cess than for the χ2- or PAM-based clusterings. This is due to the clusterings’
different cluster size distributions. For example, when MI is used, many small
(less than 10 resources) and few very large (more than 1,000 resources) clusters
are produced. This means until the final large clusters are formed, the clusters’
constituents, i.e. many large (and overlapping) clusters, are part of the clustering
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Fig. 2. Mean Intra-Cluster Similarity

as well and increase the average cluster size and, thus, the memory need and
processing time. The final mean cluster sizes vary from 30 (LL) to 137 (MI).

Figure 2 shows the mean intra-cluster similarities using the different asso-
ciation measures. The intra-cluster similarity of a cluster is calculated as the
average similarity of its resources to its centroid. The intra-cluster similarities
of the first-order classes are very similar with a value of approximately 0.44.
In the next iteration steps, the mean cluster sizes increase and force a drop of
the corresponding intra-cluster similarities. Thereafter, when the cluster sizes
start to decrease again, the intra-cluster similarities increase accordingly until
they get stable. For MACE, MI is the best performing association metric with a
mean intra-cluster similarity of 0.7416 followed by LL (0.6643), PAM (0.6518),
and cor-χ2 (0.6133).

4.2 Cluster Merging

The basic assumption is that a resource can fully belong to several clusters. How-
ever, the analyses of the clusters show that the fuzziest clusterings are also the
ones with the lowest intra-cluster similarity and vice versa. Thus, this section in-
vestigates if the quality of a clustering can be increased by merging clusters that
overlap by a certain degree. The quality is again measured by the mean intra-
cluster similarity since the Davies-Bouldin index rewards well-isolated clusters
and the percentage of correctly positioned items has a bias against large clus-
ters. This means that the resulting values of these measures can be assumed
to improve as soon as overlapping clusters are merged. In opposite, the mean
intra-cluster similarity has a bias against small cluster, thus, if the intra-cluster
similarity increases when merging the clusters, it can be seen as an indication
that the clustering’s quality is improved.

Figure 3 shows the intra-cluster similarities for varying Jaccard coefficients
that cause two clusters to be merged. The Jaccard coefficient is calculated as the
intersection size of two clusters divided by their union size. In fact, the lower the
Jaccard coefficient, the higher the intra-cluster similarity, i.e. the best results are
reached if two clusters are merged as soon as they have one overlapping resource.
It can be observed that in most cases all overlapping clusters are merged into one
single large cluster. Since the intra-cluster similarity raises through this process
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Fig. 3. Mean Intra-Cluster Similarity after Merging

it can be assumed that the merging affects primarily those clusters with low
intra-cluster similarities and by merging them - which typically results in one
large cluster with a low intra-cluster similarity - they are only included once in
the calculation of the mean intra-cluster similarity. However, according to [8] it
is preferable to only have one ”rag bag”, i.e. a cluster holding those resources
that cannot be clustered more reasonably. Thus, the merged clusters (with a
Jaccard index > 0) are evaluated in the next sections.

4.3 Intrinsic Evaluation

Table 1 shows the intra-cluster similarity (Sim), the Davies-Bouldin (DB) index,
and the percentage of correctly positioned items (CPI) for the four final clus-
terings. The intra-cluster similarity can take any value between 0 and 1 (with
1 being best), the DB index can take any positive value (the smaller the value
the better the clustering), and the CPI can take any value between 0 and 100
(with 100 being the best). In order to calculate the baselines, for each clustering
ten associated baseline clusterings are randomly created while considering the
respective cluster size distribution. The evaluation results for these ten base-
line clusterings are averaged and the standard deviation is given in the table as
well. It can be noted that all four clusterings score better than their associated
baselines in respect to the three evaluation metrics.

Mean Intra-cluster Similarity. The usage of MI produces the clustering
with the highest intra-cluster similarity. This can partly be explained by the
cluster size distribution, i.e. many very small clusters which by definition have
a high intra-cluster similarity and few very large clusters that carry not much
weight. This also explains why MI has the highest baseline. However, the intra-
cluster similarity for MI exceeds its baseline by 56.6% which indicates that the
clustering provides a real value. The other measures also exceed their baseline
by at least 35.41% (LL) with PAM being the second and cor-χ2 being the third
best measure.

Davies-Bouldin Index. The DB index assesses how dense and well-separated
the clusters are. Similarly to the intra-cluster similarity, MI and PAM perform
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Table 1. Evaluation results with baselines (MACE)

Measure Sim
Sim

Baseline
DB

DB
Baseline

CPI
CPI

Baseline

MI
0.8023 0.5123

σ = 0.0079
1.3363 6.5790

σ = 0.5610
65.78% 56.15%

σ = 0.12%

cor-χ2 0.6731 0.4486
σ = 0.0023

2.3373 4.6786
σ = 0.0702

14.23% 0.31%
σ = 0.05%

LL
0.6714 0.4958

σ = 0.0054
1.7877 4.3675

σ = 0.1067
31.20% 1.11%

σ = 0.12%

PAM 0.7194 0.4614
σ = 0.0061

1.9579 6.9065
σ = 0.1255

44.81% 9.47%
σ = 0.90%

best when comparing the measures among each other and they also show the
highest divergence to the baseline. However, LL and cor-χ2 also deviate from
the baseline by at least half of their values.

Correctly Positioned Items. It can be noticed that the CPI baseline is far
higher for MI than for the other association measures. This is because addition-
ally to very small clusters, MI also creates one large cluster holding all resources
that cannot be clustered otherwise and the likelihood that a resource contained
in this large cluster is positioned correctly according to this measure is very high.
However, the CPI value of the higher-order co-occurrence clustering using MI is
still higher than for the baseline which shows that it has a positive effect on the
clustering. The next best clustering is again the PAM-based one with the highest
divergence to the baseline followed by the LL- and cor-χ2-based clusterings.

Association Measures. The results show that independent from the associ-
ation measure used the higher-order co-occurrence clustering is able to group
similar resources in well-separated clusters. However, the rag bags produced in
the clustering process can grow very large. For example, the clustering produced
using MI holds the best values in respect to all three evaluation metrics. Though,
it contains one large cluster that holds 9,261 resources, i.e. 77.19% of all clus-
tered resources. This means that even if the clustering is very good for a part of
the resources, a large part of the resources can be considered to be not clustered
at all. This phenomenon can be found for the other association measures as well
even if not as distinctively as for MI. The largest clusters of the other clusterings
reach a maximum size of 5,681 (LL), 3,417 (PAM), and 1,949 (cor-χ2). It is strik-
ing that the usage of cor-χ2 leads to smaller rag bags, which is an advantage, but
also to worse evaluation results than the other association measures. However,
in a real world setting, cor-χ2 might perform better than other measures since
it creates relations between a large part of the resources.
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Table 2. Cluster-based Recommendation

RMSE Coverage

MI 0.2009 20.94%
cor-χ2 0.7219 50.94%
LL 0.8699 53.21%

PAM 0.7767 46.79%

The results of the intrinsic evaluation indicate that the clusterings provide a
real value. Additionally, it can be seen that the choice of the association measure
strongly influences the structure of the clusterings. When the clustering is based
on the association measure MI, a large part of the resources is collected in a
rag bag and not reasonably clustered while the remaining clustering shows the
highest quality compared to the other ones. On the contrary, the quality of
the clustering created using cor-χ2 is not as convincing but most resources are
reasonably clustered which might be an advantage in a real setting.

4.4 Extrinsic Evaluation

Table 2 shows the RMSE and the coverage for the predicted ratings calculated
using the different clusterings and the formula shown in section 3.3. The usage
of the MI-based clustering results in the smallest error, i.e. 0.2009, however, it
can only predict ratings for 20.94% of the user-item pairs in the test set. This
result is in line with the findings of the intrinsic evaluation, i.e. using MI only a
subset of the resources can be clustered but the clusters that can be created hold
the best values in terms of mean intra-cluster similarity, DB index, and CPI. All
other association measures create clusterings that can be used to predict about
50% of the ratings in which cor-χ2 holds the second-lowest RMSE with 0.7219,
followed by PAM (0.7767) and LL (0.8699). Here, the usage of cor-χ2 can be
considered to be the best trade-off between quality and quantity. Thus, in the
following, the clustering created using the cor-χ2 is used to boost the existing
collaborative filtering approaches.

Table 3 shows the results of the selected collaborative filtering (CF) ap-
proaches and their cluster-boosted equivalents. Here, the CF approaches are
item-based CF (IBCF) and user-based CF (UBCF) as well as the Single Value
Decomposition (SVD) from the MyMediaLite Recommender System Library [12]
and the Biased Matrix Factorisation from the PREA toolkit [13]. It can be
observed that the neighbourhood-based CF approaches, i.e. IBCF and UBCF,
perform similarly to the MI-based clustering in terms of coverage but produce
higher errors, i.e. 0.5776 (UBCF) and 1.0814 (IBCF). The SVD also suffers from
the sparsity and predicts ratings for only 30% of the user-item pairs in the test
set with an RMSE of 0.8303. The BMF is an exception as it always returns a
predicted rating even if the user or the resource are not part of the training set
which results in the highest RMSE, i.e. 1.1947.
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Table 3. MACE: Cluster-based Filtering

Baseline Cluster-boosted
RMSE Coverage RMSE Coverage

IBCF 1.0814 20.57% 0.8828 57.36%
UBCF 0.5776 24.15% 0.8140 59.81%
SVD 0.8303 30.00% 0.9093 64.15%
BMF 1.1947 100.00% 1.0214 100.00%

The cluster-boosting leads to an alignment of the results, i.e. the RMSE in-
creases for the UBCF and SVD, i.e. the two approaches with the lowest RMSE
and in return, the RMSE decreases for the IBCF and BMF. However, using the
cluster-boosted approach, the coverage is at least two (SVD) up to almost three
(IBCF) times higher compared to the respective un-boosted approach with BMF
as exception that holds a coverage of 100% due to its implementation.

5 Conclusion

We borrowed the technique of calculating higher-order co-occurrences from cor-
pus linguistics and applied this technique to user sessions in order to group
semantically similar learning resources without considering their content. We
used the MACE data set to investigate the assumption that - similar to words -
the higher order co-occurrence classes become stable and the learning resources
within the classes are homogeneous. The intrinsic evaluation results clearly in-
dicate that independent from the used association measure the resources within
the clusters are similar according to their content and the clusters are well iso-
lated. Though, the selection of the association measure has a large impact on
the cluster size distributions. For example, using the association measure MI, the
resulting clusters are mostly small and very dense, additionally, one large rag
bag is created. On the contrary, the usage of cor-χ2 causes the loosest clusters,
however, the rag bag is rather small, i.e. most resources are clustered. Thus, it
depends on the application which measure should be preferred.

The application scenarios for the clusterings are manifold, e.g. to group re-
sources returned by a search query or to enable a cluster-based browsing of a web
portal’s content. In this paper, the suitability of the clusterings to predict rat-
ings and to enhance recommender systems is investigated. The evaluation of the
rating predictions shows that the sole usage of the clusterings can even outper-
form the usage of well-known CF approaches. For example, the clustering-based
recommendation utilising MI creates by far the most accurate ratings. Though
it can only predict ratings for a subset of the user-item pairs in the test set the
same holds true for most CF approaches. The other association measures create
clusterings that can be used to predict half of the missing ratings with a much
lower error rate than the only CF approach that predicts more ratings. When
applying the cluster-boosted approach the strength of the different techniques
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can be combined. This results in an increased coverage and even the error rate
can be decreased for some CF approaches.

Concluding, we emphasise that the clusterings created by calculating higher-
order co-occurrences provide a real value. We plan to test this approach on more
data sets and to integrate it in a running system to support teachers and learners.
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Abstract. Virtual Learning Environments (VLEs) provide studentts with activi-
ties to improve their learning (e.g., reading texts, watching videos or solving 
exercises). But VLEs usually also provide optional activities (e.g., changing an 
avatar profile or setting goals). Some of these have a connection with the learn-
ing process, but are not directly devoted to learning concepts (e.g., setting 
goals). Few works have dealt with the use of optional activities and the relation-
ships between these activities and other metrics in VLEs. This paper analyzes 
the use of optional activities at different levels in a specific case study with 291 
students from three courses (physics, chemistry and mathematics) using the 
Khan Academy platform. The level of use of the different types of optional ac-
tivities is analyzed and compared to that of learning activities. In addition, the 
relationship between the usage of optional activities and different student beha-
viors and learning metrics is presented. 

Keywords: optional activities, Khan Academy, learning analytics, MOOCs. 

1 Introduction 

Virtual Learning Environments (VLEs) usually provide learning activities (e.g., 
watching videos or solving exercises) to improve student learning. But these plat-
forms usually also contain functionalities and tools that are optional, i.e., they are not 
mandatory to successfully finish a learning course. In this work, we consider optional 
activities as functionalities that are present in different learning platforms, but that are 
not directly related to performing an activity to acquire learning. In some cases, such 
as our case study, teachers do not inform students about the optional activities availa-
ble. Instead, students usually discover these functionalities during their interactions 
with the system. Some examples of optional activities are the setting of the students’ 
own profiles or the setting of their own goals. 
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Although there are usually many types of optional activities in VLEs, research  
studies usually focus on the analysis of learning activities but not on the optional ac-
tivities. The study reported by Dyckhoff et al. [1] shows a list of learning analytics 
indicators used in the literature and its categorization. We can see that most of the 
indicators presented by Dyckhoff et al. [1] are related to learning activities instead of 
optional activities. The analysis of optional activities enables teachers to know which 
optional activities are used more, which of them need to be promoted, whether there 
is a relationship with the use and correct solving of learning activities, or their rela-
tionship with other student behaviors. 

In this research, we analyze the use of optional activities in a real experiment using 
the Khan Academy1 platform with 291 students interacting in three different courses. 
The objectives of this analysis are the following: 

• Knowing the level of use of the different types of optional activities, giving the 
percentage distribution between them, but also with respect to the learning activi-
ties. 

• Relating the use of optional activities to the correct solving of learning activities. 
• Relating the use of optional activities to other student behavior metrics and para-

meters such as hint abuse, hint avoidance, total time, progress in the platform, etc. 
• Checking for categorical associations between the use of the different optional 

activities and also with other variables such as gender. 

2 Related Work 

The current common use of VLEs in different learning contexts presents many oppor-
tunities to analyze the interaction of students in these environments. These analyses 
are usually focused on learning activities but not on optional ones. A previous work 
[2] has analyzed which of the available tools and functionalities are more important 
than others in Moodle2 and .LRN3. The results of that work indicate that the most-
rated functionalities are submission management systems with the teacher’s feedback, 
visualizations of qualifications, assessments, file downloads, FAQs and forums. How-
ever, it has also been shown that students do not always make adequate choices in the 
learning tools they can use [3]. In addition, the use of tools seems to be influenced by 
the student’s characteristics, the kind of tool being considered, and the advice students 
receive. 

One of the most widely used learning activities in e-learning environments is the 
use of forums to support social interaction; this provides a good opportunity to ana-
lyze social interactions in e-learning platforms. For instance, Rabbany et al. [4] ana-
lyzed the importance of social network analysis for mining structural data and how 
this is applicable to the student relationships in e-learning environments. Other works 
have statistically analyzed forum activity to draw conclusions such as the effect of the 

                                                           
1 https://www.khanacademy.org/ 
2 https://moodle.org/ 
3 http://dotlrn.org/ 
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teaching staff’s participation or the evolution of forum discussions throughout the 
duration of the course [5]. Other analyses dealt with the adding of an electronic voting 
system (EVS) to regular courses [6, 7]. Each type of platform has different types of 
features to be analyzed. For example the analysis of the use of different types of hints 
in an Intelligent Tutoring System (ITS) [8]. There are other works that have analyzed 
the use and outcome of different implementations of gamification in e-learning, e.g., a 
reward system in the Blackboard platform [9] or a reputation system in an edX Mas-
sive Open Online Course (MOOC) [10]. The interaction of students in a Moodle 
course with wiki articles (where students can peer review each article), discussion 
forums and also access to optional material such as scientific articles or lecture videos 
have also been looked at [11]. In addition, many studies inspected the relationship 
between forum participation and learning outcomes: forum activity, for example, in 
UNED COMA courses is a useful indicator for success [12]. However, it was also 
discovered that online participation and interaction does not necessarily translate into 
higher grades [13]. 

The use of the different tools commented on in the previous paragraph dealt with 
learning activities. On the other hand, there are also other works that addressed the 
use of optional activities. Some studies have dealt with the relationship between  
student interactions with a specific e-learning motivation [14]. It was found that inte-
ractions such as uploading a personal profile photo (an optional activity) and partici-
pating in forums are positively correlated to motivation.  Moreover, findings suggest 
that the benefits from optional forum assignments are very low whereas compulsory 
forum assignments might be related to higher performance [15]. In addition, the work 
in [16] made an in-depth analysis of the use of video annotation, which can be seen as 
an optional activity for students. 

As a conclusion, there has been extensive work to analyze the use of learning ac-
tivities and relate it to different indicators such as learning outcomes. However, there 
has not been many works focused on optional activities. As a difference of this work 
with respect to the presented works about optional activities, this paper gives details 
of the total use distribution of several different optional activities, relates this use to 
exercise correct solving indicators, as well as to some student behaviors such as some 
used by researchers in previous works [17]. 

3 Measuring Optional Activities in VLEs 

In this section we propose a simple general measure to take into account the different 
optional activities that each student has used.    100   

The general formula hereby proposed for optional activities is specified above, 
where N is the number of different optional activities,  is the number of points 
acquired by the student in the optional activity i,  is the weight of the activity i and  is the maximum number of points that can be achieved in the whole course 
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if you have made the maximum use of all the optional activities (taking also into ac-
count weights). The points are assigned by researchers but it does not mean that the 
platform assigns points automatically. We should take into account the following 
premises in order to adapt it to each context: 

 
• This is a general formula that can be configured to each context with a measure 

ranging from 0 (i.e., a student who has not used any optional activity) to 100 (i.e., 
a student who has made the maximum use of all the optional activities).  

• The amount of points that can be achieved by completing each optional activity is 
a configuration parameter that should be analyzed for each context. A student can 
either earn several points if he has used the same activity more than once, or just 
earn one point no matter the number of times the student has used it. The model 
gives a general way of measuring it in different contexts. 

• Finally, each activity can have a different weight, taking into account the impor-
tance within the set of optional activities that are being considered in the case 
study. For example, it could be regarded as more important to complete learning 
goals or participate in forum activities than to update your profile avatar, thus the 
weight should be different for that case. 

3.1 The Application to Khan Academy 

In this sub-section we analyze a particular platform, i.e., Khan Academy, as it was 
used for pre-graduate courses at Universidad Carlos III de Madrid. Section 4.1 de-
scribes this experiment in more depth, while this section describes the optional activi-
ties we have taken into account in the Khan Academy courses. We have divided these 
activities in two groups: optional activities that are related to learning and others that 
are not related to learning. First, the activities that are related to learning include: 

• Feedback: Comments that students post to videos of the course are considered as 
feedback.  

• Votes: Students can vote down (-1), be indifferent to (0) or vote up (+1) the feed-
back that other students have posted to videos. Figure 1 shows an example of a 
comment that has some votes. The name and message of the author have been 
blurred to preserve anonymity. 

• Goal: Students can set goals, i.e., they choose a selection of videos or exercises that 
must be completed, and when they finish the goal they obtain an additional amount 
of points. Figure 2 shows an example about how to set a custom goal. 

On the other hand, we have taken into account other optional activities that are  
not related to learning. These activities come from social networks and games  
environments: 

• Profile avatar: Students can change the default avatar of their profile. They have 
basic access to different avatar images, and they can earn more by acquiring points 
in their interaction with the platform functionalities. 
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explained later). We do not wish to give more importance to any of the activities in 
this case study, just to check which of the activities have been used. Specifically, the 
scoring method is designed as follows: A user gets one point whenever he selects an 
avatar image, selects at least one badge to be displayed, writes a feedback about a 
video, votes for any of the comments of other students or starts at least one goal (an 
additional point is given when the user finishes at least one started goal).  

Consequently, there are five different activities, and students can earn a maximum 
quantity of six points if they do them all. The general metric to measure the use of 
optional activities is adapted to this specific case studio in the next line:   1006   

4 Case Study 

In this section we present the case study about the usage of optional activities. The 
first sub-section describes the context where the experiment was conducted. The 
second sub-section offers an overview of the total use of the optional activities within 
the setting, as well as a comparison between the optional activities usage and regular 
courseware. The last sub-section analyzes the relationship between the use of optional 
activities and other metrics that we have defined in others works. 

4.1 Description of the Experiment 

Universidad Carlos III de Madrid uses the Khan Academy platform to apply an “in-
verted classroom” methodology [18], in which students learn and review concepts by 
using the provided Khan Academy courses at home and then take the face to face 
lessons in the university. These courses are for freshmen students who are entering a 
science degree in order to review the concepts required during their first year of uni-
versity. We used the data generated in three courses (physics, chemistry and mathe-
matics) that took place in August 2013. These courses are composed of sets of videos 
and exercises, which have been designed by the instructors. Although it was not man-
datory for the students to access these courses, it was strongly recommended; this is 
an important fact when measuring the use of the platform. It is also noteworthy that 
students were not informed of the optional activities available.  

Most of the participants were freshmen around 18 years old. The number of stu-
dents was different for each course, and some students had to take more than one 
course (depending on the science degree they were entering). There were 167 students 
in the physics course, 73 in chemistry and 243 in mathematics; this is a total number 
of 483 data samples. However, the total number of unique students was 291, as some 
students were enrolled in more than one course. 

4.2 Use of Optional Activities 

This section includes a quantitative analysis of the use of the optional activities. This 
usage is also compared to the participation ratios with the regular items (such as  
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exercises and videos) of the courses. We provide data from each of the courses sepa-
rately and also for the overall results of all courses. Figure 4 shows results of the op-
tional activities use for each activity and class. Each bar represents the percentage of 
students in the class who have used the activity on the left axis. In addition the last 
metric provides the percentage of users who have used at least one of the activities.  
Each one of the courses is represented by a different color where blue stands for che-
mistry, dark grey for physics, green for mathematics and red for the students in all 
classes.  

The results shown in figure 4 take into account all the students who logged in at 
least once to the Khan Academy platform. Consequently, it is certain that many of 
these students did not interact much with the system, neither with optional activities 
nor with learning activities. From figure 4 we can extract the following main conclu-
sions. The optional activities used the most are the configuration of a profile avatar 
and the badge display. Although the exact percentage numbers differ from one course 
to another, on average we can draw the following results; with 10.8% (avatar) and 
12% (badges) respectively for all courses, they are by far the most used optional ac-
tivities in all courses. A possible reason for this could be that these students, who are 
aged around 17–19 years, are comfortable using activities originating from a social 
network or gaming context.  

On the other hand, optional activities that are related to learning (feedback, vote 
and goal) have been used much less (4.1%, 6.6% and 6.2%, respectively) in all 
courses. The activity which has been used the least is feedback. A reasonable argu-
ment is that writing a feedback answer about a video generally requires a greater ef-
fort than just simply changing an avatar, for example. Furthermore, Moodle forums 
were also enabled for students during these courses, and they conducted most of their 
social interaction in these forums.  

Finally, the 23.2% of the students of all courses who logged in at least once on the 
platform used at least one of the five optional activities considered in this study. In 
addition, results show a difference in the use of optional activities between the three 
courses. The chemistry course has the highest ratio of students who used at least one 
optional activity (30.1%), whereas physics has the lowest ratio (18%). Further research 
would be needed to establish possible reasons for these differences. It is important to 
remember that students did not have knowledge of the optional activities available; 
they were only informed of the courseware. This can be one of the main reasons for the 
low use ratios for these activities. However, taking into account that these courses were 
not mandatory, and that these activities were not announced, the usage ratios are still 
low. It is also interesting to check on more specific details such as the ratio of finished 
goals and the types of votes. A total number of 55 goals were started taking into con-
sideration all courses, and 28 of them (50.9%) were finished. These are high finishing 
ratios taking into account that goals are optional activities and also related to the learn-
ing process. We have computed 40 votes in all courses, 26 of them were positive 
(65%), 13 of them were indifferent (32.5%) and only one of them was negative (2.5%). 
These results indicate that most of the users vote for positive reasons given these con-
ditions and it is very unlikely that they vote negatively on others students. 
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Fig. 4. This chart represents the percentage of users who have used each of the activities in 
each course 

We can establish a comparison with the access to the regular learning activities 
such as exercises and videos and also the use of optional activities. This comparison 
can be seen in Table 1. The purpose of this table is to give a sense of how much stu-
dents have used the regular activities in comparison to optional activities. We have 
divided the use of regular and optional activities in five intervals and we show the 
percentage of students from all courses in each interval. It is noteworthy that we have 
a total number of 483 student samples because some of the students participated in 
several courses and these statistics take into account all the samples. The first thing to 
notice is that only 12 students (2.48%) who logged in on the platform did not use any 
of the regular learning activities whereas 371 of the students (76.81%) did not use any 
of the optional activities. This is a huge difference that already gives insight about the 
low use of optional activities compared to the use of regular learning activities. On the 
other end we can notice that 19 students (3.93%) used all the regular learning activi-
ties while only one of the students (0.21%) used all the optional activities. These re-
sults are even more striking keeping in mind that the amount of learning activities is 
above 40 in all courses whereas the number of optional activities taken into account in 
the study are only five. Finally, we can check that the use of activities in the 1-99% 
interval declines gradually and it is always superior for the regular activities. 
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Table 1. Comparison between the use of regular learning activities versus the use of optional 
activities. Each cell represents the percentage of students for each interval. 

Type of activity 
Percentage of activities accessed 

0% 1-33 % 34-66% 67-99% 100% 
Regular learning activ-

ities 
2.48% 51.55% 23.19% 18.84% 3.93% 

Optional activities 76.81% 18.43% 4.14% 0.41% 0.21% 

4.3 Relationships between Different Metrics 

In this sub-section we present different relationships between the usage of the option-
al activities (using the metric formula specified in section 3.1.) with other metrics that 
we have calculated in other works [19]. The metrics are the following: exercise and 
video access, exercise and video abandonment, total time spent in exercises and vid-
eos, following of recommendations, hint avoidance (not solving an exercise correctly 
but not asking for hints), hint abuse (asking for too many hints without reflecting on 
previous ones), video avoidance (not solving an exercise correctly but not watching a 
related video) and unreflective user. 

Table 2 shows the Pearson Correlation (N = 291, two-tailed significance) of the 
optional activities measured with each of the aforementioned metrics. The correla-
tions that are significant at the 99% level are marked with an asterisk. The data shows 
that the most significant correlations are with the total time (0.491), and also with the 
percentage of accessed exercises and videos (0.429 and 0.419). In addition, another 
significant but negative correlation is with exercise and video abandonment (-0.259 
and -0.155). This negative correlation means that users who abandon exercises and 
videos use less optional activities than others, which makes sense because probably 
they have spent less time in the environment than others. Finally, the results indicate 
that the behavioral metrics (following recommendations, video and hint avoidance, 
hint abuse and unreflective user) are not significantly correlated to the use of optional 
activities. We found that there is no relationship between the follow recommendations 
profile and using the optional activities, although we initially thought that there could 
exist a relationship due to the fact that the use of optional items can be regarded as an 
exploring behavior. It is also intriguing to check how the use of optional activities is 
related to correct solving metrics; we use the percentage of proficient exercises, which 
are the exercises that students have mastered at the maximum level in Khan Acade-
my. Table 3 shows the Pearson Correlation between the percentage of proficient  
exercises with the global measure of optional activities and each optional activity 
separately. The results show that the use of optional activities is significantly corre-
lated with the percentage of proficient exercises, which could mean that it is also re-
lated to learning. The most significant correlation (0.553) is with the global measure 
of optional activities; this relationship points out that the use of optional activities 
might be used as an indicator to know how much students have progressed in the 
exercises. Avatar and display badge (0.415 and 0.418) are the optional activities that 
have been most highly correlated with the percentage of proficient exercises, whereas 
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feedback and vote (0.205 and 0.243) have been the least. This might be surprising 
because feedback and vote are supposed to be related to the learning process, thus that 
might invite to think that they should be more highly correlated with resolving exer-
cises correctly than avatar and display badges which are not related to the learning 
process. 

Table 2. Bivariate Pearson correlation of optional activities with others metrics. (*): 
Correlation is significant at the 0.01 level (2-tailed). 

Optional 
activities 

sig. 
(2-tailed) 
N = 291 

Exercises 
accessed: 

 
0.429* 

(p=0.000) 

Videos 
accessed: 

 
0.419* 

(p=0.000) 

Exercise ab-
andonment: 

 
-0.259* 

(p=0.000) 

Video 
aban-

donment: 
-0.155* 

(p=0.008) 

Total 
time: 

 
0.491* 

(p=0.000) 

Hint 
abuse: 

 
0.089 

(p=0.131) 

Hint  
avoider: 

 
0.053 

(p=0.370) 

Follow  
recommenda-

tions: 
-0.002 

(p=0.972) 

Unreflec-
tive user: 
 

0.039 
(p=0.507) 

Video  
avoider: 

 
-0.051 

(p=0.384) 

Table 3. Bivariate Pearson correlation of the percentage of proficient exercises with the 
different optional activities 

Proficient exercises 
sig. (2-tailed) 

N = 291 

Optional activities:
 

0.553* 
(p=0.000) 

Goal: 
 

0.384* 
(p=0.000) 

Feedback: 
 

0.205* 
(p=0.000) 

Vote: 
 

0.243* 
(p=0.000) 

Avatar: 
 

0.415* 
(p=0.000) 

Display badges: 
 

0.418* 
(p=0.000) 

 
We can also make a comparison with other categorical variables by cross-

tabulating the different results.  The categorical variables we have used in this analy-
sis are gender, the course and the separate use of each optional activity defined as 
‘yes’ or ‘no’ per each student. We can analyze the relationship between these va-
riables by using cross-tabulation techniques that are also known as contingency 
tables. Whether the established relation is really significant can be calculated by  
applying the Pearson Chi-Square Test for categorical data. If the expected count  
assumptions (the expected count of each cell must be above five) of the Pearson  
Chi-Square are not met, we can apply the Fisher’s Exact Test. 

The first cross tabulation is established between gender and the use of the different 
optional activities. Results reveal that women more often use goals, avatar and badge 
display whereas men use feedback and vote activities more often. However, the  
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Pearson Chi-Square Test shows that the only significant relationship is the one with 
feedback use. The test indicates (with a value of 2.80, p = 0.048) that it is statistically 
significant that men use the feedback activity more than women; the minimum  
expected count in each cell is higher than five, so the Pearson Chi-Square Test as-
sumption is fulfilled for this case. The participation differences in web-based learning 
environments by gender have also been addressed in other works [20]. 

The second analysis takes the course and the use of the different optional activities 
into account. The results reveal that chemistry is the course where feedback and votes 
were used the most whereas mathematics is the course in which goals, avatar and 
badge display were used the most. Furthermore, as already mentioned in the last sub-
section, physics is the course that made the least use of optional activities. In order to 
know which of the results are significant, we applied the Fisher’s Exact Test whose 
assumptions are met (as the Pearson Chi-Square Test assumption of a minimum count 
of five is not given). The test shows (6.58, p = 0.034) that the relationship between 
course and goal is significant, so it is statistically significant that mathematics is the 
course where goal-activity is used most. In addition, the relationship between the use 
of votes and the course is also significant (7.74, p = 0.019), where chemistry is the 
course that used votes the most.  

The last analysis carried out is that between all the categorical variables that 
represent the use of each optional activity. To this end we chose a log linear analysis 
which allows the comparison of three or more categorical variables in order to deter-
mine if there is an association between two or more of them. The factors of the test 
are the use of each optional activity separately (yes or no) for each student. Table 4 
shows the cell count of a log linear analysis of only those associations where the ob-
served count is above or equal to 1% of the cases.  

Table 4. Cell count of the most important associations of the log linear analysis between all 
optional activity categorical variables 

Used 
goal? 

Used feed-
back? 

Used 
vote? 

Used 
avatar? 

Used display 
badges? 

Observed 
Count % 

No No No No No 371 76.8% 
No     No No   No Yes 20 4.1% 
No No No Yes No 14 2.9% 
No No No  Yes Yes 14 2.9% 
No No Yes No No 15 3.1% 
No  Yes No No No 8 1.7% 

 Yes No No No No 5 1.0% 
Yes     No No   Yes Yes 7 1.4% 
 

Table 4 allows us to see which ones are the most typical associations in percentage. 
The higher counts are the use of display badge (4.1%), the use of avatar (2.9%), the 
use of both display badge and avatar (2.9%) and the use of votes (3.1%). The data 
indicate that there are probably underlying associations between the use of these ac-
tivities, consequently we check other tests to see if it is really significant. The z-score 
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values show that the most significant relationships are between the use of avatar and 
display badges (z = 2.68, p = 0.007), between the use of feedback and votes (z = 2.26, 
p = 0.008) and also between the use of goal and avatar (z = 2.1, p = 0.036). These 
results make sense because an association between the use of avatar and display 
badge is related to activities that come from customizing your personal profile, and 
the association between the use of feedback and votes are activities related to partici-
pation in a forum. In addition, there is a three-way significant relationship  
between the use of goals, avatar and display badge (z = 1.96, p = 0.05), which is also 
interesting because these three activities are related to gaming or social networks 
environments.  

5 Conclusions and Future Work 

In this work, we analyze the use of optional activities in a VLE using data from real 
experiments in the Khan Academy platform with 291 students from three different 
courses. Results indicate that the use of the optional activities under the conditions of 
this experiment (the use of the platform was not mandatory and instructors did not 
inform their students about the optional activities) has been very low. Therefore, we 
would recommend telling the students about the availability of optional activities or 
tools for future experiments. 

Additionally, results show that the optional activities that were used the most are 
not related to learning (avatar and display badges), so we would recommend instruc-
tors to encourage students to use optional activities related to learning such as feed-
back, votes, or goals. Another interesting finding is that more than half of the goals 
that were started, were finished by the students; we think this type of optional activity 
is good to improve the engagement of students to the learning process. 

We have provided a detailed analysis of the relationship between the use of        
optional activities and several student behaviors as well as student metrics of use of 
the platform. This analysis indicates that the use of optional activities is significantly 
related to the total time spent in the platform and the progress in exercises and videos. 
Another important result is that none of the behavioral metrics is correlated with the 
use of optional activities.  

In order to answer the title question, the use of optional activities did not matter a 
lot for students under the conditions of this experiment in the sense that these optional 
activities were under-used. However, we think that the use of optional activities does 
matter and their use should be promoted. The results have shown that the use of op-
tional activities is significantly correlated to the total time and use of regular learning 
activities. Also, optional activities have been found to correlate with solving exercises 
metrics. Although we cannot infer that the use of optional activities is the cause of 
better learning, this hypothesis remains open for future research. In addition the cate-
gorical variable analysis revealed that there are several statistically significant  
co-occurrence associations; for example between the use of both display badge and 
avatar which come from games environments, and also the use of both feedback and 
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votes which are related to forum activities. This could be used to cluster students or 
divide them in groups with similar preferences. 

However, despite several significant results, this is a preliminary research and we 
still are not prepared to confirm the causes of some results, and more work is required 
to answer those questions. An important step for future work would be to understand 
the relationship between the use of optional activities and learning achievement. This 
way we could know what optional activities should be reinforced for future experi-
ments. Finally, in the future we would like to review the optional activities available 
in other VLEs and formulate a common framework. 
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Abstract. In this paper a novel approach to facilitate the reuse of units
of learning (UoLs) is presented. Typically, e-learning platforms do not
provide the means to retrieve designed UoLs in a standardized format
to be reused in a different platform, but they have in common that
the students and teachers interaction with the system is logged to files.
Taking this into account, we propose to use these logs and apply a three
steps re-engineering approach to translate these UoLs into an accepted
educational modelling language, specifically IMS LD. In the first step, the
sequence of activities and their functional dependencies are learned by a
process mining algorithm. In the second step, another algorithm analyses
the variables and their value change in order to learn the adaptation rules
that may have been defined in the UoL. And finally, in the last step
the inferred process structure and rules are matched with the typical
structure of activities, acts, and plays defined by IMS LD.

Keywords: IMS LD, process mining, adaptive rules mining, learning
analytics, learning flows reengineering.

1 Introduction

In the last decade, an important effort to develop Educational Modelling Lan-
guages (EMLs) has been made. The aim of these languages is to describe from a
pedagogic point of view the learning design of a course: that is, the flow of learn-
ing activities undertaken by the learners to achieve the objectives of a course
using educational content and services. From these EMLs, the IMS Learning
Design specification [3] has emerged as the de facto standard for representing
learning designs that can be based on a wide range of pedagogical techniques.
Although there is some controversy about whether IMS LD is too complex to
be understood by teachers from a practical point of view [5], most of authors
highlights this complexity as a barrier for the adoption of IMS LD [8].

To deal with this issue a number of user-friendly authoring tools have ap-
peared. These tools provide graphical interfaces that allow to hide the complex-
ity of the IMS LD control structure and adaptive components [7]; offer visual
templates or patterns for creating learning designs based on pedagogical strate-
gies such as collaborative learning or project based learning [6]; or translate the
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learning design to the IMS LD specification from authoring tools that are not
based on IMS LD [4]. However, even with these tools the authoring process of
IMS LD units of learning (UoLs) is not easy for teachers when the UoLs are
complex or require to use advanced features of IMS LD.

The automatic reconstruction of UoLs could relieve this issue. In [8] authors
present an approach that focus on the reegineering of IMS LD UoLs based on a
visual language, which hides the complexity of the model. On the other hand,
this approach also requires a close collaboration between developers and teachers
to simplify the gap between the technical and pedagogical point of view of the
UoL. The main drawback of this approach is that the UoL is not automatically
reconstructed from the scratch and needs the supervision of teachers and even
developers. Other similar approaches have been proposed in the literature [2,11],
although not for IMS LD.

In this paper, we present an approach to automatically reconstruct the IMS
LD representation of a UoL from the events generated by the learners in the
virtual learning environment. This objective is achieved in three different steps.
Firstly, the learning flow of the UoL is automatically extracted through a pro-
cess discovery algorithm [1] which guarantees the completeness of the discovered
learning flow. Then an algorithm based on the knowledge about the IMS LD
control structure is applied to determine which IMS LD components should be
created. Finally, the adaptive rules of the UoL are automatically extracted from
the event logs by a decision tree learning algorithm and integrated in the IMS LD
structure.

The paper is structured as follows: in Section 2 we present the framework that
supports the mining of log files and the reconstruction of IMS LD. In sections 3
and 4 we precisely detail the how the learning flow and adaptive rules are mined
from the logs, respectively, while in Section 5 we close the circle and describe
how we transform these two models to IMS LD. Finally, in Section 6 we present
the conclusions of the work.

2 Framework

Fig. 1 depicts the conceptual framework for reconstructing IMS LD UoL from
the events generated by learners. The framework is composed by the following
components:

– Educational World. Teachers and learners are the typical participants in any
Learning activity. On the one hand, teachers design the learning flows based
on some educational methodology, and support the learning activities of the
course. On the other hand, learners are the core of the educational world
since they undertake the learning flow activities by using the resources and
services available in the virtual learning environment.

– Virtual Learning Environment. From an educational point of view, virtual
learning environments (VLEs) provide the means to carry out the learning
activities planned for a UoL, allowing learners to access to the learning con-
tents and executing the services required to facilitate those activities such
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Fig. 1. Framework for IMS LD UoLs reconstruction

as interacting with other learners or looking for information in libraries.
Furthermore, VLEs detect and register all the relevant events generated by
learners when undertake the learning activities. These events are stored in
an event log database that contains data about the activities execution, in-
cluding who participates in an activity, when it has been performed, the
properties values of the UoL such as a mark of a test, and so forth.

– Learning Flow Discovery This component implements the algorithm whose
aim is to discover the workflow of learning activities, i.e., the learning flow,
that learners undertake during a UoL. Note that this algorithm must guar-
antee that all the learning paths followed by learners are represented in the
discovered learning flow. Furthermore, this discovered learning flow should
be as simple as possible in order to facilitate the hierarchization of the learn-
ing flow into the IMS LD control structure.

– Learning Flow Hierarchization. Once the learning flow has been extracted
from the event logs, an algorithm will translate this learning flow to the
control structure defined by the IMS LD specification. This algorithm starts
by detecting sequences and selections of learning activities and then do ap-
ply the knowledge about the IMS LD control structure to create activity
structures, acts or plays.

– Adaptation Rules. The IMS LD specification has an extensive set of adapta-
tion conditions, but this framework is focused on extracting the conditions
related to the selection of learning activities (show and hide mechanism)
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based on the changes in the properties values of the UoL. A decision tree
technique was implemented to automatically obtain these conditions, since
it is an effective approach to deal with this kind of problems.

In the following sections we will detail the last three components that consti-
tute the core of this framework.

3 Mining the Learning Flow from Event Logs

The aim of the process discovery algorithm (PDA) [1] is to identify the work-
flow that represents the learning flow followed by the learners during a UoL.
To achieve this objective, the PDA will only needs to process the metadata in-
formation provided by the event logs. From the perspective of process mining,
the quality of a process discovery algorithm is measured taking into account the
following metrics:

– Completeness, which indicates how much of the behaviour observed in the
event log can be reproduced by the discovered learning flow. Thus, a discov-
ered learning flow is complete when it can reproduce all the events contained
in the log database. In order to guarantee correct reconstructions of IMS LD
UoLs, all the activities undertaken by learners have to be included in the
mined learning flow. Therefore, the completeness of discovered learning flows
is a hard requirement for the PDA.

– Precision, which measures if the discovered learning flow is overly general,
allowing an additional behaviour that is not represented in the log. Thus a
discovered learning flow is precise when it cannot reproduce event traces that
are not available in the log database. From the point of view of the IMS LD
reconstruction to discover precise learning flows is not a requirement as hard
as completeness, since the extra behaviour has not been undertaken by any
learner.

– Minimality, which refers to discovered learning flows with the minimal struc-
ture that reflects the behaviour contained in the log database. A desirable
requirement for the PDA is to obtain simple learning flows, since the sim-
pler is the discovered learning flow, the easier is to reconstruct the IMS LD
control structure.

Taking these measures into account, we have developed a genetic algorithm
that discovers complete learning paths with very high values for precision and
simplicity. Algorithm 1 describes this algorithm, where the first three steps cor-
respond to its initialization with t representing the number of iterations of the
algorithm, timesRun is used to detect situations in which the search gets stuck,
and restart counts the number of times the algorithm is reinitialized. The exe-
cution cycle of the genetic algorithm is as follows:

– A population is created with a group of individuals where each individual is
a potential solution, i.e., a learning flow. In this algorithm, learning flows are



Reconstructing IMS LD Units of Learning from Event Logs 349

ALGORITHM 1. Genetic algorithm for discovery of learning flows

Initialize population
Evaluate population
t = 1, timesRun = initialTimesRun, restarts = 0
while t ≤ maxGenerations && restarts < maxRestarts do

Selection
Crossover
Mutation
Evaluate new individuals
Replace population
t = t+ 1
if bestInd (t) == bestInd (t− 1) then

timesRun = timesRun− 1

end
if none of the individuals of the population have been replaced then

timesRun = timesRun− 1

end
if timesRun < 0 then

Reinitialize population
Evaluate population
timesRun = initialTimesRun, restarts = restarts + 1

end

end

represented through causal matrices which can be easily translated into Petri
nets [9]. Fig. 2 depicts the Petri that models a UoL where the pedagogical
objective is to learn about polymorphism in object-oriented programming.

– These individuals are then evaluated with a fitness measure that indicates
how well each individual is able to reproduce the behaviour shown in the log
database.

– After this evaluation process, the population evolves by selecting those in-
dividuals with a higher fitness. Then, it generates new individuals through
genetic operators like crossover, which combines two individuals, and muta-
tion, which modifies an individual.

– These steps will be repeated in a cycle until any of the termination condi-
tions, maxGenerations and maxRestarts, are fullfilled.

In this genetic algorithm, the fitness measure (F ) for an individual, i.e., for
a learning flow, is based on its completeness (Cf ), precision (Pf ), and simplic-
ity (Sf ). When two individuals are compared to decide which of them will be
selected, these three measures are considered separately:

F(a) > F(b) ⇐⇒ {Cf (a) > Cf (b)} ∨ {Cf (a) = Cf (b) ∧ Pf (a) > Pf (b)} (1)

∨ {Cf (a) = Cf (b) ∧ Pf (a) = Pf (b) ∧ Sf (a) > Sf (b)}
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Read about
polymorphism

Exercise A

Exercise B

Answer testComplete example

Fig. 2. Petri net that represents the learning flow of a UoL about polimorphism

Thus the individual with highest completeness will be selected. If the values
for this measure are equal for both solutions, then the second measure to be
compared is the precision. If both individuals have the same precision, the sim-
plicity will be checked. Therefore, we are looking for the simplest learning flow
from precise learning flows that are complete.

In order to check the efficiency of this algorithm for discovery learning flows,
we have conducted an experiment with 14 UoLs1 that have been undertaken in
the OPENET4LD environment [12]. OPENET4LD collects all the events gener-
ated by the learners when they perform the learning activities of a UoL. Table 1
presents the results of the comparison between our genetic algorithm (GA) and
two of the most used process discovery algorithms, alpha++ [14] and heuristic
miner [13]. The results shows that only GA is able to discover learning paths
that are complete and with high precision.

4 Mining Adaptive Rules from Event Logs

Using log files of VLEs can help to determine who has been active in the course,
what they did, and when they did it. In this section we use these data to obtain
the adaptive rules of the UoLs that determine the learning flow and the material
presented to students. Unfortunately, the log files provided by VLEs do not
follow a standard and therefore a generic solution cannot be formulated for such
purpose. In fact, log files are seldom used mainly because it is difficult to interpret
and exploit them. In most of the cases, the data aggregated are incomplete or
even not logged.

Taking this into account, in this section we describe our approach based on
the extract of the log file represented in Fig. 3. This example has two parts.
On the one hand, the first four records represent the execution of activities and
contain information about the UoL id, its name, the user that ran the activity,
the level of IMS LD of this activity (play, act, role-part), the execution time,

1 Available at http://dspace.ou.nl

http://dspace.ou.nl
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Table 1. Performance of the genetic algorithm for learning flow discovery (GA)
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GA
Pf 1.0 1.0 0.95 1.0 1.0 1.0 1.0 1.0 1.0 0.77 1.0 1.0 1.0 1.0
Cf 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
Sf 0.34 0.35 0.29 0.34 0.34 0.36 0.36 0.35 0.37 0.3 0.35 0.32 0.31 0.29

HM
Pf 1.0 1.0 0.96 1.0 1.0 1.0 1.0 1.0 1.0 0.73 1.0 1.0 1.0 1.0
Cf 1.0 1.0 0.75 1.0 1.0 1.0 1.0 1.0 1.0 0.2 1.0 1.0 1.0 1.0
Sf 0.34 0.35 0.29 0.34 0.34 0.36 0.36 0.35 0.37 0.28 0.35 0.32 0.31 0.29

α++
Pf 1.0 1.0 0.94 1.0 1.0 1.0 1.0 1.0 1.0 0.73 1.0 1.0 1.0 1.0
Cf 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 0.3 1.0 1.0 1.0 1.0
Sf 0.34 0.35 0.31 0.34 0.34 0.36 0.36 0.35 0.37 0.29 0.35 0.32 0.31 0.29

(3, ’UOLID 201’, ’SOID 0’, ’GeoQuiz3’, ’root’, ’2013-10-14 01:44:51’, ’play’, ’play-13193839-3ddf-

41e2-a4b8-7af8dc13d059’, ’play 0’, ’pc split’),

(4, ’UOLID 201’, ’SOID 0’, ’GeoQuiz3’, ’root’, ’2013-10-14 01:44:52’, ’act’, ’act-e4901d0f-8232-4cce-

a166-20e29133d279’, ’act 0’, ’ac split’),

(5, ’UOLID 201’, ’SOID 0’, ’GeoQuiz3’, ’root’, ’2013-10-14 01:44:52’, ’act’, ’act-e4901d0f-8232-4cce-

a166-20e29133d279’, ’act 0’, ’as split’),

(6, ’UOLID 201’, ’SOID 0’, ’GeoQuiz3’, ’d9’, ’2013-10-14 01:44:52’, ’role part role part’, ’act-

e4901d0f-8232-4cce-a166-20e29133d279’, ’role part role part 0’, ’as start’),

...

(289, ’OPENET RMI SOID 0’, ’UOLID 201’, ’setproperty’, ’2013-10-14 01:59:30’, ’user 2’, ’d2’,

’Student’, ’ locpers property 12 ’, ’Answer1’, ’locpers property’, ’string’, ’Venezuela’),

(290, ’OPENET RMI SOID 0’, ’UOLID 201’, ’change property value 0’, ’2013-10-14 01:59:30’,

’user 2’, ’d2’, ’Student’, ’ locpers property 1 ’, ’Value1’, ’locpers property’, ’integer’, ’2’),

(291, ’OPENET RMI SOID 0’, ’UOLID 201’, ’change visibility’, ’2013-10-14 01:59:30’, ’user 2’,

’d2’, ’Student’, ’ learning activity 5 ’, ’flow3’, ’locpers property’, ’boolean’, ’false’),

(292, ’OPENET RMI SOID 0’, ’UOLID 201’, ’setproperty’, ’2013-10-14 01:59:33’, ’user 2’, ’d2’,

’Student’, ’ locpers property 13 ’, ’Answer2’, ’locpers property’, ’string’, ’Siria’), ...

Fig. 3. Example of a text-based log file

and the specific name of the activity, among other information. On the other
hand, the last four records represent events on the properties used by the UoL.
Specifically, each one of these records contains information about the UoL id, the
operator that favor the change, the type of the property, and the new assigned
value.
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4.1 Identification of Variables and Activities

The identification of variables and activities is highly dependent on the type
of events recorded in the log files. Since each VLE may record the events in a
different format, the syntactic patterns used to identify these events are usu-
ally different. For example, the identified variables are highlighted in Fig. 3.
In this case, a simple regular expression with the keywords ”setproperty” and
”change visibility” were used to identify the variables, but a different pattern
should be used to identify these same variables in an XML-based log file. How-
ever, the main issue in the identification of variables is that they are not always
recorded in the log files. When this situation happens, the mechanism for learn-
ing the adaptation rules presented in this section cannot be applied.

4.2 Determining the Variable Values for Each Activity

In the ideal situation, each time an event is produced, (i) the state of the variables
is saved in a log file. This means that, e.g., at the end of an activity the values of
the variables of a UoL are stored in the corresponding log file. Moreover, (ii) in
this context a value change is also considered an event and so is also recorded.
However, reality is different and usually both mechanisms are not supported
at the same time (e.g., in the log extract of Fig. 3 only variable changes are
included).

The variables values are subsequently associated to an activity, so we can
determine the state of the properties before and after the activity is performed.
Therefore, each time a variable value changes we must determine when and by
who it was modified. In this procedure, the time of the event is crucial since it
will determine the initial value of variables in the next activity.

4.3 Learning Rules with a Decision Tree

The identification of the adaptive rules is performed by means of J48 decision
tree algorithm [10]. We selected this type of algorithms because of its simplicity,
performance, and because an adaptive rule is very similar to a decision tree.
As it is depicted in the left part of Fig. 4, a decision tree is a graph-like struc-
ture in which each internal node represents a test on an attribute, each branch
represents the outcome of the test and each leaf node represents the class la-
bel (or decision taken after computing all attributes). A path from root to leaf
represents classification rules, and in our case, an adaptive rule.

Transforming a decision tree to an adaptive rule is straightforward since these
trees can easily be modelled as DNF (Disjunctive Normal Form) rules. For in-
stance, the right part of Fig. 4 show the corresponding rules for this tree. Specif-
ically, each branch is converted into a rule, where:

– The condition is set as the conjunction of the arc tests of a branch.
– The action of the rule is the leaf node of the branch (class/decision).
– The disjunction of all the rules has the semantics of the decision tree.
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IF T1 <= 40 
THEN visible (Task 1)

IF T1 > 40 AND T1 <= 80 AND T2 <= 50 
THEN visible (Task 2)

IF T1 > 40 AND T1 <= 80 AND T2 > 50 
THEN visible (Task 3)

IF T1 > 40 AND T1 > 80 
THEN visible (Task 4)

T1 <= 40 T1 > 40

T1 <= 80 T1 > 80

T2 <= 50 T2 > 50

Task 1

Task 2 Task 3

Task 4

Fig. 4. Transformation of a decision tree to a DNF rule base

Tree complexity has its effect on the accuracy and is usually determined by
the total number of nodes, total number of leaves, depth of tree, and number
of attributes used in the tree construction. The number of variables is therefore
a crucial factor since too many may reduce the accuracy of the tree. Moreover,
the number of data required to learn increases with the number of variables.
However, adaptive rule are usually not based on many variables. Thus, our ap-
proach limits the variables considered during the learning of the decision tree,
and specifically, only variables which value has changed in the execution of the
activity are included.

5 IMS LD Reengineering

IMS LD is a well-known EML for adaptive learning which is specified in three
different levels of implementation (levels A, B, and C), which determine the
learning flow, the changes in the environment, and the notifications, respectively.
In this paper, two learning algorithms, presented in the former sections, address
the first two levels of IMS LD. Specifically, the process structure of the learning
is determined by a process mining approach and the adaptation mechanisms
by a decision tree. However, the results obtained by these algorithms must be
transformed to adapt to IMS LD characteristics.

5.1 A learning Flow as a Theatre Metaphor

Particularly, the IMS LD learning flow description of IMS LD is described as
a theatre metaphor where there is a number of plays, that can be interpreted
as runscripts that are concurrently executed, being independent of each other.
Each of these plays consist of a set of acts, which can be understood as a module
or chapter in a course. These acts are performed in sequence, and in each of them
the participants in the UoL carry out in parallel an activity or a structure of
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ALGORITHM 2. Identification of IMS LD activity structures of type sequence

Input: G = (T, P, F ) is the Petri net structure, T = A ∪ C is the set of
transitions of the net where A is set of activities and C the set of
control transitions, P is the set of places, F ⊆ A× P ∪ P × A is the set
of arcs between transitions and places, R is the set of roles, U is the set
of participants, UR ⊆ P ×R is set of user roles, UA ⊆ P ×A is the set of
activities done by a user.

Output: SEQ is set of activity structures of type sequence.
1 AR ← {(a, r) | a ∈ A ∧ r ∈ R ∧ (∀p | u ∈ U ∧ (u, r) ∈ UR ∧ (u, a) ∈ UA)}
2 SEQ ← ∅
3 for each ai ∈ A do
4 Si ← ∅
5 for each aj ∈ A do
6 if (∃ai, aj , ak, p | (ai, p) ∈ F ∧ (p, aj) ∈ F ∧ (p, ak) ∈ F → aj = ak) then
7 if ∀pa, pb | (pa, ai) ∈ PA ∧ (pb, aj) ∈ PA ∧ pa = pb → (∃r | r ∈

R ∧ (pa, r) ∈ PR ∧ (pb, r) ∈ PR) then
8 Si ← ∅
9 if ∃j | Sj ∈ SEQ ∧ ai ∈ Sj then

10 Si ← Sj

11 else
12 SEQ ← SEQ ∪ Si

13 end
14 Si ← Si ∪ {ai} ∪ {aj}
15 end

16 end

17 end

18 end

activities, the which are executed in sequence or by selecting a specific number
of them activities.

The problem therefore consists in identifying the different IMS LD elements
in the Petri net defined by the process mining algorithm. Algorithm 2 shows
one of the procedures defined for such purpose. Specifically, this algorithm is
designed to identify the activity structures of type sequence in the Petri net
G = (T, P, F ) as described in Section 3. Notice that the set T is composed
of two types of transitions, namely activities and control structures, where te
activities represent the learning and support activities of the learning process.
The identification of sequences of activities takes into account (line 6) (i) that
there is a direct dependency, that is, an arc between an activity ai to a place p
and also from p to a second activity aj and that here is no other dependency
between ai and another activity ak. Moreover, the two activities must also verify
that they share the same role (line 7), otherwise they could be in different role-
part structures.

The remaining algorithms used to identify the plays, acts, role-parts, or se-
lections of activities use a very similar approach that consists in identifying the
inner structural characteristics of each component. Specifically:
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– Selection of activities. Very similar to Algorithm 2 where all the activities
of the structure must share a role but also requires the activities in parallel
between an OR-split and an OR-join.

– Role-part. The most difficult structure to identify. A role-part can be sim-
ple (just one activity with a specific role) or complex if it is composed by
structures of activities, where sequences and selections can also contain sub-
activities and structures.

– Act. Role-parts must match an AND-JOIN workflow pattern, that is, role-
parts are split in parallel by an AND-split control structure and their exe-
cution is synchronized by an AND-join.

– Play. Defined by a set of acts in sequence.
– Method. Defined by a set of plays in parallel in an AND-JOIN workflow

pattern.

5.2 Knowledge-Base of Adaptive Rules

IMS LD adapts the learning flow of a student according to a set of predefined
properties and rules. Properties can have different scopes, such as global or
local, different targets, such as a person or people with a specific role, or even
the combination of different scopes and targets, such as, e.g., global personal
or local role properties. The state of a learning process is consequently defined
by these variables, and therefore, depending on their values the learning flow
may vary according to students’ needs. Usually, the state is composed by user
properties and the presentation to a student of educational material is guided
by his scores, his responses to questions, or, e.g., the time needed to solve a
problem. However, properties with a global scope or targeted to roles (not just
to individuals) provide to IMS LD the means to adapt collaborative or group-
focused activities.

Taking this into account, the variables extracted from the event logs must
be classified according to IMS LD types. The procedure detailed in Algorithm 3
returns the IMS LD scope and target of a property p previously identified in the
log files. Firstly, it defines the time intervals (t, t+1) between two events that have
changed the value of p. For each one of these intervals, the algorithm identifies
the value that the property had in this instant in the log files. Specifically, we
define this value for each UoL and participant (line 9). Notice that we do not
have always an event from which we can obtain the value of a property in a time
interval. Therefore, we store the historical values for each UoL and participant
during the processing of the log files and return the last known value of the
property when no event was produced in the given time interval. The property
target is determined in the if-then-else from lines 13 to 18. In this structure
we identify the cases in which the property takes the same values for each time
interval. If all the participants with the same role verify this predicate then the
property target is set to role. Notice that since this structure is in a loop all the
time intervals must verify this condition to finally be a role-targeted property.
The verification of the scope is in between lines 21 to 26. In this if-then-else
structure we just check that the value of a property is shared between all the
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ALGORITHM 3. Classification of a variable identified in the event logs

Input: p is the property we want to classify, L is set of logs, M is the set of
participants, U is the set of UoLs.

Output: sp ∈ S and tp ∈ T are the scope and target of p, respectively.
Data: S = {local, global} and T = {role, personal} are the set of scopes and

targets defined in IMS LD, respectively.
1 t ← 0
2 V ← ∅
3 repeat
4 t+1 ← next time p value changed in L starting from t
5 V ← ∅
6 for u ∈ U do
7 Vu ← ∅
8 for m ∈ M do
9 Vu,m ← {p values in UoL u for the user m in the interval (t, t+1)}

10 Vu ← Vu ∪ {Vu,m}
11 end
12 Vu ← Vu ∪ {Vu,m}
13 if ∀m1,m2, r, x | m1,m2 ∈ M ∧m1 = m2 ∧ Vu,m1 , Vu,m2 ∈ Vu ∧ r ∈

role(m1) ∧ r ∈ role(m2) ∧ x ∈ Vu,m1 → x ∈ Vu,m2 then
14 if tp = personal then
15 tp ← role
16 end

17 else
18 tp ← personal
19 end
20 V ← V ∪ Vu

21 end
22 if ∀u1, u2,m1,m2, x | u1, u2 ∈ U ∧ u1 = u2 ∧m1, m2 ∈ M ∧m1 =

m2 ∧ Vu1,m1 ∈ Vu1 ∧ Vu2,m2 ∈ Vu2 ∧ Vu1 , Vu2 ∈ V ∧ x ∈ Vu1,m1 → x ∈ Vu2,m2

then
23 if sp = personal then
24 sp ← global
25 end

26 else
27 sp ← local
28 end
29 t ← t+1

30 until t = t+1

UoLs in the time interval. If it is, the scope of the property is set to global, and
to local if it is not.

The second pillar of IMS LD adaptation mechanism is a set of rules. Rules
are structured as a conditional if-then-else control flow and therefore evaluate
the then part when the if condition is verified and the else part when it is not.
The operators used in the if, then, and else blocks are defined in the IMS LD
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Level B of the information model [3] and include classic logical, arithmetic,
and comparison operators, and others more specific that support operating on
the user model and the process structure (i.e., methods, acts, role-parts, and
activities). Contrary to programming languages, the semantics of the then part
is limited and so can only contain actions, which will show or hide objects, change
a property value, or notify a role. The else part is more standard, and allows
concatenating if-then-else control structures, in addition to actions.

Notice that IMS LD rules structure is very similar to those described in Sec-
tion 4. Two additional remarks about the transformation of the decision tree.
Firstly, there is always a viable transformation between the obtained decision
tree and the IMS LD rules since (i) the operators used by the decision tree are
supported by IMS LD and (ii) we just learn two types of actions for changing
(i) the visibility of an object and (ii) the value of a property. Secondly, the rules
we generate have the structure of an if-then control flow, that is, we never have
an else block. This last feature does not limit the semantics of our rule model
since each else is represented as an if-then rule but with its specific condition.

Finally, we must also mention that in IMS LD rules are evaluated at the
beginning of a session and each time a property is changed. Furthermore, rules
are also evaluated at the completion of methods, plays, acts, and activities. This
is reasonable since these control structures coordinate the participants of the UoL
and thus that or teachers change the value of their properties in the activities,
methods, plays, and acts define a group behaviour and thus changes must affect
all the members of the group. However, this behaviour is very dependent of
IMS LD and even more complicated to extract from the events of log files. In
fact, usually this kind of adaptation is represented by the process mining as
a simple activity that changes the state of the properties. Consequently, the
completion of upper hierarchical structures, such as plays and acts, will not
change the state of learning. However, this is not a big issue since our solution
defines specific dummy activities to such a change.

6 Conclusions and Future Work

In this paper we have proposed a global approach that facilitates the reuse of
UoL defined in legacy systems or VLEs. Our solution has been implemented to
support the mining of event log files (i) to obtain the learning flow, formalized
as a Petri net, and performed by students and instructors, and (ii) to identify
the adaptation rules, represented as decision trees, used to tailor the learning
flow to each student. From these two results, we also describe how to translate
these models into an IMS LD UoL.

Finally, as future work we plan to extend the number of operators used by the
decision tree algorithm to so give support to the complete grammar or IMS LD.
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Abstract. The paper reports on the transformation of a master level
university course (lecture style) by supplementing it with a “small pri-
vate online course” (SPOC). The online course included micro learning
elements and activities that are often used in the context of MOOCs
like lecture videos or auto-grading tests, but also provided a platform for
publishing content that was generated by the students in group work.
Technically, the online course was conducted in a Moodle LMS that was
extended by a self-developed video-plugin. The experience was evaluated
using two questionnaires and the results were discussed with the students
to gain further insights. The evaluation results are critically discussed to
identify success factors and pitfalls for resource-intensive blended learn-
ing scenarios.

Keywords: blended learning, small private online courses, lecture sup-
port, lecture videos, group learning, peer reviewing.

1 Introduction

The Department of Computer Science and Applied Cognitive Science at the Uni-
versity of Duisburg-Essen (Germany) offers three different study programmes:
“Applied Computer Science”, “Interactive Media and Cognition”, and “Com-
puter Engineering” (all Bachelor and Master levels) with a total of about 1500
students. The Computer Engineering programme is mainly taught in English,
whereas the standard of the other programmes is German. In this context, GILLS
(“Gestaltung interaktiver Lehr- / Lernsysteme”) is a Master level course that
focuses on user/task modeling and models of interactive and collaborative learn-
ing environments. It targets students from the three Master programmes and
is also eligible by higher education teacher students of computer science, a pro-
gramme offered by another faculty. The course is taught once per year with
about forty participants.

The course consists of a weekly three hour lecture accompanied by an one
hour exercise with weekly assignments. Although the GILLS lecture is given in
German, all presentations (interactively annotated slides) and additional read-
ing materials are provided in English to support the international Computer

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 359–372, 2014.
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Engineering students. All course materials, assignments, announcements as well
as a Q&A forum are offered through a Moodle portal. Originally, the three hours
of lecture as well as the one hour of exercise were conducted consecutively as a
four hour block with two breaks (one during the lecture and one between lecture
and exercise).

Probably due to the given schedule of the course, attendance in the exercise
was typically lower than in the lecture and the willingness for active partici-
pation (i.e. presentation of results on the part of the students) was also low.
This led us to the idea of “virtualizing” the exercise, i.e., to replace the presence
based activity by a combination of individual and group assignments with re-
porting back into the Moodle platform. The assignments would be partly based
on reading materials (summary, analysis) and partly be oriented towards con-
structive problem solving and modeling. The individual activities would also be
supported by quizzes (using Moodles quiz mechanisms). In this new concept,
also the role of the lecture was redefined in the sense of providing orientation
knowledge (“advance organizer”) and core definitions with a limited number of
characteristic examples, leaving specific extensions to the virtual exercise ac-
tivities. These lecture elements were provided as smaller thematic video clips,
available on the platform. Additionally, the plenary face-to-face setting of the
lecture was used as a forum to take up and discuss results from the virtual exer-
cise activities. Thus, the focus of the classroom experience shifted from teacher
centered lecturing to student centered interactions.

This course redesign led to a blended scenario with cooperative elements and
content production of the part of the students. The use of quizzes and videos
corresponds to instructional formats typical of MOOCs (“massive open online
courses”). Given that our course is neither open to a broader public beyond
the three mentioned master programmes nor “massive” in terms of participation
it could rather be categorised as a SPOC (“small private online course”) in the
sense of Fox [1]. According to Fox, SPOCs intend to “increase instructor leverage,
student throughput, student mastery, and student engagement”. This is achieved
partly by adopting learning elements and activities also used in xMOOCs such
as lecture videos, reading materials, weekly exercises and forums for questions
and discussions. Due to potentially unlimited participation, in MOOCS these ex-
ercises consist of tasks that can be automatically graded such as online quizzes
or tests; also peer reviews are used for feedback and grading (cf. [2]). Regarding
collaborative task assignments, our approach also shares elements with connec-
tivist MOOCs (or cMOOCs) as introduced by Siemens and Downes (cf. [3]).
Such cMOOCs focus on the production and sharing of knowledge artifacts like
blog or wiki articles by and between learners: “In connectivism, the starting
point for learning occurs when knowledge is actuated through the process of a
learner connecting to and feeding information into a learning community” [4].

Meanwhile there are numerous examples of extending and enhancing tradi-
tional learning scenarios with online and interactive elements, usually subsumed
under the notion of “blended learning”. Graham [5] distinguishes two types of
blended learning scenarios: “enhancing blends” denotes the usage of online tools
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and resources as an add-on to existing models, whereas “transformative blends”
would be those in which the pedagogical model is transformed together with
the introduction of the technologies. Such transformations can be related to role
models for students and teachers (as in the “flipped classroom” approach - cf.
[6]), the overall organization and workflow of the course or new types of core
activities in the course.

Our approach is clearly transformative in the sense of Graham. From a re-
search point of view, we conceive our course as an experiment through which
we want to investigate the effectiveness of the newly introduced learning re-
sources and activities. A recent report to the U.S. Department of Education
[7] summarises empirical evidence on the effects of online learning practices in
the form of a meta-analysis. Although this report supports the overall effec-
tivenes of online learning, it questions a positive effect from online quizzes and
videos. If generalizable, this would be crucial for a variety of formats of online
instruction, including MOOCs and other types of web-supported courses. In our
study we particularly focus on videos, quizzes/games, and collaborative content
production. In addition to the observation of actual usage we are particularly
interested in the acceptance and valuation of these resources by the students.
E.g., would teacher-created materials (videos, quizzes) be preferred to student-
created content (wiki articles) in the preparation of the exams? To investigate
these questions we rely both on the analysis of log data and on student responses
to questionaires.

2 Experimental Setting: Learning Plattform, Materials,
and Procedure

The modified version of the GILLS course was first offered and conducted in the
summer semester 2013. The virtualized exercise was conducted in our Moodle 21

LMS mainly based on existing built-in functionality. We additionally used a self-
developed video-plugin (see figure 1), which allows for setting bookmarks for
certain scenes in the video and for associating tags that can serve as navigation
“bridges” between videos.

The usage of Moodle for SPOCs provides the following advantages:

– teachers as well as students are familiar with the learning environment
– it is open source, thus departments can set-up their own instances
– there are many available plugins for extending and adapting Moodle
– if needed, own plugins can be created to influence learning processes

Lecture videos were audio recorded and grabbed from screen (with Camta-
sia2), i.e. not showing the lecturer/presenter as part of the video. Videos were
recorded and sometimes cut in such a way as to form smaller learning units
centered around specific topics. For lecture support a kind of digital blackboard

1 http://moodle.com/
2 http://www.techsmith.com

http://moodle.com/
http://www.techsmith.com
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Fig. 1. Video plugin in Moodle.

was used consisting of a convertible tablet computer, the FreeStyler3 whiteboard
application and a beamer. Thus, slides could be interactively edited regarding
dialogue with the students, but also be delivered to the students.

The Moodle course contains one forum for announcements and one for ques-
tions and discussions of the participants. The students were asked to post ques-
tions relevant to the whole course in the forum rather than to write emails to
the supervisors. Additionally, the forum was used to support group exercises.
Furthermore, a wiki was introduced to build a glossary for repetition and exam
preparation. We did not use the Moodle glossary since it does not support co-
operative editing and the corresponding articles to relevant topics of the lecture
were created collaboratively by groups of students. A typical exercise regarding a
wiki article consisted of one week of creating the initial version in a small group,
one week of individually reading the articles of other groups as well as writing
peer feedback and one week of revising the article in the original small group.
Each group handled another topic enabling students to specialize regarding their
interests. Thus, groups were formed by topic using Moodles choice activity, which
was set up to ensure groups of similar size. Furthermore, students could see the
choices of their peers to enable group formation and communication. In addition

3 http://projects.collide.info/projects/freestyler-release

http://projects.collide.info/projects/freestyler-release
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to the peer reviews, additional feedback was given by the supervisors for quality
assurance. Overall, the online exercises contained (per student):

– Creating and revising four wiki articles in small groups
– Two task regarding constructive problem solving and modeling (partially

using external tools) in small groups
– Writing peer reviews (as wiki comments) regarding the group results above

(individual task)
– Creating and extending a concept map regarding the topics of the first chap-

ter in small groups using external tools like bubbl.us4

– Three quizzes regarding the three main topics for self-testing, which could
be completed several times

– Creating own questions and sample solutions in a wiki with regard to the
lecture topics

– Playing the serious game Matchballs [8] for training relations between im-
portant concepts of the lecture (see figure 2)

Fig. 2. Interface of the serious game Matchballs (translated to English)

Matchballs [8] (see figure 2) is an ontology based learning game, in which
learners have to create relations between given concepts (represented as balls).
Thus, it is similar to a quiz, that trains factual knowledge. The game can be
played by two players or by one player and a bot that simulates the second
player based on the knowledge stored in the ontology. Players get points for
relations they agree on, i.e. if both create the same relation between two concepts.
They may see the relations of their teammates, but not the relation types. The
relations still to be matched by the other player are visualized by hour glasses.
The relations proposed by the teammate are shown as lines of question marks.
If the teammates agree on a relation, this relation is displayed by stars, if they

4 https://bubbl.us/

https://bubbl.us/
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disagree, it is marked by red Xs. In addition to training the students, Matchballs
harvest their understanding of the domain to find potential new relations that
are missing in the ontology as well as potential misconceptions. Thus, it is also
a game with a purpose (GWAP) (c.f. [9]).

To motivate students for participating in the online exercises, in addition to
having a more interactive and student-centered course bonus points were intro-
duced. Furthermore, half of the oral exam would be about topics the students
dealt with by themselves in the exercises (e.g. the created wiki articles).

3 Evaluation

The initial number of participants was a bit higher than usual and drop-out rates
were very low. The first lecture was visited by 48 students instead of around 40
in the past years. Of the 44 students doing the first exercise 40 regularly did their
exercises till the end of the course, one dropped out after the first exercise, two
in the middle of the course and one after two thirds. Each student achieved 80 %
of the bonus points on average, not considering the four drop-outs the students
had an average of 85 % of the points. 37 of the 40 students participating in the
exercises registered for the oral exam, the other three decided to do it later.
36 exams took place, one was cancelled, the average grade was 1.48 with bonus
points and 1.99 without (best possible grade is 1.0 and worst passed grade 4.0).

3.1 Data Analysis

The Moodle course was frequently visited: There were 24 distinct students per
day and 45 per week on average (see also figure 3). The highest amount of distinct
users per day was on lecture days and the lowest on weekends. The deadline for
and assignment of new exercises was typically on lecture days, which may explain
the high number of accesses on these days.

Fig. 3. Moodle usage
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There were overall 26 lecture videos which could only be accessed in the
Moodle platform. The number of video accesses increased highly towards the
beginning of the exam period (see figure 2), thus we assume that they were used
for exam preparation. Each exam relevant video was accessed by 37 distinct
students on average; the last two non-exam relevant videos were accessed by 15
distinct students on average.

The forum was used for questions regarding the course (26 threads) as well
as the coordination of group exercises (22 threads). The course related ques-
tions mainly referred to organization (e.g. late registration for groups) as well
as Moodle usage and problems (e.g. how to add media to wiki articles). Most
questions that could be answered by students were answered by them, which is
an indicator for an active course community.

Regarding the wiki, 28 articles were created by student groups. These arti-
cles were mainly very detailed and of high quality, and thus could be used for
exam preparations by the whole course. We ordered them alphabetically using
the glossary analogy, but one student also autonomously created an additional
ordering of the articles based on the course structure (chapters and sections) for
exam preparation.

In general, peer reviews were very good and based on the given questions.
By combining all reviews regarding one article most problems were identified
(often also relevant ones the supervisors did not find). One problem with the
reviews was based on the usage of the wiki comment function. Since everybody
could see every comment, the last reviewers often found nothing new resulting
in comments like “I go along with the other reviews, all relevant points already
have been stated”.

Not only the tasks with bonus points were solved, but also the voluntary
ones: 30 students did the first quiz, 25 the second one as well as the third one.
The Matchballs game was played by 19 students between 1 and 34 times (ca. 8
games per user on average, standard deviation of 7.85). Most games were played
singleplayer, but there were also two multiplayer games involving three different
players. Overall 454 distinct relations were played, 99 of them already were in
the ontology and 355 not. Most of the new relations were only played by one
or two players. Only new relation that have been played by at least a minimum
number of different players are considered for finding new relations at all. This
ensures that a new relation has a minimum support. In this experiment we chose
a minimum support of four and found that all new relations that fullfilled this
threshold condition were true and could be integrated in the ontology. Thus,
regarding the gwap concept, we could indentify new knowledge for our system.
The question, if the students learned something by playing the game, is not so
easiliy answered. We provided a small questionaire that was only completed by
eight students, thus the number of students’ assessements is very low. 75 % of the
answers indicate, that Matchballs is appropriate for recapitulation of learning
contents and 50 % of the student partially agree that they learned new relation-
ships regarding the learning content. The exam results show that the students
using the game were slightly better (average grade of 1.2) than the ones not
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using the game (average grade of 1.5). Within the group of students, who played
the game, the ones who played it more often also tend to have better grades
than the ones, who only played it only one to three times. Of course, highly
motivated/hard-working students tend to use additional opportunities for learn-
ing more often and tend to get better grades, which might explain the above
average grade results.

3.2 Resource Access Patterns

Based on the Moodle logs, we have applied network analysis techniques to detect
the grouping of students around resources. The primary relation in this analysis
associated students to resources, thus forming an actor-artifact network. The
“biclique communities method” has allowed us to detect cohesive subcommuni-
ties in the original actor-artifact network [10], i.e. particularly dense groupings of
students around certain resources. Based on additional heuristics we have traced
the evolution of these subcommunities over the whole lecture and exam period.
During the time of the lecture, the resource access patterns reflected mainly the
groups induced by task assignments. We also found one grouping of students
around a set videos, which could not be explained by the assignments.

The analysis of the exam preparation phase (after the end of the lecture pe-
riod) was less predictable, because this phase was self-organized by the students.
In this phase, a core set of learning materials (lecture slides regarding the last
lecture topics relevant for the exam and quizzes for self-testing) were used by
the majority of the students. Most of the oral exams took place two to three
weeks after the end of the lecture period, but due to organizational constraints
the exams of one study programme (Computer Engineering - CE) were held six
weeks later. This resulted in a gap in the resource access figures after the first
exam period (see also figure 3). Students of the second exam phase showed a
different resource access patterns for exam preparation as compared to the other
groups. The resource access figures for the CE group indicate that they started
their exam preparation later and overall appeared to invest less time. Also, they
began their preparation by focusing on lecture videos and/or wiki articles as
compared to the lecture slides preferred by the other groups. Only at the end of
their preparation phase, the CE group shifted their focus to the materials used
by the others. One interpretation of these behavoral differences is that the first
group started their exam preparation in the lecture period, i.e. these students
only had to recapitulate the last topics, for which there were no wiki articles.
The second group had to recapitulate all topics. The time invested for exam
preparation might also explain, why students from the first group tended to
get better grades (1.3 on average) than students from the second group (2.1 on
average).

Figure 4 shows the inter-relation of students in the course based on their
grouping in terms of shared or overlapping grouping resource usage. The edge
width indicates how often two students were in the same group (the thicker
the edge, the stronger the relation). The node size represents the centrality of
the students. The network diagrams suggest a tendency for students to work



Moodle4SPOC: A Resource-Intensive 367

Fig. 4. Course community based on group work

together with peers from the same study programme. Students of Computer
Engineering reported that they had problems finding groups beyond the peers
from their programme. This is reflected by the network, in which students of
Computer Engineering (orange frame) are at the periphery of the network and
tend to have strong ties among each other. Students of Applied Computer Science
(green frame) seem to have a mediating role between the students of Computer
Engineering and Interactive Media and Cognition (no frame). The network has
a density of 0.225, meaning that students worked together with 22.5(around 10)
of their peers on average.

3.3 Student Feedback

To gain further insights into the specifics of the course an online questionnaire
was conducted that was answered by 24 students. The students had to rate
their agreement regarding given statements based on a scale ranging from full
disagreement (1) to full agreement (5). The results are displayed in figure 5 and
6.

The course was perceived as interactive and the majority of students stated
that they engaged more than in other courses in the lecture period. Despite their
high engagement, students seemed to be unsure regarding their preparedness for
the exam. Lecture videos as well as additional videos were stated to be beneficial
for learning and lecture videos as well as slides were considered as main resource
for exam preparation. The usefulness of the forum for solving individual as well as
group tasks was controversial. Given quizzes as well as peer generated ones (q/a
wiki) were mainly perceived as useful for learning and students planned to use
them for exam preparation (75 % given quizzes, 58 % peer generated quizzes).
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Fig. 5. Feedback regarding provided tools and tasks

Fig. 6. Planned material usage

Similarly, peer generated contents (wiki articles) were described to be useful
for learning by the majority of students and considered as resource for exam
preparation. While students stated the contents of the peer reviews to support
learning, they did not like to be reviewed by peers more than by supervisors.
Half of the students declared that their reviews were at least partially influenced
by the already existing reviews of their peers.

While teacher-generated contents (videos and slides) score slightly higher as
materials for exam preparation than student-generated contents (wiki articles),
there are no conclusive differences between them. This indicates a high confi-
dence in peer-generated content. To ensure high quality wiki-articles, they were
controlled by teaching assistants. Furthermore, students were answered in af-
firmative that the wiki articles could be used for learning. We think that the
quality assurance of the student-generated contents was very important for their
acceptance.

The course was additionally evaluated with the universitys standard course
evaluation questionnaire (paper based), which was completed by 19 students in
the lecture. The students stated that they visited the lecture regularly (79 %
almost always and 21 % often) and also often participated in the exercise (79 %
almost always, 10.5 % often, 10.5 % no answer). The course was experienced
as challenging: the lecture was perceived as appropriate by 47.4 %, as difficult
by 47.4 % and as too difficult by 5.3 %; the exercise as appropriate by 42.1 %
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and as difficult by 52.6 % (one student did not answer). All in all, the course
scored below average (2.58 on a scale from 1 (best) to 5 (worst) with an average
of about 2.0 in the engineering faculty). This appears to be contradictory to
the very low drop-out rate between initial participation and examination, given
that the course was not obligatory and alternative courses with different content
were available. One issue that was raised in individual statements was that some
students had expected a more practical introduction to designing and building
standard e-learning environments instead of focusing on (partly formal) models
and analysis techniques.

Another reason for not giving a better overall score was an expression of
complaint about the workload required for the exercises. The reported efforts
were distributed as follows: 5.3 % less than 1 hour, 21.1 % 2-3 hours, 26.3 %
3-4 hours, 36.8 % 4-5 hours, 5.3 % 5-6 hours and 5.3 % more than 6 hours.
Evidently, many students considered this as not acceptable. Free input fields of
both questionnaires as well as discussions with the students showed, that the
main effort was perceived in the coordination of the group work. Groups were
stated to be too large. The group size for the wiki articles was seven students on
average (standard deviation ca. 2) and for the other group tasks (concept maps,
problem solving/modeling) four students (standard deviation ca. 1). To reduce
coordination effort the maximal group size asked for was three to four students.
Furthermore, students did not like the new formation of groups based on topics,
since they considered the alternating groups to increase their coordination effort
and conflict with long term division of work. Another problem was that bonus
points were gained for group work, thus there was a dependence on peers. An
additional reason for the bad grade was the gulf of students expectation regarding
the course and the actual content. In spite of the critique there was also positive
feedback regarding the course concept (interactive lecture, wiki articles and peer
reviews, group work).

4 Discussion

The engagement of the students in the virtualized exercise with MOOC elements
was much higher than in the previous presence based one. Despite of the provi-
sion of videos the lecture was well visited and students were ready and willing
to participate actively. The videos seem to have been used especially for exam
preparation. There is typically a number of students who visit many courses
in the first weeks of the lecture period to decide which ones to take, thus the
number of students is higher in the first weeks. In GILLS, a high proportion
of students appear to have “stuck” with the course. Although there was much
critique regarding the effort, the drop-out rate was very low and exercises were
done regularly with high quality outcomes. Asking the students why they did not
drop-out of the elective course showed that after having initially invested effort
(for the first exercise) they were not willing to “lose their investment”. Thus,
bonus points seem not only to be highly motivating, but also kind of binding for
students. Nevertheless, students did not only do the exercises with bonus points,
but also the ones without (quizzes and serious game) that were recommended for
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repetition and exam preparation. Self-tests (quizzes) were received as beneficial
for learning, which is similar in MOOCs (cf. [11]).

The course was not only a high effort for the students, but also for the su-
pervisors, since the exercise activities were completely redesigned. Basic reading
material as well as central questions for 28 wiki articles were provided and the
resulting wiki articles had to be quality-ensured, each addressing another topic
and going in much detail. Each group or individual task (despite quizzes and the
serious game) was manually corrected and graded. Group work is not only con-
sidered beneficial for learning (knowledge sharing), but also reduces the number
of submissions, which have to be corrected. Even so, groups have to be really
small to focus on learning and not mostly on group coordination. Thus, it seems
reasonable to give smaller tasks to smaller groups than bigger topics to larger
groups, and demand cross-references of the articles to support the linkage of the
user-generated knowledge sources. Since peer reviews were very good, they seem
to be a good alternative to supervisors feedback. However, while students con-
sidered the peer reviews as helpful, they did not really trust the assessment of
their peers and very much opposed the idea of being graded even only for bonus
points by their peers. The student-generated wiki articles seem to be accepted as
learning sources (see figure 6), but students were initially uncertain and quality
assurance of the supervisors was required. The creation of good, unambiguous
quizzes containing multiple choice as well as cloze elements is a lot of work. En-
abling students to generate their own quizzes, not only produces a much larger
pool of questions, but also addresses the idea of “learning through teaching”
[12] or “constructionism” [13]. However, also for these quizzes, non-peer quality
control is requested for acceptance.

Moodle proved to be only partially adequate for our goals, since there is no
real support for peer reviewing, thus we used the comment function of the wiki.
Since all comments can be seen by all students, the reviews were biased and
students were confronted with finding new problems that their peers had not
already stated. Furthermore, due to the high number of features, Moodle also
has usability issues, resulting in problems when students were asked to use it
for the generation of contents (e.g. wiki articles). On the other hand, Moodle is
often used for online/blended learning, offers many relevant and useful built-in
features, and the participating students were already familiar with it.

5 Conclusions and Open Issues

The students perceived the transformative nature of the blended learning course
in judging it as interactive (86 % agreement, see figure 5) and highly engaging
(66 %). Regarding our research questions we found that teacher-created materi-
als as well as student-created content were generally accepted and regarded as
beneficial for learning by the students. There is a slight preference for teacher
generated content (83 % of the students planned to use the videos, 79 % the slides
and 75 % the quizzes), but the majority (75 %) also considered the student-
generated wiki articles and 58 % the student-generated quizzes (QA-wiki) as
sufficient learning resources. 83 % consider the videos to support learning, 66 %
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the quizzes and after all 54 % student generated contents. Data analysis showed
that the videos were intensely used for exam preparation. Thus despite having
no empirical proof on the learning gain, we consider online quizzes and videos
as beneficial for learning due to their acceptance and valuation by the students.

Based on the evaluation results, we feel encouraged to continue and further
develop the introduced approach for this and other lectures in a mainly presence
based campus setting. In spite of less positive ratings regarding the efforts re-
quired for group work, we would not scale down this requirement. Yet, overheads
in group formation and group coordination have to be reduced and group size
of more than seven members should be avoided.

A very important element in our course was the plenary presentation and
discussion of the results of group assignments in the lecture setting. Some of the
presentations paraphrased and partly extended concepts previously addressed in
the lecture and elaborated in the wiki. Here, the lecturer typically assumed the
role of questioning certain assumptions to detect misunderstandings or intellec-
tual simplifications (“beyond the obvious”), often stimulating intensive discus-
sions. Another approach was to use group assignments for creating experts in
different subtopics and combine them in discussion groups in a Jigsaw design
(cf. [14]). For example, after writing wiki articles on certain aspects of media
and learning theory in small groups, new groups containing experts in all of
the considered aspects were formed in the classroom to discuss “ideal” learning
systems for certain scenarios based on media and learning theories. The results
were again presented and discussed in plenary.

Particularly related to modeling activities, we have also tried to invoke active
“performances”. One of the highlights was, e.g., the enactment of production
system based cognitive task models in combination with a device model (of a
vending machine) implemented as a Petri net. Here, the rule-based cognitive
model was “enacted” in the form of a role play (a player representing a produc-
tion rule).

If we try to extrapolate our experience to real MOOCs, most of our findings re-
garding the usage of videos, group work and peer reviewing appear to be directly
relevant. A harder challenge would be the implementation of an equivalent to
plenary presentations and performances. The kinds of desirable interactions that
we have seen here depend on partly spontaneous contributions and exchange in a
synchronous, real time setting. In remote scenarios it might be possible to replace
this scenario by real time sessions in which presentations or performances are
substituted by videos previously prepared by the learners. These videos would be
watched and commented together with strong interventions and stimuli provided
by a moderator.

To support the better understanding of complex, theoretical concepts, two
virtual labs5 have been developed that will be used in the next instance of
the GILLS lecture in summer term 2014. Virtual labs can promote conceptual
understanding by allowing students to “explore unobservable phenomena; link
observable and unobservable phenomena; point out salient information; enable

5 http://collidelabs.collide.info/

http://collidelabs.collide.info/
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learners to conduct multiple experiments in a short amount of time; and provide
online, adaptive guidance” [15]. The goal of the GILLS labs is to provide hands-
on experience regarding “cognitive modeling based on production rule systems”
and “knowledge diagnosis based on Bayes-nets” through interactive simulations.
The simulations allow students to explore phenomena (e.g. cognitive processes)
that cannot be observed in real life. To prevent installation effort and ease main-
tenance, the labs were implemented as web applications. Virtual labs do not only
provide an supplement for SPOCs, but are also interesting for MOOCs, since
they enable self-regulated, active exploration of theoretical concepts indepen-
dently of time and space.
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Abstract. This paper attempts to identify the key requirements for learning 
tools that facilitate learning processes both in formal classroom settings and on 
outdoor field trips. For that purpose, a qualitative study has been conducted that 
consisted of interviewing ten teachers from two different states of Germany. 
The study showed that field trips are a combination of formal and informal 
learning and could be better facilitated by utilizing heterogonous learning tech-
nologies based on particular stages of a field trip. This study suggests a list of 
requirements for learning tools that facilitate field learning in multiple domains. 

Keywords: Mobile learning, Collaborative learning, Learning technologies. 

1 Introduction 

Fields trips represent an established learning and teaching mode in education. One of 
the main focuses of mobile learning is to facilitate field trips and informal learning. 
Although numerous examples [1, 2, 3, 4] of mobile learning have addressed the re-
quirements of field learning, most of them have some limitations. For instance, many 
of proposed tools were domain specific and deeply contingent on specific learning 
scenarios, e.g., museum visits. Furthermore, they often strongly depended on a partic-
ular learning theory and presented lack of flexibility for integrating or switching be-
tween various learning theories (or teaching approaches). As field trips are often an 
integration of informal learning elements into formal learning, combining mobile 
technology and in-class learning technologies (e.g., interactive whiteboards and 
tables) would certainly be beneficial. Integrating the heterogeneous landscape of these 
technologies seamlessly into learning processes would present an excellent opportuni-
ty to facilitate both learners and teachers. Thus, we tried to reexamine the require-
ments for integrating various learning technologies in field learning. For that purpose, 
we conducted a qualitative study that was comprised of interviews with school teach-
ers. We analyzed the results through framework analysis and in the light of scientific 
literature. This paper reports on results of this study. We identified a list of require-
ments for learning tools that bridge this gap between in-class and field learning. 

2 Literature Review 

10 years ago, a review of field learning strategies was presented in [5]. The authors 
identified the following key factors for effective field trips: 1) longer outdoor  
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experiences, 2) well designed preparation and follow-up work, 3) use of a range of 
learning strategies, 4) emphasis on the role of facilitation for the learning process, and 
5) a close link between field trip aim and practice.  

With respect to deploying mobile learning technology on field trips, the majority of 
tools that have been reported on in literature focused on facilitation in a specific learn-
ing domain (e.g., history [3] or social studies [4]) In addition, researchers focused on 
designing technology-based facilitation for incorporating a particular learning theory 
or teaching method (for instance, serious games) into mobile learning. Wu and fel-
lows [3] presented a system intended to help fifth grade students with learning histori-
cal and cultural contents through treasure hunting activities during a field trip. Chee 
and fellows discussed a similar approach to help high school students (approx. aged 
15 years) with citizenship learning through a game-based activity [4]. Both examples 
demonstrated the effectiveness of serious games in enhancing learners’ engagement in 
the given situations and domains (social studies), but these tools might not be helpful 
in other domains and for other field learning scenarios.  

Vavoula and fellows [1] took a more flexible approach for facilitating field trips. 
They developed a system that allowed learners to gather data through mobile devices 
while information was automatically sent to a website which the learners could re-
view later. The system facilitated various stages of field trips and could be used in 
various educational domains. Although they provided the flexibility for incorporating 
other computers through a website, the potential of in-class technologies was not fully 
exploited in the approach. Giemza and fellows [2] presented a system for supporting 
field trips. The system facilitated various stages of field trips (preparation, on-site data 
collection, and reflection after the field trip) and incorporated an authoring interface 
that allows for defining certain trips with specific tasks, student groups, devices and 
locations. This system followed a generic approach for the technical support for field 
trips with mobile devices and personal computers, but the role of in-class technologies 
(e.g., electronic whiteboards) was not explicitly considered in the approach. 

In summary, many existing learning environments aiming at facilitating field trips 
were either focused on supporting certain on-site activities of field trips, or were spe-
cialized for a particular domain. Moreover, in-class technologies were not fully inte-
grated with mobile devices which prevent a seamless flow of learning activities  
before and after field trips. This was the motivation for us to reexamine field trip  
activities and to identify their technology-related requirements.   

3 Qualitative Study 

The goal of this study was to investigate the key parameters of field trips, teaching 
strategies, learning goals, and the role of technology from the teachers’ perspective. 

3.1 Design 

The study was comprised of semi-structured face-to-face interviews with 10 teachers: 
a basic protocol with general questions was given, but in some cases, more specific 
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questions were required for further discussion. All the participating teachers em-
ployed field trips regularly. The teachers came from four schools in two states of 
Germany. Eight of them were female and two were male. Their teaching experience 
ranged between 6 and 32 years. The domains taught by these teachers ranged from 
natural sciences to social sciences. The profiles of teachers are summarized in Table 
1. All teachers volunteered to take part in the interviews, which took between 20 to 30 
minutes. The interviews were audio recorded and later transcribed. Interviews were 
conducted in the teachersÊ respective schools by the first author of this paper. Data 
was analyzed through framework analysis. Data was coded using textual codes and 
categorized into thematic framework (charting).  

Table 1. Profile of teachers participating in the study 

No. Gender Experience Teaching Disciplines Grades 
1 Female 13 years English, Geography 9 to 12 
2 Female 13 years Physics, Mathematics 9 to 12 
3 Male 14 years Computer Science, Sports 9 to 12 
4 Female 10 years Computer Science, Mathematics 6 to 12 
5 Female 20 years German, English, French 5 and 6 
6 Female 16 years German, French 5 to 11 

7 Female 32 years Biology 5 to 12 
8 Male 6.5 years German, Political Studies 5 to 12 
9 Female 19 years Chemistry, Biology 5 to 12 
10 Female 18 years Chemistry, Biology 5 to 12 

3.2 Key Issues Identified by Framework Analysis  

The main themes that emerged from the analysis of data are as follows: 

1. Nature of the field trips. The nature of the trips depended strongly on the relevant 
subject, grade and teacher’s disposition and enthusiasm and on available resources. 
On average, the teachers who participated in this study had two or three field trips 
per academic year in their respective fields. In case of visits to local places, the ex-
cursions normally took between a half and a full day. Intra-city field trips took 
from one to three days. Abroad excursions were generally longer in duration, rang-
ing from seven to fourteen days. The main theme or learning objectives of a partic-
ular field trip were always related to the school curricula.  

2. Visited places. The common places for school excursions were museums, exhibi-
tions, observatories, universities’ laboratories, data centers, and work places (e.g., 
factories and mines), places of geographical, ecological and historical significance 
such as botanical gardens or historical land marks. Local and intra-city trips were 
more common and frequent than excursions abroad. 

3. Pre-trip preparation. All field trips were succeeded by pre-trip preparations. The 
preparation included introductory lectures, distribution of helping materials, trip 
agendas and work sheets, and discussions. The extent and duration of these pre-trip 
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activities varied depending on the nature of intended trip. These activities ranged 
from one lecture session to several weeks of preparations. 

4. On-site activities. In general, the activities during a field trip could be divided into 
two categories: Observation and Exploration. In museums, aquaria, observatories, 
and production facilities, learners followed the observation strategy. Observation 
was generally facilitated by detailed descriptions given by a teacher or a site repre-
sentative. Learners collected data in form of pictures and videos using their mobile 
devices.  On the other hand, in the exploration mode, learners actually performed 
some experiments on their site of visit, e.g., laboratories and natural habitats of 
particular plants or animals. These activities included learning to use the equipment 
and facilities available in laboratories, collecting samples of particular species or 
objects, and taking various atmospheric measurements.  

5. Teaching strategies. Teachers employed several teaching strategies to engage 
learners in outdoor activities: teacher-guided and unguided visits. During a teach-
er-guided visit, teachers provided direction as well as well assistance during the 
whole course of excursion. During excursion, in addition to provided descriptions, 
teachers encouraged learners to read labels, to refer to helping materials provided 
by teachers or information (paper or multi-media) provided by the site representa-
tives. On the other hand, unguided visits were more flexible in nature. Learners fol-
lowed observation or exploration strategies but received little or no guidance from 
teachers. For instance, teachers merely pointed out the resources, but the learners 
were encouraged to complete a task by researching themselves. Teacher-guided 
trips were conducted more frequently than unguided trips. 

6. Follow-up activities. In most cases, follow-up activities were held after the field 
trips. Learners had homework assignments, in-class discussions or presentations of 
their experiences during the field trips. Some teachers emphasized more on post-
trip activities than others. In some extreme cases, teachers arranged field trips ei-
ther very early or very late in curricula. In case of an early trip, teachers referred 
back to a particular field trip as they advanced in the course (e.g., Teacher No. 1), 
while a late trip generally had extensive pre-trip activities but limited or none fol-
low-up work (Teacher No. 3). 

7. Evaluation. The most commonly employed technique of evaluation after a field 
trip was providing a homework assignment or an in-class group task. Peer review 
had also been employed by some teachers. In some cases, no particular evaluation 
was carried out after a field trip (Teacher No. 2, 4 and 5) - even though, as stated, 
the trip did have a curricular relevance and were not just aside activities. 

8. Learning goals. All participants of this study agreed that field trips had multi-fold 
impact on the whole learning process. One main objective had been enhancing 
learner’s understanding of a particular theme by providing learners “direct” and 
“first-hand” knowledge (expressed by teachers 1, 7, 8, and 9) and helped them to 
create a link between knowledge gained in class and in real world (Teacher No. 6). 
Teachers had also observed that field trips had a positive effect on learners’ beha-
viors and on their social skills and communication abilities (Teacher No. 3 and 6). 
Most of the teachers also made sure that the learners had fun during their trips.  
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9. Collaborative learning. A very important aspect of a field trip is collaborative 
learning. All teachers reported that learners worked in groups not only for on-site 
activities, but also for preparation and follow-up activities. They engaged in group 
discussions, reviewed, re-arranged their data together, and presented their findings 
in groups. These pre and post-trip activities always used some form of technology 
(e.g., desktop/laptop, electronic whiteboards). Teachers reported that for in-class 
activities, learners generally worked in groups of 3 or 4 participants, but for on-
site activities the group size varied between 3 to 8. 

10. Computer support for field trips. Teachers and learners both utilized various 
technologies in various stages of field trips. They searched resources on the web, 
collect data using their mobile devices, used computers to review and re-arrange 
their data, and presented their work on a projector. But there was usually no good 
organization or scaffolding of all these activities. Another factor was the teachers’ 
preference. While some teachers encouraged the use of technology, others pointed 
out some disadvantages associated with the use of devices. Major concerns in-
cluded learners’ distraction from the intended learning goal, students’ lacks of 
skills regarding a particular system and concerns about negative impacts of com-
puter use on some skills, e.g., grammar in case of language (Teacher No. 1), and 
about additional workload in form of maintenance of devices (Teacher No. 5).  

4 List of Requirements for Learning Tools 

The themes that emerged from the interview data show that the practice of field trips 
largely followed established strategies, but the way of employing learning technolo-
gies was not consistent. Teachers and learners took advantages of learning technolo-
gies but that practice was largely based on individual preference, and there was little 
organization or integration of the employed tools. While technology is available to 
facilitate both formal and informal learning, we have drawn a list of requirements for 
learning tools intended to support field learning. 

1. Specialized support for each stage of field learning. As field trips are integrated 
into formal learning and take places in various locations, specialized support is re-
quired depending on physical locations, nature of the learning tasks, underlying 
learning theories, number of participants, and intended activities. A single technol-
ogy might not be able to address all these issues in any given situation. Rather, an 
integrated approach drawn on various technologies would certainly be beneficial 
where the particular task is facilitated by most suitable technology - i.e., devices 
with larger displays for group work, mobile devices for on-site data collection, and 
personal computers (laptops and tablets) for individual assignments where key-
board input is essential e.g., essay or report writing.  

2. Seamless integration.  The incorporation of multiple technologies needs to focus 
on providing facilitation without introducing additional complexity. That demands 
for an easy incorporation of new devices, automatic synchronization and easy data 
sharing between all devices along with the added value of devices’ features.  

3. Support for multiple learning theories and strategies. The literature review and 
our study results showed that field trips often comprised multiple combined learn-
ing strategies, so learning tools should be flexible in this regard.  
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4. Support for administrative activities. Distribution of helping materials, work-
sheets, plans for on-site activities, and trip schedules are essential tasks for effec-
tive field trips. Such administrative tasks might have little pedagogical underpin-
ning but still play a vital role in both formal and informal learning and should be 
considered in facilitation systems for field learning.  

5. Teachers’ control and preference. The tools should also allow teacher’s overrul-
ing and give him flexibility. As the teacher is the main facilitator in traditional 
school field trips, a teacher’s judgment on when and where and to which extent 
learning tools should be used is very important. 

6. Evaluation support. Learners’ assessment is an important aspect in formal learn-
ing. Field trips comprise features of both formal and informal learning, and a spe-
cialized support for learning assessment should be provided by learning tools used 
in field trips. This is not possible with existing tools. 

7. Ease of use and training. The learning tools should be easy to learn and easy to 
use. Ease of use is a general requirement for any interactive system but it is espe-
cially critical for learning tools so that the student’s focus is on the themes of the 
trip and their learning, and not on finding out how to use the tools.  

5 Conclusion 

This paper presented the outcomes of a qualitative study that aimed at finding re-
quirements for learning tools to facilitate learning both in conventional classroom 
settings and on field trips. We conclude that facilitation tools for field learning should 
incorporate heterogeneous technologies, provide seamless integration between vari-
ous technologies, be flexible to incorporate various learning methodologies and prefe-
rences, provide control to teachers, support evaluation, and be easy to learn. 
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Abstract. One of the gaps that arises from the recent emergence of Massive 
Open Online Courses (MOOCs) is the lack of methodologies, tools and models 
for supporting the instructional design of these complex courses, which typical-
ly involve several stakeholders (e.g., teachers, audio visual technicians, institu-
tional staff…). One of the few approaches addressing this gap so far is the 
MOOC Canvas, a framework for supporting the description and design of 
MOOCs. This paper presents a first approach towards a methodology that ap-
plies the MOOC Canvas as an instrument for coordinating the needs and inter-
ests of the different stakeholders involved in the preparation and enactment of 
MOOCs. Also, this paper provides insights about the use of this methodology 
with different stakeholders in three workshops. The results of the workshops 
show a positive perception of the methodology and of the use of the MOOC 
Canvas as the main instrumental support.  

Keywords: MOOCs, instructional design, MOOC Canvas, stakeholders. 

1 Introduction 

MOOCs (Massive Open Online Courses) have attracted much attention from the edu-
cational community thanks to initiatives such as edX, Coursera, FutureLearn or 
MiríadaX. Now, many teachers and institutions are facing the challenge of running 
MOOCs not to fall behind. Nevertheless, preparing and enacting a MOOC is much 
more complex than preparing and enacting a traditional (online) course, mainly be-
cause of two reasons: the need for adopting new technologies (including video-based 
technologies), and the massive number of participants that these courses can reach. 
MOOCs usually involve several stakeholders besides teachers, such as audio-visual 
technicians, institutional staff, library staff and system administrators, among others, 
who collaborate in the preparation and enactment of the MOOC. The large number of 
stakeholders in MOOCs requires extra coordination while the course is running, and 
especially, while designing the course.  

Despite the particularities of MOOCs, and the large number of these courses avail-
able nowadays on the Web, only few works address their instructional design [1, 2, 3, 
4, 5, 6]. Most of these works offer recommendations and/or best practices for design-
ing and setting up MOOCs from the teachers’ perspective. However, these works do 
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not consider in their proposals the need for coordination among the stakeholders that 
requires the instructional design of MOOCs. 

This paper presents a methodology to guide and coordinate all the stakeholders in 
the instructional design of MOOCs. This methodology builds upon the MOOC Can-
vas [7], a framework for supporting the description and design of MOOCs inspired by 
the Business Model Canvas [8]. The MOOC Canvas is a visual, high-level representa-
tion of the MOOC that helps stakeholders discuss and reflect on eleven interrelated 
issues through a set of driving questions. The methodology has been tested with rep-
resentatives of the main stakeholders involved in a MOOC in three workshops. 

The remainder of this paper proceeds with a brief description of the MOOC Can-
vas in Section 2. Section 3 presents the methodology that builds upon the MOOC 
Canvas. Next, section 4 shows the main insights about the instructional design of 
MOOCs extracted from the three workshops, and Section 5 draws the conclusions and 
future lines derived from this work. 

2 The MOOC Canvas 

The MOOC Canvas1 is a conceptual framework to support the description and design 
of MOOCs [7]. This framework offers a visual and understandable guidance during 
the instructional design stage of a MOOC, facilitating the coordination and discussion 
of the eleven most important issues conditioning its design (see Figure 1). These is-
sues are organized into available resources (issues 1-4) and design decisions (issues 
5-11). The MOOC Canvas should be completed following the issue numbers and 
reflecting on the driving questions associated to each issue. 

The available resources refer to the key resources available for setting up and 
running the MOOC. These resources include: (1) Human resources, which are the 
people that can commit to take part in the MOOC (considering all the potential stake-
holders); (2) Intellectual resources, which are the existing learning contents and other 
related materials that can be reused (or adapted) to build the MOOC; (3) Equipment 
resources, which are the hardware and software resources available for generating the 
MOOC contents; and the (4) Platform in which the MOOC will be deployed, and the 
features this platform offers. Since teachers may be aware of some, but not all of  
the available resources, this part of the MOOC Canvas should be completed in coor-
dination with other stakeholders. Particularly, teachers need to coordinate with institu-
tional staff to agree on the available human resources; with library staff to determine 
the available intellectual resources; with audio visual technicians to know the availa-
ble equipment resources; and with system administrators to know the (remote or lo-
cally hosted) platform in which the MOOC will be deployed, and the features this 
platform offers. This part of the MOOC Canvas must be completed before starting 
making design decisions about the MOOC, since such decisions will be strongly con-
strained by the available resources [7]. 

The design decisions refer to the main decisions teachers should make when de-
signing a MOOC, taking into consideration the constraints imposed by the available 
resources, as previously established. These design decisions include: (5) the General  
 

                                                           
1MOOC Canvas Website: http://www.mooccanvas.com 
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Fig. 1. The MOOC Canvas 

Description of the MOOC (name, duration, area); (6) the Target Learners that are 
expected as the potential audience; (7) the Pedagogical Approaches, didactics or con-
crete teaching methods to be used during the MOOC enactment; (8) the Objectives 
and Competences that are expected to be acquired by the participants; (9) the Learn-
ing Contents that will be provided and their delivery formats; (10) the Assessment 
Activities that will be included in the MOOC (either formative and summative); and 
(11) the Complementary Technologies that are not directly provided by the selected 
MOOC platform, but that are still needed to meet the remaining design decisions. A 
MOOC can be delivered by several teachers and so, design decisions should be dis-
cussed and agreed among them, sometimes even with the support of other education 
experts in instructional design. The MOOC Canvas represents a useful tool for captur-
ing and understanding at a glance the overall design decisions taken. 

3 A methodology for the instructional design of MOOCs  

This methodology builds upon the MOOC Canvas (as the main instrumental support) 
and includes three phases (A, B and C), each of which involves several steps (see 
Figure 2). Phase A is for setting the available resources, Phase B is for making the 
design decisions, and Phase C iterates on specific steps of Phases A and B. The same 
version of a MOOC Canvas is the instrument shared among all the stakeholders along 
the three phases for coordination purposes.  
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based on Northern California (USA). During these three workshops, participants 
worked in small group (3-5 people) on a MOOC Canvas using pen and paper to de-
sign a MOOC of their choice following Phases A and B. Participants could also fol-
low Phase C to iterate on steps A1 and B2 in order to refine the MOOC Canvas. The 
Platform (and its characteristics) was set in advance by the workshop organizers as 
the resource available, but the participants completed the remaining issues. See more 
details about the WS in [7].  

The outcomes of these workshops were a voluntary anonymous questionnaire filled 
out by 20 of the 27 participants, and the MOOC Canvas generated collaboratively in 
small groups. The questionnaires revealed a complete agreement among all the partic-
ipants that the MOOC Canvas is a good discussion tool in the instructional design of 
MOOCs. This is a significant result since the samples of people in these three work-
shops involved different stakeholders expected to participate in different phases of the 
methodology. The experts on instructional design gave positive feedback about the 
order and structure in the design of the MOOC, as well as on the resulting MOOC 
Canvas for visually representing the overall instructional design. The remaining 
stakeholders gave positive comments to the organization of the design, and its value 
for thinking and reflecting before making decisions. The time required to fill in the 
MOOC Canvas (and by extension to follow the methodology) was the main negative 
comment. Also, participants highlighted that this methodology requires start working 
together on the MOOC design as soon as possible, which is not always possible. 

Figure 3 presents an example MOOC Canvas generated by both audio-visual tech-
nicians and systems administrators in the second workshop. The workshop organizers 
established that this MOOC should be deployed in edX, which is a platform these  

 

 

Fig. 3. Example of MOOC Canvas filled in in one the workshops 
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technical staff were familiar with, but there were no additional restrictions about the 
remaining available resources. With this activity, these stakeholders, who are not used 
to take into account the pedagogical issues underlying MOOCs, could step into the 
shoes of teachers making design decisions. This is a way to facilitate the coordination 
and understanding between teachers and these other stakeholders.  

5 Conclusions and Future Work 

This paper has presented a methodology built upon the MOOC Canvas to facilitate 
the coordination among the different stakeholders that participate in the preparation 
and enactment of MOOCs during their design. This methodology has been tested in 
three workshops with 27 stakeholders, who performed the complete cycle of the me-
thodology. Results show a positive perception of the methodology and of the use of 
the MOOC Canvas as the main instrumental support. 

Future lines of work include: a) using the methodology in other courses and with 
other stakeholders to refine it and improve the MOOC Canvas, and b) promoting the 
institutional adoption of this methodology in our University, combining it with other 
MOOC design best practices and recommendations [6]. Finally, since the MOOC 
Canvas is currently a Google Drawing document, we are already working on develop-
ing a software application for sharing the different versions of the MOOC Canvas and 
facilitating the remote coordination among the different stakeholders when designing 
MOOCs. 
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Abstract. This case study aims at identifying how a community of secondary 
school students selects web-based information and factors associated with the 
reliability of online reference sources during their collaborative inquiry (co-
inquiry) projects. This study, conducted in a public secondary school in Brazil, 
focused on information literacy skills for collaborative open learning (colearn-
ing). The research is based on qualitative content analysis implemented on the 
online platform weSPOT. Although students are mindful of the importance of 
comparing different sources of information they seem not to be aware of relia-
bility in online environments. Teacher’s guidance is essential to support co-
learners in developing competences, particularly related to critical thinking. 

Keywords: Secondary school information literacy, co-inquiry, weSPOT. 

1 Introduction 

Due to the rapid growth of user-generated content, information reliability is consi-
dered one of the key skills for digital competence [3]. Educators play a key role in 
helping learners become aware of issues around the validity and reliability of infor-
mation available on the web as well as the legal and ethical principles related to the 
interactive use, remix and redistribution of information.  

Various studies highlight that online sources have been used more frequently for 
research tasks by students than traditional printed sources [5][11]. Informal online 
sources have been expanding dramatically: Wikimedia (12 million files), Facebook 
(3.5 billion msgs), Twitter (1 billion msgs) and YouTube (604,800 hours of video). 
Academic online resources have also increased through various OER, MOOC and  
digital libraries [6]. 

The aim of this paper is to investigate how secondary school  students select web-
based information and identify factors associated with the reliability of information 
sources during collaborative inquiry (co-inquiry) in weSPOT. The weSPOT project 
(2013-2015) is a working environment with social, personal and open technologies 
for inquiry based learning funded by the European Commission. This case study is the 
first pilot of weSPOT in Biodiversity from October to November 2013. 
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2 Colearning and Inquiry-Based Learning  

The concept of colearning emphasizes the role of teachers and students as both colla-
borative partners in the process of learning [8]. According to Freire [4] learners have 
their existent knowledge and previous experiences that constitute important contexts 
for educators to learn and improve opportunities for teaching by connecting their 
existing context with new knowledge. Colearning acts toward student centred learning 
as well as building a more genuine “community of practice” for collective construc-
tion of knowledge [1]. This concept has become more popular due to the rapid ad-
vances of Web 2.0, which allows the creation and exchange of user-generated content, 
OER and social networks. Due to the philosophy of openness, the process of colearn-
ing (collaborative open learning) is enriched through wide participation for creating, 
adapting and reusing content [6].  

The concept of co-inquiry – cooperative inquiry – is based on the terms “communi-
ty of inquiry” [2][10] and “inquiry-based learning”. It refers to a process of building 
knowledge through collaborative investigation where colearners are engaged in de-
veloping arguments based on evidence [9]. Through inquiry students are guided to 
develop knowledge and scientific ideas, as well as an understanding of how scientists 
study the world. They are encouraged to make observations; create questions; search 
content in various references. Students who develop their skills as co-investigators are 
able to use evidence to explain questions; use tools to collect and interpret data; de-
scribe the process including outcomes and communicate their findings. 

Digital natives are immersed in a world of digital technologies, but it does not nec-
essarily mean they are digitally or information literate. When we consider these learn-
ers it is important to understand how they search for information on the web and how 
they evaluate the information they find as to work on helping them develop their digi-
tal and information literacy and become more effective learners and achieve better 
results in their colearning and co-inquiry tasks. This study focuses on “how learners 
analyse reliability of web-based information in their inquiry through weSPOT”. 

3 Methodology 

This case study was conducted with twelve 15 to 17-year-old secondary students who 
are in the first year of secondary school in Bauru, São Paulo, Brazil. In order to inves-
tigate how students search and select information sources on the web the study was 
divided into two different phases which comprised the use of different research in-
struments for qualitative data analysis: (1) A structured inquiry project using the 
weSPOT: online forum, questions and data collection; (2) a semi-structured survey. 
Students used their own mobile phones through the application ARLearn to take pic-
tures about the school garden, which were automatically shared in weSPOT platform 
and analysed collaboratively in the forum discussion. They started their co-inquiry 
project with some questions:  

• How many living species are present in the photo you took?   
• Which abiotic factors influence the presence of these living species? 
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• Supposing you do not know the meaning of species and/or abiotic factors, 
how would you search it so that you could answer the previous questions?   

• How would you confirm that the information you collected is reliable? 

Data from weSPOT,(images and discussion) as well as the survey (reliability of 
web-based information in inquiry projects) were analysed based on the “C” model: 
Competences for Colearning and Co-inquiry [7] as it is shown in figure1.  
 

 
Fig. 1. “C” model analysis - Competences for Colearning and Co-inquiry with qualitative data 
from weSPOT (ARLearn images and forum discussion messages) UR: colearn.open.ac.uk/c 

4 Results 

The semi-structured survey revealed that eleven students use social media and net-
works for studying. Platforms such as blogs, webconferencing tools and Virtual 
Learning Environments (VLE) are never used by the students. In relation to the de-
vices for studying, twelve claimed using desktop computers rather than mobile devic-
es (mobile phones or tablets). Although eight students declared having mobile phones 
and, 4 of them have access to tablets; all of them claimed using only computers for 
studying in the school or at home. When asked to use the weSPOT platform along 
with the ARLearn app, students showed no difficulty in carrying out the task.  
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In terms of the key competences for colearning and co-inquiry [7], ten students 
claimed establishing objectives to be achieved when using the web for their studies 
and identifying benefits and difficulties to think about other alternatives. However, 
only two students affirmed having initiative to establish the next steps towards self-
learning. Twelve students have claimed making use of many different web tools, such 
as search engines, hypermedia, translators, and notifications, downloads/uploads and 
software. Tags and RSS feeds were, however, pointed as of no use by the students. 
These two tools are particularly important in terms of information literacy, as they are 
useful to retrieve and filter information on the web, facilitating and enhancing stu-
dents’ learning.  Eleven students claimed sharing questions and doubts, web links 
(images, websites, and videos), comments, annotations and open content in online 
environments. These actions show that learners are used to interacting in the web.  
Seven students declared rarely sharing ideas and suggestions; which also corroborates 
the idea of an educational system still based on content transmission rather than shar-
ing of experiences and ideas as well as critical and creative thinking. Seven students 
also claimed using the web to search for information they do not know through web 
tools such as Google, Bing, Yahoo and YouTube. Moreover, eleven students claimed 
comparing content from different webpages. However, it was noticed that students 
have difficulty in explaining how they evaluate the reliability of the information they 
used in their inquiry, showing little information literacy skills. 

Students were also asked which websites they often use and why. Five students 
claimed using Wikipedia as their most common information source, while the others 
mentioned using Google and Yahoo search engines and YouTube. As for the reasons 
for using these sources, students mentioned popularity and clear content as important 
factors for their preference of information sources. It was possible to notice students’ 
perception of Wikipedia as a reliable source of information for their studies. Despite 
being a controversial issue, Wikipedia may be a reliable source when supported by 
other search sources. 

Nine students claimed using more than three different sources for comparison pur-
poses. From the answers above we can infer that students use quite a few information 
sources in their searches related to the verification of the information they will use in 
their co-inquiry projects. They are aware of the importance of comparing information 
sources in order to verify their credibility and reliability. However, when asked about 
how they evaluate that the information they find is appropriate for their study and 
research projects, students were unable to establish reliability criteria mentioning 
comparison of different sources as the main reliability factor they use as it can be seen 
in the following extracts: “I check if the same information is available in different 
websites and confirm the sources”(S1); “I read at least two websites and check if the 
information matches”(S5); “I try to understand if the topic is in the context that was 
requested. If it is I continue, if it’s not, I search another website”(S3).  

Just one student claimed following the teacher’s guidelines and requests. Although 
most students use web materials for their search, we also asked them if they use any 
other information sources. Most students claimed using course books or books they 
have at home. They also use books that are recommended by their teachers or a fami-
ly member.  None of them use the school library for searching for books and one 
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student mentioned not using books at all. Besides books, students showed little use of 
other materials or resources such as magazines and newspapers with just a few stu-
dents mentioning using these resources. All the students compared different informa-
tion sources such as websites, teachers’ notes and books, and some repositories. Most 
of them claimed comparing sources in order to find similarities. Others affirmed con-
ducting personal evaluation of different sources or relating the question they have to 
the answer they find. However, most answers seemed vague and rather imprecise as it 
can be noticed in the following extracts: “I compare the answers and if they are cohe-
rent to the questions and if they have the same information in more than one website” 
(S3); “I try to check if the information coincides.” (S6). 

Finally, we asked how these students evaluate information quality so that they 
would use them or not in their projects. Eleven students indicated making personal 
evaluation of the information sources based on criteria such as completeness, unders-
tandability and adequacy to their needs. Students also mentioned using reliable 
sources and confirming the information with a teacher or a knowledgeable person. 

Based on the results above, we can conclude that despite being aware of the impor-
tance of comparing different information sources on the web, secondary students lack 
information literacy skills in terms of recognizing and evaluating the quality of these 
sources. Although they do mention making use of reliable sources they were unable to 
explain the criteria/factors that make an information sources reliable. Despite compar-
ing more than three sources, they usually select the first results on a search engine 
page ignoring reliability factors. They also seem to use limited resources in terms of 
search engines and websites, preferring simpler and more straightforward contents 
than looking for more specialised materials and sources. They seem to trust the con-
tent they find on the web, rarely recurring to books or experts to compare and check 
the veracity of the information they find. 

The survey and weSPOT platform show that co-inquiry might be useful for:  

• supporting students to manage next steps towards social and self-learning by per-
sonalised inquiry phases and learning analytics about their participation; 

• encouraging colearners to share more ideas and suggestions through weSPOT wid-
gets: pinboards, wikipages, mindmaps, mobile data collection;  

• adding votes and rates to colleagues’ contributions and peer-review comments, 
including assessing reliability of information sources; 

• retrieving and filtering information through tags and RSS feeds. 
Additionally, it was observed that teachers play an important role for:  

• sharing guidelines for students to check reliability of information sources;  
• encouraging students to check and assess references;  
• using advanced search engines and collaborate with an open repository;  
• helping students combine various sources of reliable information.   

Based on the new functionalities, which will be available soon in weSPOT, during 
the next pilot study, educators and researchers aim to encourage colearners to develop 
their scientific explanations with peer-reviews and create new inquiry projects with 
high levels of autonomy for a collaborative guided inquiry.  
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5 Conclusions    

This study shows that secondary students in a public school in Brazil use the web as 
their main tool to search for information. Even though students claim comparing con-
tents as to evaluate the quality of web-based information, this attitude seems ineffec-
tive as they present few abilities in evaluating information sources, which seems to be 
connected to preconceived knowledge, i.e., some information previously obtained that 
might not be reliable, hindering students’ information acquisition and learning.  

Although these students are frequent social network users and natural colearners, 
they do not consider their social networks for studying/ learning activities. The study 
on skills for 21st century learning may be of great importance as it is not conditioned 
to the acquisition of school content, but to the development of new competences such 
as critical-creative thinking and scientific literacy through collaborative inquiry-based 
learning. Educators play an essential role in supporting students to build better infor-
mation search strategies. Additionally, working environments with social personal 
open technologies such as weSPOT might be useful for educators and colearners de-
velop investigations on individual and collective issues, conduct efficient searches on 
the web, and construct knowledge collaboratively.  

Acknowledgements. weSPOT is funded by EC FP7-2013 N° 318499 and supported 
by CAPES Brazil. 
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Abstract. Sensemaking at the workplace and in educational contexts has been
extensively studied for decades. Interestingly, making sense out of the own wealth
of learning experiences at the workplace has been widely ignored. To tackle this
issue, we have implemented a novel sensemaking interface for healthcare pro-
fessionals to support learning at the workplace. The proposed prototype supports
remembering of informal experiences from episodic memory followed by sense-
making in semantic memory. Results from an initial study conducted as part of
an iterative co-design process reveal the prototype is being perceived as useful
and supportive for informal sensemaking by study participants from the health-
care domain. Furthermore, we find first evidence that re-evaluation of collected
information is a potentially necessary process that needs further exploration to
fully understand and support sensemaking of informal learning experiences.

1 Introduction

The value of informal learning at the workplace is increasingly recognized. For exam-
ple, in the healthcare domain there is a particular interest to create value out of informal
experiences. However, there are numerous challenges [10]: due to high time pressure,
healthcare professionals often lack time to instantly make sense out of informal learn-
ing experiences they are facing at work. Without the right support, just a few will be
remembered, meaningfully connected to each other and acted upon. A huge potential
for individual self-development that is now required by the English healthcare system
in the yearly appraisal and five yearly revalidation process is consequently missed.

There is a wealth of informal learning experiences ranging from picking up a toRead
whilst a short chat with a colleague to profound ones connected to a certain professional
activity. Both these and many more are legitimate and account for informal learning. Re-
spective episodic experiences are distributed over longer periods of working time and
stored in episodic memory from where they need to be remembered and retrieved later

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 391–397, 2014.
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when time permits to make sense out of them. Narrowing down and organizing corre-
sponding experiences then involves a process of mental categorization and connection
to other experiences which transforms them over time into the semantic memory. This
turns the experience into more generalized knowledge that informs future action [3].

We study these activities as a sensemaking process based on the constructivist under-
standing of learning. Sensemaking has been subject of HCI research for decades [9][1]
although mainly being studied in information gathering and intelligence tasks. It has
been defined as ‘the process of encoding retrieved information to answer task-specific
questions’ [9] consisting out of two overlapping loops [7]: information foraging for
browsing and narrowing down of data & information organizing for introducing new
concepts and producing final representations. Striving for a certain goal, these loops
are driven by a reciprocal interchange of the generation and instantiation of respective
representations to gradually fit them to the underlying data. However, this perspective
excludes the individual creation of ‘data’ during continuous exploration as outlined by
the sensemaking metaphor [2]: an individual moves through time and space, taking one
step after the other, and needs to bridge gaps it encounters. Taking this view into ac-
count, sensemaking for informal learning supports the move from chaotic unstructured
raw data that is created as traces for experiences to meaningful learnings that can be
further shared to guide others in their actions and practices. The corresponding proto-
typical implementation, called ‘Bits and Pieces’ (B&P), is evaluated in a field setting to
answer the question whether it is able to support sensemaking for informal learning.

2 The Bits and Pieces Prototype

Existing solutions for informal learning in the healthcare domain focus particularly
on the collection of pieces of information such as Osmosis (http://osmosis.me)
or Evernote (http://evernote.com). The B&P prototype we have developed and
validated with healthcare professionals in several co-design sessions1 (e.g. via participa-
tory observation, interviews, paper prototyping) [10] is particularly designed for sense-
making of one’s own learning experiences. TalkApp [8], a prototype for documenting
informal experiences, which adds reflections and sustains outcomes, is related to our
approach, but misses the support for organizing information bits as it focuses on the
aggregation part. In contrast to this, Apolo [4] implements visual sensemaking of ci-
tation networks supported by recommendations, but lacks support for foraging of own
unstructured information pieces. The B&P prototype addresses these shortcomings by
leveraging a visual and adaptable approach in its design decisions which implements
information foraging of one’s own experiences and organizing as explicit user interface
components.

B&P reflects information foraging and sensemaking by two vertically arranged wid-
gets (see fig. 1): The upper widget (timeline view) visualizes collected notes, photos,
Web links, etc. for browsing and remembering corresponding episodic learning expe-
riences via a time-based view of bits, which can be panned and zoomed. The lower
widget (organizing view) on the other hand serves for semantically organizing these

1 The design emerged as part of the FP7 IP Learning Layers
(http://learning-layers.eu/)

http://osmosis.me
http://evernote.com
http://learning-layers.eu/
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Fig. 1. The B&P prototype: The upper part contains the timeline widget, the lower one the orga-
nize widget. The framework is build upon RESTful Web services of the so-called Social Semantic
Server loading learning bits from collection services such as Evernote.

bits by drawing circles and arranging bits like in a Venn diagram. As sensemaking is
grounded in action [2], one design decision was to enable users to interact with each
of those bits: i.e., they can be dragged and dropped from the upper to the lower widget
and each bit can be selected and its detailed information viewed in a meta-data box. On
account of the episodic and heterogeneous nature of informal learning [3], users need to
be able to separate sensemaking according to different learning needs and easily switch
between them. Hence, new sensemaking sessions can be created and switched via a
dropdown menu to quickly provide anchors to the corresponding sensemaking states.
The label of the current session is centrally displayed in the header of the application.

Our prototype is implemented as a generic framework which aims at supporting the
development of independent and interactive widgets by design. It responds to the user’s
input immediately (through intelligent client side catching techniques) without annoy-
ing loading times to facilitate the user’s direct and interactive experience. The proto-
type builds upon so-called social semantic services [5] in order to process and represent
the unstructured informal learning bits as well as the various states of the organizing
process. Henceforth, individual widgets can implement meaningful visualization tech-
niques and interaction affordances on top of the semantics of a bit. The framework
separates the concerns for remote services, data and presentation in a three-layered ar-
chitecture (see Fig. 1). The service layer wraps remote Web services and prepares the
bits of information whereas the data layer is responsible for curation. It keeps references
between bits consistent to adaptable data integrity constraints and bundles data loading
and creation logic. The presentation layer consists of one or more widgets and handles
user-generated events (e.g. mouse clicks). The prototype builds upon remote (RESTful)
Web services of the Social Semantic Server [5] and is implemented in JavaScript on
top of VIE (http://viejs.org). The implementation is available on GitHub2 as
OpenSource.

3 Evaluation

The formative evaluation of the prototype formed part of our ongoing co-design re-
search approach [10] involving seven professionals from two healthcare practices to

2 https://github.com/learning-layers/BitsAndPieces

http://viejs.org
https://github.com/learning-layers/BitsAndPieces


394 S. Dennerlein et al

investigate sensemaking in the context of informal learning. The current paper reports
on user tests of a first functional prototype with two diabetes specialist nurses (DSN),
one healthcare assistant (HCA) and one doctor (GP). The procedure consisted of two
phases to realize the necessary preconditions of informal sensemaking: (1) a two-week
collection phase for gathering bits of information related to a chosen realistic learn-
ing need (e.g. discover methods for reversing diabetes or links between different kinds
of dementia and diabetes) alongside the usual workday using Evernote and (2) a su-
pervised sensemaking phase using B&P. Both phases included a short training of the
respective tool. The central part of the latter phase represented a fifteen minutes thinking-
aloud usage of B&P at the workplace. The participants’ task was to make sense out of
their gathered bits: i.e. to first remember their informal learning experiences based on
the bits with the help of time-based cues in the timeline and afterwards structure them
semantically with the help of the circles in the organizing view. The second phase closed
with a semi-structured interview asking about the participants’ general attitude towards
the prototype, its usability, performance and efficiency to support for remembering and
sensemaking of their past experiences. The thinking-aloud and interview records were
transcribed, paraphrased and categorized in an inductive, iterative process [6].

On average, the participants gathered eleven information bits over the two weeks
collection phase (n=4; M=10.5; SD=2.52). The number of collected bits was rather low
due to the voluntary participation, the workload the clinicians were facing during study
time and problems with the unfamiliarity in using Evernote which influenced the study
participant’s motivation and/or ability in recording their own traces of informal learning
experiences. The sensemaking phase worked out well except that the time needed for
acquainting the participants with B&P was slightly underestimated. This resulted in
more time spent on introducing B&P and a reduced sensemaking time for some.

In general all four participants were positive about the B&P tool, i.e. the study par-
ticipants understood and appreciated the underlying idea and purpose. While for the
study each participant had to choose a real learning need they currently faced, their
motivation in using the tool appeared to vary. For the GP it was important to gather ev-
idence for her revalidation, others saw it as an opportunity to pursue personal learning
challenges or collecting information with the main purpose to share with others. For
the latter, therefore, participants used Evernote mostly to gather todos for, e.g., reading
and saving documents, Web links, etc. B&P was observed as being a responsive tool by
three of the participants, although only easy to use by two of them.

Timeline widget. One participant’s thinking aloud protocol clearly indicated that the
timeline is working properly to prompt remembering informal learning experiences:
‘That’s the card sort photo, I remember that [. . . ]. Just check I’ve remembered all the
things I thought about last time.’ However, although the idea was generally appreciated,
most of the participants wanted extra cues to increase the chance to find and remember
an informal learning experience, such as information on the involved persons or insti-
tutions, location, content and relation to other events. This confirms the former request
raised in the paper prototyping session [10], hence proves the design decision to go for
a widget-based framework easing the implementation of additional widgets with focus
on required cues. Furthermore, we observed participants re-evaluating a bit after having
remembered it: ‘[D]o I still need this? If I do need this, what am I going to do with it?’
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That is, the person examines it more deeply than it was possible during busy working
time and assesses it again. Another participant put it like that: ‘What you really need,
is to be able to go back to something you’ve collected, go into it, read it and then [. . . ]
make your own notes.’ Consequently, most participants requested to directly manipulate
the title, tags or importance of bits and attach a comment, reminder or deadline favor-
ably accessible via context menus. As for the narrowing down of information, timeline
anchors, searching functionality as well as filters for quicker browsing and comparing
of bits was desired. These feature requests reflect the need for interactivity while sense-
making and support the respective design decision. In this way, the timeline reminds
about past experiences and provides a view of things to work on at a glance much bet-
ter than in an email client as one participant put it. Furthermore, the timeline indicates
one’s own learning activity over a longer period of time and thus provides insight into
the actual situation regarding revalidation as another participant noted.

Organizing widget. Overall, the interactive nature of sensemaking via the organizing
and categorizing of bits into circles was valued by the healthcare professionals, partic-
ularly the opportunity to break topics down further was appreciated. In the same lines,
the request to create circles within circles, to enable the creation of subcategories, was
formulated as well. One participant was especially successful in her sensemaking ef-
fort as she managed to meaningfully group her collected informal learning experiences
on diabetes treatment according to their influence on blood pressure: ‘[P]eople’s blood
sugar levels have gone down through exercise as opposed to diet’. So, skim reading in
the sensemaking phase resulted in a first internal representation of her learning, which
lead to the creation of a corresponding external categorization in the circles ‘Results
from diet’ and ‘Results from exercise’ and their overlap representing results from both.
Having had more time for sensemaking, it is likely that the involved representations
would have been enriched with more data, adapted and matured over time. This pro-
vides the first evidence that the approach of interactively organizing and categorizing
bits into circles can support an individual in his sensemaking attempt properly. How-
ever, the majority of the participants did not believe this kind of sensemaking activity
would influence their individual knowledge. As aforementioned, it turned out that peo-
ple needed more time to actually grasp the content of collected bits, understand their
relevance and re-evaluate them. The lack of time for this in the study design may have
hindered their chance to engage in sensemaking. Finally, there was a strong demand
of two participants to make the transition of pieces of information from the timeline to
the organizing view permanent, i.e. the dragged bits disappear from the timeline. One
participant put it this way: ‘[T]hey’re on the timeline [. . . ] so I know now that I have to
[. . . ] read them[. T]hen once I’ve read them, put them into whichever category [. . . ,] I
would have thought to take that off the timeline means then that’s finished.’ This feature
request is in line with underlying theoretical assumptions that once sense is made about
informal learning experiences they are transferred from episodic into semantic memory,
hence memorized in a distinct way. As a positive side-effect of removing processed bits
from the timeline, it would get cleaned up and well-arranged.
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4 Conclusion

This study contributed in progressing our understanding of sensemaking of informal
learning experiences by validating a novel sensemaking interface called B&P in a real-
istic field setting with realistic learning needs. We found initial support for the effective-
ness of the interface for supporting retrieval and foraging traces for informal learning
experiences via a timeline and organizing view. Moreover, we found evidence for the
need of a re-evaluation step as part of the sensemaking process. These results suggest
that the current approach is valid and can serve as a basis for further developments.

With the B&P prototype we extend the HCI perspective of sensemaking [9][7] by
considering sensemaking of informally collected traces for informal workplace learn-
ing. In our future work we will further refine this view by conducting a more sophis-
ticated experimental design that also takes into account changes of internal knowledge
representations. Furthermore, we plan to extend the tool to cover alternatives to the
timeline and the organizing widget. Also, sharing features (among many others) are
currently under development. With these steps we hope to obtain more insights into
the problem of sensemaking of informal learning experiences and to develop a useful
sensemaking tool in the end for healthcare professionals not only in the UK.
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Abstract. The aim of the paper is to provide a framework for the automatic 
generation of topic-based user interfaces for video lectures in MOOCs. The 
proposed approach leverages on Fuzzy Formal Concept Analysis and Semantic 
Technologies, which allow the definition of solutions for supporting learners to 
navigate the fragments of one or more video lectures, by selecting the topics of 
interest. The exploitation of a Semantic Web vocabulary, namely SKOS, to 
model topics, and their relationships, enables the interconnection of different 
video lectures, also belonging to different MOOCs. The high interoperability al-
lowed by Semantic Web technologies enables the integration of different and 
heterogeneous MOOC Platforms, as well as other Open Repositories. This as-
pect fosters the capability of learners to self-regulate and to enhance their learn-
ing paths in new forms of learning experiences based on exploration. 

1 Introduction, Motivation and Related Works  

Massive Online Open Courses (MOOCs) are becoming an important part of the edu-
cation world. MOOCs are seen as a disruptive innovation [1] that starts from the 
OERs (Open Educational Resources) benefits and from the Social Learning main 
principles in order to create massive and professionalizing experiences. The main 
content delivery mechanism of a MOOC consists in a learning/teaching environment 
that provides streaming of video lectures, typically scheduled in weeks. These video 
lectures are aggregated in modules and courses, which are accessible for fixed time 
windows. In MOOCs, learners enjoy video lectures produced by the most prestigious 
Universities in the world (e.g. Berkley, MIT, Stanford, etc.) and take part in interac-
tive experiences, which require an adequate level of autonomy.   

Although recent researches suggest that video lectures increase student engagement 
and short-time videos provide learning outcomes comparable to traditional on-campus 
lectures [2], further investigations [8] provide negative results: only half the partici-
pants watches the majority of videos within a course. More in details, video lectures in 
MOOCs imply passive watching and mainly go without the use of interactive video 
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tools. This model could be effective (in some cases) when the goal is to acquire ele-
mentary knowledge, but it does not support a good cognitive development. In massive 
environments, learners can check the correspondence between learning paths and 
goals, monitor their progress with respect to the scheduling of lessons and participate 
in assessment events and final exams, but they are not enabled to activate processes of 
permanent knowledge generation and navigation within extended cognitive spaces. In 
order to exploit the full potential of massive environments and video lectures and to 
overcome their limitations we propose an approach, based on Computational Intelli-
gence and Semantic Technologies, to construct topic-based interfaces for browsing and 
accessing single parts of the aforementioned videos by considering the concepts each 
part deals with.  

Thus, this paper proposes the definition of a methodology for video content analysis 
in order to extract conceptual information from video lectures and generate SKOS tax-
onomies representing the basis for the construction of the aforementioned topic-based 
user interfaces. Indeed, one of the main benefits of the proposed approach is providing 
learners with the chance to graphically and conceptually observe and browse video 
lectures and single fragments of video lectures. This capability allows to maximize the 
generative cognitive processes by minimizing extraneous processing and optimizing 
essential processing [10]. First of all, topic-based interfaces reduce, for learners, the 
percentage of irrelevant content with respect to their objectives and needs. Thus, it is 
possible to minimize the extraneous cognitive load. At the same time, the conceptuali-
zation of video lectures, realized by means of topic-based interfaces, enables learners to: 
i) connect their goals with key concepts of the lectures (personalization) by making 
explicit the conceptual structures; ii) connect the above mentioned key concepts with 
their prior knowledge (concretization) and, iii) access content by means of suitable  
semantic links (anchoring) to improve the whole learning experience.  

2 Proposed Methodology 

The proposed methodology (implemented as a software prototype in the context of 
this work) foresees a first phase of Pre-processing and a second phase (i.e., Taxonomy 
Building) where a workflow for building a taxonomy that conceptualizes the content 
of the considered video lectures is executed. Firstly, the Pre-processing phase consists 
in extracting texts from video lectures. This task can be accomplished in two different 
ways. The first one is to exploit transcripts (in different languages) provided by many 
MOOCs. The second one is to employ some techniques of speech to text. In our first 
software prototype, the Java Speech1 library has been employed to perform the text 
extraction task. Secondly, the Taxonomy Building phase is realized by a workflow 
composed of several steps as shown in Fig. 1. This phase takes into account the tex-
tual content, extracted by means of the Pre-processing phase from video lectures of 
one or more MOOCs, and constructs a knowledge model represented by means of the 
Semantic Web technologies2 (e.g., RDF, RDFS, etc.). 

                                                           
1 http://jsapi.sourceforge.net 
2 http://www.w3.org/2001/sw/ 
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Fig. 1. Taxonomy Building 

The workflow of the Taxonomy Building phase is essentially composed of the fol-
lowing steps: Natural Language Processing, Vectorization, Concept Data Analysis 
and Semantic Modeling. In particular, the last two steps (we are going to describe) are 
the most interesting.  

Concept Data Analysis is aimed at extracting, from texts, concept hierarchies and 
relational schemas represented by means of a mathematical model, namely fuzzy con-
cept lattice. Specifically, the fuzzy extension of Formal Concept Analysis, i.e., Fuzzy 
FCA [4], is applied. This step takes, as input, the vectors of words created in the pre-
vious steps (Natural Language Processing and Vectorization) and constructs the fuzzy 
formal context. Concept Data Analysis allows organizing fragments of video lectures 
(which are named objects) and features (which are named attributes) according to the 
shared meaning. Intuitively, we are interested in grouping together the greatest num-
ber of objects which share the same set of attributes, and vice-versa. More in details, 
it is possible to enable the representation of the relationships between objects and 
attributes in a given domain by means of the fuzzy formal context. Subsequently, start-
ing from the fuzzy formal context it is possible to derive a fuzzy concept lattice, i.e., a 
mathematical structure, used to model knowledge, that is more informative than tradi-
tional tree-like conceptual structures [5]. The nodes of such structure are called fuzzy 
formal concepts. 

Furthermore, Semantic Modeling is aimed at representing the extracted concepts 
(and their relationships) in a schema that is compliant with the Semantic Web tech-
nologies (i.e., SKOS and RDFS). The extracted concept lattice allows providing a 
machine-interpretable representation of knowledge in order to support integration, 
reuse, reasoning and querying. This process is crucial to enable the semantic annota-
tion of video lectures. 

2.1 Semantic Modeling: Taxonomy Extraction 

Semantic Modeling is the process enabling the extraction of knowledge embedded in 
the video lectures and building the SKOS taxonomy that conceptualizes the above 
mentioned digital resources. SKOS is a vocabulary supporting definition and use of 
knowledge organization systems (KOS) such as thesauri, classification schemes, sub-
ject heading lists and taxonomies within the framework of the Semantic Web3. 
                                                           
3 http://www.w3.org/2004/02/skos/ 
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Firstly, each fuzzy formal concept of the lattice becomes an instance (individual) of 
the skos:Concept class [6]. The concept label (the most significant term associated 
with the current concept), selected in the Concept Data Analysis phase, is modeled 
with the skos:prefLabel property (related to a skos:Concept individual). All the other 
attributes, which are not inherited in the lattice structure, are considered related words 
for the current concept and are represented by using the skos:hiddenLabel property. In 
the example in Fig. 2, the concept #C1 has the label ‘Operating System’, so it is 
enriched by means of the literal ‘Operating System’ as a pref:Label.  

 

Fig. 2. Example of Concept Mapping 

Once all the concepts (in the lattice) have been represented by means of 
skos:Concept individuals, a hierarchical mapping has to be performed. In this task, the 
hierarchical relationships are represented by using the skos:broader and 
skos:narrower (i.e., the inverse of skos:broader) properties which are used to connect, 
respectively, child-nodes with father-nodes and vice-versa. A wider discussion of how 
SKOS can be exploited in MOOC Platforms is considered in [12].  

2.2 Inter-MOOCs Linking and Navigation 

The main idea is to enable the interlinking of different MOOCs (also deployed on 
different technological platforms), which deal with the same domain or with overlap-
ping domains. The definition of these links generates a topic-based interface to 
browse cross-MOOC contents. So, new MOOC experiences for learners come to life. 
In this work, a further methodology to link concepts belonging to different SKOS 
taxonomies (also coming from different MOOCs) is provided. The implementation of 
this methodology is based on the customization of Silk (Link Discovery Framework) 
[7], a tool designed to identify relations between entities belonging to different data 
sources. In particular, techniques for words similarity computation [11] have been 
implemented and injected into Silk that provides an XML-based declarative language 
that can be used to specify which types of links could be discovered between data 
sources as well as which conditions data items must fulfill in order to be interlinked. 
These conditions are based on different similarity metrics applied on entity properties 
which are addressed by using a path-based selector language [7]. 

2.3 Building the Facet-Based Interfaces  

Recently, the semantic navigation of large classified datasets is mainly supported by 
the Faceted Browsing approach as emphasized in [9]. In this work, we enhanced the 
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lectures of MOOCs. The proposed approach provides also additional relevant bene-
fits. The first one is the interoperability. SKOS is compatible with the Semantic Web 
and Linked Open Data principles. This aspect improves searching and reusing 
processes for learning contents. The second one is the capability to support the inter-
linking of several MOOC environments. This aspect enables cross-MOOC browsing 
processes. Lastly, the results of the first experimentation are promising. For this rea-
son, the authors will continue to improve the methodology and the system and will 
carry out further experimentations to evaluate also the quality of the learning 
processes. 
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Abstract. Many projects in Technology Enhanced Learning (TEL) aim
to develop novel approaches, models, and systems by field-testing new
ideas with software prototypes. A major challenge is that project con-
sortia need to establish a distributed, typically understaffed developer
community that has to align its development efforts with needs from
application partners and input from research partners. Tackling this
challenge, this paper provides a blueprint for software engineering pro-
cess and infrastructure, which was distilled from successful practices in
recent TEL projects. We present a composition of freely available in-
struments that support open, distributed software engineering practices
using continuous integration processes. The blueprint considers the full
development cycle including requirements engineering, software architec-
ture, issue tracking, build management and social aspects of developer
community building in TEL projects. Some lessons learned are provided,
particularly related to open source commitment, innovation as a social
process, and the essential role of time. We aim to make software devel-
opment in TEL fit for Horizon 2020 with processes and instruments that
can be readily adopted for planning and executing future projects.

1 Introduction and Challenges

In interdisciplinary projects the negotiation of the main outputs and work
processes is key to success. This is particularly true for Technology Enhanced
Learning (TEL) projects, since these projects face the challenge of bridging a
potentially huge gap between learning theories and the enabling technologies [1].
Most R&D projects funded by the TEL unit in FP6 and FP7—most notably spe-
cific targeted research projects and large-scale integrated projects1—have aimed
to develop novel TEL approaches by evaluating and field-testing new ideas with
software prototypes. Since the TEL community is small and tightly connected [2],
it is a natural consequence that the consortia often follow approaches that have
succeeded in previous or similar projects. These might include practices like
rapid prototyping, continuous integration, agile development, and others [3]. As

1 For an overview see http://www.learningfrontiers.eu/?q=project_space

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 404–409, 2014.
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a complicating factor, collaborative research projects often face the challenge of
an understaffed, distributed developer community that needs to align develop-
ment efforts with needs from application partners and input from researchers.
To resolve the forces in this area of tension, this paper presents a blueprint for
software engineering in TEL research projects. The paper focuses on large-scale
projects that require deployment and integration of scalable solutions and de-
velopment processes based on available technologies, end-user involvement, and
informed decision making.

The roots of the research presented in this paper lie in the technical leader-
ship in two inherently different large-scale integrated projects in TEL, namely
ROLE2 and Layers3. While in ROLE the task was to develop and deploy a
platform for responsive open learning environments supporting self-regulated
learning (e.g., [4]), the challenge in Layers is to develop and deploy scalable,
flexible and rapidly deployable infrastructures for informal learning [5] in two
large SME clusters in the UK (health care) and Germany (construction). There
is negligible overlap in functional requirements in these two projects, yet both
exposed a considerable amount of common challenges and non-functional re-
quirements related to the software architecture as well as the development and
integration processes. Key architectural challenges are the need to make early ar-
chitectural decisions, and to build the basis for flexible, customizable, traceable,
and scalable solutions. Key development and integration challenges include the
distributed developer community, the danger of a lack of stakeholder commit-
ment, swift provision of software engineering infrastructure, and establishment
of development practices.

Many of these challenges will be relevant to other large-scale R&D projects in
TEL and beyond. It is understood that TEL innovation processes need alignment
with research and practice that can build on previous findings [6]. In this spirit,
to preserve and spread effective practices in TEL development we present in
Section 2 successful solutions deployed first in ROLE and then adopted and
refined in Layers in the form of a blueprint for software engineering in TEL to
be reused in other projects that offer comparable scope and challenges. In the
last section we provide lessons learned and conclude the paper.

2 Distilling the Blueprint

The blueprint tackling the challenges presented in the previous section inte-
grates three core perspectives, as explained below and illustrated schematically
in Fig. 1.

2.1 Stakeholder Perspective

Typical collaborative R&D projects involve goals and strategies of researchers,
application partners, and developers. Put provocatively, researchers aim to pub-
lish high-impact papers; application partners want ready-to-use, custom tailored

2 http://role-project.org
3 http://learning-layers.eu

http://role-project.org
http://learning-layers.eu
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apps; and the developer force is distributed, understaffed, and members often
pursue PhD research. It is obvious that this perspective will impose a divergent
force upon most projects. To bundle the development capacity we propose to es-
tablish a Developer Taskforce that acts largely autonomously when negotiating
and realizing short- to mid-term development objectives within the development
roadmap framed by researchers, co-design partners, and project management.
This development community may consist of project internal developer groups,
involved student groups—e.g., in project-based learning (PBL) courses offered by
project partners—and external groups like local OSS communities, established
companies and emerging start-ups.

For making decisions with a potentially project-wide effect during the software
engineering process, we propose to establish a governing body (in Layers the
Architecture Board), in which relevant stakeholders are represented, and which
makes binding decisions based on suggestions and input by project partners.

2.2 Continuous Integration Perspective

Integration shall impose a convergent force upon the project. It has several di-
mensions. First, there is the integration with the application partners, which is
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Fig. 1. Perspectives, activities and instruments in the software engineering blueprint
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expressed in a systematic requirements engineering process. Especially in TEL
projects, requirements engineering methodologies and tools must support an ef-
ficient communication and negotiation among the different stakeholder groups
involved. Traditional requirements engineering techniques involving face-to-face
interaction with end-users are resource-intensive [7], involving traveling costs
and high preparation efforts. Such costs are justifiable in early project stages,
when working processes are not yet established. However, in later project stages,
such costs can be avoided by the use of effective and easy-to-use tools. As an
open requirements platform we adopted Requirements Bazaar (see below). Sec-
ond, there is the server-side integration, which facilitates the offering of unified
services and tools developed in a distributed community. Third, there is the
client-side integration that shall generate integrated end-user tools consuming
common services. In addition there is continuous integration at the source code
level (see below).

Integration efforts shall be driven mainly in Co-Design Teams, which subsume
application partners, designers and developers as a permanent subgroup of the
project working on a particular design challenge or design idea. They develop
usage scenarios, wireframes, mockups, and first prototypes. Also they formulate
demands for the further development of prototypes. Since there is often a wide
variety of different design ideas in a project, it is of high importance to find the
commonalities and key elements across these ideas. The assessment of alternative
solutions shall be facilitated using the House of Quality (HoQ) approach [8],
which pitches requirements against features offered by products to be adopted,
developed and integrated. HoQ originated in Japan in 1972, and it was adopted
during the 1980s by large U.S. companies such as Ford, Xerox and AT&T for
their product development activities. It has proven to be a valuable instrument
also in the Layers R&D context.

To make sure that co-design teamwork aligns with the overall project objec-
tives, we propose to host project-wide Integration Conferences that focus on
integrating the plethora of outputs from the co-design and development threads.
This includes integration of theory, data, services, user interface, development
processes and external tools.

2.3 Instrument Perspective

The key to let convergence win over divergence is the set of instruments deployed
and offered to project partners to support continuous integration at all levels and
in all areas where stakeholder interests meet. In particular we propose the Open
Developer Library (ODevL) approach, which acts as a virtual hub offering tools
and practices facilitating the Developer Taskforce:

– Source Code Repository: In a distributed software engineering process it
is key for developers to have a reliable source code management in place.
There are freely available solutions available. We suggest GitHub4, since it is

4 http://github.com

http://github.com
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integrated with other tools and offers sophisticated support for a distributed
development (e.g., full-fledged local repositories).

– Source Code Integration: Build-level code integration tools support and ac-
cess source code management systems, e.g., to obtain code for regular inte-
grated builds. The build process can be tailored to specific needs regarding
the build triggers and the build process itself. In the blueprint we propose the
open source solution Jenkins. Regular builds will offer timely notifications
for those people in charge of integration.

– Issue Tracking: Issue trackers allow the management of software issues, in-
cluding bugs, feature requests, etc. Most issue tracking software packages
offer more than pure issue listings. The proposed system JIRA also offers
project management tools (e.g., a Kanban board [9]), and integrated source
code management tracking. The issue tracker is two-way integrated with the
Requirements Bazaar.

– Requirements Bazaar: An open community toolkit that allows requirements
and ideas generation and prioritization [10]. This is done in a bazaar-like
metaphor, enabling negotiating around requirements using posting of arti-
facts, comments, and votes. This instrument provides a central requirements
hub for all stakeholders in the project.

3 Conclusion and Lessons Learned

In this paper we have unfolded a blueprint for software development in large-
scale R&D projects in TEL.We claimed that these projects often expose common
challenges regarding the software architecture and the development process. We
presented activities and instruments that allow approaching these challenges
with proven tools and established practices in real-world developer communities.

The experiences about the software engineering process reported here are the
synopsis of years of supporting TEL in creating and sustaining results within
and beyond the scope of a funded research project. Some lessons learned include
the insight that even with a good project plan, requirements and priorities of
stakeholders change over time. These changes must be reflected in the process
to avoid contracting the “not-invented-here” syndrome. Also it is advisable to
make a strong commitment towards open source development, and to push the
involvement of external developer communities to support the typically small
project-internal developer force. A related issue which needs to be dealt with
early is the OSS licensing models to be adopted. Also, time is an essential factor.
It is paramount to start very early in providing the development infrastructure
and grow continuously. In that sense, pre-configured development infrastructures
like the blueprint presented in this paper, which can be rapidly deployed for a
new project are a good choice. Last but not least, we emphasize the pivotal role of
social factors in R&D projects; the success of deployed instruments will always
depend on how well resistances can be resolved and how deeply stakeholders
embrace the opportunity provided by such an infrastructure.
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The actual resulting architecture was not explained in detail here since it will
have limited general value outside of the Layers project. It is described in detail
in [11]. With this paper we aimed to preserve previously and currently successful
practice in a way that allows future TEL project consortia to plan and execute
their software engineering processes, either as a dedicated work package, or by
picking a subset of the instruments and activities that are tailored to their needs.
We want to establish a culture of sharing and continued refinement of software
engineering best practices in TEL across EU funded projects.

Acknowledgments. This research was co-funded by the European Commission
through the FP7 Integrated Project “Learning Layers” (grant no. 318209).
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Abstract. Keeping up with the rapid development in their fields is a
problem for many employees nowadays, particularly when the new infor-
mation is meant to be used for problem solving. Collaborative approaches
such as forums and question and answering (Q&A) systems managed to
only partly mitigate this problem in cases where time constraints and
user mobility are of no crucial concern.

We present an enhancement to conventional Q&A applications which
relies on user activity detection and question forwarding towards the
available users. Our approach obtains a 90% precision in a garage ex-
periment, proving itself as a viable solution for car technicians’ time and
mobility constraints.

Keywords: smartphone sensing, collaborative learning, context.

1 Introduction

Due to the rapid technical advancement in many fields, workers find it difficult to
keep up with the required knowledge. Furthermore, in jobs that consist mainly
of practical tasks and problem solving, one requires experience within similar
problems more than theoretical knowledge.

Under these circumstances, colleague support is essential. However, traditional
methods, like asking a colleague in person or over the phone pose a series of
disadvantages. They generally limit employees to asking only the colleagues they
have had previous contact with and carry the risk of interrupting colleagues
during important tasks.

Therefore, question and answering (Q&A) systems offer a great opportunity
for finding colleague support and sharing information. At the moment, however,
they offer only limited help for certain fields where online communities are small
and timely answers are crucial.

In this paper we present an approach meant to help car technicians by rout-
ing their questions to their available colleagues. Our concept could be used to
implement similar systems for all kinds of technicians, from plumbers to airline
technicians.

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 410–415, 2014.
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We base our concept on an user study carried out on 168 car technicians
working in multiple garages in Germany. A third of the respondents reported
often needing help, while the other two thirds found themselves only rarely
needing external help. Results showed furthermore that 90% of the respondents
are happy to help their colleagues. However, their willingness to help varied
significantly based on their current activity: most respondents agreed to help
during working hours, but fewer conceded to be interrupted from ongoing tasks
and even fewer were willing to use their breaks for helping colleagues. Detailed
results of the study can be found in [1].

Our paper is structured as follows: in Section 2 we look into the related ap-
proaches. Section 3 introduces our concept and Section 4 presents its implemen-
tation. We continue with the evaluation results in a real-life setting in Section
5. Finally, we present our conclusions and outlook in Section 6.

2 Related Work

Question and answering systems have been a quickly developing topic lately, both
in research and in industry (Stack Overflow, Yahoo! Answers, etc.). One popular
direction includes the analysis of the factors that influence the success of specific
Q&A system. White et al [2] study the effects of community size and contact
rate in social Q&A systems, while Mamykina et al [3] study the factors and
characteristics that led to Stack Overflow’s indisputable achievement of having
about 92% of their questions answered in an average of eleven minutes.

A major direction, to which our work subscribes, is Q&A systems improve-
ment. Shah et al [4] attempt to create an automated Q&A system from the
existing knowledge base. Other solutions focus on capturing and reusing the
expertise [5].

The other direction of our work concerns mobile sensing and user activity
detection. Applications which make use of environment sounds include music
and genre classification [6], event detection [7], cough detection [8] and phone
position classification [9].

Our previous work [10] proposed a concept for a context-aware Q&A system
using GPS and accelerometer data, as well as information from the smartphone’s
applications to detect user’s activity. In contrast to that, our current approach
employs audio recordings, fundaments its concept in a user study and has a
real-world evaluation to prove our results. To the best of our knowledge, there
are no other approaches for Q&A systems forwarding questions depending on
user’s current activity.

3 Concept

The backbone of our system is a Q&A infrastructure, that allows users to send
and receive questions, as well as receive answers via multiple channels: smart-
phone app, web form, email, SMS. We thus comply with the technicians’ mobility
and different availabilities of the communication channels in their daily activities.
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The car technicians’ disponibility to help their colleagues varies across their
daily activities. Therefore, each technician has to decide for himself if he is
available or interruptible during each type of activity. We distinguish between
availability as the state of a user that is willing and able to help during a certain
activity and interruptibility, as the state of a user that is principally unwilling
to help during his current activity, but could take a break for an urgent open
question.

Our goal is to detect the technicians’ current activities and, based on them,
their availability and the interruptibility. Our centralized server would keep track
of all the employees’ availabilities and, when a new question arrives, it would
select a few available technicians to whom it would forward the question. One of
the precautions would be to prefer users that received or answered less questions
during that day, so that the system does not burden the same few experts while
leaving all the other colleagues out of the loop.

Another reason for which we need to know the user’s current activity is so
that we can use an appropriate communication channel (that he has assigned
himself for that particular activity). For instance, a user cannot read and type
into an app while driving, but can listen to a voice mail and record an answer
to the question. Table 1 shows a sample mapping between the users’ activities,
their availabilities and interruptibilities, as well as the preferred communication
channels.

Table 1. Car technicians’ main activities

Activity Availability Interruptibility Communication channel

Car repairment in the garage false true app/SMS

Car repairment on the street false false -

Other work in the garage true true app/SMS

Driving for work purposes true true voicemail

Meeting false false -

Break false true app/SMS

Commute to/from work true true voicemail

Other activity true true app/SMS

In order to detect the technicians’ activities, we use their smartphones to
record short audio samples. These are sent to our server, where they are classified.
Thus, the samples undergo windowing, feature extraction and then classification.

4 Implementation

The Q&A system itself uses Microsoft SharePoint as a server, the questions being
represented as threads in the message board. Questions can be submitted and
answered both via a web interface and a web client. For managing notifications
we use Redis, a pub/sub system.
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Besides the main Android app, we also use a background service for gathering
the audio recordings. This uses a wakelock to record sound samples at a given
time and with a given duration.

On the server side, the sampled audio signal is first split into equally sized win-
dows. Our implementation supports rectangular, Hamming and Hanning win-
dows. Afterwards we apply a fast Fourier transform to convert each window
to the frequency domain. In the next step we extract the feature vector for
each window. We use four types of features: MFCC (Mel-Frequency Cepstrum
Coefficients), Delta MFCC, Powerspectrum and Band Energy. As classifiers we
use K-Nearest Neighbours (KNN), Decision Trees (DT), Random Forest (RF),
Gaussian Naive Bayes (GNB) and Gaussian Mixture Model (GMM). The results
of the classification concern the user’s current activity, which is then mapped
according to his previous personal settings to a availability and interruptibility
status.

5 Evaluation of Activity Detection

To validate our approach to detect the activity, we carried out an experiment
during which two car technicians used our application during their whole working
time for two weeks. They both used Samsung Galaxy S4 phones, which could
support a 44.1 kHz audio sampling rate. In order to collect our ground truth,
the two technicians filled in separate daily forms, where they would specify all
their activities and their corresponding time slots.

5.1 Comparison between Classifiers

In what follows, we will present and compare our classification results, using as
measures the precision, recall and F1 score. Figure 1 shows the performance of all
combinations of feature vectors and classifiers that we used. As expected, MFCC
and DMFCC yield the best results as far as feature vectors are concerned, as
they are derived from the spectrum of the spectrum.

Random Forest, K-Nearest Neighbours and Decision Trees are the best per-
forming classifiers. The clustered nature of the data, together with the overlap-
ping of sounds and situations, like in the case of repairing a car outside versus
in a garage, leads to Random Forest and K-Nearest Neighbours outperforming
Decision Trees.

5.2 The Activity Classification in Detail

Next, we will analyze in depth the best classification results, which were provided
by Random Forest Classifier together with MFCC features. Table 2 shows the
precision, recall, F1 score and support for each of the situations and for the
overall classification. The overall precision of 90% could be achieved thanks to
the distinct acoustic patterns of the situations. This also led to a clustering of
data, which caused Random Forest to outperform other classifiers.
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Fig. 1. Comparison of the performances of all the combinations of feature types and
classifiers

Two apparently close situations, repairing a car in the garage and repairing it
outside of the garage are distinguished remarkably well too. While a technician
might perform similar tasks when repairing a car, regardless of the location,
when a car is repaired in the garage there will often be more then one techni-
cian working there. Thus, most of the recordings taking place inside the garage
contain the overlapping sounds of more cars being repaired, while the recordings
of cars being repaired on the street correspond to sounds of only one car being
repaired.

Table 2. Evaluation of the classification results of Random Forest and MFCC

Class Precision Recall F1 score Support

Break in the garage 0.95 0.85 0.90 212

Meeting 0.87 0.95 0.91 724

Repairment in the garage 0.86 0.90 0.88 298

Repairment outside of the garage 0.95 0.84 0.89 390

Other work in the garage 0.8 0.21 0.33 19

Overall 0.90 0.89 0.89 1643

6 Conclusions

We have presented our approach for a context-aware Q&A system. Our concept
has been motivated by a thorough user study. We have evaluated our activity
detection approach with real-life data gathered in garages and and achieved a
90% precision.
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Our next step would be to carry out an extensive user study in order to
evaluate the system as a whole and not only the accuracy of the activity detec-
tion. Another important future improvement will be the implementation of the
classifier on the phone, in order to alleviate privacy and user data protection
concerns.
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Abstract. Authoring tools are widely accepted to be one of the most promising 
approaches to increase the widespread uptake of Adaptive Educational 
Hypermedia (AEH). AEH authoring tools have however not been as 
successfully adopted as was initially expected. This paper presents a clearly 
defined set of comprehensive training steps devised to increase the accessibility 
of AEH authoring tools. The objective of these training steps is to insure AEH 
authoring tool users have a clear understanding of how personalization will 
affect and benefit their courses. The paper includes an evaluation of the 
presented training steps. 

Keywords: personalization, authoring tool, composition, training, education. 

1 Introduction 

Personalized eLearning [1] allows systems to adapt to the individual needs of the 
learner and improve the educational effectiveness of each learner’s experience. 
Adaptive educational systems can take into consideration many aspects of a learner’s 
requirements [2]. Personalized eLearning has been shown in many studies to be 
highly effective at increasing students’ performances [3] and has been identified as an 
essential element of next generation eLearning systems [4]. A key challenge in 
mainstreaming adaptive eLearning is the difficulty and complexity in design and 
implementation associated with authoring [5,6].   

A number of authoring tools have been designed and implemented so as to 
improve the accessibility of Adaptive Educational Hypermedia (AEH) composition 
[5, 7]. These tools and other Adaptive Hypermedia (AH) systems have been examined 
and evaluated in great detail [8]. The result of this scrutinization is that the design of 
AEH authoring tools are constantly being advanced and great efforts have been made 
to improve a users experience. While it is well documented that authoring AEH is 
difficult and complex [5] uptake of authoring tools has not advanced in line with their 
improved design. The reason for slow uptake may not lie in the design of the tools 
themselves but the training provided to users in their operation.  

As presented in the results of the authors previous research [7] providing training 
related to AEH authoring is difficult. A study completed with the ACTSim Authoring 
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Tool indicated that users found it challenging to understand the concepts of 
inclusion/exclusion related to adaptive navigation: “users have a difficulty when they 
attempt to relate how their adapted model will be realised as an end personalised 
simulation”. Foss and Cristea [5] include this concept in a set of authoring 
imperatives and state that AEH systems should accommodate a “shallow learning 
curve”. To accomplish this, users need to be adequately trained in both the technical 
application required for tool operation and the Adaptive Hypermedia theory that is 
needed to compose AEH coursers. 

This paper presents a framework designed to structure training for AEH authoring 
tools. This innovative approach is flexible and easily extensible to include additional 
aspects of required training. The framework is based on existing design theory that is 
combined with state of the art of AEH authoring processes. This paper initially 
introduces a training framework for AEH Authoring Tools in the following section. 
This is followed by the presentation of a case study and evaluation with the final 
section describing the conclusions of this paper. 

2 A Training Framework for AEH Authoring Tools 

The objective of this training framework is to define a clear set of steps that can be 
used to improve the training delivered for the operation of AEH Authoring Tools. The 
framework is based on an instructional design framework for authentic learning [9] 
that incorporates situational examples. The framework incorporates typical design 
processes employed by some authoring tools that are based on adaptive hypermedia 
multi-model architectures. The following sections present the instructional design 
framework theory, AEH multi-model architecture authoring processes and an outline 
of the derived framework for AEH authoring tool training. 

Instructional Design Framework Theory: Training for AEH Authoring Tools is 
typically delivered by an instructor or through automated online instruction. In either 
case the training is typically completed in an office environment with the aid of a 
computer. The training is also typically completed in the same context in which the 
course development will be completed. Herrington and Oliver [9] define a three parts 
in an instructional design framework for situated learning environments. The first part 
is to identify critical characteristics of the situated learning. The second part is to 
operationalize the critical characteristics within a multimedia program. The third part 
is to investigate the users perception of their experience. The framework includes the 
provision of including authentic contexts and examples. 

AEH Multi-model Architecture Authoring Processes: AEH architectures are 
typically based on a multi-model approach [10] whereby user models, content/domain 
models and adaptivity/narrative models are all defined separately within a systems 
architecture. There are two main approaches to capturing the multi-model approach in 
AEH Authoring Tools. AEH Authoring Tools either require users to define multiple 
models to capture all the system requirements or a single model with multiple layers 
with each layer relating to an architectural component. For example, within the MOT 
authoring tool, users create content separately to an adaptivity model. The GRAPPLE 
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Authoring Toolkit (GAT) [10] employs a similar approach. The approach employed 
in the ACCT and ACTSim authoring tools differs to the MOT and GAT and requires 
users to initially define the content models with adaptivity control overlaid. The 
important aspect of these authoring processes with respect to training is that there is a 
clear separation of concerns for the SMEs when they are learning to use an AEH 
Authoring Tool. 

The AEH Authoring Tool Training Framework: There are different aspects of an 
adaptive course that must be considered by an SME author. As evident in the GAT, 
ACCT and ACTSim authoring processes these can generally be defined as 1) the 
content and learning environment aspects and 2) the adaptivity controls. Content 
components typically include modeled concepts related to training material. Learning 
environment aspects refers to educational interventions, underlying operational 
models such as those found in eLearning simulations or immersive elements such as 
those employed in serious games. The type of AEH educational system influences the 
design of the content and learning environment aspects. The realization of these 
components can differ depending on the design of the Authoring Tools and will be 
unique to each system. It is proposed within this research that each of these 
architectural components are taught separately within AEH Authoring Tool training 
as reflected in AEH Multi-Model Architecture Authoring Processes. In the case of 
models, controls or environmental aspects being overlaid upon one another the order 
in which these architectural components are taught becomes important. If there is a 
clear separation of models within the authoring tool the order in which the authoring 
components are taught is less important. The final section of the training is typically 
related to the adaptivity controls of the AEH Authoring Tool as their explanation must 
be contextualized with other authoring components. 

AEH Authoring Tool training is explained by following the Instructional Design 
Framework Theory previously outlined. This framework is applied across the 
explanation for each authoring component and the adaptivity controls. The training 
follows the three steps described in the theory and includes an introduction and 
examples where appropriate. The AEH Authoring Tool training steps are as follows: 

Introduction: The first step of training to be presented to users is an introduction. It 
includes an overview of the training and outlines the benefits of personalization. 

Authoring Components: These critical characteristics of authoring are each presented 
to users separately and, where appropriate, in sequence. For example, the ACTSim 
would require an explanation of the simulation-operating model (Dialogue Model) 
and learning interventions. The training presentation should include the following 
elements for each authoring component: explanation of the authoring component; 
authoring tool architecture; example of the authoring component; a multimedia 
program presentation; and confirmation of user understanding. 

Adaptivity Controls: The final step of the training framework is to present the 
adaptive controls that will be employed in the AEH Authoring Tools. There are 
several different approaches employed to capture personalization in an authoring tool. 
For example, ACTSim employs tagging while the GAT is rule based. The training 
presentation should include the following: explanation of adaptivity controls; 
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adaptivity controls affect; example of the adaptivity controls; a multimedia program 
demonstrating the adaptivity controls; and confirmation of user understanding. 

The following section presents a case study that outlines the AMAS Authoring 
Tool, a new and unique system designed to allow SMEs to compose adaptive activity 
based online courses. While the AMAS authoring tool was designed to be accessible 
to non-technical users it required a clear concise training framework to inform users 
of its operation while also providing a relevant introduction to Adaptive Hypermedia. 

3 Case Study: The AMAS Authoring Tool 

The AMAS Authoring Tool is a next generation AEH composition tool developed as 
part of the Adaptive Media and Services for Dynamic Personalisation and 
Contextualisation (AMAS) project [11]. The authoring tool allows non-technical 
SMEs to compose adaptive activity based online courses. The AMAS Authoring Tool 
was developed so as to integrate into pre-existing the AMASE architecture [12]. 
SMEs create adaptive activity based courses by defining a workflow graph that 
captures the course components with connected nodes. The authoring tool employs 
three types of authoring component, in a nested structure, to describe the content and 
learning environment aspects of the course: Activities, Tasks and Topics. Tags are 
used in the workflow by SMEs to describe the adaptivity. All of the components are 
captured and configured in a single model so as to reduce the complexity involved in 
authoring. This approach results in authoring components being layered on top of one 
another. Multiple models are required by the AMASE architecture for publishing and 
are extracted from the single model that is created by SMEs. A more detailed 
description of the AMAS Authoring Tool is presented in previous publications [13]. 

3.1 AMAS Authoring Tool Training  

Training for the AMAS Authoring Tool was defined by following the AEH Authoring 
Tool Framework previously presented. Microsoft PowerPoint was employed to script 
and deliver the training. Microsoft PowerPoint was selected as it allows multimedia 
presentations to be easily implemented with the use of animation. Text, diagrams and 
images were also included to create a complete training package.  

A total of twenty slides were employed to deliver the training that consisted of 
three main sections: the introduction; authoring components; and adaptivity controls. 
The training started with an introduction that outlined the benefits of activity-based 
training and the advantages of adapting these learning environments to learners. The 
training then presented an explanation of each authoring component employed in the 
AMAS Authoring Tool: Activities, Tasks and Topics. The examples employed to 
demonstrate the nesting were abstract in nature. The final slide describing the 
authoring components was a multimedia animation. It displayed an example course 
that included an animation to highlight the operation of the workflow. SMEs  
were asked to confirm that they understood the training related to the authoring 
components. Following the presentation of the multimedia animation SMEs were 
presented with the adaptivity control training. Adaptivity control training included an 
explanation of the Tags, a description of the affect the Tags will have on the course, 
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an example of Tags and a multimedia animation demonstrating how Tags affects 
different users completing a course. The final part of the training included a 
demonstration of the AMAS Authoring Tool functionality. The demonstration 
displayed how each of the authoring components and adaptivity controls were added 
and configured in course workflow. To evaluate the training presented SMEs were 
requested to complete a questionnaire. Details of the user trial are presented in the 
following section. 

3.2 Evaluation 

The objective of the evaluation was to examine the effectiveness of the framework 
presented in section 2. In order to assess the framework a trial based user study was 
employed. An instructor delivered the training to each SME in their work 
environment. Once the instructor had delivered the training, the SMEs were asked to 
complete a questionnaire designed to gather both quantitative and qualitative data. 
The questionnaire was divided into three parts, each examining one of the three 
different sections of training. Quantitative data was gathered via Likert scales and 
qualitative data gathered by SME text input. A total of 8 authentic SMEs (teachers, 
trainers, lecturers and pedagogical designers) completed the evaluation after being 
presented with the AMAS Authoring Tool training. 

The results of the evaluation are divided into three parts, one for each of the 
training sections presented to the SMEs. 

Introduction: The results of the Introduction training section were mixed. All of the 
participants agreed that the training regarding the benefits of adaptivity was 
acceptable. However, three of the users indicated that the benefits of online activity 
learning were presented inadequately. A possible reason for this poor result is that the 
concept of ‘online learning’ was not separated within the training from the concept of 
‘activity based learning’. Although rudimentary concepts within eLearning, these 
would have been foreign concepts to some of the SMEs. The benefits related to 
adaptivity was explained and presented without interference of other concepts. 

Authoring Components: The results related to the authoring components were 
positive. All of the participants indicated that the training related to the Activities, 
Tasks and Topics was acceptable and understood. Similarly, the examples employed 
were identified as being clear and the workflow (structuring of the components) was 
understood by all participants. The only exception to these results was that one user 
did not agree that the nesting of the authoring components was adequately presented. 

Adaptivity Controls: The results of the evaluation related the adaptivity controls 
were the most positive of the three sections of training. All of the participants agreed 
that the training that explained the Tags, the examples and the animation presented 
were clear and concise.  

While participants in the study were given the opportunity to include text based 
comments at the end of each section there was very little feedback gathered. The 
qualitative data that was gathered was generally positive. One participant commented 
the training “was clear” while another commented that it was “excellent” and that 
the “examples situate it for learner, mapping examples to their reference of 
knowledge”. The only somewhat negative comment related to the nesting of the 
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authoring components. The participant commented that it “might help to demonstrate 
Activity and Task and Topic in a flowchart form”.  

4 Conclusion 

This paper has presented a new and unique framework developed by blending 
instructional design theory and the state of the art of AEH authoring tool authoring 
process design. The paper also presented the AMAS Authoring Tool, a new and 
unique authoring system that allows non-technical SMEs to rapidly develop adaptive 
activity based courses. The paper outlined the AMAS Authoring Tool training that 
was developed with the aid of the newly developed framework. Finally, the paper 
included an evaluation of the training that validated its design. Authentic real world 
subject matter experts were employed for the evaluation. The training is validated 
further by the fact that each of the SMEs went on to use the AMAS Authoring Tool to 
successfully compose the outline of adaptive activity based courses in their domain. 
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Abstract. The proposal draft is the first step to achieve a university degree by 
students in many educational institutions. This proposal is transformed into a 
thesis after several revisions by an academic adviser. Each proposal must comp-
ly with requirements of institutional guidelines. In this paper we present an  
analyzer to identify the sequence of concepts within the proposal drafts in 
Computer Science and Information Technologies, with the goal of aiding stu-
dents to improve their drafting. We propose four methods integrated into our 
analyzer, which were designed considering the transitions of grammar constitu-
ents (subject and object) in the sections of Problem Statement, Justification and 
Conclusions. We developed the methods from corpora analysis, validating them 
further. Moreover, we found that the sequences of concepts correspond to what 
is expected in the different sections.   

Keywords: Technical writing, conceptual sequences, student drafts. 

1 Introduction 

In educational institutions, academic programs or courses often conclude with the 
writing of a thesis or research proposal, undertaken by students. These documents 
must comply with the drafting characteristics established by institutional guidelines, 
such as format, orthography, structure, legibility, or argumentation. Moreover, they 
have to satisfy the appropriate structural features of each section of a thesis. The usual 
process that the students follow is to write a first draft and then improve the document 
with the iterated reviews and recommendations of an advisor. Our efforts aim to aid 
students in preparing their proposal drafts by examining the sequence of concepts 
occurring in specific sections of their draft using an analyzer. We explore the relation-
ship between paragraphs in Justification, Problem Statement and Conclusion sections, 
this relation is what we call conceptual sequence, that carries an implicit coherence. 
The key contribution of this work is the development of four methods to identify the 
behaviors in each selected section, based on a previously proposed technique for as-
sessing local coherence.  

We propose four different schemas to evaluate the conceptual sequences: First Pa-
ragraph of Reference, Evaluation of Nearest Neighbors, Cascade Evaluation, and 
Auto-evaluation of Paragraphs (section 3). These methods were incorporated into an 
analyzer. We explain the rationale of the four schemas and how they were formulated 
from corpora.  
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2 Background 

A document with an appropriate structure presents a clear flow of topics through their 
paragraphs. For instance, in the paradigm of a five paragraph essay [1], the introduc-
tion and conclusion share the same main topic. The topic is the theme or subject mat-
ter of the essay. The remaining paragraphs in this approach named “body paragraphs” 
contain details of the essay argumentation and are linked via the main topic. This 
approach is similar to a proposal drafts, e.g. in Conclusions section, where the para-
graphs are connected by the same topic, hopefully that of the problem statement, and 
are expected to include support of the results.  

The connection between paragraphs involves the interconnection of each of the 
sentences through its grammar constituents as subject and object. These constituents 
are observed as a pattern and allow to correctly interpret the information in the text. 
The sequence presented in the pattern can characterize specific types of discourses 
and therefore contribute to the assessment of the quality of the generated text [2]. In 
our work, e.g. in the Problem Statement section, the set of sentences that integrate 
each paragraph are interconnected by the same central topic. These connections pro-
vides an adequate sense of what the student seeks to address in the proposal. Under 
this approach, our research takes as a working unit the sentence. 

In [3], the authors present a related study with semantic flow of essays of students 
learning English, and argue that the paragraphs of the essays have an internal flow, 
i.e. each paragraph connects with the adjacent paragraph. If paragraphs are connected 
in ascending order, the essay is suitable from a semantic approach (see Figure 1). 
They took the measure of distance between vectors representing paragraphs to deter-
mine their semantic proximity. This proximity depended on the topic of each para-
graph. However, the topic flow in the essays was small, but present. They concluded 
that is possible to obtain a better semantic flow on collections of essays where the 
quality differences are more significant. 

 

Fig. 1. Essay A with a low grade and the Essay B with a high grade of semantic flow 

Our work takes advantage of a tool based on the Entity Grid (EGrid) technique to 
represent discourse, which was proposed to evaluate coherence in text [4]. The tech-
nique generates a representation constructed as a two-dimensional array that captures 
the distribution of entities in discourse across sentences, where rows correspond to the 
entities of discourse and the columns represent the sentences. The cells can have val-
ues such as subject (S), object (O), or neither (X). The main idea of this representation 
is that if similar object and subject are present in contiguous sentences, the assessed 
coherence is stronger.  For example, given the sentences (main entities bracketed):  

S1: [Microsoft]O is accused of trying to forcefully buy into [markets]X where [its 
own products]S are not competitive enough to unseat [established brands]O. 

S2: [Microsoft]S claims [its tactics]S are commonplace and good economically. 

Paragraph1

Paragraph2Paragraph4

Paragraph3Paragraph1

Paragraph 2Paragraph 4

Paragraph3

Essay A Essay  B
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we observe how the entity Microsoft appears initially as O in S1, then as Subject in 
S2, revealing certain coherence. The EGrid technique generates a model which is 
built from a specific corpus and such model is further used to evaluate new texts. The 
authors used 3,991 samples for training and 4,143 were used for testing on the topics 
of earthquakes and accidents. In our work, we identify the subject and object of sen-
tences with the goal of detecting the sequence of concepts, instead of local coherence. 
But our proposal uses paragraphs to train the model that will assess the concepts of 
the rest of the section.  

3 Analyzer Model 

A proposal draft consists of a series of elements (sections) that have been established 
by books on research methodology and guidelines. In this work, we selected the sec-
tions of Problem Statement, Justification and Conclusions because they are longer 
texts of multiple sentences and this allows to generate paragraph models. In contrast, 
an Objective (Hypothesis) can hardly generate a model, since typically has a sentence.  

Our model incorporates four different schemes (methods) to assess conceptual se-
quences and each is applied depending on the section being evaluated. For Problem 
Statement and Conclusions, First Paragraph of Reference (FPR) and Evaluation of 
Nearest Neighbor (ENN) methods are appropriate. For the Justification section, Cas-
cade Evaluation (CE), ENN, and Auto-evaluation of Paragraphs (AP) are pertinent.   

The first step of the analyzer is preprocessing of the student writing, which is done 
in two tasks. The first focuses on segmenting each section into paragraphs. Each pa-
ragraph is defined as a sequence of sentences bound by the line feed. EGrid tool  
requires as input, the text in a Treebank format1. The second task is a process of trans-
lation from Spanish to English using Google Translator, since our corpora is in Span-
ish. The result of the translation enables processing the text with an English parser, in 
particular that of Stanford. Currently, the parsers for Spanish do not adhere to the 
Treebank tags, as English parsers. Since we are mainly interested in the entities, we 
just expect that the translator keeps consistent translating such entities, that in most 
cases occurred, given that they are mainly technical terms. 

Our corpora for analysis and validation consisted of a total of 240 samples (theses), 
40 samples for grad and 40 for undergrad level in each of the three sections. The first 
part included documents of master and doctoral level. The second part included doc-
uments of Bachelor and Advanced College-level Technician degree. We initially ana-
lyzed the behavior of transitions of the EGrid in 10% of samples of the graduate  
corpus, in the three sections, employing the tool developed by [5]. 

3.1 First Paragraph of Reference (FPR) 

This method emerged after analyzing the Conclusions section. We observed that most 
of the transitions appear as first paragraph entities, i.e. entities identified by the EGrid 
tool in the first paragraph are further shown in the rest of paragraphs. Figure 2 illu-
strates this behavior. In addition, the remaining paragraphs also included same entities 
as the first paragraph. Note that the transitions appeared in a sequence (S, O, X, -). 

                                                           
1 http://www.cis.upenn.edu/~treebank/home.html 
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For instance, in the marked rectangle, the entity "systems” was identified in the 
second sentence as subject. Afterward, in the third and fourth sentences, it appeared 
as the object, and finally was identified as object in the eleventh sentence. These tran-
sitions provide evidence that most paragraphs are adequately connected in term of 
concepts. The FPR scheme begins by generating a model of the first paragraph with 
the EGrid tool. Then, subsequent paragraphs are evaluated with such model, with the 
expectation that they get a positive value. The results provided by the EGrid tool are 
in the range from 0 to 1, where zero indicates a random (null) conceptual sequence. A 
result of one implies the existence of a relationship between the model and the eva-
luated new text, i.e. a subsequent paragraph, hence the conceptual sequences is strong.  

 

Fig. 2. EGrid of a Conclusion (sample paragraph) 

After comparing each result obtained by the EGrid of the graduate corpus with the 
content of each Conclusions section, we found adequate sequence in those paragraphs 
that showed a value higher than 0.5 and a weak sequence in those below that value. In 
assessing the subsequent paragraphs, we expect the results to be above zero, which 
would show that the Conclusions section have a suitable conceptual sequence. 

3.2 Evaluation of Nearest Neighbors (ENN) 

This method was designed to evaluate paragraphs that, after being examined with the 
FPR scheme, obtained a value of zero, i.e. did not show a conceptual connection. 
These were called "null paragraphs". The purpose of this method is to relate the null 
paragraphs with their close neighbor paragraphs, before and after. The first step is to 
evaluate the null paragraph with the prior neighbor paragraph model. If there is no 
relationship between them, we proceed to evaluate the paragraph with the subsequent 
neighbor paragraph model. Finding a relationship between the null paragraph and its 
neighbor paragraphs, we will detect a connection with the rest of the conclusions. 
Also, all paragraphs of the evaluated section would have some sequence of concepts. 
Otherwise, this paragraph has no relationship to the rest of paragraphs. 

Figure 3a shows three paragraphs of a Conclusions section evaluated by the FPR 
method, with the first two having an acceptable sequence (strong connecting line).The 
third paragraph is null and shows no connection. When applying the ENN method on 
the null paragraph, we obtained a connection to its close prior neighbor (dotted line, 
Figure 3b), that enables the interconnection of the entire section and the null para-
graph is actually related to the whole section. 
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Fig. 3. a) Result after FPR, b) Result after ENN 

3.3 Cascade Evaluation (CE) 

This scheme evolved from what was observed in the EGrid regarding elements of the 
Justification section, i.e. it shows that transitions are distributed, and do not concen-
trate on one zone. A review between the EGrid and the evaluated original text allowed 
to find that some paragraphs presented a sequentially thematic relationship. For ex-
ample, Figure 4 shows a partial EGrid of four paragraphs of a Justification of a grad-
uate text. The third paragraph contained the entities “challenge” and “objective”, 
identified as subject and object, respectively. Afterwards, the same entities appear as 
subjects in the fourth paragraph.  This similarity in the two paragraph entities re-
vealed that the paragraphs are indeed directly connected. This behavior looks like a 
thematic window between two paragraphs, showing a relationship to the preceding 
paragraph. This window moves across remaining paragraphs (Figure 4, see marked 
zone). The CE method works by generating the model of the first paragraph that is 
used to evaluate the second paragraph. Subsequently, we generate a model of the 
second paragraph, and the third is evaluated with this model, and so on for the rest of 
the section. 

 

Fig. 4. EGrid of a Justification 

3.4 Auto-evaluation of Paragraphs (AP) 

This scheme was designed to evaluate null paragraphs that remained after being eva-
luated with any of the previously described methods. We decided to assess the para-
graphs individually, hoping that they were at least connected by themselves, even 
though they were not related to the other paragraphs. The first step is to divide each of 
the paragraphs in two parts, but only those with at least four sentences (the EGrid tool 
does not generate models for one sentence). Afterwards, we apply the FPR method, 
i.e. generate the model of the first "paragraph" and then the second is evaluated with 
this model. In this way, we assess the connection within an individual paragraph. 

First 
paragraph 
(Model) 1

Third 
paragraph

Second 
paragraph

First 
paragraph 
(Model 1) 

Third 
paragraph

Second 
paragraph
(Model 2)

a) b)
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Once we identified the main transition patterns, reaching the four schemes just de-
scribed, we validate them in the remaining 90% of the corpus. This is reported in [6]. 

4 Conclusions 

Assessing the sequence of concepts in proposal drafts is a complex task for comput-
ers, and often even for humans. We notice that the behavior of transitions in the Con-
clusions adhere to a pattern where most of the central entities concentrates in the  
beginning of the EGrid, i.e. the first paragraph contains information that was further 
developed in the other paragraphs. This behavior correspond to a pattern for conclu-
sions2, which begins with the restatement of the main premise, then a summarization 
of the key points, and finally the formulation of recommendations, assessments, and 
forecasts. The similarity between this pattern and that observed in the EGrid was veri-
fied by reviewing the texts of our corpus: we observed that when the student rede-
fined the main problem, he used many of the key terms of his proposal, which are 
reflected in the subsequent paragraphs. 

Problem Statement section showed a similar pattern as Conclusions. However, a 
slight difference in some cases was that most of entities appeared in the first two pa-
ragraphs. Regarding Justification, we notice that there exists a pattern where different 
entities are referred in a chained way, corresponding to different issues discussed at a 
time, as expected for this section. 

The analyzer can be easily applied directly to English drafts, only by omitting the 
translation step, needed for Spanish. Moreover, drafts in other domains can also be 
analyzed without too much trouble. We expect that this analyzer will encourage stu-
dents to develop better drafts and will contribute to an improvement in their writings. 

Acknowledgments. Work supported by Conacyt (Schlp 1124002) and SNI, México. 
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Abstract. Learning tools interoperability is a well-identified challenge tackled 
by different approaches such as the IMS Global LTIv2 definition. This paper 
presents a study to achieve interoperability in a cloud-based educational envi-
ronment for external tools loosely coupled to form a virtual learning environ-
ment. This research builds on the W3C community group project Hydra to 
achieve interoperability for Web-service-based learning tools. A proof of con-
cept is presented for one selected mind map tool supporting learning activities. 
The approach uses Web API descriptions based on a generic vocabulary built 
on Hydra and JSON-LD.  A proposed communication process handler is pre-
sented in order to enable the interoperability. Initial results demonstrate that in-
teroperability is highly efficient by means of a higher level of abstraction, while 
it simplifies the definition and coupling process of cloud-based tools. 

Keywords: Cloud-based Tools, JSON-LD, Hydra, Interoperability, Cloud-
based Educational Environment. 

1 Introduction 

Learning Tool Interoperability (LTI) is a highly relevant feature for further innovation 
in Virtual Learning Environments (VLE). It enables the use of new and specialized 
tools for the learning process in a single, unified, and seamless way. In this context, 
the IMS-Global LTIv2 specification [1] has become a widely recognized approach, 
one main feature is to VLEs to launch an external learning tool. It allows interaction 
with an external learning tool without further exchange of credentials, as well as in-
terchange of context, roles, and other complementary educational data. LTIv2 [1]  
defines interoperability between the tool consumer (TC) (e.g., VLE) and the tool pro-
vider (TP) (e.g., Cloud-based Web 2.0 external tools). It supports the launch from the 
TC of a tool hosted by the TP, and it will exchange all necessary data to enable that 
tool to launch. The TP is also capable of storing data in the TC, associating that data 
with a course (i.e., a grade obtained in the TP can be transferred to the TC). This is 
reached by means of a definition of a standardized architecture for bi-directional 
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communication that is based on RESTful [2] Web services. LTIv2 uses JSON-LD as 
its payload format. JSON-LD recently became a W3C standard. It is a serialization 
and messaging format, and through the use of linked data, interoperable Web services 
can be built. When implementing REST-based interoperability, a lack of use of Se-
mantic Web features was identified in [3]. The general problem of scarce use of the 
semantic Web to design RESTful Web APIs was tackled by the Hydra W3C commu-
nity group project [4][5]. The Hydra approach provides a means to describe Web 
APIs using a lightweight vocabulary and proposes the use of hypermedia controls to 
augment linked data. This initiative enables a TP to advertise valid state transitions to 
TCs in order to construct HTTP requests achieving truly RESTful services to improve 
interoperability. It also enables the TP to define the main entry point and to document 
the operations supported by the cloud-based tool (CBT).  

This paper exemplarily presents a Web API description (in Hydra terms API Do-
cumentation or API Doc) for two selected mind map tools. The research is based on 
the Hydra generic vocabulary (GV) for mind maps presented in [6]. A Hydra GV de-
scribes the common resources, operations, and properties of a Web API, leaving tool-
specific details to implementation time. This approach allows having an application 
domain type description of the Web API to avoid its duplication in each API Doc. 
The API Doc presented must be able to entirely describe the CBT Web API using the 
correspondent GV. To enable the interoperability with the aforementioned mind map 
tools, a communication process handler (CPH) is presented that acts as an interme-
diary layer between TC Hydra requests and TP standard non-Hydra responses. This 
solution will provide a lightweight infrastructure to process Hydra enabled requests 
and responses from CBTs  (TP). Thus, the remainder of the paper is structured as fol-
lows: Section 2 gives an outline of a Hydra-based API Doc description for a CBT 
mind map, then in Section 3 a description of a proposed CPH for interoperability is 
presented. Section 4 presents a discussion of the findings, and finally the conclusions 
and future work are presented in Section 5. 

2 API Doc Using Hydra GV for a CBT Mind Map  

Various learning activities involve mind maps [7], a technique used to represent con-
cepts’ connections to other concepts. Mind map tools were exemplarily selected in 
this study to demonstrate the flexibility of a Hydra-based GV. From the existing mind 
map tools analyzed in [6], one of them was selected for this research: MindMeister. It 
provides a rich Web API covering mind map manipulation in the same way as using 
the MindMeister editor (i.e., create a map, add an idea, add relations between ideas, 
etc.). The GV presented in [6] contains the common properties, data types, and opera-
tions that a mind map tool may have. The three main resources are user, map, and 
ideas. Each resource has its own set of properties with its corresponding data types: 
mm:User (userId, userName, userEmail, maps), mm:Map (id, ideas, creationDate), 
and mm:Idea (id, title, imageUrl, modifiedBy, modifiedAt, parent). Each resource has 
its own set operations. All of them are subclasses of a hydra:Operation. 
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A Hydra API Doc describes all the current resources, operations, properties, and 
data types that a tool supports through its Web API. From the GV, an API Doc can 
use the common operations and properties related to a resource (a map, idea, or user). 
Thus, the API Doc is defined for each specific mind map CBT, and it uses the GV to 
define its own classes; for example, the API Doc defines a retrieveMap operation that 
is a subclass of the GV RetrieveMapOperation. The API Doc describes the IRI, HTTP 
method, and expected data and return values when the TC requests an operation. The 
API Doc from the MindMeister tool describes the three main resources of a mind map 
tool: user, map, and idea. A user resource (learners and professors in this context) 
uses the GV class User and the properties userId, userName, and userEmail. It de-
scribes operations and properties for these components. It also has one supported op-
eration, which is retrievesUser, this gets all related information from a user. A user 
can be related to multiple maps, therefore the user property named User/maps is a col-
lection of map resources that belongs to a user. That property also defines a set of 
supported operations related to it: retrieveMaps and createMap. Both operations use 
the GV RetrieveMapsOperation and NewMapOperation, respectively, but they define 
the correspondent HTTP method to be used and what it expects and returns in the re-
quest. 

The map resource has the CRUD (Create, Read, Update, Delete) operations crea-
teMap, retrieveMap, editMap, and deleteMap, as well as some additional operations, 
such as shareMap and publishMap. Some operations use the GV. The map can have 
collaborators, which are a collection of users. This is supported by the operation re-
trieveCollaborators, which is a MindMeister-specific operation not described in the 
GV. The idea resource has the following properties: id, title, parent, modifiedAt, 
modifiedBy, imageUrl, and the operations addIdea and editIdea all use GV. There are 
also other operations and properties that are not part of the GV, such as correlations 
between ideas or positions of an idea in a graphical map.  

3 Communication Process Handler for Web APIs and Hydra  

As Hydra is a very new approach to JSON-LD-based Web service interoperability, it 
can be expected that currently available Web APIs do not make extensive use of it 
yet. However, many of the most mature and popular tools and services already have 
rich open APIs. That is the case for MindMeister, which has a RESTful XML-based 
API. Given that, a CPH has been implemented to invoke these services’ APIs. Thus, 
communication can be based on Hydra, the mind map GV, and the specific API Docs 
created for each service, respectively. The current prototype permits a TC to invoke a 
mind map using Hydra APIs for MindMeister and Cacoo and processes their  
responses. The CPH request and response process model (RRM), consist of the fol-
lowing four steps: 1) a TC makes a request to the TP (the CBT); 2) the CPH has a col-
lection of invoked service API method equivalents for each possible request, therefore 
it determines which is the correspondent method to perform the request for a given 
CBT; 3) the TP, such as MindMeister, offers responses in two formats: XML  
or JSON; and 4) the CPH with the payload obtained from the TP constructs the  
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Hydra-based response that the TC is able to process. It is worth mentioning that each 
Hydra response comes with the “@context” directive, which adds semantics to the re-
sponse through referencing the API Doc and the corresponding data types to be used. 
This can initiate a discovery process of resources and their properties and operations, 
which can be applied recursively until information related to a given object (a map in-
stance) has been obtained and processed. With a Hydra-enabled infrastructure capable 
of this discovery process, no specific coding for each tool is required. Only the Hydra 
GV and API Doc descriptions have to be used. 

The CPH architecture maps the steps described in the CPH RRM: 1) TC makes 
Hydra request (Hydra API call receptor), 2) CPH sends request to TP (HTTP request 
maker and caller), 3) TP returns response (HTTP response processor and maker), 4) 
CPH returns Hydra response to TC. First a request receptor component handles re-
quests to the CBT Hydra API, serving as proxy to the communication. Based on the 
TC request, the correspondent CBT API Doc is obtained. Then this is handled by the 
request processor, which extracts all related information that needs to go through for 
the final request to the CBT. This includes information such as expected payload, 
properties to be sent with the request, etc. The request will be formed based on the TC 
request but translated to the current Web API. That final request to the tool includes 
the use of Hydra template links, which serve to model automated URL queries to the 
TP. This gives the CPH a template to construct the URL at runtime, including  
the query parameters to be sent with the request. Once the HTTP request is made by 
the CPH, the response processor module takes the payload from the TP (CPH request 
and response model step 4) and validates the response. The correct format is verified 
for both JSON and XML responses. Then the response is Hydra formatted and seria-
lized using the response maker module, and finally the CPH sends the response to the 
original TC. Some response properties from the CBT will not automatically match 
with the Hydra-defined properties that the TC requires, therefore a configuration in-
terface module is provided to match all properties between API Doc and CBT. The 
property match process is done as an initial setup contract for a given TP, and it only 
needs to update that contract if the TP changes its response properties. 

4 Discussion 

The use case of mind map interoperability using JSON-LD, Hydra, and CPH has 
proven to be successful and a simple approach for education, in particular for VLE in-
teroperability with CBTs. The VLE (TC) will need a Hydra interoperable infrastruc-
ture to be able to process requests and responses to the CBT. Such infrastructure is 
outside the scope of this paper, but it is worth mentioning that it will be in charge of 
semantically discovering and using the fine-grained operations available in the CBT. 
With that infrastructure, it will just be a matter of adding new CBT APIs, with no 
need to custom code interfaces for each new tool. The CBT that does not yet use Hy-
dra will use the CPH as an intermediary to transform it to Hydra. The Hydra approach 
enables a high granularity management level of the VLE over the CBT, enhancing au-
tomation of the course administrative task over the tool (i.e., creating a map of each 



432 R. Hernández, C. Gütl, and H.R. Amado-Salvatierra 

 

group in a class, assigning read permissions to comment on other groups’ maps, etc.), 
and allows full access to the TP Web API. It only requires writing the Hydra defini-
tion of a Web API to include a new mind map tool. This can be achieved rapidly, 
without a large technical effort or complexity. 

The CPH communicates back and forth with the cloud API by using Hydra defini-
tions. Instead of writing code directly in the underlying API of a mind map (or any 
other tool, for that matter), all requests go through the CPH harmonizing the APIs. 
The advantage is that interoperability becomes much more efficient and the pro-
gramming can happen on a higher level of abstraction. The whole system is built on a 
layered architecture that helps to concentrate the transformations on a single layer in-
stead of having to spread them throughout the whole code base. As soon as the  
third-party APIs adopt JSON-LD and Hydra themselves, it becomes possible to com-
pletely eliminate the intermediary layer, which is the CPH. The Hydra approach is 
simpler because it just requires the CBT to publish its API using Hydra. It is not a 
specification of how interoperability should happen, as it is in the case of IMS LTIv2, 
therefore adoption and maintenance for the CBT providers is simpler. A Hydra inte-
roperability infrastructure that can be plugged into the VLE will require no further 
coding to interoperate with each new CBT; in addition, it will enable fine-grained  
operations over CBTs that are not possible now with IMS LTIv2. 

5 Conclusion and Future Work 

Currently, to enable interoperability between a VLE and a Web API of CBTs requires 
custom-made interfaces for each tool to be integrated; that is, programming interfaces 
to each Web API. This implies a considerable effort to build and update each inter-
face. The solution presented enhances that approach, as it converts Web APIs into 
APIs powered by JSON-LD and Hydra. It proves to be a robust way for the TC to 
control and administer tool resources, defining its properties and possible operations. 
At the same time, it simplifies interoperability efforts, enables a general abstraction 
for an application domain type (e.g., a mind map) through the GV, and permits the 
tool to be discoverable; for example, it finds all operations available for a tool at run-
time without involving customized code. 

The presented work simplifies interoperability for education and allows access to 
the complete set of features offered by a tool Web API, thus permitting it to create tai-
lored learning experiences. It is relevant to mention that VLE will need an interopera-
bility infrastructure to handle Hydra Web APIs. The API Doc presented in this work 
fully represents the CBT Web API, and the CPH correctly performs Hydra-enabled 
communication with the CBT Web API. The use of Hydra is a practical approach for 
interoperability, in contrast to a specification approach that requires TPs to adapt their 
APIs to specifications that are subject to change and might be a bit rigid [8]. With this 
interoperability approach, it is possible to enable learning orchestration mechanisms 
[9][10] that can enhance learner experience through the use of CBTs. 

While TPs adopt Hydra, the CPH will play a major role, therefore a possible en-
hancement is to create an API Doc builder to simplify the developer’s work to create 
and maintain the tool or service that he or she wants to convert to Hydra.  
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Abstract. Despite their advantages of portability and ease of use, mobile devic-
es have not yet been used in their full potential in education to measure and  
investigate real world phenomena. While some existing applications exploit in-
dividual sensors on mobile devices, there is no current toolkit that combines and 
customises data from the full range of sensors, and makes these data available 
for import to citizen inquiry science projects. This paper presents such a toolkit, 
called the Sense-it app, which gives access to all sensors on Android smart-
phones and tablets and connects to new or existing citizen science projects. We 
describe the design and formative evaluation of the toolkit in collaboration with 
students and teachers from a city technology college. 

Keywords: mobile phone sensors, citizen science projects, mobile applications. 

1 Introduction  

The idea of having ordinary people act as citizen scientists has become increasingly 
popular during recent years. Non-professional members of the public can voluntarily 
collaborate with scientists in order to contribute data to natural science projects such 
as species identification and air pollution. Citizen science is an inexpensive way to 
collect large-scale data sets for research purposes and educate the public in scientific 
thinking. Yet, citizen science is facing challenges in extending to a young population 
disinterested in science education [1, 2]. Also, most citizen science projects take a 
top-down approach; apart from data collection activities, they do not engage volun-
teers in all the stages of the scientific process. The aim of this paper is to address 
these challenges through the design and evaluation of a mobile application (app), 
called Sense-it. Sense-it unlocks the hidden potential of smartphones by giving access 
to phone sensors and it links to a web-based platform (www.nquire.info) which hosts 
proposed investigations. The concept, design and example applications have been 
developed through a partnership with Sheffield University Technical College (UTC). 

2 The State of the Art in Citizen Science 

Citizen science is a term used to describe the research collaboration between scientists 
and the public in projects such as species recognition and counting, and water quality 
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monitoring. The role of the public is to contribute to research-related tasks such as 
observation and measurement. The benefits of citizen science endeavours are scientif-
ic (“large spatial scales, long time series, data from private land, and labour-intensive 
data that would otherwise be expensive to collect”) and educational including “edu-
cating the public in science and scientific thinking, inspiring appreciation of nature, 
and promoting support for conservation initiatives” [3, p.1]. Participation in citizen 
science projects could contribute to the demand for STEM proficiency by offering 
hands-on STEM opportunities to amateurs and boosting their interest in these discip-
lines [1].  

One of the challenges citizen science faces is the perception that citizen science 
should be a means to recruit people as data collectors or analysts rather than engage 
them in all aspects of the scientific process. The frequently adopted model for doing 
citizen science is a top-down one with volunteers serving the traditional purpose of 
data collection [4]. Having non-professionals devise their own scientific questions and 
activities is a challenging task, for proposed investigations should be personally rele-
vant, accomplished using recognised methods of data collection and analysis, valid 
and ethical [5].   

3 Mobile Phone Sensing 

Mobile phone sensing is a relatively new area of research related to the use of sensors 
embedded into smartphones, such as accelerometer and compass, and their applica-
tion to domains such as social and environmental monitoring.  Sensors can be  
organised into: a) motion sensors measuring acceleration and rotation using a 3-axis 
coordinate system (e.g., accelerometers), b) environmental sensors measuring envi-
ronmental conditions such as air temperature (e.g., barometers), and c) position  
sensors measuring the physical position of the phone (e.g., GPS). Sensor-based appli-
cations designed explicitly for citizen science initiatives have been developed for the 
observation of nature such as iSpot (www.ispotnature.org), astronomy such as Meteor 
Counter (http://meteorcounter.com/), recording of environmental conditions (e.g., 
NoiseTube, http://noisetube.net/), and social science applications such as the Commu-
nity Ethnography app  (www.mtu.edu/news/stories/2013/october/story97909.html).   

The main functionality of available mobile apps is to capture nature and wildlife 
and report on environmental conditions as a means to solve science-related problems. 
The role of the user is restricted to mainly collect and upload data to science websites 
where professional scientists take over and analyse data. Based on the type of citizen 
science project to be implemented, these applications make use of only a specific 
number and not the full range of sensors available on smartphones. To the best of 
authors’ knowledge, no sensor-based mobile application has been yet developed 
which allows users to make use of all the sensors available on their mobile phones, 
connects sensor recordings to a diverse set of citizen science projects, provides instant 
feedback on how a sensor recording relates to other users’ input, and scaffolds users 
in proposing and designing their own citizen science investigations. This paper 
presents the design of such an application, called the Sense-it app (available in the 
Google Play Store). It can be freely downloaded from Google Play under a 3-clause 
BSD licence. 
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4 Design of the Sense-it App 

The Sense-it app is comprised of three tabs: the Explore, Record and Share tabs (see 
Figure 1). The Explore tab is used to preview a matrix of sensors available on a given 
smartphone. By touching a sensor icon, a graph is produced showing the live record-
ing of the sensor. The Record tab is used to select sensors, manage their sampling 
rate, record and save data. Users have the option to preview a graph of the data during 
the period of recording, save and inspect the recorded data. 

 

 

Fig. 1. The Explore, Record and Share tab  

The use of Share tab is twofold. First, it allows users to create profiles using the 
sensors selected in the Record tab. Profiles are used to group and save a set of sensors 
for future use. For example, to map the noise in a neighbourhood, the sound and GPS 
sensors are selected. The sound sensor captures the level and sound density and GPS 
provides the location of the observation. A profile described as ‘Noise map’can be 
created that includes the sound and GPS sensors. This profile is saved and is readily 
available when users access their application in the future. Second, it enables users to 
download existing profiles and contribute data to existing investigations by connect-
ing to a web-based platform. Collected data can be uploaded to the web-based plat-
form and automatically processed.  

A web-based platform names nQuire-it has been created alongside the Sense-it 
app. Users can use the platform to propose and run citizen science investigations in 
informal settings, explore, visualize, and analyse their data and compare it to other 
users. Post-processing algorithms are applied to calibrate data from sensors, assist in 
data interpretation and integrate data from multiple recordings into a single plot. In-
structions on how to author an investigation (e.g., how to record data using Sense-it) 
are given to ensure similar data acquisition conditions and improve reliability of col-
lected data. The platform hosts a set of investigations including, ‘Noise map’ (Sound, 
GPS), ‘How to attract bumble bees in your garden’ (Camera, GPS) and ‘Are birds 
scared by noise?’ (Sound, Camera, GPS). Future work is underway to create a com-
munity of users online who will propose investigations that will make use of the full 
range of available sensors.     
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5 Evaluation  of the Sense-it App 

As a means to engage young people as informants [6] in the design process, we part-
nered with Sheffield UTC. The role of young people was to evaluate and improve the 
design of the tools, define the aims and design personally meaningful science investi-
gations. The first prototype of the Sense-it app was evaluated by 96 students (16-18 
years old) (Males = 86, Females = 10). Students were formed into 14 groups and they 
were asked to use and then evaluate the toolkit and propose science investigations that 
might be implemented using the toolkit. A set of worksheets was given to each group 
to support and guide their activities. Worksheet 1 asked groups to propose two 
science investigations by writing down a title, a specific question and how to use the 
app to collect data. Worksheet 2 asked groups to write down what they like the most 
about the app, what they like the least about it and what they would like to change  
on it.  

Students’ answers were analysed using thematic analysis. The answers were orga-
nized in clusters of relevant meaning and reduced into summary categories. The anal-
ysis revealed the following themes: (a) In terms of their evaluation of the application, 
students were found to be satisfied by the potential to customize sensors, the fact that 
the recording data was presented in two formats (numbers and graphs) and could be 
saved. Their suggestions for improvements were clustered around: accessibility issues 
including the complex information display on graphs and sensors, difficulty in navi-
gation, the need for simplicity, and attractiveness in terms of colours, sensor icons 
design and fonts. (b) In terms of the proposed science investigations, these were 
grouped into the following categories: sound, light, acceleration and temperature. 
Some investigations suggested by the students are the following: How loud is it when 
you do Maths compared to English?, How bright does light need to be to wake you 
up?, What is the acceleration and top speed of the lifts in UK? 

The review of students’ proposed investigations revealed that the identification of 
science investigations that can be easily implemented and of interest to the majority of 
young people is a rather difficult task [7]. The investigation ‘Find the fastest lift’ pro-
posed by the students has already been integrated into the Sense-it app. Based on 
students’ recommendations, the following changes were made to the app: depictive 
icons for each sensor were designed, a help button was added giving a brief descrip-
tion of how each sensor works, and the three tabs of the app were renamed into Ex-
plore, Record, Share pointing to their main functionality.  

6 Discussion  

The development and evaluation of a sensor-based application which combines and 
customises data from the full range of phone sensors and makes these data available 
for import to citizen science projects comprised an important step towards engaging 
young people in doing citizen science. Initial insights from the evaluation of the 
Sense-it app reveal that young people liked the fact that they can use their phones and 
tablets to do science as well as the design of a flexible app which unlocks their phones 
potential. 
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The active participation of young people to the process of development, evaluation 
and use of the Sense-it app is an example of how citizen science projects could shift 
from the frequently adopted top-down model of volunteers serving only purposes of 
data collection [4]. Young people had the opportunity to negotiate how the application 
looks like and functions to better fit their expectations. In addition, the flexibility of 
the application offered young people the opportunityto set up and run their own 
science investigations and get credit for their contributions by assigning the authoring 
of each investigation to the person/s who proposed it in the web-based platform. As a 
final step, new investigations will be revised by experts to ensure young people  
provide detailed instructions on how data would be collected thus enhancing their 
quality.  

7 Conclusions and Future Directions 

We have described a mobile application which uses all the sensors on mobile devices, 
links to diverse citizen science projects, provides instant feedback on how sensor 
recordings relate to other users data, and allows users to create their own science in-
vestigations. The next step is to analyse emerging learning gains related to the scien-
tific method and evaluate users’ understanding of instructions on how to use Sense-it 
to run investigations and visualize and compare data.   

Although initial findings from use with young people revealed that they are inter-
ested in using the Sense-it app and defining their own personally relevant science 
investigations, there still remains an issue of how to sustain their interest and motivate 
long-term engagement and participation in citizen science activities. Among the me-
chanisms to be considered in future studies is web 2.0 technologies, for increasing 
popularity can result in increasing adoption [2], game-based mechanisms such as 
missions and rewards, and online community creation.  
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Abstract. Most Learning Management Systems (LMS) focus on providing rich 
learning materials to the learners but rarely offer possibilities to monitor and 
analyze their learning processes. However metacognitive strategies argue that 
learners can improve their learning performances by monitoring their activities, 
especially in the context of Project-Based Learning (PBL). Our work consists in 
designing tools to support metacognitive strategies. In this paper, a framework 
and a dynamic dashboard for PBL situations are proposed to help learners to 
collect, analyze and visualize the meaningful traces of their activities by them-
selves. The proposed framework integrates activity traces (interactions with the 
LMS) and reporting traces (semi-structured sentences written by the learners). 
The dynamic dashboard supports learners in the creation customizable indica-
tors through a user-friendly interface. 

Keywords: project-based learning, indicator, dashboard, self-regulation, meta-
cognition. 

1 Introduction 

The World Wide Web provides opportunities for creating virtual classrooms for 
learners and instructors [1]. Unfortunately, most Learning Management Systems 
(LMS) rarely offer possibilities to monitor and analyze their learning processes to 
improve their learning performances. Hence, our research aims to improve learners’ 
meta-cognition and self-regulation awareness by exploring the traces produced during 
the learning processes. We focus on the development of tools to help learners to 
monitor their own learning activities. 

Our works are conducted in the context of Project-based-Learning (PBL). Michel 
et al. [2] found that the use of a dashboard in PBL could help the learners to develop 
metacognitive skills and new behaviors. Based on this fact, our general research ques-
tion is how to design a dashboard to help learners to self-regulate and build metacog-
nitive skills during their project activities. 
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In our previous works[3, 4], we have defined a dashboard used in the PBL context 
as a Project Based Learning Management System (PBLMS). We have proposed a 
general architecture based on the management of the traces of the project activities. 
This architecture combines activity traces and reporting traces into a dashboard to 
support the learning processes [4]. The activity traces can reflect the interactions in 
the PBLMS environment, while the reporting traces can record the interactions out of 
the PBLMS environment. These two types of traces can give a general view of the 
project and can support self-regulation processes specifically if the learners are able to 
explore them directly.  

In this paper, we propose an operational dynamic dashboard for learners using both 
activity and reporting traces. In part 2, we introduce the existing dashboards used to 
support self-regulation and give a critical analysis. In part 3 we present the DDART 
system, a dynamic dashboard we developed. We finally conclude in part 4 and detail 
our future works. 

2 State of the Art 

A self-regulating dashboard should present the information about goals and activities 
at a glance on the shape of indicators that allow easy navigation to more complete 
information on analysis views [5]. So, the dashboard could be considered as a con-
tainer of indicators [3]. In order to calculate the indicators, we have identified two 
types of traces useful to build the indicators: activity traces and reporting traces [4]. 
This part describes the existing simple dashboards that enable the users to use prede-
fined indicators (all the aspects of the indicator are defined by the system developers 
totally) and dynamic dashboards that let the learners customize their own indicators 
(users can define all the aspects of indicators). 

2.1 Simple Dashboards with Predefined Indicators 

Simple dashboards are designed to help the users to monitor some specific aspects of 
their activities. CourseVis [1] computes graphical indicators by activity traces in 
WebCT. TrAVis [6] is a reflective tool that also uses activity traces to give students 
information about the way they carry out discussions or other collaborative activities. 
Students have access to the tracking data repository. Study desk [7] supports the mon-
itoring of the learners’ learning processes by evaluating the progresses and tasks from 
activity traces. Feeler [8] uses personal physical data to reflect the relationship be-
tween learners’ learning performances and well beings with the aim of fostering ref-
lection and awareness. NAVI Badgeboard [9] aims at improving individual awareness 
and reflection of personal activities through visualizing learners’ communication ac-
tivities by “badge” presentation.  

The system gStudy [10] is a collaborative learning platform. The traces collected 
are the log files and the messages in the module gChat. All the traces are analyzed by 
the module LogAnalyser. Radar [11] is a peer feedback tool that provides users with 
anonymous information on how their cognitive and social behavior is perceived by 
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themselves, their peers and the group as a whole. Reflector [11] is a reflection tool 
that computes learner’s answers about five reflective questions. PCO-vision [2] is a 
dashboard that supports self-regulation by offering a global view on objectives-
actions-results. The learners self-declare their goals and the way they carry out activi-
ties. They can explore these reporting traces to self-regulate themselves. 

2.2 Dynamic Dashboards with Customizable Indicators 

Dynamic dashboards offer three customization levels for the indicators. In a low lev-
el, users can set some simple parameters of the indicators; in a medium level, users 
can define the calculation functions and change the visualizations of the indicators; in 
a high level, learners can manipulate the traces used in the indicators. Navi Surface 
[9] has a low level of customization. It uses the same principle of badges presented 
with NAVI Badgeboard (mentioned in last section). Users can specify the names of 
the group members in order to view how the group badges acquisitions arise. The 
only visualization mode is badges. The Academic Analytics Tool (AAT) [12] supplies 
tutors with medium customization functions by allowing them to extract specific in-
formation from the activity traces and to select the calculation methods through a 
SQL query GUI. Specific computer skills are needed (write SQL) and the only visua-
lization mode of the results is tables. GINDIC [13] supports the generation of high 
customizable indicators by using activity traces but requires the users to have a com-
puter background because many parameters need to be set. The TBS-IM system [14] 
uses the concept of modeled trace (M-Trace) to enable tutors to select, transform and 
visualize activity traces produced by Moodle. The customization process is high. It 
offers various visualization modes to users but tutors are required to have some com-
puter skills to understand how to manipulate the traces and to define parameters.  

2.3 Summary / Critical Analysis of Existing Dashboard 

The previously presented dashboards can be compared from four aspects: target user, 
trace type, customization level and computer skills requirements.  

• Most dynamic dashboards are dedicated to tutors and researchers while most sim-
ple dashboards are supplied to learners. Learners have no means to self-regulate 
their activities and to build metacognitive skills. 

• Most dashboards explore the activity traces to analyze the learning processes while 
the reporting traces are ignored. The whole learning processes can be observed 
completely only by combining the two types of traces. 

• Most dashboards don’t supply the customization functions or just supply some low 
customization functions.  

• The higher the customization level is, the higher the computer background re-
quirements are. There is no simple but high-dynamic dashboard for learners. 

Based on the above analysis, we propose in the next section a dynamic dashboard 
based on the LMS Moodle.  
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3 DDART System 

DDART is a Dynamic Dashboard Based on Activity and Reporting Traces. This sys-
tem allows learners to create customizable indicators related to their activities. We 
choose to implement it as a plug-in of the Moodle platform. It is based on a four steps 
framework detailed in each part of this section: data collection, data integration, data 
calculation and data visualization. 

3.1 Data Collection 

Two types of traces are collected: activity traces and reporting traces. We have classi-
fied the activities in PBL into three categories: internal activities, external activities 
and non-instrumented activities [4]. We extract parts of the internal activities data, 
recorded directly by Moodle, to constitute the activity traces. These traces come from 
the use of five modules integrated in the platform (wiki, chat room, forum, private 
message and resource) and of two modules we developed: a reporting tool and 
DDART. The reporting traces are recorded when learners write reports in the report-
ing tool [4] to declare their non-instrumented activities and external activities. The 
reports are composed of semi-structured sentences.  

3.2 Data Integration 

This step aggregates the two types of traces together and generates a primary trace 
(PT). A primary trace is defined as “a trace model and a set of untransformed traces 
instances according to this model” [14]. It is the source data for creating the indica-
tors. Based on our PBL context, we propose a task-oriented pattern model to store the 
primary traces: 

 PT Ta, L, C, V, To, BT, ET, P  (1) 

With: 

• Ta: the task carried out by learners during the project; L: the learner who carries 
out the task; C: the category of the task; V: the value (detailed content) of the task; 
To: the tools supplied in Moodle to help learners to complete the project; BT and 
ET: begin time and end time of the task; P: the place at where the task was done. 

A filter function is supplied to help learners to set the constraints of learners, time, 
places, tools and tasks so as to have a smaller set of traces.  

3.3 Data Calculation 

The Fig. 1 presents the interface of the indicator design process. This interface is 
composed of three parts: (1) the “parameters” part ( see Fig. 1.a ) contains the list of 
all the parameters which are available for creating an indicator, (2) the “calculation” 
part ( see Fig. 1.b and c ) allows learners to specify the parameters and presents the 
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view of the indicator results and (3) the “visualization modes” part ( see Fig. 1.d ) 
supplies ten presentation models to learners to choose. 

This user-friendly interface is WYSIWYG (what you see is what you get) and the 
results can be calculated on the fly, without delay, so that learners can adjust the pa-
rameters all the time. It allows learners to create the indicators by dragging and drop-
ping the parameters and the visualization mode. Learners can manipulate five entities 
E={L, To, Ta, Time, P} from the PT model. They can cross the entities together, se-
lect the type of value to consider (frequency, time interval, content and description) or 
do some mathematical calculations (sum, means, etc.). The cross operator calculates 
the cartesian product E1×E2 as follow: 

 E E E , , E E , , E E E , , E E , E E , , E E  (2) 

 

Fig. 1. The main page for trace transformation and indicator calculation 

3.4 Data Visualization 

DDART offers ten visualization modes for learners: pie chart, bar chart, line chart, 
gauge chart, social network, scatter chart, area chart, table, tree map and combo chart. 
We believe that different visualization modes can help learners to obtain different 
information from different dimensions. We imported Google Chart API to generate 
these visualizations automatically. All the created indicators are presented in the 
learners’ own dashboards. Learners can follow their project and learning by observing 
their own customizable dashboards. 

4 Conclusion 

In this paper, we have presented the DDART system, a dynamic dashboard integrated 
to Moodle. This system can help learners to collect, analyze and visualize their traces 
in the form of meaningful indicators. By providing learners with DDART, we encour-
age them to explore information by themselves and learn how to regulate their  
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learning activities. Considering our future research work, we will conduct an experi-
ment in a real PBL situation to test the usability and the utility of DDART as a sup-
port for learners’ self-regulation.  
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Abstract. While technology can enhance learning, ironically, many on-
line systems occlude learners’ cognitive states because instructors do not
directly observe students solving problems. In this paper, we show how
we utilized an online mathematics homework system where students sim-
ply provided final answers to exercises. We then asked, “What can we
infer about the cognitive state of the student if they gave an incorrect
response?” Through data mining techniques, we found we were able to
ascribe a particular type of mechanical error or misconception to 60-75%
of the incorrect responses learners made on the subset of problems we
analyzed. As such, we illustrate methods for extracting this data to dis-
cover knowledge components embedded in an exercise, expose item bias,
and reveal learners’ cognitive states.

1 Introduction

In education, “going digital” runs a gamut. The low end consists of digital forms
useful for analytics, search, and archival. The high end consists of complete
monitoring of learner interactions along with their biometric measurements [6].
While the high end of the spectrum offers the finest resolution of student learning,
it also requires the learner to be, in a sense, “jacked in” and constantly surveilled,
which may impede learning [9].

In this paper, we targeted the lower end of the digital spectrum by working
with an online mathematics homework system where students simply entered a
final, free text response to each exercise. We then asked, “What can we infer
about the cognitive state of the student when they answered incorrectly?” Even
without intermediate steps embedded in the task we were still able to label 60-
75% of the errors in various exercises. We used relatively large sample sizes and
exploited templates, each instance of the template having different parameters
(e.g., “4+7” or “3+5”), which permitted us to see repeated patterns. We ascribed
several types of errors to even seemingly straightforward exercises, demonstrat-
ing that several Knowledge Components (KCs) – the skills, concepts, and rules
embedded in an activity [8] – may go into an exercise. Additionally, we were able
to determine bias in the template that made the problem easier or more difficult
depending on the parameters given. Methods such as ours illustrate approaches
to inferring learners’ cognitive states without complex assessment design and
without perpetual interaction and surveillance.
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2 Methods

Our data was comprised of user responses to online quizzes and tests using math
exercises from a college level developmental math book. Responses were free
text, final answers and graded as “correct” or “incorrect”. The system randomly
creates instances of each template using automatic item generation, often with
certain constraints in the hopes of keeping the problem within the same domain
and similar range of difficulty. In the two examples in this paper, one had 51
instances and the other had 1022.

We gathered student responses from each exercise. Since the response field
is free text, it was straightforward to find those cases where several students
converged to enter the same incorrect response. To determine how students ar-
rived at their particular response, we looked across the instances of the template,
comparing the peak responses to determine consistent patterns. After determin-
ing the type of error, we wrote mathematical expressions to match the specific
error for the given input parameters of the instance. We therefore tagged those
responses that had one or more errors attributed to them. (Since an incorrect
response might match more than one error formula, the “Total inferred” row at
the bottom of many of the tables we provide in our results is not a subtotal of
each error category. Each tagged incorrect response was only counted once.) We
then filtered out these cases and iteratively considered the remaining responses
in attempts to further ascribe possible types of errors.

We determined bias in a template in the following three ways: We first con-
sidered the fraction correct with a particular instance as compared with the rest
of the instances in a binomial test. We then looked at all instances that had
a variable set to a specific value. Taking each variable across all of its values
and performing the same binomial test allowed us to determine if and when a
variable showed bias. We carried this one step further and performed the same
binomial test on pairs of instance variables as well.

3 Results

3.1 “Find a Quotient” Example

Students were presented with the exercise “What is the quotient of x and 5?”
where x was a uniformly random multiple of 5 in the range [1000, 1250]. We
evaluated 2467 responses of which 379 were incorrect. With 51 possible in-
stances with x ∈ {1000, 1005, . . . , 1245, 1250}, there were only 7 incorrect re-
sponses per instance on average. Nevertheless, we noted that 31% of the errors
followed the form x × 5 and 12% of errors matched x + 5, indicating a miscon-
ception or misunderstanding surrounding “quotient”. Interestingly, while many
errors either multiplied or added, less than 1% of students gave a response that
matched x− 5, implying that these students realized “quotient” did not involve
subtraction.

We evaluated a similar exercise, simply stated as:

Divide: x
)
y
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(Type the whole number part and the remainder part of the quotient. Type 0
in the second answer box if there is no remainder.)

Users were provided with two text fields to type the whole number and remain-
der. This format and set of instructions with different conditions for x and y
comprised many exercises of the preceding section in the book relative to the
“Find a quotient” example. In this particular exercise x was an integer in the
range [2, 9] and y was an integer in the range [1000, 5000], calculated such that
there was no remainder, so users were always expected to give “0” as the re-
mainder. The errors from this long division problem never followed the format
of those errors just described in the “Find a quotient” example. For example,
students never expressed the answer as x × y. In fact, of those students who
solved both exercises, 57% of those that got the “Find a quotient” example
wrong had previously solved the long division problem correctly. Collectively, it
implies that many students simply stumble on the definition of “quotient” or
were thrown by the change in format to the question.

With the remaining responses to the “Find a quotient” example, we could see
that if the correct answer contained a “0” digit, that many student responses
omitted it. For example, if users were asked to find the quotient of 1015 and
5, which is 203, they might give “23”. Such a response indicates a mechanical
error or misconception surrounding place values and accounted for 10% of all
errors. In fact, while the mean probability correct was 85% for this problem,
when contrasting problems that had a “0” in their correct answer vs. those that
did not, the probability of success was 81% (p = 0.008) and 87% (p = 0.025),
respectively, indicating that the problem added another knowledge component
when asking students to deliberately consider the place value. Collectively, we
could characterize 58% of the errors from this problem, which are summarized
in Table 1.

Table 1. Summary of errors to the
“Find a quotient” example

ERROR FREQ
(%)

numerator × denominator 31

numerator + denominator 12

Omitted “0” in answer 10

Simply gave denominator 3

Simply gave numerator 2

numerator − denominator 1

Total inferred 58

~A 
~F 
~B 
~D 
~C 

These 
change 

Doesn’t 
change 

((B=3)*3 + (D=1)*3 + (F=0)*4 + (C=2)*1 + (D=1)*F)/13 
=(3*3 + 1*3 + 0*4 + 2*1 + 1*2)/13 
=(9 + 3 + 0 + 2 + 2)/13 
=16/13 
=1.23 

Fig. 1. Exercise to find the grade point average
(GPA). Each row of grades in the left column
can be an A, B, C, D, or F, except as specified.
The credit hours column is fixed.
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3.2 “Calculate a GPA” Example

As another example, we used the problem shown in Figure 1, which asks students
to calculate a GPA. A nice feature of this template is that the Credit Hours col-
umn stays fixed. As such, all correct answers divide the sum of the grade points
by 13. With 6322 exposures and a 43% success rate, we also had a large sample
of errors (n = 3634) to work with. Since one grade letter was not permitted for
each row, there were 46 possible instances such that correct answers will divide
some numerator {3, 4, ..., 48, 49} by 13 and round to the nearest hundredth. We
contrasted the correct and incorrect answers. Interestingly, several incorrect re-
sponses were given as a number properly divided by 13 and rounded. In this case,
learners obviously calculated an incorrect numerator. This accounted for 24% of
the errors. Another interesting pattern we observed was that many incorrect re-
sponses ended in .0, .2, .4, .6, or .8. In other words, learners were dividing by 5,
the number of classes, instead of 13, the number of credits. This misconception
revealed itself in a few ways as enumerated in Table 2.

We also observed a lot of bias in this template. Unsurprisingly, if the GPA to
be calculated was 2.0 or 3.0, the problem was significantly easier (50% fraction
correct) than if it was 12/13 = 0.92 (27% correct, and the most significant re-
sponse). We also observed that if three “Fs” were presented, the fraction correct
dropped to 31% (p = 6 × 10−5). While four “Fs” had a success rate of 27%, it
was not statistically significant because of the few samples. We also found that
when “As” were absent, the fraction correct was 39% (p = 0.0016) and when two
“As” were given the success rate went up to 46% (p = 0.016). Collectively, these
results hint that students understand the value of an “A” more than other let-
ters, especially “F”. Again, we speculate that perhaps students found it difficult
to imagine taking a course and not receiving any credit for it.

4 Discussion

In this paper, we showed how incorrect, final responses to mathematics exercises
can be aggregated and analyzed to infer specific types of errors. We were able
to label 60-75% of the errors in the exercises we sampled and ascribe at least
a half dozen error types to each problem. This work simultaneously quantifies
intra-template variability, possible knowledge components in an exercise, and
enables students’ cognitive states to be inferred by labeling their errors.

4.1 Shortcomings and Promise of Technology

The most time-consuming task, while also being the most critical component
of teaching, is the instructors’ continual assessment of student performance [4].
Students are doing more and more online, so instructors do not directly observe
students solving problems. In many cases, as in systems such as the one we
used where students simply enter a final answer, instructors do not see worked
solutions. Furthermore, as convenient as automatic scoring may be, many scoring
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Table 2. Summary of errors for the GPA problem. “Summed grades” are where stu-
dents applied A = 4, B = 3, C = 2, D = 1, and F = 0 to sum their set of grades, but
did not multiply by the credit hours.

ERROR FREQ (%)

Wrong numerator (Counting error) 24

Summed grades, but did not multiply by credit hours, then divided by
number of classes instead of credit hours

21

Answer out of bounds > 4.0 13

Rounding errors 11

Summed credit hours, but did not multiply by any grades, then divided
by the number of classes (13/5 = 2.6)

10

Summed grades and divided by the grade points 5

Correct numerator, but divided by number of classes instead of number
of credit hours

5

Summed grades, but did not multiply by credit hours (subset of “Wrong
numerator”)

2

Did not credit “Fs” 1

Correct numerator, but never divided 1

Summed grades and never divided 1

Total inferred 75

systems do not incorporate subtleties. More often than not, an item is deemed
correct or incorrect and scored by the item’s weight.

Our approach offers a window into students’ cognition that is often occluded
by technology. We show ways of discriminating misconceptions from mechanical
errors, which can then be communicated to instructors and students. The sys-
tem itself can score items differently and adapt to the learner. The most critical
component of successful learning is prompt, detailed, positive and timely feed-
back on student work [2]. Indeed, while technology may remove certain face-time
with instructors and a given system my provide insufficient metrics and feedback
to instructors and students, technology also has the capability of providing an
informative, data-rich environment [3].

4.2 Bug Libraries Revisited

Analytics surrounding mathematical errors is hardly new. Our work is reminis-
cent in spirit to the “bug library” work performed by VanLehn and Brown [1,7].
They constructed libraries of incorrect repairs to impasses to simple mathematics
problems. Their approach combined cognitive models to algorithmically gener-
ate possible bugs and extensive analysis on handwritten mathematics problems
solved by students. They ascribed, for example, over 70 bugs for subtraction. As
the complexity of mathematics problems grows, constraining the error space to
a limited, computational domain is nearly impossible. Automated methods to
infer bugs are still needed. Nevertheless, we demonstrate some analytic meth-
ods and considerations that might be utilized in the construction of automated
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methods directed at complex problems. For example, the “calculate a GPA”
exercise had a few important design characteristics. For one, it kept the Credit
Hours column fixed. This made a discrete set of correct solutions by which the
incorrect solutions could be contrasted. Furthermore, two of the variables – the
number of classes and the total credits – were each a prime number. Therefore,
the incorrect answers were, in a sense, more easily parsed. If the number of cred-
its were 10, for example, then it might not have been as apparent that many
students were dividing by the number of classes instead of the number of credits.

4.3 Knowledge Components and Bias

Knowledge components may be explicitly incorporated by task authors, or sta-
tistically revealed if unknown [5]. By labeling errors, we illuminate the KCs that
have failed, demonstrating another means of discovering them. Template bias
also indicates the KCs at play. We saw in our “Find a quotient” example that
students often omitted a “0” in their answer if the correct solution included it.
Such bias revealed a “0 in the tens place” KC that was absent in the other in-
stances. Likewise, our GPA example showed more students struggling with “Fs”,
incorrectly rounding, or having problems with the division when the GPA was
not a whole number. This revealed that different KCs were being challenged with
different instances. Collectively, our work demonstrates means of capitalizing on
digital approaches even when much work may be performed offline.
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Abstract. Online educational processes make use of different tools and plat-
forms through which learning resources can be shared. Nowadays mobile plat-
forms are gaining momentum and learners can experience mobile ubiquitous 
learning. This heterogeneity of resources and devices makes the design of  
e-learning content a relevant issue. In this direction, approaches to design web-
sites and applications that are responsive and adaptive to different kinds of  
devices in different contexts is growing in importance. In this paper we analyze 
this issue and discuss both the responsive and the adaptive approaches to  
e-learning content design in the domain of language learning. Through an expe-
rimental evaluation, we will try to demonstrate that, given the nature of lan-
guage learning, responsive web design approach alone seems not sufficient to 
provide an effective adaptation of content, especially of learning activities, to fit 
the device features, while adaptive techniques have better chances to. 

Keywords: language learning, adaptive systems, responsive web design, hu-
man-computer interaction, mobile learning, ubiquitous learning, semantic web. 

1 Introduction and Background 

With the spread of mobile technology, education is evolving toward a model in which 
learning is a pervasive and continuous process, more and more embedded within eve-
ryday digital activities. An obstacle to open and ubiquitous learning, however, is that 
mobile devices may have several different hardware and software features. The effect 
is that usability and user experience may be reduced when interacting with learning 
platforms that are not optimized for such features. Diverse design and development 
approaches can be adopted, but which is the better is a thorny issue. Solutions based 
on applications for mobile devices (native applications) exploit to the full the device’s 
features, but they are platform specific and must be developed, updated and managed 
separately. Web-based solutions, on the contrary, follow the principles of open Web: 
they are built on technologies that are open, accessible and interoperable, and run in 
standards-compatible web browser [6]. As a consequence, being not developed for a 
specific device, web-based solutions are typically less powerful and with a poorer 
look and feel when accessed through a mobile device. An answer to this problem has 
been the use of techniques borrowed from adaptive hypermedia systems [1,8,9]. Such 
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systems implement modules that modify some component of the user interface (con-
tent, layout, structure) so that it fits the user’s features, environment and device.  
Device features include browser version and platform, availability of plug-ins, band-
width, display size, input devices. Adaptive techniques are an effective solution but 
their design and implementation is costly and time consuming.  

An alternative solution has arisen recently: Responsive Web Design (RWD), a pa-
radigm that exploits new specifications for web technologies (in particular HTML5 
and CSS3, not yet W3C standards) to deploy websites that respond to the user’s me-
dia environment [4]. RWD enables web applications to have a better look and feel [3] 
and enables user interfaces to dynamically suite the user device without the imple-
mentation of specialized adaptive modules.  

Given this new scenario, the question to be explored is whether RWD is able to 
tackle usability problems that hinder the access to learning materials through whatev-
er device in a seamless fashion. This issue impacts on ubiquitous learning but also on 
openness of learning since materials and activities that are open but cannot be effec-
tively experienced cannot be said really open.  

To answer this question, we conducted an experimental evaluation aimed to test 
the validity of RWD vs Adaptation Techniques in a language course on an e-learning 
platform [5]. To perform the evaluation we switched on and off the Adaptation mod-
ule and we tested the usability of the learning activity on two groups of subjects with 
different devices. The results show that RWD performs well with some learning activ-
ities but it does not with others which still require Adaptation Techniques to obtain a 
sufficient level of usability. Below we describe the instructional design of the lan-
guage course and then the evaluation and results. 

2 Designing Responsive and Adaptive Learning Activities 

Stockwell [11] reports on the most salient features and issues concerning Mobile As-
sisted Language Learning (MALL). One of these issues actually concerns the physical 
characteristics of devices, a source of concern for mobile language learning [11]. 
Thus, MALL systems are a useful test bench for investigating the validity of RWD in 
learning activities since language courses are typically based on different activity 
types, which involve several characteristics of devices. With regard to the language 
course we used for the evaluation, namely a course on Collocations in English, we 
sketch below the main issues for its design.  

Axioms from language and mobile learning literature. 

• Language teaching assumes a variety of tasks and activities for the development 
of different language-related abilities [11]. 

• Low usability can compromise learning effectiveness and learner motivation. The 
issue of usability is critical to effective e-learning applications success. Research 
has proved that low usability can compromise learning effectiveness (see for in-
stance [10]). Diverse reasons may be responsible for that: cognitive load incre-
ment, distraction from the main task, annoyance and sense of frustration that may 
even lead to abandoning the learning activity.  
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Purposes of the platform development. 

• To provide teachers with a “write once run everywhere environment” so that they 
do not need to rewrite their learning activities for different environments. 

• To develop a language learning platform suitable for both mobile and web, capa-
ble of supporting the same task and activities variety. 

Approach.  

• In order to accomplish the first purpose outlined above, we chose a web-based 
approach instead of native solutions. Teachers build their course through a web-
based interface and the course is accessed by desktop or mobile devices through a 
web interface. The course is structured in progressive learning tasks. Each task is 
built by combining different base components, of two types: Inputs (I) and Activi-
ties (A). E.g. a reading task is built by associating a text (I) with an exercise (A), 
such as gap filling or multiple choice. 

• In order to accomplish the second purpose and complying with the axioms cited 
above, we had to face the issue concerning the usability of tasks and activities on 
different devices. This issue generated the research questions below. 

Research questions  

• Are there significant differences in the perceived usability of the different tasks 
on different devices? Which ones seem not to possess sufficient usability to guar-
antee learning effectiveness? 

• By using RWD procedures to adapt activities to a given device, do tasks result 
usable or do they not? In this case should the task be transformed using Adaptive 
Techniques so as to be usable on that device? 

Given these research questions, we developed our project on a double track: we 
used RWD as guideline for delivering the learning tasks, but we also designed and 
implemented an Adaptive module which evaluates the degree of fitness of the learn-
ing tasks with respect to a given device (the device in use) and is able to transform the 
task in order to improve its usability for that device. 

Table 1 shows some of the techniques we exploited to develop the language 
course. For each (I) and (A) component, the table shows the issues to be handled and 
the technologies used to face them. RWD techniques are displayed in row 2. They use 
a set of instructions available in the new specifications for HTML and CSS, in partic-
ular, media queries and fluid layouts. Media Queries represent the most interesting 
element as they allow to design style sheets so as to make them responsive to the 
screen and orientation of the device in use. Besides them, JavaScript libraries such as 
jQuery mobile, offer functions for mobile web applications. jQuery mobile imple-
ments the paradigm of progressive enhancement that allows users to access content in 
a layered fashion by enabling everyone to access the basic content and functionality 
of a web page, while also providing an enhanced version of the page to those with 
more advanced browser software or greater bandwidth. Problems, however, arise in 
case the enhanced feature is necessary and not accessory. Row 3 reports the Adaptive 
Techniques we implemented. The most complex ones concern learning activities (A).  
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Table 1. – Responsive and adaptive techniques used in the mobile language learning course 

 Input (I) Activity (A) 
 Text Audio Video Quiz Cloze Match 
Issues: 
specific 
problems 
to be 
managed 

Legibility and 
readability 
Text length; 
Navigation 
Scrolling 
 

Audio 
play-back
 

Video play-
back. 
Rate con-
straint for 
transmis-
sion 

Variety of 
visualiza-
tion of input 
display 
(radio and 
select) 

Variety of 
keyboards 
with differ-
ent usability 
and screen 
size 

Variety of 
pointers with 
different usabil-
ity; variable 
drag &drop 
support 

Respon-
sive 
tech-
nique 
used to 
manage 
the 
compo-
nentes 

CSS3 and 
HTML5: 
float rule to 
make the text 
responsive to 
the layout; 
jQueryMo-
bile to man-
age events of 
page life-
cycle 

jQueryMo-
bile; 
HTML5 + 
native 
audio 
(<audio> 
tag) to 
select the 
supported 
audio 
format 

jQueryMo-
bile; 
HTML5 
(<video> 
tag) + 
media query 
to select the 
supported 
video for-
mat and size

jQueryMo-
bile events: 
tap,  
taphold, 
swipe, 
swipeleft, 
swiperight; 
Widget for 
forms 
 

CSS3, 
jQueryMo-
bile:  
widget for 
forms 
(text input  
Widget, 
Grid). 

CSS3,  
HTML 5 to 
obtain drag & 
drop (draggable 
attribute); 
jQueryMobile:  
plugin for drag 
&drop and 
widget for 
forms 

Adap-
tive 
tech-
nique  
 

Text format-
ting in order to 
avoid scrolling 
and to increase 
text  legibility 

Player 
embed-
ding. 
Otherwise 
a loss is 
recorded 

Player em-
bedding. 
Otherwise a 
loss is rec-
orded 

Search for 
most suitable 
task/device 
pair (pivot 
element: 
pointer) 

Search for 
most suitable 
task/device 
pair (pivot 
element: 
keyboard) 

Search for most 
suitable 
task/device pair 
pivot element: 
pointer + key-
board 

 
These techniques exploit a knowledge base representing all the relationships 

among language learning techniques (e.g. cloze test), language-related abilities (e.g. 
reading comprehension), activity types (e.g. dictation), devices features (e.g., screen 
size, input method) and usability problems that may arise when executing an (A) type 
on one device. As explained in [5], we decided to formalize this knowledge in an 
ontology and to define a set of rules so that a reasoner could be able to evaluate (A) 
fitness for a given device. In case this usability falls under a certain threshold, the 
Adaptive module transforms (A) in the most suited type as regards both the device's 
features and the ability the activity aims at exercising. In case no suited type is found, 
or in case the transformed activity's learning effectiveness is inferior to the original 
one (e.g. when a gap filling exercise is replaced by a multiple choice one, considered 
as less effective for a morphology exercise), the system keeps track of this loss and 
will later be able to compensate it with other activities.  

3 Experimental Comparison  

The aim of the evaluation was to test the hypothesis that some of the components (I) 
and (A) in Table 1, even adopting the Responsive Web techniques, are not usable 
with some devices and to test the hypothesis that transforming such components into 
one that the reasoner estimates to be more usable, does actually increases usability.  

To test such hypotheses we used both qualitative and quantitative approaches, 
since each one may provide specific evidences and insights [7]. As is typical with the 
evaluation of adaptive systems [2] we compared two versions of the system: a SE 
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(standard engine) version, using only RW techniques to fit content to the user device 
and a TE (transformation engine) version that may apply adaptive techniques when 
the reasoner estimates a low level of usability for a certain task on a given device.  

The comparison between SE and TE was performed through an experimental eval-
uation using 12 real subjects, who were asked to perform two tasks on the English 
course on the Clire Platform [5]. The subjects were PhD students in Digital Humani-
ties at the University of Genoa. Preliminary to the evaluation, all subjects performed 
an anonymous English test. All of them gained a score >75% for level A2 (European 
Framework of Reference for Languages). The goal of this assessment was to be sure 
that possible different usability results in the evaluation were not due to language 
difficulties of the subjects. For the evaluation, the subjects were split into two groups, 
homogeneous for number and for devices’ features (pointer, keyboard, screen size and 
mobile OS). Each subject received a form which included: the instructions about the 
tasks, an anonymous ID for the test and a questionnaire. The Questionnaire was com-
posed of three sections: user data, device features and questions about the test: a set 
of four points Likert-scale questions (about orientation difficulties, usability difficul-
ties, overall rating of their experience, graphical layout) and a set of open questions 
about the subjects’ ratings and a specific question about any alternative exercises 
form they would have preferred. During the tests, an observer annotated problems and 
difficulties experienced by the subjects and their execution time to complete the tasks.  

Tasks were the same in SE and TE: two exercises on collocations, using different 
learning technique and different components (I) and (A). In TE, (A) could be trans-
formed into another activity (with the same ability and learning technique) in case the 
reasoner evaluated it not sufficiently usable for the user device. 

Results. The quantitative analysis showed relevant results for two parameters: task 
execution time (an indirect measure of usability) and usability difficulties (explicitly 
declared by the subjects) whose values in TE are lower than values in SE. This differ-
ence is statistically significant, as showed in Table 2, since p-values < 0.05.  

    Table 2. Usability measures with SE and TE 

 Task execution time Usability problems
 SE TE SE TE
Mean 16,833 14,333 1,333 0,667
StandardDev 2,229 1,366 1,155 0,577
P-value 0,046 0,034

This overall result confirms 
that using adaptive techniques 
improves the global experience 
of usability. However we need a 
more specific analysis about the 

transformations made in TE in order to know which activities were transformed due 
to an estimation of usability lower than a threshold. Moreover, we need to know the 
correlation among transformations, task components and device features. 

For the first goal we analyzed log files to discover which activities were trans-
formed in TE. For the second goal, we closely examined free text data and annota-
tions of the observers, analyzing specific tasks’ components where subjects could 
have difficulties and we intersected these data with device features.  

The most significant correlation that we discovered is between text scrolling prob-
lems in cloze tasks and medium/small screen size (r=0,94). Pointer type did not show 
significant differences and, surprisingly, users with Blackberry, using trackball to 
scroll text had less difficulties than users with touch screen.  
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Results from this first experimental evaluation are significant for diverse reasons. 
First, they show that mobile learning design has to face the issue of device variety and 
that the choice among different development approaches (RW, Adaptive Techniques, 
native solutions, etc.) has to take into account the type of learning activity. Further 
analyses could identify other correlations among tasks, components and device fea-
tures. Second, our experimentation highlights that learning activities (i.e. exercises) 
suffer the problem of usability more than passive content since they require specific 
physical tasks in order to be accomplished (e.g., learning activities often involve 
heavily selecting, dragging and entering text), therefore, their design is more critical 
as regards mobile learning. This result is particularly relevant for language learning, 
as it demonstrates that usability can be gained through the integration of RWD and 
Adaptive techniques and an improved usability can favor a real seamless learning 
experience [12] (differently from current solutions of mobile learning that usually 
distinguish a mobile from a desktop version of a course). Finally, we can notice that 
RWD has anyway obtained good results with (I) components and with some activities 
(A) such as quiz multiple choice. Therefore, it can be argued that when the RWD 
framework is more widely featured by mobile devices it will be exploited by learning 
providers and the barriers for open and ubiquitous learning will certainly diminish.  
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Abstract. What do learners value as learning and how does this value relate to 
the use of mobile technology? Inspired by Stimulated Recall and Photo 
Eliciting, 207 K-9 students took photos (a total of 283 photos) of what they 
considered learning situations. Using these photos as starting points, we 
conducted 21 group interviews that generated 293 utterances. From these 
utterances, seven themes were generated that shows how the learners expressed 
their values of learning in a rich and diverse way. Without asking explicitly 
about technology, 33% of the utterances addressed the adoption of media 
tablets. These statements also revealed that when the learners personally “see” a 
perceived value for them as individuals, then they label the situation as 
learning. This study’s findings show that identifying what young learners value 
as learning per se should be considered when designing teaching and learning 
towards learner-friendly active environments for pro-sumers. These findings 
also open the door for developing alternative ways for evaluating projects in 
schools that integrate educational technology. 

Keywords: Media tablets, Learners, Qualitative data, Photo eliciting, Schools. 

1 Introduction 

The use of media tablets in schools and higher education has rapidly increased. 
Several studies (e.g., [9] and [6]) illustrate the rise of media tablets in formal 
education. These studies most often analyse and evaluate learning from a teacher 
perspective, a didactical design view, or from an institutional perspective. In this 
study, we take the children’s perspective. We argue, when education claims that there 
is a shift from teaching to learning [2], to learner-centred concepts, then students 
become pro-sumers rather than merely consumers of education. Such an approach 
encourages students to create and value their own learning experiences. If this is the 
case, then research should be able to study the different forms of knowledge 
production. In this paper, we present the learners’ perspectives (K-9) with the unique 
approach that all pupils got media tablets. The project was launched in 2012 in a 1:1 
tablet program (one tablet per child). In an earlier study [8], we focused on the 
teachers’ digital didactical designs, which showed that the teaching practice has 
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changed towards learner-centred classrooms; in this study, we explore the expressed 
value of learning from the learners’ viewpoints. Specifically, we address two major 
research questions: How do children express what they value as learning? (What 
makes a situation to a “good” learning situation from their perspective?) (RQ1) and 
To what extent is the media tablet part of what the children value as learning, and if 
yes, how? (RQ2). Although the main purpose of the study was to explore how 
learners do experience the use of media tablets, we did not want to focus on the media 
tablet itself. Instead, we focused on learning to see whether the learners related 
learning to the media tablet or not. 

2 Description of the Methods and Context  

This empirical study was conducted in a municipality in a Scandinavian country with 
approximately 22,000 inhabitants. The municipality has seven schools from preschool 
class to grade 9 with around 170 teachers and 2,000 pupils aged 6-16. In January 
2012, all teachers and students were given a media tablet (iPad). This study is part of 
a larger project that evaluates the integration of media tablets in all schools in the 
municipality. This project has become a project of “changing the teaching and 
learning culture” with the aim to develop a learner-friendly environment in which the 
children are active and reflective pro-sumers making their learning visible [8].  

The study design was presented in meetings with teachers and school leaders. 
These meetings resulted in 24 teachers expressing an interest in participating; 
voluntary sampling [3]. In the end, 11 teachers and 11 classes participated. We 
requested the learners to take a photo of a “good” learning situation and then mark it 
with one word. The situations could be situated in school or in any other context. 
Thus, the learners’ perspective includes both a) the school context and b) the non-
school context. A child doesn´t have the primary identity of a student or pupil outside 
of school but can be seen as a learner or child in both school and non-school learning 
settings, therefore we use the term learners or children.  

The data were collected using specific interview techniques. During the interviews, 
the children were asked to identify “good” learning situations as depicted in 
photographs they had taken (phase 1). We also led a discussion about what they think 
“good” means in the specific context (phase 2). The photographs, taken by the 
children and mainly with the media tablet, were marked with a word or a short 
sentence provided by the children. This approach is inspired by Stimulated Recall [7] 
and Photo Eliciting [4]. The photographs and the utterances from the children were 
used to understand what the children believed learning is in general and in relation to 
the use of media tablets. Phase 2 consisted of mixing forms of semi-structured 
interview methods [5] [10] such as explorative conversation, focus group interviews, 
[12] and photo-interviews. The interviews used open ended questions such as “What 
does this photograph show?” or “Why did you pick this photograph?” Usually, two 
audio recording devices were used to record the conversations and interviews. 

The interview guide focused on learning situations and not on technology. In the 
first phase, we did not ask about the relation of learning to the media tablets, as we did 
not want the children to focus on media tablets but rather on learning. We assume this 
approach strengthens the validity of the data that describe the actual adoption of 
mobile technology in classrooms. 
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This study analysed what the children said about the photographs they took. All the 
utterances were collected in themes using a software programme. Seven themes were 
coded from the total sample of utterances. In total, the study involved 11 classrooms 
from grade 1 to grade 7. There were 207 children (100 girls and 107 boys) and 11 
teachers (9 female and 2 male). The children produced 278 photographs and five 
drawings. A total of 293 utterances were generated.  

3 Findings  

The findings are organized according to the seven themes that were generated from 
the analysis of the 293 utterances. The seven themes show the children’s view on 
“what learning is” with respect to their definitions of learning situations (Table 1):  

1. Various locations;  
2. Reading and practising language skills; 
3. Learning from someone (traditionally face-to-face); 
4. Learning from/through something (mediated artefacts); 
5. The learners know what works for them –‘I did it my way’;  
6. Engaged interactions;  
7. Making mistakes is OK.  

 
Utterances Themes  

1 2 3 4 5 6 7 Total 
Single meaning 
utterances (SiM) 

44 52 26 50 56 48 17 293 

Not related to 
Media tablets 

30 34 23 12 46 38 14 197 

Related to media 
tablets 

14 18 3 38 10 10 3 96 

Fig. 1. Summary of utterances in seven themes including relation to media tablet without 
explicitly asking about the media tablets. 

Theme 1 was generated from utterances that expressed learning activities in 
different locations: e.g., “Homework – To get the homework from the Intra”; 
“BookCreator – Rather work alone, but it can be done with others”; and “Bake a 
cake”. We also asked follow-up questions such as “What do you learn when you 
bake?” One girl responded that she mainly learns about math when baking (e.g., 
decilitres and litres). The first theme was generated from 44 utterances; 14 utterances 
were related to the media tablet. In total, 32% of the utterances were related to the 
media tablet even though the interviewers never explicitly asked about technology.  

Theme 2 was generated from utterances about reading and practising language 
skills (i.e., writing or spelling assignments). From the children’s view, this type of 
learning was seen as a prerequisite for more learning and enrichment of the language: 
“To have a vocabulary – The meaning of word is important”; “To read is most  
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important, you need it/do it all the time”; “Learn by reading – you get a better 
education by reading”. The second theme was generated from 52 utterances of which 
18 (35%) were related to the media tablet.  

Theme 3 was generated from 26 utterances that related to directly receiving help, 
information, or guidance from a teacher, a peer, or a parent: e.g., “You can learn from 
someone else who knows more”; “When I as a learner can observe and hear another 
person do something”; “From someone who is explaining – It can be an adult or a 
peer”;  “When the teacher explains – in his/her own language. It´s the best when the 
teacher explains on the blackboard since it also is written and can be seen”. Three 
(12%) of these utterances referred to the media tablet.  

Theme 4 was generated from 50 utterances about receiving help, information, or 
guidance from something (i.e., no direct/live interaction or conversation) that supports 
learning. Obviously, there is someone “behind” these things, but theme 4 focuses on 
the fact that learning has taken place using mediating artefacts. In most cases, the 
children’s utterances referred to a media tablet and the features: “You first see a 
YouTube film about something and then you practice”; “Google – you can find out 
something that you don’t know. For example, if you need help with the computer – the 
whole world can help you”; “Apps – Different apps to learn different things”. Of these 
utterances, 38 (76%) were related to the media tablet. 

Theme 5, ‘I did it my way’, was generated from 56 utterances that illustrate 
individual ways of learning and a deeper level of individuality. These learners valued 
learning when they knew what works for them during the learning process in order to 
improve the learning progress: “Find out new things”; “To explore new topics”; “A 
school visit to a piggery - Learning is facilitated when something feels real, to learn 
when it is for real”; “Practise – sit at home and practice alone”. Of these utterances, 
10 (18%) were related to the media tablet. 

Theme 6, engaged interactions, was generated from 48 utterances expressing a 
form of communication where the learners interacted, collaborated, and received help 
from someone. It also included expressions about sharing or presenting something: “It 
is important to be together in the class because we all have different views”; “Group 
work – You learn through discussion. Depending on the subject, group work can be 
more or less common”; “When you show/present things, it makes you repeat, write, 
prepare. Then you learn”. Of these utterances, 10 (21%) related to the media tablet. 

Theme 7, “making mistakes is OK”, was generated from 17 utterances about 
learning activities such as initiatives and challenges. In this theme, the utterances 
express learning as trials in which the children learn from being wrong or making 
mistakes: e.g., “At first it didn´t work but then it worked”; “Learn from being wrong; 
to make it better another time. It´s ok to be wrong in school”; and “Try on your own”. 
Of these utterances, 3 (18%) were related to the media tablet. 

4 Discussion and Conclusion  

The learners expressed their values of learning in a rich and diverse way (RQ1). The 
children valued learning when their personal needs were addressed (e.g., when 
something feels real) and when they saw benefits for themselves (theme 5, n=56 
utterances). The children stressed different values of learning as individuals and 
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and connected to the different blocks in the framework, resulting in an evaluation of 
the schools’ teaching, learning, and education activities. When applying the themes 
from the learners’ view of “what learning is” to the municipality project framework, 
developing teaching and learning with respect to mobile technology can be evaluated 
from the perspective of what the schools value. This strategy gives the schools an 
alternative method of evaluating teaching, learning, and the use of mobile technology. 
Schools will not have to rely only on national or international instruments such PISA. 

Conclusion. This qualitative study explored how young learners express what they 
value as learning in a municipality with a 1-1 media tablet programme. Photos that 
depicted learning situations were used as starting point. Media tablets are integrated in 
the learning culture and the relation between the media tablets and what the learners 
value as learning is expressed in a third of all utterances. The innovative methodology 
of this study reveals the learners perceived values of learning in a media tablet 
learning culture. This study also points to a new question: How to design teaching and 
learning that it increases the learners’ perceived value of learning? Using the data 
from the teachers’ view and classroom observation [8], we hope to develop a more 
comprehensive picture of the change in schools from teacher-centric to learner-
centred classrooms in future studies.  
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Abstract. Digitization of schools has been on the political agenda for decades, 
but despite all reforms, technology investments and professional development 
initiatives, the goals are not yet reached. We have examined how teachers’ per-
ceive their working situation in order to explore if the conditions are suitable for 
learning and novel teaching practices. 18 interviews with Swedish primary 
school teachers were conducted and transcribed, from which 330 excerpts were 
extracted and divided in two characterizing categories: fragmentation reflecting 
working rhythm and density reflecting working tempo. The working condition 
had characteristics known to cause stress and less wellbeing, which counteracts 
teachers’ sensitiveness to adapt to novelties and a reflective practice. This may 
jeopardize future professional development and thus digitalization of schools. 

Keywords: digitalization, school, 21st century skills, professional development. 

1 Introduction 

Government reports all over express the need to meet the demands of the 21st century 
skills, where emphasis is made on problem solving, teamwork, peaceful conflict reso-
lution, dealing with complexity and ambiguity, and being life-long learners [1].  The 
European Parliament listed digital competence as one of eight key competencies for 
the future. Digital competencies are nowadays referred to as "life skills", comparable 
to literacy and numeracy, thus becoming "both a requirement and a right" [2].  

The digitization of schools has been on the agenda for decades and has been inten-
sified in recent years.  Policy makers, technology producers and educators all express 
different hopes and expectations concerning what such implementation can lead to 
(e.g. [3,4]). There are numerous initiatives in European countries to integrate ICT in 
education. Extensive investments have resulted in Swedish schools being equipped 
with technology above average whereas the computer usage is average compared to 
European countries [5]. Nonetheless ICT equipment in the classrooms does not per se 
create new teaching practices aligned with 21st century skills. Many teachers and 
pedagogical ICT-applications use the new medium in a substitutive manner by “rein-
forcing old ways of teaching and learning” [6]. It is often claimed that the benefits of 
ICT-based teaching lies in transforming learning into new forms and redefining the 
nature of teaching, e.g., the TPACK framework [7] which suggests that teachers need 
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expertise in technology, pedagogy, content and context as interdependent qualities 
necessary to teach effectively with technology. Others also claim that the new compe-
tencies demanded by society call for radical change [1][8]. Yet, teacher training and 
education reforms have traditionally been quite divorced processes [1]. Research has 
shown a great complexity related to school reforms [9,10] and implementation of 
technology is no exception [11]. The discrepancy between policy and reality in terms 
of implementation of ICT is often blamed on the schools [12].  

This study is a detour from a 2-year teacher-training program financed by the Na-
tional School Board in Sweden, in which an innovative pedagogical game [13] was 
used to explore novel teaching practices in the classroom. The training followed ad-
vocated methods where ICT-usage is integrated as a natural ingredient in the didactic 
process [14], supported by known success factors such as collegial collaboration, 
classroom observations, outside expertise, reflection and experimentation [15, 16]. 
Yet, highly dedicated and skilful teachers felt forced to limit their participation and 
engagement beyond their desire, which intrigued us to investigate why. 

The research question we address concerns whether the working condition for 
teachers allows for radical change such as technology-inspired redefinition of teach-
ing practices? We will search for impeding factors in the working situation that may 
counteract the desired change due to the digitalization of school and society.  

1.1 Related Work of Teachers’ Working Situation and Interruptions at Work 

The issue of teachers’ working situation has received attention: OECD is currently 
conducting an international study, which comprises identification of teacher’s time 
distribution across countries. A recent report from the Swedish National School board 
shows that Swedish teachers work 9 hours and 40 minutes per workday, as well as on 
weekends. In addition to long working hours and little opportunity for rest; teachers’ 
working situation is characterized as being intense and complex [8][17]. In contrast to 
many professions who encounter their clients individually, teachers mainly meet their 
students in a collective situation but are still expected to individualize their teaching, 
causing a tension between individual needs and the group’s need. During non-
teaching hours, all other tasks such as administration, documentation, planning, and 
assessment, and lately new duties such as collaborations with other professions, men-
toring, and numerous school development programs, need to be accomplished. All 
together this leads to working days full of activity switches and interruptions. 

The performance and psychological effects of interruptions at work was examined 
in an experimental study [18]. The experiment participants carried out a realistic of-
fice task, while the frequency and complexity of interruptions were experimentally 
manipulated. Unexpectedly the study showed that interruptions cause people to  
perform the task faster while maintaining the level of quality: the gain due to over-
compensation is larger than the interruption cost. However, interruptions have nega-
tive impact on emotions and wellbeing, and lead to higher effort levels, so the  
improved performance is achieved at the expense of higher psychological costs. 

A similar subsequent study [19] supports the previous findings that people  
compensate for interruptions by working faster, at the cost of more stress, higher  
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frustration, more time pressure and effort. In addition they found that the interruption 
cost was independent of the topic being related or unrelated to the interrupted activity.  

2 The Study 

The importance of studying teachers' work conditions sprang from a national program 
on developing mathematics in schools using ICT. The project was conducted an ac-
tion-based research collaboration between researchers and practitioners, and involved 
in total about 60 teachers and 1000 students from a municipality in West Sweden.  

To address the research question, we chose to investigate the teachers’ perceptions 
of their work conditions by means of interviews in an explorative, interpretative ap-
proach. The respondents were recruited from participants in our project. The study 
includes 18 interviews with teachers, representing ten different schools and areas of 
socio-economic environments.  

The interviews were based on an open conversation in dialogue with the respon-
dents, using a set of open-ended questions for the interviewer to choose from; all with 
the intention to get the respondents in a narrative frame of mind to describe and give 
examples based on their own experiences. The interviews were conducted at the re-
spondent’s respective workplace and lasted between 40 to 90 minutes. The interviews 
were recorded and transcribed. During the interviews and transcription process, the 
idea of fragmentation recurred in the respondents’ stories and appeared as a central 
and commonly experienced phenomena worth analysing further.  The transcripts were 
analysed in a grounded theory spirit, and two researchers extracted excerpts related to 
time and fragmentation issues.  

3 Results  

From the interview transcripts, there were 330 excerpts judged as related to time- and 
fragmentation issues. These were divided in two main categories, describing the 
teachers work situation; fragmentation (76 excerpts) and density (206 excerpts), and 
one category related to perceived consequences of these issues (48 excerpts).  

3.1 Fragmentation 

By fragmentation we refer to causes or events behind activity switches during work, 
which together constitute the working day rhythm.  A total of 76 excerpts of teachers' 
work situation can be related to fragmentation, where teachers’ work is characterized 
by interruptions and lack of continuity. 25 excerpts related to fragmentation due to 
interruptions resulting in disturbances, during teaching or other tasks. The interrup-
tions were for example caused by student conflicts, phone calls from parents or un-
planned meetings with colleagues: "There is always someone who interrupts you, if 
you try to sit down for 10 minutes to reflect”.  
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There were 51 excerpts related to ‘Lack of continuity’, which refers to the agility 
of teachers’ profession and how they frequently have to handle new demands, rapid 
changes and unforeseen events. Extracts related to keeping up with new knowledge, 
new teaching methods, tools and techniques, is exemplified by: "The profession is 
constantly changing, there are new teaching tools and new research which generate 
new educational ideals" or "All the new technology, I find it hard to allocate time to 
keep up with technological development". Furthermore, respondents describe how 
they must handle many activity switches during a workday and also deviate from their 
original plan due to changed circumstances, such as substituting for absent colleagues, 
or modifying their original plan due to technology failure.  

3.2 Density 

Density refers to causes behind the total amount of activities to be handled during 
work, which determines how fast tasks need to be accomplished and how this give 
rise to the working day tempo. A total of 206 excerpts of teachers' work situation can 
be related to density, which denotes quotes that refer to how full of activities a work-
ing day is, and reasons for that. The respondents express how intense their pre-
planned schedules already are, and that pauses and time to reflect is not achievable in 
practice. Respondents express how they must handle students varying needs as well as 
handle a multitude of roles, related to the teaching profession. It describes the variety 
of functions and tasks carried out by teachers, both professional activities, but also 
additional tasks such as guard the schoolyard or serve lunch.  A total of 109 excerpts 
were categorized as different types of “time absorbents” and comprise work assign-
ments that are perceived as (too) time consuming. Examples include collaboration 
with colleagues, behaviour exhortation or documentation leading to a reduction of 
time control. In addition to technical problems and non-functioning equipment, learn-
ing and implementing new technology were considered as time absorbents as well, as 
illustrated by: “All the new computer programs and all the opportunities available, 
but when will I find the time to learn more and update myself?”   

3.3 Perceived Consequences  

The category includes 48 excerpts and refers to statements expressing teachers’ per-
ceived consequences of their work situation: deterioration due to shortage of time, 
overwork and stress. The respondents express how the pressed work situation hinders 
them from planning innovative high-quality lessons and how the pedagogical issue, as 
a consequence, is given lower priority “The stress makes me less of a teacher”. Addi-
tionally respondents express a need to overwork, in order to keep up with their duties 
and how they perceive stress due to their work situation, as illustrated by: “At some 
point it simply becomes too much to handle that the school finally had to send me to 
counselling”. 
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4 Discussion  

The respondents provide a consistent view of the profession as fragmented and in-
tense with an increasing workload.  There are mainly two ways to handle the situa-
tion: (1) To work more: this study indicates that teachers overwork and the result is 
consistent to previous studies. (2) To take time from other assignments: the respon-
dents expressed that the time for planning and reflection was often consumed by more 
immediate, insistent tasks difficult to ignore. The respondents expressed a great frus-
tration over their work situation. Yet they do not indicate much resistance towards 
their working conditions, instead they find strategies trying to cope with the situation. 

Thus, they compensate for the high workload and the fragmented work situation by 
working faster and harder. This is aligned with the results in [18] and [19] which 
shows that interruptions cause people to put in more effort and perform tasks faster by 
developing strategies to deal effectively with the interruptions. Already in the short-
term perspective, this caused psychological costs in terms of more stress and a nega-
tive impact on emotion and wellbeing.  In addition, our respondents also expressed, 
that they were not able to maintain the same quality of their work any longer. This is 
likely an additional long-term effect of a fragmented and dense work-situation. 

Based on these results, we would argue that the teachers’ working situation is far 
from optimal and that a reflective practice is hard to achieve under the current strain 
of work intensification. Therefore, the requested change on the teachers’ behalf to 
redefine teaching practices better aligned with 21st century skills development and the 
digitalization of society is jeopardized by the current work situation. Thus, teachers’ 
ability to make a difference to education and to society is at stake [8]. 

5 Conclusion  

As a result of our investigation, we have identified the following characteristics of the 
working situation: a fragmentation of time, fragmentation of responsibilities and den-
sity of activities. These factors decrease the teachers’ opportunity to deploy a reflec-
tive practice, to engage in transformative learning and to develop novel teaching  
practices. Hence, the eagerness to accelerate the digitalization of schools by providing 
more professional development initiatives, more reforms and demands for change, 
may not only have little effect it may be contra-productive. As a consequence, the 
fragmented and intense work situation can jeopardize teachers’ future professional 
development and thus a productive digitalization of schools. 
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Abstract. Manufacturing – as the name already suggests – is an area where 
novel ‘learning by doing’ approaches can help tackle the skills gap this industry 
is currently facing at large. Within this contribution, we apply human-centred 
design methodology to help overcome two significant ‘teething problems’ for 
augmented reality. We propose five use cases for the application of learning 
technology on- and off-the-job and we show how these use cases can be imple-
mented in an augmented reality based job performance aid, which we subse-
quently test on a real life story board in the furniture industry.  

Keywords: Augmented Reality, Job Performance Aid, Kinaesthetic Learning. 

1 Introduction 

The third generation of commercial augmented reality (AR) applications and devices 
is being heralded (e.g. [1]) and – as with all novel technology – it is not clear whether 
it will become mainstream or only cater niche markets. Other than its two predecessor 
generations, this third wave not only provides location and viewpoint adaptation, not 
only links content through computer vision to physical objects (ditto), but promises 
improvements in human computer interaction through wearable devices and a gener-
ally more immersive “unity of machine and human, working towards their common 
goal”, as [2] put it in their recommendation to knowledge management and learning 
technology strategists in industry on how to develop virtual and augmented reality 
systems that help leverage human capacity for performance at the workplace.  

The deciding factor whether this third wave of AR-software is mature enough for a 
mass market, so[1], is whether its four main teething problems will be addressed: fix 
the lack of critical content (incl. user-generated and repurposing of web contents), 
innovate better use cases, enable ‘fusion tracking’ of reality registered to a single 
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reference space, and create more optimal and accepted presentation techniques. While 
it may not be possible (or desirable) to find generic answers for these problems, the 
niche of learning technology in the manufacturing industry may be confined enough 
to enable development of viable solutions for on- and off-the-job learning with the 
help of performance aids. 

Augmented reality based technology enhanced learning solutions and job perform-
ance aids for manufacturing workplaces may well be a potential solution on which to 
demonstrate that technological teething problems can be overcome, while at the same 
time supporting an industry in its significant transformation and – if not prevent – 
then at least soften the expected (further) blows to the labour market by scaffolding 
personnel in their skill development to the next level.  

To make this happen and to tackle the four problems mentioned above, we have al-
ready provided an initial single reference space in previous publications [3,4], which 
we call ‘workplace and workspace model’. This reference space enables fusion track-
ing across sensors and devices by registering them in a unified workplace model, an 
instantiation of a more general workspace model of the manufacturing industries. 
Moreover, we have started integrating content learning object repositories for  
manufacturing industries in furniture production, aviation maintenance, and textile 
production, with tens of thousands of content objects available on the intranets at our 
industrial partners Agusta Westland, Aidima, and DITF (see [4]). Additionally, we 
have set up social learning platforms1 for these industries that will help elicit and 
share user-generated content. 

With this publication, we report on how we tackle the two remaining teething prob-
lems for augmented reality based job performance aids, namely the problem of lack-
ing use cases and the problem of more optimal presentation technology.  

The remainder of this paper is therefore organised as follows. In the second sec-
tion, we tend to the development of novel use cases: we derive a set of five fundamen-
tal application cases that implement required bi-directional tacit-explicit knowledge 
conversion modalities. These use cases help to determine the right balance between 
on-the-job and off-the-job elements for the different usage contexts. Following in 
Section 3, we then tend to the improved presentation technologies: we report concept 
and architecture of the presentation system, to – in Section 4 – subject the prototype 
to a reality test by adapting it to a full storyboard (in artisan furniture production), 
testing the use cases introduced. An outlook wraps up the paper. 

2 Use Cases in Manufacturing Learning 

There are conceptual differences in how learning is best supported in different appli-
cation contexts given in the workplaces studied (in furniture production, textile  
production, and helicopter maintenance), whether those needs are away from the 
workplace – e.g., in ‘training’ mode somewhere else – or the needs are at the work-
place – e.g., in ‘performance-support’ mode. The key difference is between on-the-job 

                                                           
1 TELLME .live: http://tellme.kmi.open.ac.uk 
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‘learning while doing’ performance-support and work-interrupting training – and 
below we will further differentiate on-the-job and off-the-job into five distinct use 
cases. Consequently, as this impacts on the cognitive and social capacity available, 
the mix of modalities for interaction and delivery for each use case has to differ, ca-
tering for the appropriate level of attention workers can direct to presentation and 
interaction with content. It is useful to differentiate between traditional (web-based) 
learning content and traditional augmented reality content. 

Table 1. Main modalities in tacit-explicit knowledge conversion of the envisioned application 
scenarios 

 Tacit Explicit 

Tacit 
Socialisation: 

Debriefing, On-the-job 

Externalisation: 

Wicked Problem, Debriefing 

Explicit 

Internalisation: 

Briefing, On-the-job,  

Wicked Problem 

Combination: 

Just about to start working, Wicked  

Problem 

 
Traditional learning content typically entails text and multimedia files presented in 

a web browser user interface. It sometimes encompasses more complex web apps and 
web widgets providing access to interactive content. Traditional learning content can 
be thought of as digitised classroom learning material. Traditional augmented reality 
(AR) content can be defined in the words of Radkowski & Oliver (2014), who high-
light the following main characteristics: “superimposes the natural visual perception 
of a user, generally provided by a video camera, with computer-generated informa-
tion”. AR enables the contextualisation of learning content from its linearity (e.g. long 
text paragraphs) to space (e.g. using action symbols by tying content to its environ-
mental context). The five use cases derived target different temporal stages in work-
place learning and they differ in the mix of traditional learning content versus  
AR-based content. 

Briefing is typically done in meeting-room or classroom-like environments. Users 
receive the big picture by going through written descriptions of the different steps of 
the process and all required background information. This scenario is optimal for 
traditional learning content. 

Just about to start working: The user is already in the place where actual work will be 
conducted and the environment context can be utilized to enable AR content. It is 
optimal to deliver a mix of traditional learning content with multimedia elements, 
while binding it to the environment with the help of AR technology. This kind of mix 
can be implemented on a mobile device using, e.g., a tablet PC or glasses. 

On-the-job: When actual work has started, the cognitive capacity of workers can be 
severely limited. This is where multimodal AR-technology is at its best.  

Wicked problem situations emerge in actual on-the-job contexts, leading to interrup-
tion or even abortion of the current work task in process. In this use case it is vital to 
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4 Testing the Solution on an Industrial Case 

Fig. 3 shows a snapshot of the user interaction in the implemented storyboard. After 
the user checks in (using a badge to authenticate), interaction with different materials 
and machines is demonstrated (sanding machine/papers with varying grit size in the 
sanding box; spray gun and different-sized nozzles in the spray booth). The prototype 
tests, how micro-assessments can be integrated to support data collection and match-
ing beyond automated observation of the visible by posing simple multiple-choice 
questions in the existing dialogue structuring facilities available. The prototype dem-
onstrates complex object interaction, guiding the user through a flow of actions, 
thereby requiring context-sensitive activation and deactivation of markers. 

5 Conclusion and Outlook 

With the development and the prototype for tablet PCs and glasses, we already have 
discovered that interaction between components will pose an additional challenge and 
the integration of widget components directly into an overlay HTML5 layer is not 
desirable at all times (particularly for the glasses application). 

We therefore envision for future development a stronger role of the widgets and in-
teractive eBooks accessible on the tablet and other mobile devices and we will work 
towards stronger interlinking the interaction between them. For example, an eBook 
with embedded video material and interactive HTML-based widgets can be used to 
initiate interaction in the glasses (think of a ‘try this activity’ widget that triggers the 
augmented learning experience to be started in the glasses).  

Testing of the first integrated system will provide additional valuable information 
regarding usability and utility of the first version. As the technology will be directed 
to serve a range of different purposes and industries, the development work may in-
clude several compromises to emphasize the particularly strong and rewarding fea-
tures. System development will continue exploiting human-centred design methods 
and its iteration loops with end-users from industry. 
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Abstract. Specifications of Multi-Player Learning Games (MPLG) are expressed
collaboratively by designers who don’t speak the same conceptual language. Of-
ten, specifications contain design errors and inconsistencies that are difficult to
detect in playtests. In this paper, we present a formal framework to assist design-
ers in modeling and automatic verification of learning games at the design stage
of development process.

Keywords: Multi-Player Learning Game, Learning Game Verification, Instruc-
tional Design, Game Design, Model Checking, Symmetric Petri nets.

1 Introduction

Context. Learning Games can be defined as “a virtual environment and a gaming ex-
perience in which the contents that we want to teach can be naturally embedded with
some contextual relevance in terms of the game-playing [...]” [1]. Multi-Player Learn-
ing Games (MPLG) are learning games involving multiple players who are competitors
or collaborators.

MPLGs are software applications resulting from costly and complex engineering
processes, involving multiple stakeholders (domain experts, game designers, learning
designers, programmers, testers, etc.) who often do not speak the same language. Usu-
ally, at the end of the development process of MPLGs, testing activities are conducted
by humans testers who explore the possible executions of the game to detect both de-
sign errors and programming bugs. However, the design errors are particularly hard to
find and so specifications and design properties become hard to verify. This observation
is more true for MPLGs implying multiple players which are concurrent and dynamic
systems implementing complex interactions between game universe and players.

Problem. First, the difference between the language used by game designers and the
language of learning designers can lead to inconsistency and design errors in speci-
fications. In this context, the construction of a rigorous specification clarifies several
aspects of system behaviour that are not obvious in an informal specification. Then,
the complexity and dynamic nature of MPLGs makes more difficult the verification of
properties on specifications, only by playtests. Indeed, it is widely acknowledged that it
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is cost-effective to spend more efforts at the specification stage, otherwise, many flaws
would go unnoticed only to be detected at the later stages of software development that
would lead to iterative changes to occur in the development life cycle [2]. In addition,
the exploration of all possible execution paths of MPLG scenarios is impossible man-
ually due to their huge number. For example, it is difficult for learning designers to
ensure, in game specifications, properties such as the winner of the game is always a
player that has acquired all domain skills or to ensure that it is proposed systematically
a reinforcement activity to a player who fails in a game level.

Contribution. We advocate to check the properties of MPLGs (such as those men-
tioned above) at the design stage before starting the programming stage in order to
reduce cost of testing activities and verify these properties automatically. We propose
a framework in order to formalize and verify game scenarios, at the design stage. Our
objective is to ensure that MPLG satisfies properties which are extremely difficult to as-
sess only by means of playtests. Thus, once the verification is performed on an abstract
design, development starts from a validated design. After this formal verification, the
test of MPLGs would be less costly.

This paper presents a formal approach enabling automatic verification of MPLG
properties. Among the available techniques, we chose the Petri nets to formally specify
MPLG and model checking techniques to verify properties.

Petri nets are a mathematical notation suitable for the modeling of concurrent and
dynamic systems [3]. Due to the dynamic nature of learning games, we selected a par-
ticular Petri net model: Symmetric net with bags. Model checking is a powerful way to
verify systems; it provides complete proof of correctness automatically, or explains, via
a counter-example, why a system is not correct [4]. This counter-example can be used
to pinpoint the source of the error [5].

Content. The following section details our verification framework. Section 3 presents
conclusion and perspectives of our approach.

2 Verification Framework

Today, video game companies use human testers to detect errors in games. Obviously,
this method is costly and unreliable (most of games receive several patches after their
release date). In our approach, we assume that MPLG scenarios become more reliable
and the development less costly if game specifications are verified prior to programming
stage.

Among the multiple models adapted for modeling behavior of MPLG, we chose the
Colored nets that are necessary to get a reasonable sized specification, thanks to the
use of colors to model data. Next, within the large variety of colored Petri Nets, we
selected Symmetric Nets with Bags (SNB) [6] where tokens can hold bags of colors.
They support optimized model checking techniques [7] allowing to verify properties of
MPLG. Moreover, the notion of bags is relevant to model some dynamic aspects (game
objects can appear or disappear, knowledge of players can increase or decrease) that are
typical of MPLGs in a much simpler way than with most other colored Petri nets.

We provide here a short and informal presentation of Symmetric Nets with Bags.
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2.1 Symmetric Petri Nets with Bags (SNB)

2.2 Informal Definition and Example

A Petri net is a bipartite graph composed of places (circles), that represent resources
(e.g, the current state of player in the game) and transitions (rectangles) that represent
actions and consume resources to produce new ones. Some guards ([conditions] written
near a rectangle) can be added to transitions.

The SNB of Figure 1 models activities of generic MPLG. Place beforeActivity
holds players and their context: skills and virtual state (stored in bags). The initial mark-
ing M in place beforeActivity contains one token per player (identified by p) repre-
senting his skills and virtual state (sets S and V respectively). Place activityDesc holds
the required skills and virtual states for each activity. The initial marking M’ in place
activityDesc contains a token per activity (identified by a) with its prerequisite (S-In
and V-In) and the information needed to compute the consequence of the activity on
the player (in terms of S-Out and V-Out).

Each activity begins (firing of transition start) only when player’s skills and his
virtual state include the prerequisite of the activity. Then, the activity may end in fail-
ure (transition looseA) or successfully (transition winA). Functions fwin and floose
represent the evolution of skills and virtual states of players at the end of the activity
(dropped in place beforeActivity). A player wins when winCond is true, it expresses
conditions on skills or/and virtual state.

The SNB shown in figure 1 allows us to model with very abstract and concise manner
MPLG scenario. This powerful expressiveness allows us to have the whole scenario on
a “small” graph (useful for automatic execution) but for a better understanding, it is
possible to imagine it “deployed”: one SNB for each activity.

SNB preserve the use of symmetry-based techniques allowing efficient state space
analysis [7] that is of particular interest for the formal analysis of MPLGs. The model in
Figure 1 is exactly the one that is verified (once max values defined), it is not mandatory
to instantiate it per activity and player. We have thus a powerful formalism and some
tools [7] to verify the expected properties of a MPLG.

We have applied our automatic verification approach to multi-players, parallel, con-
current or collaborative scenarios of MPLGs in order to test the feasibility of our formal
framework. We present the results obtained when studying the MPLG "Wonderland" .

<p,{S},{V}>

<p,{S},{V}>

<p,{S},{V}> <p,{S},{V}>

<p, {fwins(a, S, S-In, S-Out)},
      {fwinv(V, V-In, V-Out)}>

<p, {S}, {V}>

<a, p, {S},{V},
{S-In},{V-In},
{S-Out}, {V-Out}>

<a, p, {S},{V},{S-In},{V-In},{S-Out}, {V-Out}>

<p, {flooses(a, S, S-In, S-Out)},
      {floosev(a, V, V-In, V-Out)}>

<a, p, {S},{V},
{S-In},{V-In},
{S-Out}, {V-Out}>

<a,{S-In},{S-In},{S-Out},{V-Out}>

<a,{S-In},{S-In},{S-Out},{V-Out}>

winner[not winCond(S,V)]

continueGame

[wniCond(S,V)]

winGame

class
   Activities is 1..maxAct;
   Players is 1..maxPlayers;
   Skills is 1..maxSkills;
   VirtualObjects is 1..maxObjects;
Domain
   BagSkills is bag(Skills);
   BagVirtualObjects is bag (VirtualObjects);
   PCV is <Players,BagSkills,BagVirtualObjects>;
   ACVCV is <Activities,BagSkills,BagVirtualObjects,
      BagSkills, BagVirtualObjects>;
   APCVCV is <Activities,Players,BagSkills,
      BagVirtualObjects, BagSkills,BagVirtualObjects>;
Var
   a in Activities;
   p in Players;
   BS, BS1, BSp in unique BagSkills;
   BV, BV1, BVp in BagVirtualObjects;

M beforeActivity

inActivity

[V-In included in V and
S-In included in S]

start

looseA winA

afterActivity

M'

activityDesc

Fig. 1. Modeling a game activity in SNB
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“Wonderland” aims to train pupils of the primary school to solve arithmetic problems.
Players have to find and liberate a princess kidnapped by a dragon. To succeed, players
have to resolve arithmetic problems. In term of skills, a player wins when he holds all
the skills, therefore winCond is card(S) = maxSkills.

2.3 Verification

Once properties are specified for MPLG scenario, we formalize them for the automatic
verification. In our case, we use (1) the temporal logic to formalize the properties and
(2) both the CPN-AMI [8] and the Crocodile tool [7] as model checkers, able to pro-
cess efficiently Symmetric Nets. These model checkers terminate (if we have sufficient
memory resources and consider finite systems) with a positive answer or a negative
one. If one property is not verified (negative answer), the model checker provides a
counter-example. This counter-example is useful to pinpoint the source of the error and
to correct the specifications. Since the formal representation of MPLG allows the con-
struction of the reachability/quotient graph, we can verify properties automatically.

The properties presented in the table 1 are informally specified but they were de-
scribed by temporal logic formulas [4] and model-checked automatically with Crocodile
tool. It provided us either a complete proof of correctness of properties or a counter-
example.

Ending and winning properties. Let us first define the property winner(p) stating that
a player won the game. The learning-dependent associated property provided by the
learning designer is “The player who acquires all skills wins the game" (cf. the table
1). Therefore, winner(p) is true if: ∃〈p,{S},{V}〉 ∈ be f oreActivity such that card(S)=
maxSkills. In other words, there is a player token in place beforeActivity such that
the set of the player’s skills contains all the possible skills.

We call WinningProperty the property that ensures that a player can win the game:
WinningProperty⇔∃p∈Players,winner(p) (corresponding to the property “A player
who acquires all skills wins the game"). We call EndingProperty the property identi-
fying the end of the game. The game designer specified it as “Only one player can win
the game and all others lose it” (cf. the table 1), it was formalized as follows: ∃!p ∈
Players,winner(p).

The Crocodile tool has proved the first property and gave us counter-examples for the
second one. It allowed us to detect an inconsistency in specifications between the game
designers and the learning designers. Once the inconsistency detected, the designers
must agree on the solution to implement. If they want to model a game where only one
player can win (i.e. once a player wins, the others cannot begin a new activity) they must
change the guard of transition start. This transition can be fired only if the marking of
place beforeActivity does not contain a token 〈p,{S},{V}〉 such that winner(p).

The learning-dependent property “No player may liberate princess without all the
skills" and the game-dependent one “The player wins only when he liberates the
princess" associate the winning condition to the liberation of the princess. Crocodile
tool allows us to detect inconsistencies between the two winning views (acquisition of
all the skills and liberation of the princess) and the specification of the game : a player
could liberate the princess without acquiring all skills or he/she could acquire all the
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skills without liberating the princess. The model checker allowed us to detect these
inconsistencies and to correct them in the learning game specifications.

Table 1. Wonderland properties

Learning-dependent properties Game-dependent properties

“The learner can always improve his skills or at
least maintain them”, “One skill is seen by the
learner not more than 2 times ”, “The player who
acquires all skills wins the game", “There is no a
winner without all skills", “The player can not ac-
quire the skill “complicated multiplication" as long
as he does not have the skill “simple multiplica-
tion"

“The Hermit’s telescope is used by at most one
player”, “Only one player can win the game and
all others lose”, The player wins only when he
liberates the princess", “there is no deadlock be-
tween players”, “The player has to meet the wiz-
ard before winning the telescope ladders”, “The
player has to help the hermit before winning the
telescope”, “The player has to kill the dragon be-
fore delivering the Princess”

Scheduling properties. Among the temporal properties we have verified, the Crocodile
tools allowed us to detect a problem in specifications about the property “The player
can not acquire the skill “complicated multiplication" as long as he does not have the
skill “simple multiplication". However, Wonderland SNB allows a sequence where the
skill “complicated multiplication" is used whitout acquiring the skill “simple multipli-
cation". Thanks to the model checker we detected this design error.

Learning process property. It aims to verify that a player always has the possibility
to increase his skills (until he wins the game). Such a property is a temporal logic
property since it is necessary to compare the states along each execution. We call
increaseSkillsProperty the associated property.

We define first the increaseStrictly(s,s′, p) property where s and s′ are two states
and p a player. increaseStrictly(s,s′, p) is true if the set of skills of player p at state s is
strictly included in the set of skills of player p at state s′.

Then, increaseSkillsProperty= ∀p∈ Players, ∀s, a reachable state, the set of skills
is equal to Skills or there is a path leading to s′ such that increaseStrictly(s,s′, p).

This important learning-dependent property would have been very difficult to be
verified manually. The use of Crocodile tool allowed us to validate it in the Wonderland
scenario.

3 Conclusion

We presented verification framework allowing the formal modeling and the automatic
verification of MPLG scenarios. Our objective is to reduce cost of MPLGs development
by enabling detection of specification errors and inconsistencies at the design stage. One
interesting point of our approach is to provide tools helping both learning designers and
game designers to verify the MPLG specifications. The originality of our work can be
summarized in three points:

– our work aims to detect inconsistencies between learning designers and game de-
signers who do not speak the same conceptual language. Designers may have diffi-
culties to describe consistent and non-ambiguous specifications of MPLG
scenarios;
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– the formal framework that we propose addresses the learning and the game
properties at the same time;

– the model of Petri Nets that we chose and its optimized model checking techniques
allow us to verify specifications automatically in a finite time.

We applied our approach on specifications of MPLG “Wonderland” and we were
able to detect inconsistencies and errors in properties specified by both learning and
game designers.

Future Work. Other research are conducted to extend the framework in order to sup-
port the verification of properties related to collaboration and to concurrency in MPLGs.
We are also working on an editor to assist designers in building SNB models. We have
considered MPLGs composed of independent activities, we now have to put our frame-
work to the test of other types of MPLGs and adapt it if necessary.

Acknowledgements. This work was supported in part by the Region Ile de France and
by the french Ministry for the Economy, Industry and Employment (FUI). We would
like to thank them for their support in the "PlaySerious" project.
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Abstract. Guess it! is a gamificated app for smartphones that aims to
enhance students foreign language learning outside the classroom. Learn-
ing contents in the APP are not delivered to our learners but, rather
than this, they are produced by versatile tasks (e.g. rating or reporting,
adding new definitions, etc.) that although individually performed, affect
the community of learners. Firstly, we detail how the app can be used to
support students language learning outside the classroom, secondly, how
it helps learners to get actively involved in their own learning process,
thirdly, how the server intelligence is organically built on top of commu-
nity contributions and peer-assessments, so the more students use the
app, the richer the knowledge base becomes. And finally we show how
the data on students usage of the app and participation in the learn-
ing process can be used to automate the assessment by the language
instructor.

Keywords: mobile learning, foreign languages, gamification, apps, peer-
assessment, demonstration, open-source software.

1 Pedagogical Background

The purpose of the current work is to provide students with those learning tools
which are able to support and engage them towards foreign language learning,
outside the classroom. For this purpose we have designed a gamificated app,
called Guess it! which is based on the pedagogical framework of mobile learning.
As outlined by several researchers [3] mobile learning theories recognizes not only
the essential role of mobility and communication in the process of learning but
also the importance of the context to construct meaning. Mobile learning has
also been defined as a process of gaining knowledge through multiple contexts
amongst people and personal interactive technologies. In line with the aforemen-
tioned aspects Sharples proposes a framework, based on Engeström’s expansive
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activity model [1], to analyze the interdependencies between learning and tech-
nology. The framework he proposes is mainly based on five factors (subject,
object, context, tools and communication) which are themselves analysed under
two different perspectives: a technological and a semiotic perspective. The tech-
nological perspective describes learning as an engagement with technology, in
which devices such as mobile phones function as interactive agents which helps
its users to gain knowledge, to communicate amongst each others, to share and
negotiate contents and meanings and finally, to reflect on them. In contrast, the
semiotic perspective describes learning as a cognitive system in which learners
objective-oriented actions are mediated by cultural tools and signs. Guess it!
has been designed on the aforementioned framework and aims to offer learners
with a highly interactive and flexible learning environment that allows them not
only to ubiquitously get and produce new language input and output, but also
to personalize their learning contents according to their needs and background
knowledge. This is done by providing learners with several tasks that focus on
students’ reading, listening and writing skills. The tasks consist in guessing and
explaining different terms with the help of definitions in the target language, but
which are not necessarily related solely to the target language culture. The initial
corpus of definitions is gradually created, assessed and reported by the players
themselves, being formative [5,2,4]. In this way our learners are encouraged to
participate actively in their own learning process reviewing and reflecting on the
target language as well as the different contexts in which this is used. Hence
learners are organically co-constructing the system knowledge. Furthermore, in
order to make the different learning tasks more challenging, we gamificated the
app adding features such as a score system and rankings.

2 Learning Design and Architecture

Guess It! follows a client-server architecture as we can see in figure 1. Client
software is installed in students smartphones or tablets. It identifies the student
and interacts with the server through the Internet.

The typical application workflow begins by asking the user to select a lan-
guage and entering his login credentials to be redirected to the main menu.
Once a player has logged in the game he can choose the level, categories and
number of definitions he wants to play. In this way, the learning process is highly
customizable according to the educational needs. Once within the game screen,
the app will provide a definition of a term that the user will try to guess with the
optional help of a clue. After entering the right answer or wasting 3 attempts,
the system will show the term defined and the user will get the chance of lis-
tening its pronunciation and of adding the definition to his notebook for a later
review. Then, the user has to rate the quality of the definition before passing
to the next one. At the end of the game, an overall summary is shown along
with some stats to gamificate the app. However, the ”Statistics” option from
the main menu, will preserve the last game data along with a bulk of additional
useful information regarding all the games and definitions played.
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Fig. 1. Guess it! architecture

Additionally, for every 20 definitions played, the user is allowed to provide a
new definition for a term. That term was previously introduced in the system by
the teacher according to his learning objectives. This way the app does not only
oblige the students to guess terms, but also to define them. Once introduced a
new definition in the system, it will be played by the other students, whereas
the ratings obtained for the definition become peer-assessments for the author.

The server program stores the knowledge base, which includes the following
data: terms to study including their category and level, the definitions available
for each term, the definitions each student did guess or fail during each game-
session, the assessment of each player and the terms that each player considered
interesting to be restudied. With that information the system provides its users
with some useful feedback and different rankings, showing their learning progress
as well as level compared with the ones achieved by other peers. Additionally this
knowledge is being increased and continuously reviewed by the users themselves.
As a result of this process, the server will contain different graded definitions for
each term.

In order to monitor and assess the above mentioned process the course coor-
dinator can have access to different learning analytics which include: the usage
which has been made by each student of the app, the grades he obtained (ac-
cording to the terms that has been guessed and the grades his definitions have
received from peers), the grade he provided for each definition (compared with
those of the rest of the players), a report of the low-graded definitions can pro-
vide insights of the difficulties of a certain student, and another report with those
poor definitions that unfairly received high grades can highlight those students
who are unable to detect mistakes in the target language.

Finally, the server can create personalized tests for each player. These tests
might include those definitions that a student previously guessed and might even
detect if he guessed them by cheating using a dictionary or if he guessed them by
really having the required knowledge. Additionally, the personalized tests might
also include a certain number of definitions that a student either did not guess
or did not focus on during the different game sessions. Furthermore the system
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will provide the supervisor with different recommendations. For example, if the
ratio of students guessing a certain definition is below a threshold, we have to
check if the linguistic level of the definition is more complex than it should be
or if the students perhaps need a reinforcement in some language topics.

3 Conclusions

For the current project we have specifically developed an Android APP (avail-
able in Google Play1) and a PHP server program that are available as GPL
free software in its GitHub forge. From here users can download the system, see
screenshots as well as screencasts and get sample sets of definitions in different
languages and levels to start using the system in their own servers. The app has
been designed to support students ubiquitous language learning and incorporates
German, English and Russian language definitions. Nonetheless it can easily be
used for any language and at any level by simply adding the suitable vocabu-
lary and definitions in the knowledge base. Furthermore it takes advantage of
the crowdsourcing possibilities of the player communities to improve students
experience thanks to the collective intelligence implemented in the server. Our
future work consists in implementing the system for a large number of students
and to observe how it evolves and what is its impact on students’ learning.
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Abstract. Academic Analytics facilitate creation of actionable intelligence to 
enhance learning and student success. Visual Analytics methods like Motion 
Charts show changes through time by presenting animations within two-
dimensional space and by changing element appearances. We present enhanced 
user interface features of the Visual Analytics tool EDAIME primarily designed 
for exploratory analysis of Academic Analytics. The tool supports various visu-
alization methods and implements Motion Charts adjusted to academic settings. 
We also describe rich user interface abilities in detail.  

Keywords: Academic Analytics, Animations, Motion Charts, Student reten-
tion, Visual Analytics. 

1 Introduction 

Higher education institutions have a major interest in improving the quality and the 
effectiveness of the education. In [1], authors concluded that the increasing accounta-
bility requirements of educational institutions represent a key to unlocking the potential 
for Academic Analytics (AA) to effectively enhance student retention and graduation 
level. In [2], authors utilized analytics for developing predictive models of student 
enrollment and retention, and for identifying at risk students. They also highlighted 
three critical success factors–executives committed to evidence-based decision-
making, staff with adequate data analysis skills and flexible and effective technology 
platform. However, authors warned that more elaborated accountability can raise  
issues with privacy, faculty executive’s involvement, and data administration. 

Data visualization is an important part of successful understanding of complex da-
ta. Visualization of multivariate data without fundamental dimensionality reduction 
remains a challenge. Animations represent a promising approach to facilitate better 
perception of changing values. In [3], authors pointed out that animations help to keep 
the viewer’s attention. Motion Charts (MC) represents an animated data presentation 
method that shows multiple elements and dimensions on a two dimensional plane, as 
described in [4].  

MC elements are basically a two-dimensional shape representing one object  
from the data set. The variable mapping is one of the most important parts of the ex-
ploratory data analysis and no optimal method for mapping the data variables to  
element positions and appearances is available. Naturally, some mappings are more 
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appropriate and transparent than others. Both the data characteristics and the investig-
ative hypothesis should influence the selection of a variable mapping.  

MC allows exploring long-term trends which represent the subject of high-level 
analysis as well as the elements that form the patterns which represent targeted analy-
sis. The dynamic nature of the MC allows better identification of trends in the longi-
tudinal multivariate data and enables visualization of more element characteristics 
simultaneously, as presented in [5]. Several rules important for better clarity of transi-
tions are presented in [6]. Some of them are also relevant for the efficient design of 
MC and the beneficial user interface features.  

In this paper, we show importance of data visualization for successful understand-
ing of complex data and we also characterize the MC concept. In the next section, we 
present several papers that successfully utilized MC. Subsequently, we describe rich 
abilities of the EDAIME user interface. Finally, we summarize the results and present 
future work. 

2 Related Work 

Number of papers concerning MC has increased recently. In [4], authors illustrated 
how MC can tell dynamic stories. They utilized data about current employment statis-
tics and presented differences between the perception of common static charts and 
tables, and the dynamic manner of MC. Authors concluded that static presentation 
style serves well the purpose of relaying accurate quantitative data to the analyst. 
Authors also emphasized that the benefit of MC lies in displaying rich multidimen-
sional data through time on a single plane with dynamic and interactive features. They 
also pointed out that users are allowed to easily explore, interpret, and analyze infor-
mation behind the data. 

Beneficial feature for better visual perception of changes in time-series analysis is 
presented in [7]. Author emphasized both the benefits and the drawbacks of common 
data visualization methods, namely line charts and bar charts. Then, the author fo-
cused on dealing with issues concerning the time-series analysis. Subsequently, the 
author concluded that patterns of change through time can take many meaningful 
forms and introduced new feature, called visual trails, designed for MC. The feature 
allows tracing the full path that values take from one point in time to another. The 
feature is used for overcoming visual perception limitations of motions and allows 
analyst to examine degree of change, shape, velocity, and direction of change. Finally, 
the author successfully demonstrated proposed improvements.  

In [5], authors have presented SOCR Motion Charts infrastructure designed for ex-
ploratory analysis of multivariate data. The interactive data visualization tool enables 
the presentation of the high dimensional data. The tool is designed using object-
oriented programming, implemented as a Java applet and is available publicly. Au-
thors successfully validate the visualization paradigm using several publicly available 
data sets including housing prices or consumer price index. 
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3 EDAIME User Interface Features 

We elaborately described the design and the implementation of the EDAIME tool in 
[8]. The EDAIME offers a vast selection of features suitable for analyzing of AA 
which are not available in common charts. The configurable interactive features faci-
litate analyst to explore the data in more. User interface features are customizable and 
allow analyst to fine tune the display and variable mapping according to his or her 
needs. Analysts can also select input data, arrange the information, and interpret the 
statistics behind the data. Available features include mouse-over data display, color 
representation, plot size representation, plot trails, animated time plot, variable speed 
of animation, changing of axis series, changing of axis scaling, distortion, and support 
of statistical methods. 

Regardless of the great power of human brain, memory is quite limited. It is diffi-
cult to reconstruct the past events from memory, to recapture the sequence of events 
and details of each moment. When the trail feature is activated, the corresponding 
element is highlighted and the visual trail retains the entire path of the element as the 
time move forward and presents the passage of time as a single image. The trail is 
preserved during the whole MC animation and facilitates the easy visual tracking of 
the history of the element and enables to overcome the limitations of the memory. As 
described in [7], visual trails are particularly useful to reveal the nature of change and 
can help to examine the magnitude of change, shape of change, velocity of change, 
and direction of change. The nature of change of the corresponding trail is also calcu-
lated on the background and the trail is analyzed by statistical functions to provide 
additional information. The information reflects the statistical relationship between 
variables.  

Support of statistical methods is particularly useful for examining the nature of 
change. The methods provide simple summaries that form the basis of the initial de-
scription of the data and also serve as a part of a more extensive analysis. We utilized 
both univariate and bivariate statistical methods. Method input parameters consist of 
MC variables. When the animation playback is running, all of the statistical measures 
are computed for every element. Mouse-click event on each element will extract the 
interactive HTML table on the right side of the chart. The table is consisted of com-
puted measures for every element sorted in descending order according to the value.  

Layout of the EDAIME user interface consists of menu Controls that enables con-
trolling animation playback. Apart from play, pause, and stop buttons, there is also 
range input field which controls five levels of the animation speed. The controls faci-
litate the step-by-step exploration of the animation and allow functionality for trans-
parent exploration of the data over the entire time span. Analyst can interactively 
march through time by traversing mouse over semester number localized in right 
bottom of the screen of the EDAIME tool. Mouse-over element events trigger tooltip 
with additional element-specific information. Menu Data mapping allows mapping 
data into MC variables. Univariate and bivariate statistical functions can be applied on 
any of the MC variables. List of univariate measures include coefficient of variation, 
skewness, mean, variance, standard deviation, median absolute deviation, median, 
geometric mean, and interquartile range. Bivariate measures include sample cova-
riance, sample correlation, and paired t-test.  
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4 Conclusion and Future Work 

Common data visualization methods have limitations in terms of the volume and the 
complexity of the processed data. Animations are substantially transparent procedures 
that can readily present a good overview of the complex data. MC presents multiple 
elements and dimensions of the data on a single two-dimensional plane. The  
main contribution lies in enabling critical questions about data relationships and  
characteristics. 

In the EDAIME tool, we enhanced the MC concept and expanded it to be more 
suitable for AA. We also developed the rich user interface with impressive selection 
of features which provide a quick, convenient, and visually appealing way to identify 
potential correlations between different variables. The complexity of underlying data 
to be analyzed is reduced by the analyst's ability to control how the data is mapped to 
MC variables and displayed in the EDAIME tool. Among other, analysts can interact 
with the charts by refining chart criteria and clarify analyses of the relationship be-
tween variables. 

The additional representation of the data provides the analyst more possibilities in 
exploring the data, but the additional functionality can be also confusing. To verify 
user friendliness and usability of the tool, we will carry out a controlled experiment 
with two groups of users. They will utilize different VA tool and methods trying to 
understand the same dataset. 
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Abstract. This demonstration paper presents the Integrated Learning Design 
Environment (ILDE). ILDE is being developed in the METIS project, which 
aims at promoting the adoption of learning design by providing integrated 
support to teachers throughout the whole design and implementation process (or 
lifecycle). ILDE integrates existing free- and open-source tools that include: co-
design support for teacher communities; learning design editors following 
different authoring and pedagogical approaches; interface for deployment of 
designs on mainstream Virtual Learning Environments (VLEs). The integration 
is designed so that teachers experience a continuous flow while completing the 
tasks involved in the learning design lifecycle, even when the tasks are 
supported by different tools. ILDE uses the LdShake platform to provide social 
networking features and to manage the integrated access to designs and tooling 
including conceptualization tools (OULDI templates), editors (WebCollage, 
OpenGLM), and deployment into VLEs (e.g., Moodle) via GLUE!-PS.  

Keywords: learning design, integrated environment, teacher communities, 
authoring, deploying. 

1 Introduction: Meeting Teachers’ Co-design Needs  

The METIS project (“Meeting teachers’ co-design needs by integrated learning 
environments”; www.metis-project.org) aims at providing a complete set of 
conceptual and technological tools capable of supporting teachers along the whole 
process of going from pedagogical intentions to the setting up of all the technological 
resources required for their enactment. METIS builds on the body of research on 
learning design [1,2] that has been accumulated during the last decade, as well as on 
the myriad of available free and open learning design authoring tools that cover a 
broad range of design practices and pedagogical approaches. The ultimate METIS 
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goal is to foster the adoption of learning design practices and tools in real educational 
practice, without disrupting the current technology-enhanced learning ecosystem, 
mainly dominated by Virtual Learning Environments (VLEs) and Web 2.0 tools. 
Thus, METIS's main intended outcomes are: an Integrated Learning Design 
Environment (ILDE) that enables teachers to choose among multiple learning design 
authoring tools, (co-)produce, explore, share, evaluate and implement [3] learning 
designs in mainstream VLEs (e.g., Moodle);  and, a set of professional development 
(PD) actions (e.g., workshops) customized for different educational levels. Such PD 
actions are aimed at training educators in the use of learning design practices 
supported by the ILDE, and are also proposed as an instrument to eventually become 
part of the training programmes of educational institutions. METIS emphasizes the 
role of community/social aspects as change drivers in teaching practice [4].  

This paper describes the current ILDE version (section 2), which has already been 
employed for supporting several PD actions on learning design (section 3).  

2 ILDE: Integrated Learning Design Environment  

The ILDE supports cooperation within "learning design" communities in which their 
members share and co-create multiple types of learning design solutions covering the 
complete lifecycle. This has been achieved by the integration of a number of existing 
learning design tools (Fig. 1), supporting: 
 

 

Fig. 1. Schema of tools integrated in the ILDE 

Community: To support co-design, sharing, self- and peer-review evaluation of 
learning design solutions the ILDE is built on top of LdShake [4]. LdShake provides 
social network features, including sharing designs with different access rights, public 
comments to designs, private messages, exploration of shared designs, exploration of 
community members’ activity, etc. Thus, it also acts as a repository, controls the 
access to designs, and embeds in its web space conceptualization, authoring and 
implementation tools; all in all, offering an integrated user experience.  

Conceptualization: Before starting with the actual creation of learning designs, it is 
important to reflect about the characteristics of the context in which the designs will 
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be applied (e.g., Personas, Factors and Concerns), sketch ideas for the design (e.g., 
Course Features, Course Map) and reflect about abstract descriptions (e.g., Design 
Pattern, Design Narrative). The ILDE integrates a number of design templates and 
tools facilitating the conceptualization of learning design solutions, most of them 
derived from the OULDI project [5]. 

Authoring: Authoring is the key step between the often sketchy conceptualization of 
a learning design solution and the implementation of the learning design solution in 
VLEs that provide the runtime environment for the design artefacts. This requires the 
production of a detailed definition of a learning design that can be deployed and 
executed with a specific group of learners. There are several tools available for this 
learning design stage. Most of the tools allow visual authoring of learning designs, yet 
each tool provides its own authoring approach. For instance, WebCollage [6] allows 
learning design modelling in the web browser based on design patterns; being a web-
based application, WebCollage is directly integrated within ILDE's workflow. 
OpenGLM [7], on the other hand, is a desktop application that can produce learning 
designs in a format understood by the ILDE, which can be used for implementation of 
such detailed designs. To integrate with the ILDE, OpenGLM offers search in, import 
from, and export to ILDE within its desktop user interface. Similarly, CADMOS [8], 
being currently integrated in ILDE, separates the structural-conceptual perspective on 
learning design (e.g. activities) and the flow perspective. Generally, ILDE allows the 
attachment of arbitrary file types to the design solutions, some of which can be used 
further for implementation – e.g., IMS Learning Design [9] compliant packages. 

Implementation: This phase includes a first step in which an authored learning 
design is particularized for a concrete learning situation, e.g., a “course” in a specific 
VLE. It involves creating groups with the students enrolled in the VLE, assigning 
groups to different learning activities, and selecting learning tools to support those 
activities (both tools provided by the VLE itself, or external third-party web 2.0 tools 
that are integrated in the VLE using the GLUE! system [10]). For carrying out this 
particularization of the designs, the ILDE makes use of the GLUE!-PS system [11]. 
GLUE!-PS translates learning designs, represented with the computational languages 
of the different authoring tools, into a common internal representation or “lingua 
franca”. The teachers, using the GLUE!-PS graphical user interface, then manipulate 
these representations. In a second step, once all the details of the particularized design 
are worked out, GLUE!-PS “deploys” it into the VLE, i.e. it sets up and configures all 
the VLE elements that represent the learning design (activities, groups, tools, …). 
Thus, for instance, a WebCollage authored learning design can be automatically 
transformed into a Moodle course ready to be accessed by the participating students. 

3 Pilots Using the ILDE  

The ILDE has been employed in the support of several PD actions in institutions for 
Vocational Training, Adult Education and Higher Education. Part of the PD actions 
consisted of “collaborative learning (CL) training workshops” in which participants 
were instructed about CL fundamentals, practised in co-conceptualizing and  
co-authoring CL activities, and were finally guided through the process of deploying 
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their designs into Moodle. All workshop activities were carried out with the support 
of the ILDE, including the sharing and peer-evaluation of the designs. A second 
subset of PD actions included the enactment of a selection of the designs with 
students in authentic conditions. These enactments close the cycle of going from 
pedagogical ideas to their actual use with students, with the support of the ILDE. A 
total of 48 teachers were involved in a first round of workshops (12/2013-4/2014). A 
second round of workshops is planned for the second half of 2014.  

 
Demonstration Outline. The main ILDE features and affordances (as described in 
section 3) will be demonstrated at the conference. A video of the ILDE and links to 
the different installations used in the workshops (mentioned in section 4) are available 
at http://ilde.upf.edu/about/. 
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Abstract. The European funded project Med-Assess supports assessing of 
work-based competences and job knowledge of nurses, indicating existing 
knowledge gaps, and ultimately providing recommendations for improving 
nursing competences. This paper presents the Med-Assess concept, and reflects 
the implementation results of its ontological approach for analysis and assess-
ment of nursing job knowledge. The ontological approach matches the nursing 
requirements and domain specific knowledge, and provides the logic for as-
sessment of the end-users i.e. job applicants, nurses and care-givers.  

Keywords: Knowledge Base, Assessment, Ontology, Nursing, Med-Assess. 

1 Introduction 

Health sectors across Europe demand highly qualified nurses. Nursing education is 
strongly tailored to on-the-job training and learning by doing. The key to determine 
quality of nursing performance is determined as the ability and skills for applying 
domain specific knowledge in various situations properly. Work-based competences 
can be categorized in three groups: competences as (i) a list of tasks, (ii) a collection 
of attributes, and (iii) a holistic or integrated relationship [ 1]. In a wide overview me-
ta-competence is concerned in relation with two key points, firstly, “how to apply 
skills and knowledge in various task situations”, and secondly, “how to acquire miss-
ing competences”. Assessment of the competence level is associated with job perfor-
mance. The assessment is to assure attainment of the work objectives, or to measure 
capabilities for reaching higher performance level. Competence assessment is classi-
fied into two groups, (i) assessment of objective competence with standard test of job 
knowledge requirements, or (ii) subjective competence (task-based competence) with 
performance assessment. Assessing competences of nurses is at the core of the EU-
funded Innovation Transfer project Med-Assess: Adaptive Medical Profession Asses-
sor [ 2]. Med-Assess aims at emphasizing “competences required” and “competences 
taught/learned” in order to analyze “competence gaps”, and consciously recommend 
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“learning materials”[ 3]. In order to apply competence assessment and competence gap 
analysis, a meta-ontology is formalized for Med-Assess to clarify what is the relation 
between (a) nursing tasks demanded by health sectors, (b) competences required for 
performing certain tasks, and (c) learning needs, which enable the practitioners to 
perform the task [ 3]. Med-Assess can be utilized within the job to assess the level of 
competence regularly, analyze the competence gaps, and improve their knowledge to 
fill these determined gaps. A nurse acts the role of learner, and at the same time she 
performs the given tasks as an expert (supervisor) for novice/beginner nurses. This is 
a learning process for developing the nurse’s personal profile through learning on the 
job. Alike, the job applicants and nursing students can use Med-Assess to estimate 
their competences based on the market demands. 

2 Med-Assess System 

Med-Assess deploys a knowledge-based approach [ 3] with the main feature being the 
Med-Assess Knowledge Base (MAKB). It uses different types of ontologies to estab-
lish the semantics between certain entities. Ontology represents “domain-specific 
entities along with their definitions, a set of relationships among them, properties of 
each relationship, and, in some cases, a set of explicit axioms defined for those rela-
tions and entities” [ 4]. STUDIO, an in-house software solution, provides features for 
creating ontologies and storing the test questions and learning materials [ 5]. The on-
tology model is the backbone of the STUDIO system that, on one hand, provides a 
formal description of the domain of interest, on the other it serves as a basis of the 
adaptive knowledge testing solution. The Nursing Ontology –stored in the Ontology 
Repository of STUDIO – is the central element of the content authoring processes in 
Med-Assess. The structure of content is also determined by the ontology in STUDIO, 
meaning that every piece of content (learning material or test questions) is connected 
to one specific concept of the Nursing Ontology. Learning materials are stored in the 
content repository, while test questions are stored in the test bank. Additionally, there 
is also a content developer application, which offers content management functions to 
the content authors; and a content presentation component, which is entitled to 
present the stored content pieces (both tests and learning materials) to the users.  

The already mentioned knowledge base (MAKB) consists of (a) Medical domain 
provides the formalization of relations between concepts/terms of the medical know-
ledge domain, which a nurse should know, the (b) Task domain provides the forma-
lization of concepts/ terms of the nursing tasks in form of taxonomy and the (c) Meta 
model provides the relation between the Medical and Task domains. The main mod-
ules of Med-Assess are (1) User profiling, which manages and stores all information 
about a user, which is provided by the system or entered by the user, (2) Assessment 
of user competences, analyzing the competence gaps and (3) Recommendation for 
recommending appropriate learning materials based on detected gaps. The User’s 
Profile Data Base (UPDB) is another feature and establishes a repository to store the 
user’s information, test results or competence level. The first step in this module  
is to collect the information of a user as curriculum vitae (CV) of the applicant and 
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consequently storing it in the UPDB. After taking the test and providing the recom-
mended learning materials in the A and R module, the second step are the outputs, as 
the test result and the list of recommended learning materials will be delivered not 
only to the user, but also stored in UPDB. Assessment and Recommendation aim at 
assessing the applicant’s competence level and recommending the appropriate learn-
ing materials for improving competences gaps. A and R consist of MAKB, Test Engine 
and Recommender. The main requirement for the building of the test question struc-
ture is that the questions are about the knowledge of a nurse, and it should be possible 
to apply an algorithm for calculating a score and automatically recommending match-
ing learning content based on the candidates test results. Med-Assess currently works 
with multiple choice questions, where the candidate has to answer which of the 
named statements or described processes is correct or wrong, which statement does fit 
the given context the most or least or how the nurse would act, given a certain situa-
tion. Of course the questions and respected answers are specified by domain experts. 

 

Fig. 1. Screenshot of Med-Assess Competence Assessment Dashboard 

Taking into account the question styles, a short explanation of the Adaptive Test 
Engine and Evaluation module follows. The Adaptive Test Engine generates test 
packages depending on the competence of the applicant. As mentioned earlier, Med-
Assess is built from a nursing ontology, where each node has got a number of test 
questions and related learning content. If a candidate takes the test, she starts at a 
more general level (of the ontology), and is led to the detailed level based on her an-
swers. This is built like a ring structure (c.f. Fig. 1, left side). The inner circles are 
asking for the more general knowledge like nursing in general, while the more diffi-
cult or expert questions are on the outer rings. A candidate is only able to access these 
outer questions, when she is able to answer the more general ones before. The an-
swers are categorized in three levels of accepted, not totally accepted and rejected. 
The Test Engine calculates the test score in a numerical way: first the percentage of 
correct answers is calculated on the outer most rings and these percentages are 
summed up in the next (inner) level. Summing is continued until the most inner 
knowledge element is not reached. In case that the answer is not correct or not totally 
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accepted (c.f. Fig 1), the system provides a detailed explanation why the candidate 
failed. The explanation is concerning that knowledge element (i.e. which question or 
questions were incorrectly answered), and a link of related learning material describ-
ing that specific knowledge element is also provided.  

3 Conclusion and Future Work 

The present paper introduces the features and the background for developing the 
Med-Assess system. Med-Assess raises practical implications for the health sector in 
Germany. For the improvement of the system, the major issue is to develop and stan-
dardize a reference process model of nursing for adopting Med-Assess with various 
protocols and curricula in Germany as well as autonomies of nursing across EU. In 
addition, nurses may develop their career profile by practicing the lessons in various 
situations. Therefore former experiences of nurses are a valuable source for enriching 
the MAKB. The experiences should be extracted e.g. using structured interviews, 
classification and validation by experts. This issue has also been discussed in the for-
mer publication (c.f. [ 6]). The performance of the nurses should also be analyzed by 
empirical analysis of results through participating in several test sessions. Last but not 
least, technological, pharmacological and process-related changes may oblige a nurse 
to improve her knowledge, learn new terminologies, and practice new tasks. The 
problem of new-knowledge for new-tasks, and evidences of changes need to be care-
fully taken into account for sustaining the Med-Assess system with regard to ad-
vances in treatment and changing market demands. These are considered as open 
issues and potential works for further development of Med-Assess in future. 
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Abstract. In this demo paper we present adaptive educational system ALEF, 
which addresses several drawbacks of existing systems supporting learning 
programming such as limited support for specific adaptation, collaboration, and 
motivation resulting from complexity of learning programming, which must in-
volve practicing and active experimentation. ALEF constitutes comprehensive 
annotation framework to support interaction and collaboration, motivation 
component for keeping learners engaged and extensible architecture allowing to 
include additional programming languages. ALEF has been used for 5 years at 
Slovak University of Technology and has served more than 1 200 students. 

Keywords: learning programming, integrated learning environment, ALEF. 

1 Challenges in Support of Learning Programming 

There are many domains where adaptive educational systems are successfully em-
ployed to support learning (many of them presented at conferences such as EC-TEL, 
ITS/AIED, UMAP). The advances in technology, web technology in particular, in the 
recent decade brought substantial advantages for interaction and collaboration [3]. It 
enabled interactive learning environments to emerge in order to support domains 
where learning from ‘static’ materials does not suffice. An example of such domain is 
learning programming. According to Kolb, a complete learning cycle includes active 
experimentation [6]. This particularly applies for learning programming, where theo-
retical mastering of (often abstract) programming concepts is not enough. 

Many of educational systems created to support programming focus on automatic 
assessment of programming tasks, social support or adaptation during learning. 
Automatic assessment systems are widely used in university programming courses. 
Beyond managing submissions of programming assignments, returning feedback on 
correctness and assigning grades, these tools have evolved from command-line inter-
faces to comprehensive web-based tools that begin to integrate with learning man-
agement systems [5]. Recently, web-based programming support systems emerged to 
better support learning programming at various levels (writing code, debugging, ana-
lysing) by utilizing Web 2.0 features (e.g., [4]). Notable advances in adaptive support 
for learning programming can be found in works of Brusilovsky [2]. 



 Integrated Environment for Learning Programming 499 

 

However, despite recent advances in technology enhanced learning programming, 
learners in majority of programming supporting educational systems may still en-
counter several drawbacks: 

• Limited support for adaptation. Often no proper user model is built, user actions 
are stored on per-document (not per-concept or per-competence) basis. 

• Learning object type monotony. Often only one learning object type is present on 
screen at a time. Explanations or exercises are presented separately.  

• Limited reusability. Existing systems provide access to isolated materials in terms 
of reusability and shareability.  

• Lack of collaboration and active learning support. No or just limited means to 
communicate, share ideas and collaborate on problem solving are often present. 
Learners are rarely involved in content creation and enrichment. 

• Poor motivation. Despite the recent advancements, support for learner’s motivation 
is not properly developed and/or integrated to the whole learning cycle. 

In this demo paper we present educational system ALEF [8], which addresses afore-
mentioned drawbacks. ALEF is a web-based adaptive learning environment with 
a strong emphasis on collaboration and learner’s active participation in learning proc-
ess. It encourages learners to be not only passive consumers of information, but also 
to communicate with peers, collaborate on problem solving and contribute to learning 
content and/or metadata [1]. Even though it was created as a general framework for 
support of adaptive learning, most courses provided during 5 years of its operation are 
within the domain of learning programming, which requires specific support.  

2 ALEF: Integrated Adaptive Learning Environment 

The content in ALEF is presented via learning objects (LOs): (i) explanations (ex-
plaining topics), (ii) questions (ranging from single-choice to plaintext input), and (iii) 
interactive exercises (a particularly important from the learning programming per-
spective). The user model (learner’s knowledge model, based on lightweight domain 
model [9]) is inferred from the interaction with exercises, questions, reading explana-
tions, using collaborative functions and other aspects of the system. It serves as a 
basis for adaptation engine employing different adaptation strategies [1]. 

Annotation Framework. The heart of ALEF’s social side is its annotation frame-
work consisting of in-text interaction and presentation, sidebar annotation presenter 
and annotation browsers (widgets) [1]. Widgets are displayed around and within the 
content as small windows suited for different purposes, e.g., allowing the learners to 
chat in groups, annotate the content via pop-up widget displayed after selecting a text, 
tagging the content, or navigating through it using the menu widget, adding links to 
external sources, or adding specific annotations such as own definitions of key con-
cepts. Interactive content is also presented in widgets and as such, it can be included 
into other content, e.g., interactive exercises can be shown in explanations. 

Extensible Architecture. ALEF’s architecture was designed to allow interconnection 
with external systems and services to further improve learning experience. Connect-
ing the learning programming environment with other environments requires multiple  
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Motivation Component. A successful execution of learning tasks in ALEF is re-
warded with badges and adds points to the user score motivating the learner to pro-
gress through the course. Learner motivation is maintained also through dynamic 
score, which reflects activity of the whole class.  

ALEF in Practice. ALEF supports education at our university since 2009 by provid-
ing adaptive interactive learning materials for 4 courses (Tab. 1). Students use ALEF 
both for homework and for practice during labs. They use annotation features for 
tagging and sharing text highlights or notes. We have an evidence of students’ im-
provements both informally by monitoring their involvement and formally based on 
evaluation of tests results. We continually improve ALEF capabilities, mainly its 
collaborative and interactive features. E.g., we provided recently a component allow-
ing learning from existing questions and answers provided by students and involving 
students into the answer correctness evaluation applying crowdsourcing principles. 

Table 1. ALEF usage statistics (since 2009) 

Course -  
programming 

Learning 
objects 

Students parti-
cipating 

Learning 
object visited

Exercises 
solved

Questions 
answered

Annotations 
created  

Functional  308 146 29 121 2 106 3 878 3 843 

Logic  235 127 12 004 988 370 2 061 

Procedural  795 2 081 200 436 4 744 21 267 10 103 

UML 694 1 184 434 163 2 290 12 366 40 377 
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Abstract. ClipIt is an online social learning platform focused on reflective 
learning using videos created by students. ClipIt does not follow a fixed  
methodology, nor is classroom based or teacher-led. Instead it responds to the 
online distance education paradigm, promoting both social and collaborative in-
teraction and inducing to follow activity steps with subtle guidance which  
allows for maximum flexibility for the teacher. This paper presents the ClipIt 
platform and supporting a student-driven reflective learning process, specially 
focusing on social and collaborative interaction. 

Keywords: CSCL, E-Learning, Personal Learning Environment, Reflective 
Learning, Service-Oriented, Social Collaboration, Video-based Learning. 

1 Motivation 

Web-based learning is emerging as the preferred e-learning option due to universal 
access, increased flexibility and multimedia capabilities [1]. However, facilitating 
access to learning resources is not enough to acquire a meaningful understanding. As 
it is well known learning performance depends on student’s motivation. The Jux-
taLearn project1 provides a pedagogical and technological framework that encourages 
students to use creative activities, in particular video-making, to help them understand 
topics they find difficult to grasp. This approach provokes student reflection combin-
ing “learning by teaching” and ˝learning by doing”. 

In a typical e-learning environment, the two most extended roles are the learner 
and the author or teacher [2]. However, Personal Learning Environments (PLEs) [3] 
are changing these fixed roles allowing for consumers themselves to become produc-
ers, through creating and sharing. The learner has an active role based on a construc-
tivism approach that takes place in social environments [4]. Furthermore, social  
interaction is also enhanced by non-task contexts [5], which affect the psychological 
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level of socialization, not so focused on task-achieving. In terms of facilitating social 
mechanisms, studies have stated an improvement in the quality of direct communica-
tion when using rich-media tools [6]. This is obtained by relating spontaneous or en-
couraged user discussion to learning media in a visual way, like YouTube promotes 
video-related discussion by locating comments right beneath them. 

The e-learning scene is densely populated solutions (e.g. Moodle, Sakai, Black-
board, etc.) that begin to expose flaws with their all-in-one solution model [7]. Fol-
lowing the ideals of supporting collaborative, open and customizable platforms based 
on light-weight and extensible systems [8], we believe that e-learning platforms re-
quire to be service-oriented, instead of all-in-one solutions. This means that they 
should not be thought of as “where all the work is done”, but as “one of many tools to 
help with my actual work”. This is why “future e-learning platforms must support the 
exchange of control between interoperating services” [7]. 

We have sought to develop a web-space that manages data storage and interopera-
tion between e-learning components. Students participate in a reflective learning 
process that is supported by an ecology of technical and pedagogical tools that com-
bine social and collaborative learning principles. We devised a service-oriented archi-
tecture rather than following the “all-in-one” mainstream e-learning platform solution. 

2 Social and Groupware Functionality 

Combining the principles from PLEs, we devised a collaborative learning and social 
interaction system we named ClipIt. Social software and groupware tools are the two 
keystones of ClipIt, supporting networks of people, content and services [3][8]. It is 
based on the open-source social platform Elgg2. Its web front-end has been re-
designed replacing the native Elgg web interface with our own in order to customize 
the platform’s functionality and underlying methods and data structures. 

ClipIt guides a learning process which revolves around a teaching concept, and 
which begins by planning out a storyboard to later create a video explaining this con-
cept. Students work in groups for this goal, and ClipIt encourages group-work by 
featuring communication and sharing tools at a group-level. Each group have their 
“private” space in which to discuss about the composition process of storyboards and 
videos. 

The resulting material is published into the activity scope, where all students work-
ing from any group in the activity are able to review and give feedback on their peers’ 
material. In this stage, material-centred interactions occur between content producers 
and consumers. Teachers have an organizing and moderating role, but there is no 
linear work-path they must guide. This process of composing, publishing and getting 
feedback is repeated as necessary until each group has a final version of their video as 
a result of the activity. The requirements for making ClipIt a social-reflective platform 
can be divided into three categories: technical (TR), groupware (GR) and social (SR). 

 

                                                           
2 http://elgg.org/ 
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• TR1 - User account control for authentication and authoring of all data. 
• TR2 - Data interchange mechanisms for storing and retrieving information and 

content produced/required by external tools using an API. 
• TR3 - Interoperability functionality enabling to switch control over different 

services. 
• TR4 - Registering all events related to user interaction as well as all inner op-

erations which have an effect on content or user metadata. 
• GR1- Discussion and participatory production enhancing facilities including 

file-exchange, contextualized communication, and peer-review evaluation tools. 
• GR2 - Moderating capabilities for teachers upon the work carried out by stu-

dents. 
• GR3 - Reflective feedback encouraging metrics for self-awareness and positive 

feedback. 
• SR1 - Non-task context social interaction promoting personal bonding and af-

filiation indirectly affecting the actual work by improving collaboration. 
• SR2 - Tagging mechanism for linkage between the knowledge concepts and the 

produced material (storyboards, videos and any other file used in between). 
• SR3 - Sharing and recommendation mechanisms to support dissemination of 

learner-created contents beyond the activity scope where the material was pro-
duced. 

3 Use Case 

Several trials with students have been carried out as part of the design and testing 
stages required to create ClipIt. In the first one, the main task was the creation of stu-
dent-made videos related to “Java inheritance”. 40 students from the Object Oriented 
Programming subject (OOP) at the Universidad Rey Juan Carlos in Spain took part in 
this ClipIt activity. Students organized themselves in 17 groups, 8 of them composed 
by 3 students, 7 groups of 2, and 2 groups of 1. Two of the groups abandoned the 
trial, so in the end a total of 15 groups finished it. 

All students were summoned to a briefing where they received instructions about 
the purpose of the trial, its length, and expected outcome. Teachers gave students 
some recommendations on how to make videos, performance-wise. They were given 
14 days for delivering a video script, carry out the recording and editing process, and 
handing in the finished Video. When all the videos had been published, students had 
three days to give feedback by commenting and rating on the videos created by their 
peers. Once the activity was over, all of the students were summoned to a focus group 
where they carried out an experience feedback quiz regarding the ClipIt platform and 
the trial as a whole.  

Students worked partly inside the ClipIt Web front-end, and partly using other 
methods of communication, but they ended up using ClipIt to store all of the interme-
diate material. In this trial, the learner had an active role based on a constructivism 
approach and was involved in an educational experience between peers. This benefits 
students as they are in a safe educational environment acquiring knowledge in a social 
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and collaborative way. Fig. 1 is a snapshot of the dashboard for a user inside ClipIt. It 
gives an overview on the latest news, personalized for each student in a timeline with 
notifications about the running activities (left), pending tasks for the user and related 
groups (top), metrics of group progress and involvement in the activity (centre and 
bottom) and published videos (right), which represent the key learning material and 
are the final product created by students. 

 

Fig. 1. ClipIt Web User Interface 
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Abstract. For most practitioners it is problematic to design an online or blended 
problem-based learning (PBL) unit within an increasingly complex learning 
context. This paper presents the development and application of a PBL author-
ing tool. It was based on a PBL-specific modeling language that offers expres-
sive power through appropriate notations and abstractions focused on and  
restricted to PBL. In comparison with IMS-LD authoring tools, it provides 
more specific support for the design of online or blended PBL units. 

Keywords: PBL, learning design, IMS-LD, PBL authoring tool, PBL script. 

1 Introduction 

Problem-Based Learning (PBL) is increasingly popular. By bringing real-life context 
and technology to the curriculum through a PBL approach, students are encouraged to 
become critical thinkers, problem solvers, team workers, and lifelong learners. As 
information and communication technologies (ICTs) advance, many ICT tools are 
used to support the implementation of PBL processes. However, for most practition-
ers it is actually problematic to design and conduct an online or blended PBL unit 
within an increasingly complex learning context.  

Our general goal is to research and develop an innovative approach and an inte-
grated PBL environment that support the design and delivery of online and blended 
PBL units with high flexibility and a low threshold of usage requirements. As a miles-
tone towards this goal we have developed a web-based PBL authoring tool, called 
PBL Workbench. This tool is based on a PBL-specific modeling language that can be 
used to specify a wide range of PBL strategies as PBL scripts, computational descrip-
tions of PBL processes. Then a PBL script can be transformed into a unit of learning 
(UoL) represented in IMS Learning Design (IMS-LD) [2], which can be executed in 
an extended IMS-LD run-time environment. In comparison with other IMS-LD au-
thoring tools such as Re-Course [1] and Prolix OpenGLM [4], the PBL Workbench 
can provide more specific support for the design of online or blended PBL units. 

                                                           
* Corresponding author. 



 PLATE Workbench: A PBL Authoring Tool 507 

 

2 The Development and the Usage of a PBL Authoring Tool 

We have developed the PBL Workbench, a web-based software application tool to 
support the design of various forms of online or hybrid PBL units. We adopted a do-
main-specific modeling language (DSML) approach to support PBL. In fact, applying 
DSML approach to develop an educational modeling language (EML) is not totally 
new in the field of technology-enhanced learning. Several EMLs have been developed 
in the past decade. However, rather than PBL, the target domains of these EMLs are 
more generic. Among them, IMS-LD [2], an e-learning technical standard, is a refer-
ence in the domain of education. It is important to note that IMS-LD is still very  
abstract and generic because its constructs are, for examples, “activity”, “property”, 
“data-type”, “expression”, “environment”, and “learning object”. Such a pedagogy-
neutral modeling language cannot responsively support PBL. Because IMS-LD  
compatible authoring tools such as Re-Course [1] and Prolix OpenGLM [4] use such 
abstract concepts, it is not easy for most practitioners to develop, understand, and cus-
tomize a PBL unit and to find appropriate mappings from PBL-specific concepts to 
generic and technical concepts. It requires sound pedagogy knowledge and overhead 
technical knowledge to represent complex teaching-learning processes [3] like PBL.  

Through specializing the concepts of IMS-LD and introducing PBL-specific con-
cepts with appropriate constraints, we developed a PBL scripting language on the top 
of IMS-LD. From the perspective of process modeling, we identified PBL constructs 
from many widely used PBL models and best practices through analyzing commo-
nalities and differences of the semantics of the vocabularies used to describe various 
PBL strategies. Based on the rules to restrict and extend IMS-LD, a PBL script, a 
description of a PBL strategy represented in the PBL scripting language, can be trans-
formed into an executable unit of learning (UoL) represented in IMS-LD. With the 
PBL authoring tool, a practitioner can design various forms of PBL, save them as 
PBL scripts, and then transform them into UoLs. Finally, a UoL transformed from a 
PBL script can be instantiated and executed by practitioners to scaffold PBL practices 
in an IMS-LD player such as SLeD [5].  

The tool is implemented by using JavaScript both in client side and in server side 
(NodeJS). JSON is used to represent information as a unified data format in the sys-
tem and MongoDB is used to manage and retrieve data. The tool is a web-based rich-
client application. Fig. 1 shows a screenshot of the tool used to edit a PBL unit. The 
user interface of the tool consists of five parts. The menu bar on the top lists basic 
function and the state bar on the bottom indicates the current edit state. The central 
area contains the file manager (on the left), the graphic edit space (in the middle), and 
the property edit panel (on the right). 

An online or hybrid PBL unit can be created by clicking the “Course Design”. Af-
ter typing a title in a dialog window, the user can create a new PBL unit and then 
specify properties of the PBL unit such as the referred organizational model, learning 
objectives, the driving problem, the description, learning outcomes, subject areas, 
grade, and recommended time frame. A PBL script is consisted of a macro-script and 
several micro-scripts. A macro-script represents the high-level process that is made up 
of a set coordinated phases. The user can create and define a phase by dragging & 
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dropping a phase node and choosing one or more types from a list of pre-defined 
phase types such as preparation, problem engagement, problem definition, idea gen-
eration, knowledge-gap identification, aim, plan, information sharing, investigation, 
reasoning, problem resolution, evaluation, application, reflection, and report. To 
complete the definition of a phase, it is needed to specify the properties of the phase. 
The user can define the sequence of the phases by creating links between phases. In 
fact, it is allowed to define branch and loop structure through the use of the links  
as well. 

Through clicking a phase node “identify problem and set learning goal” in an ex-
ample PBL script, the user can edit and view the definition of the micro-script of the 
phase. As Fig. 1 shown, the user can create and specify a set of activities that can be 
performed in sequence, in branch, in parallel, or in loop. Two kinds of activity  
sequences can be specified: suggested sequence and controlled sequence. While a 
suggested sequence (represented by their presentation sequence, locations on the dia-
gram) can be followed or not when conducting the PBL, a controlled sequence 
(represented with an explicit link between activities) will be controlled in a way only 
if the preceding activity completes, the succeeding activity starts. The user can create 
an activity by dragging and dropping an activity node and choosing an activity type 
from a list of activity types that are collected from the recommended activity types 
defined in the selected phase types. For example, in the phase problem definition, the 
authoring tool will recommend appropriate activity types such as identify problem and 
formulate problem. The activity can be further specified by assigning values of activi-
ty properties such as learning objectives, description, coaching questions, work mode, 
collaboration mode, interaction mode, learning settings, used communication tools, 
start conditions, completion conditions, and recommended execution time.  

 

Fig. 1. An example of the micro-script of a PBL unit 
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The diagram shown in Fig. 1 represents a segment of the micro-script in the phase 
of “identify problem and set learning goal”. First, the facilitator presents to the all 
students in a class a learning resource that introduces the Moon. Then all students 
identify and formulate problems individually. Then all students in groups discuss their 
ideas about problems. In the discussion the students in each group synthesize their 
ideas with whiteboards and document a problem statement. After that, they may sub-
mit problem statements to the facilitator or present in turn in the class. Fig. 1 shows 
the screenshot in which the activity “formulate problem in groups” was editing.  

3 Conclusions and Future Work 

In this paper, we briefly presented our approach to support for PBL. In particular, we 
presented a PBL authoring tool for the design of an online or blended PBL unit. By 
adopting a domain-specific modeling approach, the PBL authoring tool has been  
designed and implemented to support PBL through guiding the user to create appro-
priate types of phases, activities, artifacts, tools, resources and their relations. In com-
parison with IMS-LD authoring tools, it enables the design of online and blended 
PBL units with high flexibility and a low threshold of usage requirements.  

Currently we are developing and extending the run-time environment. Because 
PBL is a self-regulated learning process, we will integrate the design-time function 
and run-time function to make it possible to dynamically change the PBL process 
model on the fly. It is also challenging to support similarity-based process information 
retrieval for reusing PBL scripts. 
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Abstract. Technological innovations are gradually supporting the learning 
process and bringing new added values by changing pedagogical interaction. 
This paper aims to present vCL – a synchronous online interactive system, de-
veloped and tested specifically for the needs of distance learning. vCL provides 
easy access to a group of people as well as an opportunity for customizing indi-
vidual and group learning. It is seen as an integration of technologies and peda-
gogy aimed at enhancing a collaborative learning effect. A special focus is put 
on vCL‘s social and psychological aspects in line with collaborative learning. 
The main limitations are listed and options for their mitigation are proposed. 
Finally, the basic conclusions of the prototype testing are systemized. During 
the demonstration, the conference participants will be able to take part in simu-
lated sessions, and to see how vCL features could be applied in the learning 
process.   

Keywords: synchronous virtual learning environment, distance education,  
collaborative learning, customized learning, interaction, videoconferencing. 

1 Introduction 

Traditional forms of education are increasingly integrating technological innovations, 
resulting in changed educational practices and methodology. These trends lead to the 
widespread use of distance learning solutions and their diversification. In recent years, 
synchronous (real-time) e-learning systems are proliferating in an effort to simulate 
the learner’s conventional learning environment experience while building on the 
web-environment benefits.   

There are a number of products on the market which make it possible to provide 
pedagogical interaction in real time. The majority of these systems, however, have to 
be redesigned and adapted to suit the needs of the education process rather than those 
of business, for which they were originally created. 

This paper will present VCL – an online interactive system, developed and tested 
specifically for the needs of distance learning. It enables easy access to a large num-
ber of people (both participants and observers), as well as the customizing of individ-
ual and group learning. 
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2 Technological Innovation for Collaborative Learning 

By definition, collaborative learning is a pedagogical method in which students work 
together to achieve a common goal, exchange views, clarify the meaning of concepts 
or solve problematic situations together. [1] Applied within a virtual environment, this 
approach is associated with an active process of collective construction of knowledge, 
using the group as a source of information, motivational agent and means of mutual 
support. 

vCL is a browser-based platform for conducting training sessions in real time by 
live video-conference connection. The users (participants and observers) can access 
the system through HTML5-based application, distributed by PHP server. Supported 
by Javascript this application gives an opportunity for drawing, chat, documents 
processing, etc. The application connects with a Realtime Media Server for sending or 
receiving audio/video streams and mixes the individual video screens in a grid 
through a Media recorder. The communication between individual users, the media 
server and the data base is implemented through a control server, which sends the 
communication messages and records the sessions for future reproduction. 

 

Fig. 1. – Example of presenter’s screen view – 1. Whiteboard tools; 2. Groups’ dropdown 
menu; 3. Synchronized mode; 4. User statistics; 5. Interactive whiteboard with pedagogical 
resources; 6. Work sheets; 7. Personal profile controls and information; 8. Presenter’s video;   
9. Participants’ video grid; 10. Functional boxes menu (video screens, chat, media player, upl-
oad box, personal notes); 11. Individual and group controls 

In addition to the video-conference connection, vCL offers a set of features for im-
plementation of collaborative learning activities, such as an interactive whiteboard for 
content sharing, peer review, collaborative creation and editing of text, images, ob-
jects; media player for video and audio demonstrations; breakout rooms for individual 
work or work in small groups; teacher’s control panel for managing group discus-
sions, upload box for file sharing, etc. All these features bring a social aspect [2] to 
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the virtual learning environment [3], making it interactive and favorable for conduct-
ing collaborative learning. 

The flexible interface, the functionalities’ management, as well as the different le-
vels of access in the system (presenter, participant or observer), provide the opportu-
nity to apply various pedagogical approaches. This makes vCL applicable in different 
forms of education/training: all stages of formal education, non-formal, informal or 
blended learning, as well as in a broad non-educational context. 

3 Social and Psychological Aspects of the Online Interactive 
System 

The design of the collaborative approach allows for an enhanced process based not 
only on the real-time communication, but also on the innovative use of specific sys-
tem features as a new standard in learning experience. The vCL platform also allows 
for overcoming many of the limitations imposed by the traditional pedagogical reality 
– such as time, location, costs and a limit of the number of participants. For example, 
regular classes in English were held through the systems with adults participating 
from different locations. Moreover, the system opens access to distant virtual educa-
tors and representatives of different social groups and geographical locations. This is 
a prerequisite for the diversification of participants’ groups and the representation of a 
wide range of individual perspectives in the collaborative learning process.   

The psychological advantages of the system are connected mostly with overcoming 
stress and minimizing the time for social adaptation in the group. When the system 
was tested with groups of children, who did not know each other, a repeating trend 
was the rapid elimination of barriers in communication with both the teacher and the 
peers. A prerequisite for this is the comfort of the well-known (often home) environ-
ment during participation in the training and the absence of the usual physical distrac-
tions from the conventional classroom. 

In a traditional learning environment, placing students in groups and giving them 
instructions does not mean collaboration will naturally happen [4]. In a virtual learn-
ing environment the coordination of group interaction, so that each participant contri-
butes equally to the task performance, is essential. vCL provides the teacher with a 
better system for managing the individual and group work than in a real classroom. 

Monitoring is another crucial factor for effective interaction and group dynamics 
management in the virtual learning environment [5]. vCL has a function for monitor-
ing in real time, as well as for recording and archiving live sessions. These features 
allow analysis, ongoing diagnostics and external control of the learning sessions. 

4 Limits 

Essential for achieving meaningful group dynamics and interaction in the platform is 
an understanding not only of its advantages, but also of its disadvantages. This is also 
related to identification and involvement of strategies for overcoming the limitations.  
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On the one hand the computer-supported environment protects the private space, 
but on the other limits the overall performance of the personality. The options for 
adequate support in critical situations are also limited. This risk can be overcome with 
further research and improvement of social and pedagogical aspects of the system. 
Another approach to compensate the lack of physical contact with the teacher is to 
implement a methodologically rationalized system for blended learning. 

Every participant must have at least basic computer skills in order to be able to par-
ticipate fully. Therefore, we have tried to develop a completely intuitive interface that 
allows effortless operation and does not need any special explanations or training. In 
addition, our team has prepared self-learning tutorials to help the users get acquainted 
with the system and make most of it.      

Reaching the limits of the system‘s functional abundance may create barriers to 
applying various pedagogical approaches. Our aim is to develop vCL features swiftly 
in the course on the platform’s operation. 

5 Conclusions  

In this paper we have presented vCL – a novel interactive educational platform for 
collaborative learning. The system’s prototype has been tested in various educational 
contexts since the beginning of 2014 – university courses, foreign language courses, 
science classes with children, company trainings, etc. The collected feedback infor-
mation confirmed the effectiveness of the system regarding individualization of the 
learning process and achievement of a balanced group interaction. Currently, the plat-
form is utilized and constantly customized according to the users’ ongoing feedback. 

During the demonstration, the conference participants will be able to take part in 
simulated sessions with a distant virtual teacher and a group of students. The interac-
tion will be structured in various collaborative activities which illustrate how vCL 
features could be applied in the learning process. A special focus will be put on the 
added value of technological innovation in the pedagogical interaction. 
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Abstract. Graph theory is becoming increasingly important in various
scientific disciplines. The graph coloring problem is an abstraction of
partitioning entities in the presence of conflicts. It is therefore among
the most prominent problems in graph theory with a wide range of dif-
ferent application areas. The importance of graph coloring has led to the
development of various algorithms to cope with the high computational
complexity of this NP-complete problem. A comprehensive understand-
ing of existing algorithms is not only crucial to future algorithm research
in this area, but also beneficial to the education of students in math-
ematics and computer science. To better explain sophisticated graph
coloring algorithms, this paper proposes the educational tool GraphTea.
More precisely, we demonstrate the design of GraphTea to illustrate a
recent graph coloring algorithm based on the principle of inclusion and
exclusion. Our experiences indicate that GraphTea makes teaching this
algorithm in classroom easier.

1 Introduction

The application of graph algorithms in various fields of science, industry, and so-
ciety has been continuously increasing over the recent years and decades. Graph
theory provides a powerful set of techniques to find an abstraction of a given
problem. Furthermore, the visual representation in terms of graphs often gives
an improved view of a problem leading to a more comprehensive understand-
ing. GraphTea [5] is an extensible interactive software for teaching concepts from
graph theory. In GraphTea, various algorithms for the solution of different graph
theoretical problems are supported. Students can easily construct, modify, and
run a rich set of different algorithms on instances of various graph classes.

Several educational tools with a focus on graphs have been developed in the
past [2–4]. They address various concepts and include a diverse set of features. So,
each tool has certain advantages and shortcomings. To the best of our knowledge,
there is no other software than GraphTea with the aim to combine education,
visualization, and rich-editing capabilities.
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Fig. 1. An overview of GraphTea and two reports on a given graph

Throughout this demonstration paper, we focus on the graph coloring problem
to illustrate teaching with GraphTea. Currently, the fastest exact algorithm for
coloring a given graph is given in [1]. The idea behind this recent algorithm is
based on the principle of inclusion and exclusion which leads to the following
definition. Let A and B denote two sets whose elements are also sets. Their
product, A×B, is then defined as

A×B :=
⋃

a∈A,b∈B

a ∪ b.

If I is the set of all independent sets of a graph G, the coloring algorithm [1]
consists of computing k powers of I. The chromatic number of G with a vertex
set V is then the smallest k such that V ∈ Ik. The purpose of the present
demonstration paper is to illustrate this algorithm using GraphTea.

2 The Graph Teaching Software GraphTea

GraphTea is a graph teaching software designed specifically to visualize and
explore graph algorithms interactively. Figure 1 shows a snapshot of the main
graph window together with two additional windows in the bottom right. These
separate windows that provide additional information are called “reports.” Re-
ports are explained in more detail in [5]. The two reports in Fig. 1 give the
solutions to the maximum independent set and graph coloring problems.
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An algorithm is a step-by-step procedure to achieve a goal. In classroom,
a teacher tries to clarify each step of an algorithm, providing students proper
and accurate illustrations as well as explanations that help to comprehend the
algorithm. To mimic such an educational process, we added to GraphTea the
novel feature of attaching an instruction to a step of the algorithm. In fact, such
an instruction can be thought of as an “active comment” on a specific part of the
algorithm. An instruction serves as an interactive clarification of a procedure.
For instance, an instruction can be used to select a vertex, an edge, or a subset
thereof. Another example is the option to enter an input that can be used to
control the algorithm.

3 Interactively Exploring the Graph Coloring Algorithm

The algorithm to color a graph G computes the powers of the set of all inde-
pendent sets of G. Recall that I denotes this set of all independent sets of G.
Hereafter, we represent the product I × I by a list of rows as follows. Each el-
ement c ∈ I × I is represented by a separate row that lists the two non-empty
distinct sets a, b ∈ I where c = a ∪ b. That is, the product I × I is visualized by
a list of rows of the form a, b where a and b are both elements of I; see Fig. 2
(Middle) for an example. However, since a and b should be colored differently,
we omit in this list those rows whose two sets have a non-empty intersection.

GraphTea provides a novel way to explore and visualize the whole algorithm.
After the graph generation, the coloring algorithm can be executed by select-
ing the name “inclusion-exclusion coloring algorithm.” The so-called algorithm
runner window shows the generation of the set of all independent sets.

When the student pushes the button “Play One Step” in the top of the al-
gorithm runner window, the set I × I is computed and visualized. The rows in
this list are selectable and a selected element from I2 is highlighted in red in
this list. The sets of vertices in the graph that correspond to this selection are
colored in the graph. Each set of vertices is assigned a unique color.

This procedure of computing powers of I is repeated until the set of vertices V
is an element of Ik for some k. This is indicated by at least one row in the list
representing Ik that contains all vertices from V . Any row that consists of set
of vertices whose union equals V describes a coloring with a minimal number of
colors. For this sample graph, the algorithm terminates with k = 4. This final
situation is illustrated in Fig. 2 (Left). As soon as the final results are obtained,
all rows in the list of Ik that represent a minimal coloring become bold as shown
in Fig. 2 (Middle). The algorithm runner window is used throughout the execu-
tion of the algorithm to monitor the progress of the algorithm. In Fig. 2 (Right),
the status of the algorithm runner window is illustrated upon the termination
of the algorithm. This window shows the separate steps of the algorithm be-
ginning with the initial computation of I. Then, the algorithm runner window
prints a line whenever another power of I is computed. Finally, it also reports
the chromatic number which is equal to 4 in this example.



Illustrating a Graph Coloring Algorithm Based 517

Fig. 2. (Left) A minimal coloring ofG. (Middle) A list of I4 in which one of the elements
of I4 is selected. The minimal coloring depicted left corresponds to this row selection.
(Right) The final view of the algorithm runner window reporting the chromatic number.

4 Concluding Remarks

The focus of this paper is on the educational software GraphTea, which is capa-
ble of illustrating algorithms arising from graph theory. We added to GraphTea
the new functionality to illustrate the recent graph coloring algorithm that is
based on the principle of inclusion and exclusion. The main idea of this algo-
rithm applied to some graph is to repeatedly compute powers of the set of all
independent sets of that graph. GraphTea allows the student to interactively
explore this algorithm. In particular, it is extremely simple to construct a rich
set of different problem instances. This way, the student can easily experiment
with different situations and improve his or her understanding of the algorithm.
Furthermore, the student can access and visualize the intermediate results that
are difficult to inspect without a system like GraphTea. More precisely, the un-
derlying sets of sets of vertices that need to be colored differently are selectable
by the student. The corresponding coloring of the vertex sets are automatically
available making it easier to understand the intermediate steps of the algorithm.
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Abstract. Instructors and students have problems monitoring the learning 
process from low level interactions in on-line courses because it is hard to make 
sense of raw data. In this paper we present a demonstration of the Add-on of the 
Learning Analytics Support in the Khan Academy platform (ALAS-KA). Our 
tool processes the raw data in order to transform it into useful information that 
can be used by the students and instructors through visualizations. ALAS-KA is 
an interactive tool that allows teachers and students to select the provided in-
formation divided by courses and type of information. The demonstration is  
illustrated with different examples based on real experiments data. 

Keywords: learning analytics, Khan Academy, technology-enhanced learning, 
visualizations. 

1 Introduction 

It is common the use of Virtual Learning Environments (VLEs) to support the learn-
ing process. However, it is very hard to interpret the raw data that these platforms 
generate, thus instructors and students need help to understand the learning process in 
online courses [1]. For this reason, the transformation of raw data into useful higher 
level information is required so that low level interactions are not only presented. 

Khan Academy is an educational web-site which provides a free education for eve-
ryone. The Khan Academy platform is able to provide different types of exercises and 
videos but also implements some innovative features like gamification techniques and 
learning analytics visualizations. These default visualizations include low level inte-
ractions and also some higher level information. In this work we present a demonstra-
tion of ALAS-KA, which is a learning analytics tool that provides new visualizations 
with new information for Khan Academy which are not available by default. In addi-
tion we illustrate this demonstration with real examples of courses where ALAS-KA 
has been applied, showing visualizations that stakeholders should interpret to under-
stand the learning process. There are other works [2-3] that have developed other 
similar learning analytics tools for different platforms such as Moodle and WebCT, 
although the provided information is not the same as the one ALAS-KA provides. 
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2 Overview of ALAS-KA 

2.1 Technology  

ALAS-KA is designed as a plug-in for the Khan Academy platform. The Khan Acad-
emy system as well as ALAS-KA run over the Google App Engine (GAE) architec-
ture and use the GAE Datastore for data persistence. In addition, the underlying  
programming language is Python. ALAS-KA needs the data generated by students 
while interacting with Khan Academy to process it to obtain higher level information. 
Furthermore, we use the Google Charts API for visualizations. An in-depth descrip-
tion of technology aspects have been addressed in previous work [4]. 

2.2 Metrics 

It is hard to make sense of raw learning data without prior processing. We have de-
veloped a set of metrics that transforms raw data into meaningful information that can 
be used by the actors who intervene in the learning process. A total set of 20 different 
parameters have been introduced in ALAS-KA. Specific formulas for some of these 
metrics have been presented in previous work [5].  

We have divided the different metrics into five functional modules [5] which are 
explained next. Total Use of the Platform gives insight about the use students has 
done in the platform. Correct Progress on the Platform contains parameters which try 
to assess how good the interactions have been. Time Distribution of the Use of the 
Platform focuses on analyzing the distribution of the time in which users have inte-
racted with the platform. Gamification Habits offers a couple of metrics to see if  
students are motivated by gamification elements. Finally, Exercise Solving Habits 
analyzes users’ behaviors when solving exercises such as hint avoidance, try abuse or 
unreflective. 

2.3 Visualizations 

We use visualizations with the aim of presenting the information obtained by the 
processing of the metrics previously explained. Some of the design criteria followed 
to implement the interface are the following: keep the interface as simple as possible, 
make a meaningful use of the colors, divide the user interface in parts and use the 
same standards in the entire application. The objective is that teachers and students 
can have a good interaction with ALAS-KA. The implemented visualizations for the 
explained metrics can be divided in two groups: 

• Class visualizations: These visualizations present an overview of the status of the 
entire class or a set of students. The main type of graphic used for class visualiza-
tions are pie charts because we want to give an overview of how the class is distri-
buted for each kind of metric. An example is shown in figure 1. 
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Fig. 1. Example of class visualizations retrieved from the Total Use of the Platform module 

• Individual visualizations: In-depth visualizations enable teachers to analyze each 
student separately or self-reflection for students. We have decided to use bar charts 
for individual visualizations. Each type of metric has its individual visualization 
with two bars: the first bar represents the result for that student and the second the 
mean value of the class. Two different examples are shown in figures 2-3. 

 

Fig. 2. Individual visualizations about the Time Distribution of the Use of the Platform 

 

Fig. 3. Example of individual visualizations about Exercise Solving Habits metrics 
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3 Demonstration Outline 

The demonstration will show the different main functionalities of ALAS-KA and how 
students and teachers can interact with the tool. In addition, the demonstration will 
show different visualizations in real courses to enable instructors improve their learn-
ing decisions and interventions. The live demonstration outline will be as follows: 

• The demonstration will start first with a very brief explanation of the objectives of 
ALAS-KA, as well as its scientific contribution. 

• Secondly, the general menus of the tool will be explained (selection of a course, 
selection of individual or class visualizations, selection of the type of metrics, etc.) 

• Next, some class visualizations will be provided using the tool, analyzing the learn-
ing process based on these visualizations and promoting the discussion for other 
possible interpretations depending e.g. on the context. 

• Finally, ALAS-KA will be used to present some visualization of individual stu-
dents in order to make a deep analysis of some selected students. We will give an 
analysis of these specific visualizations, and the possible interpretations and ways 
of teachers to act.  
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Abstract. The paper presents and outlines the demonstration of Presentation 
Trainer, a prototype that works as a public speaking instructor. It tracks and 
analyses the body posture, movements and voice of the user in order to give in-
structional feedback on non-verbal communication skills. Besides exploring the 
background of the feedback theory used by the prototype, this paper describes 
its conceptual implementation and proposes its use and deployment for the con-
ference demonstration.  

Keywords: Sensor-based Learning, Immediate Feedback, Open Source,  
Demonstration. 

1 Introduction 

Interaction modalities in human computer interaction are rapidly growing and getting 
more intuitive and realistic. Elements of speech and gesture are integrated in com-
monly available applications, which handle realistic input with devices such as the 
Microsoft Kinect1 or various kinds of sensors. The increasing availability of these 
devices together with their software development kits (SDK), has allowed for the 
development of new types of learning based platforms with the capacity to track and 
give feedback about the performance of different activities. The platform presented in 
this article, called Presentation Trainer has the purpose to work as a public speaker 
instructor. It tracks the user’s body posture, movements and voice in order to give 
feedback of its performance. The software architecture of the platform has been de-
sign to allow different implementations of feedback, giving the opportunity to test for 
the type of feedback most suitable for the user. 

2 Background 

Presentation skills are important in education. However, to acquire presentation skills 
students need sufficient practice and feedback [1]. Presentation Trainer aims to  

                                                           
1 Microsoft Kinect: http://www.xbox.com/en-US/kinect 
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address this. The feedback given by Presentation Trainer gives an answer to the ques-
tion of: “How am I going?” which is one of the three questions for effective feedback 
presented in [2] by providing information relative to the performance goal of the user. 
In order to implement an answer to this question we have followed two approaches. 
The first approach is based on the feedback dimension described as complexity of 
feedback [3]. The levels of complexity that have been used are the try-again feedback 
and the correct-response feedback. In case of the try again feedback, the system keeps 
pointing out that something is being done inappropriately according the predefined 
rules, until the user corrects it.  

In case of the correct response the system tells the user how to adjust. The second 
approach used for the implementation of the answer to “how am I going?” is based on 
the elements of feedback loops [4], which are evidence, relevance, consequences and 
actions. For this first implementation the evidence and relevance are the only ele-
ments presented by the platform.   

Making the software architecture modular allows the addition and subtraction of 
different feedback modules giving the opportunity to experiment with different im-
plementations of the answer, finding the one that is suitable for the user allowing it to 
learn while avoiding some cognitive overload [5]. 

2.1 Prototype Description 

The purpose of Presentation Trainer is to give immediate feedback of public speak-
ing skills while preparing for a presentation. The core of the platform allows the  
inclusion of different types of sensors and feedback mechanisms in order to train dif-
ferent skills. At the moment Presentation Trainer provides support in developing 
non-verbal public speaking skills such as body language and voice. 

Two different aspects are analysed in the body language: the posture and the 
movements of the user. Postures such as arms crossed, legs crossed, hands below the 
hips, hands behind the body and a hunch posture have been defined and are identified 
by the platform as incorrect postures during a presentation. Once the system detects 
one of these postures, it sends feedback about it to the user.  

Staying still or moving too much during a presentation increases the probability of 
losing the attention of the audience. Therefore Presentation Trainer tracks the user’s 
movements and if they are outside of the predefined threshold feedback is sent. 

The current state of Presentation Trainer analyses two different elements of the 
voice. The first element analysed is the speaking cadence, while pauses are important 
in order to let the audience assimilate what has been spoken, create, curiosity, antici-
pation and some tension. Long pauses lead to a decrease of attention from the audi-
ence; hence the prototype gives feedback when pauses are shorter or longer than the 
predefined threshold. The second element is the volume of voice if the volume is too 
high, too low the platform notifies the presenter about it.  

Presentation Trainer was developed in Processing 2.12, which is an open source 
JAVA-based programing language and development environment. Its OpenGL  

                                                           
2 Processing: http://processing.org 
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integration allows for fast graphic manipulation and makes it suit for interactive 2D 
and 3D programs. In order to track the posture and movements from the user, Presen-
tation Trainer makes use of the Microsoft Kinect sensor and the OpenNI3 framework 
that is an open source SDK used for the development of 3D sensing middleware libra-
ries and applications.  

The voice is captured by the computer’s microphone and it is analyzed using the 
Minim4 audio library that uses the JavaSound API. 

The prototype Presentation Trainer has 3 different layers: the sensor layer, integra-
tion layer and presentation layer. The sensor layer consists in different sensor modules 
that can be plugged in to the integration layer.  Each module is responsible to analyse 
its data according to presentation skill rules. The integration layer retrieves the data 
analyses from the different modules in the sensor layer and sends these results to the 
different modules in the presentation layer, which are the ones responsible to present 
the feedback to the user. 

3 Demonstration 

In the context of the conference demonstration interested users will be able to use 
Presentation Trainer and test their presentation skills on body posture and move-
ments, voice cadence and volume, and presentation continuity.  

The prototype starts tracking the user’s body posture, whenever it stands within 1.2 
to 3.5m in front of the Microsoft Kinect. Once the tracking starts, the prototype high-
lights in the screen the limbs of the user that are in a wrong position letting the user 
know whether its posture is appropriate for doing a presentation. While the user is 
being tracked the prototype analyses its movements, in the case the amount of move-
ment is outside of the predefined range of movements suitable for a presentation, the 
prototype suggests the user to move more or to slow down its body movements.  
 

 

Fig. 1. Left: Body Posture Feedback. Right: Voice Feedback 

                                                           
3 OpenNI: http://www.openni.org 
4 Minim: http://code.compartmental.net/tools/minim/ 
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During the demonstration the user’s voice will also be analysed. Suggestions about 
lowering or increasing the volume of the user’s voice are displayed whenever the 
user’s voice volume is outside of the predefined ranges of voice volume suited for 
giving a presentation. The prototype also reminds the user to start speaking in case it 
has been quiet for too long time, and suggest the user to take a deep breath and pause 
whenever it has been talking without pauses for a long period of time. 

4 Future Work   

The planning for experiments testing the feasibility and usability of the presentation 
trainer is in current development. After the first experiments there are plans to up-
grade the presentation trainer into a system able to adapt its feedback on running time 
according to the performance of the user. For this a set of presentation tasks will be 
designed with varying difficulty and different levels of support and feedback. 

The knowledge gained from Presentation Trainer and its immediate feedback will 
be used for the instructional design in the Metalogue project (www.metalogue.eu), 
which purpose is to train people for negotiation dialogs, by giving them metacognitive 
feedback. 

Acknowledgement. The underlying research project is partly funded by the 
METALOGUE project. METALOGUE is a Seventh Framework Programme colla-
borative project funded by the European Commission, grant agreement number: 
611073  (http://www.metalogue.eu). 
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Abstract. This paper presents the design of the visualisation and interaction in 
Topolor 2, an online learning system that supports social e-learning using 
adaptation and personalisation techniques. The main goal of this study is to 
investigate if and how the visualisation and interaction design based on self-
determination theory (SDT) can improve the learning experience and learning 
efficiency. The goal of this paper and demonstration is to showcase the new 
design of the visualisation and interaction features hands-on at the conference. 

Keywords: self-determined theory, social e-learning, system design, 
evaluation. 

1 Introduction 

Social e-learning is a process in which learners achieve learning goals by sharing 
knowledge, skills and abilities in a community where they have common interests [5]. 
Sustainable social e-learning occurs along with learners’ interaction with one another 
and their motivation in participation. The abundant resources shared within a learning 
community offer opportunities for learners to connect to various learning content and 
peers, whereas one of the biggest challenges is how to direct and motivate learners to 
access the most appropriate resources and benefit from them. Adaptation and 
personalisation have been suggested as potential solutions to tackle this challenge [3]. 

Topolor [4] is an online learning system that supports social e-learning using 
adaptation and personalisation techniques, based on the hypothesis that extensive 
social features, personalised recommendations and Facebook-like appearance would 
make a system more familiar to the learners, and subsequently increase learning 
experience. This paper demonstrates the design of the novel visualisation and 
interaction features in Topolor 2, which have been newly introduced, based on a solid 
theoretical foundation, the self-determination theory (SDT) [2]. These new features 
aim at fulfilling the learners’ perceived psychological needs, so as to direct and 
motivate them to access learning resources in a social e-learning context. The ultimate 
goal is to investigate if and how the visualisation and interaction features designed 
based on self-determination theory (SDT) can improve the learning experience and 
learning efficiency. The goal of this paper and demonstration is to briefly introduce 
these new features, as well as give researchers a hands-on experience of them at the 
conference, and gather feedback from peers and e-learning specialists. 
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2 Self-Determination Theory 

Self-determination theory (SDT) is an empirical motivation theory, which proffers 
that individuals become increasingly self-determined and self-motivated when they 
feel satisfaction of their psychological need of autonomy, competence and relatedness 
[2]. According to SDT, people strive for autonomy over their actions and decisions; 
they tend to obtain competence in their actions and surroundings; and since activities 
such as learning often occur in a social context, relatedness is proposed as the third 
essential psychological need. In all, SDT defines the following needs [2] to fulfil: 

• Autonomy: a sense of internal assent of one’s own behaviours; 
• Competence: a sense of controlling the outcome and experience mastery; 
• Relatedness: a sense of connection and interaction with others within a community. 

It is expected that an e-learning system that fulfils all the above three psychological 
needs can sustainably increase the learners’ intrinsic motivation, and thus improve the 
learning experience and learning efficiency [1]. Therefore, in this study, SDT guides 
the design of the visualisation and interaction in the second version of Topolor. 

3 Visualisation and Interaction Design Based on SDT 

To Fulfil the Autonomy Need. Topolor lets learners feel in charge of their own 
behaviours and feel in control of their learning progress. A learner can clearly see the 
‘layered’ learning goal of the course, i.e., the long-term goal to complete the course, 
the medium-term goal to finish a topic and the short-term goal to read a resource, as 
well as the reason for recommendations. A learner knows what is happening in the 
community on the home page (Fig. 1 (a)), a course page (Fig. 1 (c)) and a topic page 
(Fig. 1 (f)) that show various lists of, e.g., resources and peers’ activities, and she can 
adjust the lists using various filter-sorter widgets (Fig. 1 (a. 2) and (c. 2))). 

To Fulfil the Competence Need. Topolor lets learners feel mastery of their skills and 
confidence in current context, where cognition and expectation are consistent with 
system responses, so as to be able to obtain further skills and confidence with relative 
ease. A learner can see her learning progress in various ways. For example, in the 
learning path pop-up view (pops up when clicking on the button ‘Learning Path’ on a 
course page, as shown in Fig. 1 (c), or on a topic page, as shown in Fig. 1 (f)), a 
learner can see which topics she hasn’t learnt, which topics she is eligible to learn, 
and which topic is recommended for her to learn, as shown in Fig. 1 (e). A learner can 
also see her performance on a course (by clicking on the button ‘My Performance’ on 
a course page, as shown in Fig. 1 (c)), and on a topic (by clicking on the same button 
on a topic page, as shown in Fig. 1 (f)), in a pop-up view that shows her performance, 
such as the number of courses/topics she has learnt via a line-chart (shows when 
clicking on the tab-button ‘course/text’, as shown in Fig. 2 (h)). To strengthen the 
feeling of competence need satisfaction, Topolor provides some enjoyable and fun 
features, such as the one shown in Fig. 1 (g) that lets a learner compare ones own 
contributions to others (‘PK.’: ‘Player Killer’, naming convention taken from games). 
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Fig. 1. The user interface of Topolor 2 

To Fulfil the Relatedness Need. Topolor lets learners feel connected to peers in the 
social learning community by supporting social status visualisation and comparative 
social visualisation. A learner can view her or other 'social statuses' on a question or a 
resource page’s author information panel (Fig. 1 (b), showing statistic numbers), and 
a peer’s profile page (Fig. 1 (d), showing a learner’s learning activities). A learner can 



Designing Visualisation and Interaction for Social E-Learning: A Case Study in Topolor 2 529 

 

check her contribution to the learning community and compare her performance and 
contribution with others. The data in the user model are visualised and opened to the 
learners (Fig. 2 (g), (h), (i)), which potentially encourages them to contribute more to 
the community, as seeing each other’s status may stimulate imitation and competition. 

4 Conclusion and Future Work 

This paper has presented the new visualisation and interaction features in Topolor 2, 
an online social e-learning system using adaptation and personalisation techniques. 
These new features were designed rooted in self-determination theory (SDT), aiming 
at improving the learning experience and learning efficiency in social e-learning. We 
intend to demonstrate Topolor 2 to researchers and practitioners in the conference and 
both showcase these new features and gather feedback on further improvements. 

The preliminary evaluations were conducted using questionnaires that consisted of 
seven 5-point Likert scale (from 1: strongly disagree to 5: strongly agree) questions 
asking the comparison between Topolor 2 and other regular e-learning systems, 
including I believe Topolor a) helped me learn more topics; b) helped me learn more 
profoundly (deeply); c) increased my learning outcomes more; d) was easier to use; 
e) was more useful; f) was easier to learn how to use; and g) was easier to remember 
how to use. 25 completed questionnaires were collected. The mean values for each of 
the answers were a: 3.6, b: 4.0, c: 4.0, d: 4.0, e: 4.0, f: 4.1 and g: 4.3 (all>3.0, the 
neutral value). The standard deviation values for each of the answers were a: 0.71, b: 
0.76, c: 0.68, d: 0.57, e: 0.64, f: 0.67 and g: 0.74, and the results’ Cronbach’s alpha 
value was 0.82 (≥0.8, indicating the results were reliable). The results indicated that 
the visualisation and interaction designed based on SDT had positive effect on the 
perceived learning experience and learning efficiency. The future work will start with 
investigating how each feature can improve the learning experience and learning 
efficiency, analysing the usage data tracked by Topolor’s logging mechanism. 

References 

1. Muntean, C.I.: Raising engagement in e-learning through gamification. In: Proc. of the 6th 
Intl. Conf. on Virtual Learning, pp. 323–329 (2011) 

2. Ryan, R.M., Deci, E.L.: Self-determination theory and the facilitation of intrinsic 
motivation, social development, and well-being. Am. Psychol. 55(1), 68 (2000) 

3. Shi, L., Cristea, A.I., Foss, J.G.K., Al-Qudah, D.A., Qaffas, A.: A social personalized 
adaptive e-learning environment: a case study in Topolor. IADIS Int. J. WWWInternet.  
11(2) (2013) 

4. Shi, L., Al-Qudah, D.A., Cristea, A.I.: Designing Social Personalized Adaptive e-Learning. 
In: Proc. of the 18th ACM Conf. on Innovation and Technology in Computer Science 
Education, p. 341 (2013) 

5. Shi, L., Al-Qudah, D.A., Qaffas, A., Cristea, A.I.: Social e-learning in Topolor: a case 
study. In: Proc. of the 7th IADIS Conf. E-Learning, pp. 57–64 (2013) 
 
 



 

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 530–533, 2014. 
© Springer International Publishing Switzerland 2014 

GPIM: Google Glassware for Inquiry-Based Learning 

Angel Suarez, Stefaan Ternier, Marco Kalz, and Marcus Specht  

Welten Institute, Research Centre for Learning, Teaching and Technology 
Open University of the Netherlands; Heerlen, The Netherlands 

{angel.suarez,stefaan.ternier,marco.kalz,marcus.specht}ou.nl 

Abstract. Over the past few years, the use of mobile personal devices has 
witnessed a widespread take-up. With wearable technology like head-up-
displays a new genre of educational technology is appearing to enhance 
contextualized learning. This paper reports about a Google Glass prototype for 
Inquiry-Based Learning (IBL). With the use of Google Glass we aim to bring 
learning to the next level providing a more seamless experience where Glass 
supports the learning- and inquiry-process just in time and in an unobtrusive 
way. This demo paper introduces the design and functionalities of Google Glass 
for the Personal Inquiry Manager (GPIM). The paper concludes with open 
issues for future research, especially focused on evaluation and future 
development. 

1 GPIM Implementation 

The weSPOT project [1] [2] aims to foster scientific inquiry as the approach for 
science learning and teaching, linking everyday life with science teaching in schools 
using technology. weSPOT supports scientific concepts by relating them with 
personal curiosity, experiences and reasoning. The project has three main goals: 
implement a working environment that allows the easy linking of inquiry activities 
with school curricula and legacy systems, create a diagnostic instrument for 
measuring inquiry skills and work out a reference model to foster Inquiry-Based 
Learning (IBL) skills. This model consist of 6 phases:  

Students or learners formulate questions and hypotheses about issues that they 
wonder about. In the operationalization phase learners define the concepts within 
their topics that are unclear and make them distinguishable or measurable, in order to 
allow the empirical observations that will take place in the data collection process. In 
the data collection phase, learners collect evidences for their inquiries by taking 
pictures, recording videos or audio recordings. Once the data has been collected, 
learners are able to analyze these data in the data analysis phase. Data is treated and 
exploited to derive conclusions, extracting useful information or supporting decision-
making. In cases where an experiment has been performed, a statistical analysis can 
be required. Interpretation or discussion describes the relevance of the results 
confirming or rejecting the questions that have been posed before. This discussion 
should relate the obtained conclusions to the existing body of research, suggest where 
current assumptions may be modified because of new evidence, and possibly identify 
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unanswered questions for further research. The last phase of the process is 
communication, where results, findings and conclusions are shared or published with 
colleges or stakeholders who may use these results afterwards. 

One aspect of this project is the development of mobile applications to support and 
structure the inquiry-process. To offer new interaction possibilities with the weSPOT 
inquiry environment we have developed the Google Glass Personal Inquiry Manager 
(GPIM). The GPIM (Glass PIM) is Glassware (a native application for Google Glass) 
to support the inquiry based learning process. The application supports currently three 
out of the six phases of the IBL model: the moment of curiosity that students can have 
or wonder moment, the question/hypothesis phase and the data collection phase. 
Figure 1 shows the screens that guide the user through these phases. 

 

Fig. 1. GPIM workflow 

The user starts the GPIM to support his or her inquiry process. To activate the 
GPIM the student will not need to interact physically with the device. Just in time and 
in an unobtrusive way students are able to use their voice to launch the first screen. 
The voice command “Ok Glass, new inquiry” is a trigger that starts a new inquiry. 

During this initial phase, the user makes a statement about what he or she wonders 
about. For instance, a student notices that the shadows of the trees are larger in the 
afternoon than in the morning. This simple idea can trigger an entire spontaneous 
inquiry about the rotation and translation of the sun. 

From this initial screen, the users can formulate their wonder moment. The GPIM 
supports capturing the wonder moment via voice interaction. As the user taps the 
GPIM in this context, glass will start recording the student’s voice and via voice 
recognition capture this moment of curiosity.  
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Now that wonder moment has been set, the inquiry process can begin. Learners 
need to come up with a hypothesis that they would like to confirm or reject running 
the inquiry. Therefore the next screen will allow them to set up one or more 
hypotheses. The inquiry process is not tied to a specific question, it should enable 
open research about multiple questions that can be related but they are not necessary 
the same. For instance, following the previous example, a student can set up these two 
hypotheses: (1) there is a relation between the shadow’s length and the position of the 
sun, and (2) therefore it is possible to calculate the height of big objects, such as 
buildings, that can not be measured easily because their dimensions.  

The next step of the inquiry workflow aimed to collect evidences in order to 
confirm or reject the assumptions and hypotheses made. Current step enables take 
pictures, record videos or create a voice notes (Figure 1). After data has been 
collected, the number of items collected is shown and a new option is available in the 
menu to display the evidences collected. 

Although the main goal of GPIM is not displaying the data collected, the student 
can visualize his or her data using View Data option. This option presents the data 
collected in a timeline (Figure 1), where old data is placed at the end of the timeline 
and recent data will appear at the beginning. In addition, the student is able to scroll 
between data collected using the touchpad. Furthermore, every single item has its own 
menu in order to provide specific functionality such as play or resume for audio and 
video media. 

The GPIM synchronizes data with the server when the user is online. However, the 
nature of an inquiry will lead to users stepping in and out of zones of wireless 
internet. When no internet is available, the GPIM will continue to work in an offline 
mode, enabling the users to continue capturing and viewing data. This makes the 
GPIM suitable for every context, including areas without internet connection. In 
addition, an inquiry can be an ongoing task. With the GPIM, inquiries spanning 
several days can be paused and resumed whenever the student wants. 

2 Discussion and Future Work 

This article presents Google Glass for the PIM (GPIM), which aims to bring learning 
to the next level providing a more seamless experience using an innovative and 
wearable head-up display technology. Particularly, what GPIM offers is innovation 
where technology adapts to the learner’s habits of learning offering a first view 
perspective and enabling fully interaction with the environment. Using head-up 
displays for inquiry-based learning can be especially useful in situations in which 
learners need to document something while using their hands. Experimentation 
phases in a chemistry lab are a good example for inquiries that are hard to capture 
with traditional approaches or they need a high amount of preparation. 

The authors plan further experimentation and optimization of the Glassware PIM 
with experiments in the following topics: 

1. One line of further development will focus on the specific added value of the 
GPIM. Therefore the authors will create different predefined inquiries and 
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learners will use the GPIM to work on different activities in the inquiry 
phases, which might be appropriate for Glassware. The goal will be to find 
the optimal fit for using Google Glass based applications in a whole set of 
devices and inquiry activities. 

2. A second line of research will especially look at differences of the results of 
data collected by Google Glass GPIM compared to data collected with 
smartphones and tablets as we expect quality differences in these.  

 
These experiments are intended to provide outcomes for the next research 

questions: 
 

1. What is the impact on student’s motivation using GPIM instead of PIM? 
2. What is the impact on perceived flexibility and usability using GPIM?  
3. Can mobile technology and data collection enable the integration of 

“moments of curiosity” (wonder moments) in the IBL process? 
 

Besides the main goal of this manuscript, which has been introduce the GPIM 
Glassware as a way of supporting the IBL process, it also has been intended to 
contribute with a new branch for research to discuss the impact of wearable HUD 
technologies like, Google Glass in learning environments.  
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Abstract. Lifelong learners’ learning activities are scattered along the day in 
different locations and they make use of multiple devices. Most of the times 
adults have to merge learning, work and everyday life making it difficult to 
have an account on how much time is devoted to learning activities and learning 
goals. Learning experiences are disrupted and mobile seamless learning tech-
nology has to find new solutions to integrate daily life activities and learning in 
the same process. Hence, there is a need to provide tools that are smoothly  
integrated into adults’ daily life. The contribution of this demonstration is pre-
senting a mobile tool that leads the lifelong learning towards a self-regulated 
process: foster awareness on learning goals and learning moments; facilitates 
the user to keep track of learning time with frictionless interface; fosters en-
gagement and motivation on the task providing useful statistics. The 3LHub 
project has been released under open access with the aim to foster adaptation to 
further communities as well as to facilitate the extension to the increasing  
number of NFC tags existent in the market. 

Keywords: seamless, lifelong learning, feedback, seamless learning, self-
regulation, natural interaction, NFC, sensors. 

1 Introduction 

Nowadays, lifelong learners are confronted with a broad range of activities they have 
to manage everyday. In most cases they have to combine learning activities and their 
professional and private life linking formal and non-formal learning activities. In the 
setting of an adult lifelong learner this is especially difficult as in most cases interests 
might be highly distributed over different domains and keeping up learning needs an 
extra effort. One of the main challenges here is the bridging of learning activities 
between different contexts. 

Mobile seamless learning technology can offer solutions to the address this prob-
lem [1] [2] The learner-centric view of mobile seamless learning [3] suggests that a 
seamless learner should be able to explore, identify and seize boundless latent oppor-
tunities that his daily living spaces may offer to him (mediated by technology), rather 
than always being inhibited by externally-defined learning goals and resources. 

In summary, there is little support for lifelong learners that typically try to learn in 
different contexts, are busy with multiple parallel learning tracks, and must align or 
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relate their learning activities to everyday leisure and working activities. Candy [4] 
has summarized four components of self-directed lifelong learning. These are self- 
monitoring, self-awareness, self-management (planning of learning) and last but not 
least meta-learning. To date, there is little technological support to enable learners in 
conducting these different activities across contexts and locations. Hence, there is a 
need to provide suitable tools for lifelong learners to facilitate bridging learning ex-
periences in a seamless flow. In this paper Near Field Communication (NFC) is pro-
posed as an instantiation for natural interaction with mobile devices and for seam- less 
integration of technology in lifelong learning. 

2 The Lifelong Learning Hub 

The LifeLong Learning Hub1 (3LHub) is a standalone application developed for NFC-
enabled Android (4.03 or above) devices released in March 2014 in Google Play. 
3LHub is a mobile seamless tool for self-regulated learning that aims to cover the 
following gaps in lifelong learners’ learning process: 

1. No support for learning activities across locations, devices and environments. 
2. No linking between learning activities and everyday life. 
3. Incompatibility between NFC-tags and NFC-readers is blocking further expansion 

of the NFC technology for open (educational) communities. 
4. No feedback on lifelong learning activities. 

The 3LHub has been designed based on the seamless notion that lifelong learners can 
learn in a variety of scenarios and can switch from one scenario or context to another 
easily and quickly, using the personal device as a mediator. This tool has been con-
ceptualized on the idea that mobile technology can be smoothly integrated in daily life 
activities whenever interacting with it requires the least number of clicks (zero) possi-
ble and the duration of any action with the tool lasts not longer than 20 seconds. The 
3LHub features the following functionalities: 

2.1 Set Goals 

This stage assumes that the user reflects on his autobiography as a learner mapping 
learning goals to learning environments identified by NFC tags (See use cases in fig-
ure 2). Whenever the user sets a new goal in 3LHub, he should get a NFC-tag, tap it 
with the NFC-enabled mobile device, characterize the goal with a name, specify the 
expected outcome when the goal is finished, estimate how much time (in minutes) 
will he devote to this goal on daily basis, and indicate when the goal should be fin-
ished. Placing an NFC-tag in a physical learning environment enables the connection 
of a variety of tracking data with the learning activity. For example the “check-in” at 
a NFC tag can track the learners use of a specific resource, at a certain time of the 
day, in a specific location.  

                                                           
1 The Lifelong Learning Hub project. 
  https://sites.google.com/site/lifelonglearninghubproject/ 
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2.3 Monitor Learning Activities 

The 3LHub features the following visualizations with the aim to foster understanding 
on learning habits, optimise learning, and, bind successful learning environments: 
1. Percentage of time invested on each learning goal. Figure 1c illustrates how 

percentage of total time and number of minutes are presented in a pie chart. This 
visualization can be used by lifelong learners to compare time invested on his 
learning goals, identify priorities to accomplish goals, and, patterns regarding 
preferences for specific learning environments, devices or learning activities 
(read, watch, write, listen) Fig. 2. 

2. Distribution of learning moments along the day. This feature illustrates the dis-
tribution of the learning moments during the day (X axis 0..24) for a whole week 
(Y axis 1..7).  

3. Monitoring accomplished goals. Figure 1d illustrates a representation of accom-
plished learning time versus expected time towards a learning goal 3LHub. 

3 Conclusions 

The contribution of this demonstration is presenting a tool for lifelong learners to 
bridge scattered personal learning environments in which learners can define their 
personal ecosystem and experience the interaction with such a system in long term 
typical lifelong learner settings. This research aims at giving an open, flexible and 
low-cost prototyping framework for defining and linking everyday learning activities 
to contexts, physical artefacts, everyday home media solutions, and supporting to link 
sustainable learner tracks to these components. In future research, this tool will be 
evaluated in a longitudinal study with the aim to estimate how accurate are the esti-
mations made by the teachers in contrast to real measures made by the students. 
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Abstract. Universities and medical companies deal constantly with the issue of 
training their students and staff in making proper use of their laboratories. La-
boratory skills and accurate implementation of safety rules cannot be developed 
through simple observation. Practice in a laboratory requires dedication, time 
and space flexibility and controlled experimentation with the highly sensitive 
and expensive lab equipment. Specifically, hands-on laboratory workshops or 
"wet workshops" combine theoretical and practical training and perform step by 
step experimental procedures including various lab instruments and potential 
hazardous substances to educate participants. To overcome such limitations and 
provide both realism and user-friendliness, Onlabs demo, has been developed to 
reflect a modern commercial 3D Adventure Game; the user uses the arrow keys 
to navigate in the lab and the mouse to press buttons, turn knobs, use specific 
objects alone or in pairs and collect several of them in their inventory.  Onlabs 
simulates the biology laboratory at the Hellenic Open University, Greece  
and already fulfills a detailed overview of the photonic microscopy and the 
preparation of buffer solutions. 

Keywords: Serious Games, Virtual Worlds, Biology Laboratory, Distance 
Learning. 

1 Introduction 

Open Universities and medical companies face the challenge to establish distance edu-
cational laboratory courses and familiarize students and employees respectively to 
make proper use of their laboratory equipment and to conduct experiments successful-
ly and with safety. As the laboratory equipment is, in most cases, sensitive and expen-
sive, the trainees are not allowed to learn by “trial-and-error” – rather they are strictly 
instructed what to do; laboratory training should comply with all safety rules. Moreo-
ver, within laboratory areas, only a specific, usually low, number of trainees is permit-
ted as to avoid potential accidents or damages to the lab equipment and all participants 
are obliged to follow instructions from their supervisors. As a consequence, it turns 
into a stiff learning process, while the learning outcome cannot be expected to be the 
optimal. As an alternative option, a computer game providing the trainees with a simu-
lation environment of the lab and a user-friendly interface for their interaction with it 
would be a helpful tool for their laboratory training before they proceed to the hands-
on experimental practice. Our demo, Onlabs, is a 3D adventure-like game which aims 
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to overcome the afore-mentioned obstacles; in brief, it consists of a virtual environ-
ment simulating the biology laboratory at the Hellenic Open University (HOU) where 
a human user interacts with the laboratory equipment and acquires familiarity with it 
and its use, and to some extent, can successfully conduct experiments. 

2 Aims 

Learning through virtual classes is known to be more powerful than through lectures 
or books; reading books and attending lectures help students learn a subject by 10% 
or even lower but interacting through a virtual world increases the learning rate to 
75% [1]. 

Speaking specifically of biology laboratory training, we expect that an immersive 
virtual laboratory class, provided with a user-friendly interface, could be an efficient 
tool for teaching university students and medical companies’ employees how to make 
proper use of the on-site laboratory. 

3 Implementation 

Onlabs software uses the Hive3D Development Platform, by Eyelead Software, a 
company based in Athens, Greece. 

3.1 Control 

To provide both realism and user-friendliness, the interface between the human agent 
(user) and the environment has been developed in a way that it resembles the one of a 
modern commercial 3D Adventure Game; the user uses the arrow keys to navigate in 
the lab while they use the mouse to press buttons, turn knobs, use specific objects 
alone or in pairs and collect several of them in their inventory so as to make a com-
bined use of the objects and follow a sequential series of actions of an experimental 
protocol. 

3.2 Scenario of the Game 

The main instrument used by the user in the game is the microscope. Specifically, 
they can connect it to and disconnect it from the socket, turn on or off the light switch 
and turn left or right the knobs configuring the light intensity, the stage’s height, the 
ocular lenses’ position etc. 

The game scenario or, in other words, the necessary sequence of steps that the user 
must follow in order to accomplish their “mission”, consists of the basic steps re-
quired for the preparation of the microscope as they are described in the manual of the 
(on-site) biology lab at HOU: connecting the microscope to the socket; turning on the 
light switch; configuring the light intensity at the ¾ of the maximum value; lifting  
the condenser knob at the highest position; rotating the rotating knob with the objec-
tive lenses of the microscope so that the 4X lens (the one with the lowest magnifica-
tion), becomes active; testing the coarse focus knob by rotating it right and left; and 
finally testing the fine focus knob by rotating in right and left. 
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Apart from those necessary steps, the user is also given the chance to create a test-
ing concoction by successively combining in pairs several objects such as a piece of 
paper with the letter “E” written on it, a nosepiece, a cover glass, a pipette and a 
beaker full of water, and finally microscope that concoction with each one of the 4 
objective lenses, achieving different focuses through the rotation of the various knobs 
of the microscope. 

 

Fig. 1. Graphical design of the biology laboratory’s microscope and equipment at Hellenic 
Open University 

4 Evaluation 

Onlabs was evaluated by 19 biology students, whose ages ranged from 35 to 50 and 
all of them were member of the same class. 

The evaluation was based on questions chosen from System Usability Question-
naire (SUS) for systems engineering, developed by John Brooke of Digital Equipment 
Corporation in Great Britain, in 1986 [2]. 

The evaluation results were encouraging; all students found the application conve-
nient to use and suggested it had been as a helpful learning tool for them. 

5 Conclusion 

Onlabs is a 3D game for training HOU’s biology students in appropriately using the 
biology lab and successfully conducting experiments. A class of 19 biology students 
at HOU tested it and evaluated it as a user-friendly and helpful learning tool. 

A demo version of Onlabs is available for downloading and playing [3]. 
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6 Future Work 

Onlabs is already being expanded in order to gradually include all of HOU’s laborato-
ry instruments; moreover, the game interface is being expanded in order to include 
more actions and improved in terms of user-friendliness. 

Longer-term goals include the investigation of interaction between virtual and hu-
man agents, the deployment of machine learning for training virtual tutors to oversee 
online human students and the exploitation of an institutional incentive on specifying 
the learning outcomes of study modules [4] as a means for reaching out to vocational 
training and high school audiences whose courses are closely aligned with our science 
labs learning content. 
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Abstract. Today, the market on Natural User Interfaces (NUI) is dom-
inated by numerous products that allow the recognition of a broad spec-
trum of body gestures. On the one side, those technologies change how
we use IT and promise new ways to interact with each other via IT.
Innovative communications settings appear, for instance for educational
institutions that break new grounds beside the traditional on-site teach-
ing and learning. But on the other side, a field of technologies arises
that is fragmented by heterogeneous solutions that make an effective
application without technology lock-in difficult.

The work behind this demo paper motivates the use of gesture-related
NUI systems for educational settings and addresses the integration of
heterogenous NUI systems as one of the biggest current challenges. A
systematic integration approach including exemplary implementations
for lecturers will be introduced.

1 Motivation

In the last few years, gestures at whole became more and more relevant as cor-
responding hardware becomes affordable and reliable. Today’s gestural systems
enhance the human control on IT, the feeling of control and empowerment, the
convenience, and the delight [1]. Unfortunately, different systems make use of dif-
ferent conventions, and there is not yet a standard set of interfaces or libraries.

Today’s innovative NUI technologies are inexpensive to buy, address a large
target group and come with open Application Programming Interfaces (APIs)
for software developers. A broad spectrum of those technologies are based on
prototypes without an experienced software forge behind them that considers
interoperability with other technologies. Therefore, many of the resulting appli-
cations are isolated and monolithic. To integrate the broad spectrum of stand-
alone NUI tools into a systematic architectural paradigm, generic integration
strategies are required.

This work introduces a systematic integration approach including one ex-
emplary implementation for one gesture control application in an educational
setting.

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 542–545, 2014.
c© Springer International Publishing Switzerland 2014



A Multi-purpose Ecosystem for Systematic Gesture Control 543

2 Integrative NUI Ecosystem

The proposed integrative NUI ecosystems strictly separates gesture recognition
tools and technologies like the Kinect from applications like visualizations or
even controllable physical systems. These two ends of a gesture-controlled IT
system are brought together by a service layer that abstracts from technological
details in terms of a Service-oriented Architecture (SOA). Figure 1 sketches the
general 3-layer architecture.

Fig. 1. The gesture control ecosystem separates applications and recognition system
from each other by the use of a service layer

The bottom layer of the ecosystem manages all technology-specific mecha-
nisms of gesture recognition. As today’s gesture recognition tools typically come
with own SDKs for common programming languages like Java or C#, the exten-
sive handling of hardware issues is often already encapsulated by software APIs.
Developers that integrate new technologies to the ecosystem usually work on the
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Fig. 2. The drone control case study uses a drone host as service provider from appli-
cation layer

recognition layer. The service layer of the ecosystem systematically brings to-
gether recognition technology and applications. The basic integration mechanism
on this layer is the use of an SOA that allows the encapsulation of implementa-
tion details behind functionality in terms of service interfaces. Beside the pure
hosting of service endpoints to be accessed by the other layers, this layer should
provide several basic services at a minimum. The application layer contains all
hardware and software logic for specific use cases. Systems on this layer use only
information and functionalities that are dedicated to their own functionality and
that are provided by the service layer.

The overall ecosystem architecture allows a systematic combination of ges-
ture recognition technologies and applications. The following case study is one
example for a result of this systematic integration concept.

3 Case Study: Control of Physical Artefacts

In this case study, we aimed at the interpretation of a pre-defined gesture set as
control commands for an AR.Drone 2.0 quadrocopter. The general architecture is
shown in figure 2. On the recognition layer, the Kinect has been used. In addition,
the integration of a MYO armband controller is currently in development. The
application layer is represented by the quadrocopter and its drone host system.
The drone host communicates with the drone using WiFi. As the AR.Drone 2.0
is not able to provide SOA services on its own, the drone host acts as provider
of a set of REST services to control the quadrocopter.

Beside the gesture control itself, the ecosystem has also been used to control
the drone application with another application: A Scratch-based IDE for childs
has been integrated as an alternative controller for the AR.Drone 2.0. It uses the
same services as the Kinect host and allows children to write simple programs
(flight sequences) to be carried out by the drone.
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Fig. 3. The drone can be controlled by Scratch commands or live gestures of a human
pilot

Figure 3 illustrates the results of this case study: The drone can be con-
trolled by a Scratch program as well as a human gesturing pilot using the same
infrastructure. Even in this semantic case study with realtime reactions as an
important requirement, the ecosystem architecture performed well. Moreover, it
showed its flexibility as the gesture control can easily be replaced by another
input source like the scratch IDE.

4 Conclusion

This demo paper introduced an integrative NUI ecosystem, designed for but
not limited to educational settings. The challenge of interoperability has been
be addressed by a service layer that abstracts from technology-specific issues
in terms of services of a Service Oriented Architecture. Thus, applications have
been enabled to use gesture input without knowing the specific sensors. The
ecosystem approach has been developed and evaluated with several case studies.
One of them has been described in this paper: The control of an physical artefact
by an NUI sensor as well as a graphical IDE used for teaching programming to
children.

This work is one step towards an evolution of NUI experiments to a NUI
ecosystem and a change from the current set of geek toys to a meaningful,
multi-purpose toolkit for real educational scenarios.
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Abstract. The Inquiring Rock Hunters project is an example of Citizen Inquiry. 
Adult citizens designed and ran their own investigations in geology, through the 
online platform called nQuire, while collaborating with scientists.  Analysis of 
the investigations shows patterns of collaboration and mentoring between nov-
ice, intermediate and expert geologists, however further work is needed to cre-
ate a self-sustaining community of inquiry. 

Keywords: Citizen Inquiry, Online Science Learning, Engagement with  
Science, Scientific Investigations, Community of Inquiry.  

1 Overview 

Citizen Inquiry for Inquiring Rock Hunters combines aspects from Citizen Science 
and Inquiry-Based Learning [1]. Important components of the design of the project 
are collaboration, knowledge sharing, peer review aligned to Citizen Science, as well 
as experimentation, discovery, critique and reflection associated with Inquiry-Based 
Learning. Citizen Inquiry addresses a need for citizens to adopt a sense of shared 
responsibility for scientific issues and become critical of the scientific information 
they receive [2]. 

The aim of Inquiring Rock Hunters is to support members of the public in design-
ing and engaging in scientific investigations on rocks through an online community of 
inquiry. Geologists (experts and non-experts) having a shared interest in geology 
interact and exchange knowledge and methods supported and guided by the tools 
within the web-based inquiry environment, the nQuire platform [3][4].  

Inquiring Rock Hunters is the first design study of a design-based research project 
which aims to explore the potential of Citizen Inquiry in engaging citizens with sci-
ence and scientific investigation. Thus, the research question is shaped to this theme: 

“How can non-expert geologists engage in successful Inquiry-Based Learning 
through peer collaboration and mentoring by experts within informal settings?” 

For the data collection a survey and a System Usability Scale questionnaire were 
given to the participants, the published investigations were analyzed, and an online 
focus group discussion and online and face-to-face interviews were conducted. 
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2 Inquiring Rock Hunters 

The project recruited 24 adult participants with interests in geology, of whom twelve 
created their own investigations. Seven investigations were complete (conclusions 
included) and three investigations received feedback without a follow-up discussion. 
The participants communicated through a forum and a chat. The usual pattern was for 
the amateurs to ask for help, the experts to guide and the intermediate geologists to be 
inactive. The participants reported that the platform was not very usable and that they 
needed a tutorial on how to operate it.  

The results of the project confirm the active contribution of only some members; 
the creators of incomplete investigations do not seek for help within the community; 
there is no response to the feedback given on some investigations; the platform is 
abandoned once the investigation is completed. These issues emerged mostly because 
of the nQuire platform and the inquiry design which do not allow participants to con-
duct more than one investigation or collaborate with other members for their investi-
gation. This leads to the possibility of people conducting individual investigations and 
quitting when they are finished or they are not able to finish.   

3 Conclusions 

The findings of Inquiring Rock Hunters project suggest that in the next phase of the 
study there is a need to improve the sense of community within the Citizen Inquiry 
members. A more intensive exploration of communities of practice and online com-
munities may help build a self-sustaining community with a steady or increasing 
number of members and interactions. 
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Abstract. In E-learning context, we can recommend pedagogical re-
sources to help learners. In this context, the recommender proposes the
nearest resource(s) in term of similarity, but the scarcity of resources may
affects seriously the quality of predictions. To make accurate predictions
we begin in determining the scarce resources to be taken into account in
the recommendation process. To achieve this objective we use the unsu-
pervised neural network I2GNG (Improved Incremental Growing Neural
Gas).

1 Introduction

The UOH (www.uoh.fr) portal is used as an interface with an e-learning repos-
itory, containing pedagogical resources. As everyone can freely navigate, it is
important to assist the user by a recommender service.

We propose a recommender system, which relies on the last resources the user
has consulted, and the description of the resource, if available. It is crucial to
have the capability of making accurate predictions, because in the context of
e-learning we cannot propose a service with a low quality of prediction, unlike
commercial recommender service, such as amazon. The quality of prediction can
be highly affected by the scarcity of resources, because it corresponds to a low
coverage of resources, i.e., a bad diversity of resources. If it is an isolated resource
(no similar resource exists), the proposed (or recommended) resource(s) can be
dissimilar, and this is a problem.

2 Methodology

The task of the recommender system is similar to a librarian’s task, which clas-
sifies all books by thematics. The user will be affected to the thematic which an-
swers his request. Our recommender service classifies UOH resources in clusters
(thematics) in order to give recommendation according to the followed thematic.
If because of scarcity of resources in a specific thematic, the user has already
see all resources (books), then the recommender (librarian) will have nothing to
offer.
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In this scenario, the librarian’s knowledge allows to ensure the quality of
prediction. This knowledge can be provided by an unsupervised machine learn-
ing I2GNG (Improved Incremental Growing Neural Gas) [1]. Wherefore, we use
clustering not-only for its advantages observed by [2,3], but also to collect meta-
data about a dataset of resources (knowledge about resources), e.g., classes of
resources and links between classes. This knowledge presents a great advantage
to solve the scarcity problem. It is the reason why we decide to provide recom-
mendation according to the description of resources and also their meta-data.

We use a clustering method to determine scarce resources. We have to remind
that scarce resources could be considered as noise for most of the clustering
algorithms. Then we decide to use a dynamic clustering method allowing to cre-
ate and remove clusters during the learning phase. Additionally, I2GNG allows
to take into account, in real time, the change and update done in the dataset,
without need to filter noises. The results of I2GNG shows distribution of re-
sources and their scarcity, and the provided clusters are made up of a set of
similar resources, whose can be used by the recommender. In summary, the use
of I2GNG has fourfold objectives: (1) analyse scarcity of resources, (2) ensure
the quality of prediction, (3) build knowledge-based recommender, (4) ensure
scalable knowledge: neurones (or clusters) and connexions of neurones.

3 Results and Conclusion

The UOH dataset contains 1294 resources, which are treated by I2GNG. The
results show that 36.78% of treated dataset are scarce i.e., isolated in their
cluster. 63.22% of the rest are divided into 187 clusters, with an average size of
3.80 and a deviation of 3.24. 39 % of clusters may be merged in nearest future of
use. The percentage of scarce resources (36.78%) corresponds to the probability
of recommended resources with a low quality of prediction, and this without
analysing the dataset, as our approach allows it1.
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1 Problematic and Objectives 

MAETIC [1] is a teaching method based on the realization of projects by the students 
and aims to allow them develop in parallel with know-how related to the target pro-
fession, professional skills as planning, negotiation, teamwork, communication, etc. 
The experiments [2] have shown that when a teacher deploys this method in his class-
room, he may encounter difficulties due to the lack of expertise and experience. Then 
he may need help. The experiments have also shown that such aid could be provided 
by more experienced teachers in the use of the method. The teachers who use the 
MAETIC method therefore constitute a Community of Practice (CoP) whose the main 
objectives are: 1) the resolution of difficulties related to the use of MAETIC and 2) 
the exchange of practices related to this method. To Support this CoP, we interest on 
the design and development of an adaptive and mobile computer system that called 
NICOLAT (French acronym: iNformatIque COmmunautaire mobiLe et AdapTatif). 
Especially, NICOLAT aims to help these teachers members of The MAETIC CoP to 
resolve the difficulties that encounter during the use of MAETIC in classroom. 

The MAETIC CoP is a community as well as the teachers often need solutions in 
real professional situations at their places of work (during the deployment of 
MAETIC in classroom). In similar conditions, the obstacles that influence negatively 
the rapidity and the continuity of interactions, aiming to resolve the difficulties en-
countered by the teachers, also influence their effectiveness and solutions utility. We 
postulate that these obstacles are related essentially to: 1) the problems of manipula-
tion and familiarization with the new IT tools, 2) the response time to a request of 
difficulty resolution and 3) the access in case of mobility or lack of internet. 

To limit these obstacles, we interest, via the adaptation of interactions, to 1) allow 
the CoP members to interact between themselves via popular tools used daily by 
them, 2) select only the members that could help to resolve a posted difficulty and 
solicit them in the tools used by them at the time of the publication, 3) develop 
adapted applications to the most used mobile devices and exploit the mobile telepho-
ny services in case of the lack of internet. 

2 Structure of NICOLAT 

NICOLAT consists of four layers which are: 
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• The kernel: that incorporates the basic functionalities of a community environment 
personalized according to the specificities of the CoP MAETIC [3]. This kernel 
was developed based on the CMS (Content Management System) : Drupal.  

• The RD (Resolving Difficulties) Layer: that allows to avoid similar helping re-
quests by helping the teacher to solve his difficulties himself based on difficulties 
which have been solved in the past [3]. It is based on the Case Base Reasoning 
(CBR) and was developed as a Drupal module. 

• The adaptation layers: In order to adapt the interactions between the CoP mem-
bers, we designed two adaptation layers: 1) The Adaptation of interactions layer 
and 2) The Interface layer. 

3 Adaptation of Interactions in NICOLAT 

The adaptation of interactions in NICOLAT aims to offer for each CoP MAETIC 
member the opportunity to use his favorite tools to interact with the system and the 
other members. Thus, it also aims, after the publication of a difficulty, to select only 
the CoP members who can help to find a solution and solicit them in the tools used by 
them at this time. To ensure this adaptation, we designed two layers:  1) the Adapta-
tion of Interactions (AI) layer which allows the management of interactions and the 
transformations of contents and 2) the interface layer which provides interfaces, ap-
plications and software components to serve the AI layer and whose goal is to com-
municate with the CoP members. These two layers are considered as a bridge between 
the CCE and the tools used by the community members. The interaction tools that we 
chose to interconnect with the CCE are: Email, Facebook, SMS, Android and iOS 
devices. Among the components of the AI layer, we find the ‘Orchestration of the 
Adaptation’ component which manages the adaptation by performing two comple-
mentary tasks: 1) Task 1: it selects the members that could help to resolve the  
difficulty posted based on the members profile information and the difficulty charac-
teristics. 2) Task 2: it choices the tool used by each member selected and in which the 
system can solicit him based on his preferences (in terms of the interaction tools) and 
the history of his interactions. 

References 

1. Talon, B., Leclet, D.: Dispositif pédagogique pour un apprentissage de savoir-faire: Dispo-
sitif pédagogique e-mallette MAETIC. Revue internationale des technologies en pédagogie 
universitaire (RITPU 2009) 5(2), 58–74 (2008) 

2. Quenu-Joiron, C., Leclet, D.: How to Instrument a Community of Practice Dedicated to 
Project Based Pedagogy tutors: a Solution Based on Case Based Reasoning. In: 10th IEEE 
International Conference on Advanced Learning Technologies (ICALT 2010), Sousse, Tu-
nisia, pp. 344–348 (2010) 

3. Belmeskine, R., Begdouri, A., Leclet, D.: Resolution of difficulties approach for a Commu-
nity of Practice members: design, implementation and experiment. International Journal of 
Research in Education Methodology 4(1), 409–422 (2013) 



 

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 552–553, 2014. 
© Springer International Publishing Switzerland 2014 

An Assessment Methodology of Short  
and Open Answer Questions SOAQs 

Safa Ben Salem, Lilia Cheniti-Belcadhi, and Rafik Braham 

PRINCE Research Group, ISITCom, University of Sousse, Hammam Sousse, Tunisia  
bensalem_safa@yahoo.fr, lilia.belcadhi@infcom.rnu.tn 

Abstract. The short and open answer is a response written by a learner in 
natural language (until 50 words). We will propose a novel method of SOAQ 
assessment using concept maps and semantic similarity measure. 

Step 1: Analyzing the Text of the Answer 

We use the Tree tagger [5] Part-Of-Speech tagger for annotating text with part-of-
speech and lemma information. The output file of TreeTagger will be filtered by a 
program to remove the noisy words like the, an, a, or, two, etc. and to keep noun, 
adjective, adverb, verb and name as key words of the learner’s answer.  

Step 2: Graphical Representation 

As our ultimate objective is to assess SOAQs without losing the thread of idea nor the 
keywords used in the answer and also semantics, we chose to use the concepts maps 
as a knowledge representation which are called “Cmaps” [2]. In our case, the concept 
can be a noun, name, adjective or adverb or contain more than term in some case 
However, the link phrase is a verb. In order to extract more complex terms and 
nominal group in this step, we have to apply anaphoric resolution based on rule-based 
reasoning. The final concept map is composed of triplet " node-relation-node " which 
forms one significant "proposition", unit of meaning, sometimes called semantic unit 
(semantic links or links of meaning) [1]. 

Step 3: Comparison between Concept Map Learner and Concept Map Model 

This comparison process will be carried out with a semantic similarity measure in 
WordNet. Formally a hierarchical concept map [3] can be defined as a set:  

 CMap ={C, R, T} (1) 

Where:  C= {c1, c2, c3, …cn} is a set of concepts. Each concept ci Є C; 1≤ i ≤ n is a 
word or nominal group and it is unique in C. R= {r1, r2, r3, ….rm} is a set of 
relationships among concepts. Each relationship ri Є R= (cp, cq); p≠q; 1≤ p ≤ n ; 1 ≤ q 
≤ n  connects two concepts cp et cq  Є C.  T= {t1, t2, t3, …., tn} is a set of  triplets. Each 
triplet ti Є T= (ci, cj, rk); i≠j; 1≤ i ≤ n; 1 ≤ j ≤ n; 1≤ k ≤ m; ci et cj Є C and rk Є R. 
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To compare learner’s Cmap with model’s Cmap we propose to compare the 
propositions as a first step. To understand this method clearly, let’s consider that there 
are 3 propositions in learner’s Cmap and 3 propositions in a model’s Cmap. The 
initial step of the process can be shown with the help of the following figure. 

 

  
 
 
 
 
 
 
 
 
 

Fig. 1. Comparison between Triplets 

We can’t compute the similarity between triplets in bloc but we must divide it into 
terms. Based on the principle operating of WordNet similarity, it supported the same 
P-O-S of pair words so: the distance between a triplet from a learner’s Cmap and the 
triplet from a model’s Cmap is the sum of the distance between different terms of the 
triplet. Given T= (ci1, ci2, rk) a triplet from learner’s Cmap and T’= (c’i1, c’j2, r’k) a 
triplet from model’s Cmap, the distance Δ between them is defined as the sum of 
distances δ between all terms of triplet, like the following equation: 

 Δ ( <Ci1, Rk, Ci2>, <C'j1, R'k, C'j2> ) = α δ ( Ci1,C'j1 ) + β δ ( Rk,R'k ) + γ δ ( Ci2,C'j2 )  (2) 

Where:  1≤ i ≤ n; 1 ≤ j ≤ m; with n: number of concepts of learner’s CMap,  
m: number of    concepts of model’s CMap; 1≤ k ≤ p;  with p: number of relationship; 
(α, β, γ) are constant. 

We opted for semantic similarity measures based on the information content. This 
type is based on the assumption that the more common information two concepts and 
it is so effective. As soon as the task of comparison between triplets is completed, we 
will compute a score for the short and open answer question. 
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Abstract. Teacher-designers incorporate constructs in their informal
designs descriptions, which vaguely express the artifact flow dependen-
cies as configuration constraints. This study analyzes through a corpus of
CSCL designs, whether these constructs are supporting means for mod-
eling, and the value of these elements is lost in the modeling process.

Keywords: Learning design, artifact flow, variability facets.

In advanced CSCL designs the definition of learning activity flows is comple-
mented by incorporating the artifact flow, as a coordination mechanism, in
order to satisfy the dependencies (e.g. temporal, resources) among actors or
individual activities involved in a learning process [3]. However, modeling ar-
tifact flow for particular CSCL situations is an effort demanding task due to
the intrinsic complexity of collaboration, and the lack of conceptual or technical
support, especially when the number of groups and artifacts becomes high. Cur-
rent reuse-based design approaches e.g. [4], promise to alleviate the cognitive
load of teachers-designers by introducing abstract artifact flow models, which
are the base upon which particular models are created or reused. Nevertheless,
such approaches do not provide entirely satisfactory solutions to artifact flow in
terms of reusability.

Constructs such as “reports created by peers are reviewed”, that provide the
basis for the description and modeling of several specific configurations, are dis-
carded through the abstract models formalization, and the particularization ef-
fort remains still high. We identify such constructs as artifact flow variability
facets (from now on variability facets), whose unit is defined by an artifact flow
situation where two or more activities are involved, and the relationships among
them are expressed as configuration constraints or rules in terms of the coordi-
nation components: Goals, Activities, Actors and Dependencies [2]. The formal
representation of the variability facets may help teachers to complete CSCL
scenarios with artifact flow through the provision of technical and conceptual
support. However, the limited expressiveness of modeling languages in use, such
as IMS LD or BPEL, impedes the formalization of such constructs.
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We performed the study by analyzing 30 CSCL scenarios descriptions ex-
tracted from several professional development workshops that took place in
2012 and 2013 at the University of Valladolid, Spain, where higher-education
teachers authored realistic designs inspired by their own courses. The teachers
were provided with a few design routines and well known collaboration patterns
as starting points in order to encourage them to pose their own teaching-learning
scenarios. The study follows a mixed analysis approach and starts with the iden-
tification of variability facets based on the pattern phases upon which specific
coordination components are defined. For each pair of activities linked by an
artifact flow dependency, we have identified whether they have been described
through variability facets, and whether they are completely described in terms
of concrete components settings or not. We detected 230 learning flow phases,
out of which 150 are involved in variability facets constructs. The 45% of the
facets occurrences are completely defined in abstract terms while the rest incor-
porates particular group settings. It is remarkable that 81% of the artifact flow
situations are not particularized through the descriptions, neither formalized in
abstract models using current modeling specifications [3], and they should be
lately configured and deployed by the teachers. Furthermore, the specification
of constraints for flexible workflow is still an open issue [1].

In this study we have illustrated the gaps that exist between the informal
descriptions of artifact flows, the corresponding complete descriptions, as well as
their formal representations. The variability facets, which are vaguely expressed
as sets of high level customization constraints, were found to be present in most
of the designs represented in the corpus. Also, the analysis showed that they
have a high potential towards an effective particularization of the CSCL models.
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Abstract. Knowledge exchange and capitalization in a Community of Teachers 
is not easy to perform. Online forums have shown their limits and the need for 
systems dedicated to Communities of Practice is real. In this paper, we propose 
a bottom-up approach for a platform model to allow practice exchange in a 
teachers’ Community of Practice following a Task/Method paradigm for 
practice description and a community driven elicitation process. 

Keywords: Knowledge sharing, Knowledge Elicitation, Task/Method Paradigm, 
Teacher Training, Communities of Practice. 

1 Introduction 

Our work aims to provide a teachers’ community with a collaborative platform [1], 
which will support knowledge elicitation about teaching practice (driven by 
interactions between peers, and capitalized into individual memories with the 
associated context) and sociability and member participation in a Web 2.0 approach.  

2 Task/Method Paradigm and Community Driven Elicitation 

Task/Method paradigm and Hierarchical Task Model are well known in AI [3] and 
learning environment design [4]. They can be used to represent a reasoning model: 
how a task (what the teacher have to do) can be performed, that is the method 
describing one way to perform the task. The decomposition of a task can be modeled 
as a hierarchical tree as shown in Fig. 1. But the conversion process from tacit to 
explicit knowledge is a social process and many techniques in knowledge elicitation 
are based on interviews of experts by a knowledge engineer. One of these techniques 
is the “Why How Technique” [4] we used to allow members of the community  
to select predefined questions about a task. For such a scenario we used a  
community management based on a user profile, to put people with the same concern 
into contact. 
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Fig. 1. Task/Method decomposition of a teacher’s practice and community driven elicitation 

3 Conclusion 

In this paper, we have proposed a Task/Method approach with a community driven 
elicitation process for practice exchange and capitalization in a Community of 
Practice. By connecting teachers with similar professional context we induce a 
progressive refinement of practice description. And by broadcasting in the community 
a rich variety of practices, we hope to favor innovation. 
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Abstract. We present the architecture of an Open Data and Linked Data 
platform for "EnhAnced Government LEarning” (EAGLE), which aim is to 
help local governments to keep up with fast-changing trends in public 
administration (PA) by adopting technology-enhanced learning (TEL) methods. 
EAGLE uses Linked Open Data tools: Apache Marmotta and Apache Stanbol.  

Keywords: Linked Open Data, semantic enhancement, government learning. 

1 Introduction 

In our pre-study on learning in public administration (PA), in rural local government, 
conducted in Luxembourg, Montenegro, Germany, Austria, and Ireland in 2012/13, 
the following problems have been identified: “Lack of timely access to learning 
content, lack of well-established learning processes at the workplace, lack of change 
management procedures […]” followed by the fact that “ […] in 2012, 86 
regulations and 67 laws were changed in Germany; 54 regulations and 33 laws were 
already changed in 2013.” Hence, our motivation is to create a learning platform, 
which eases adoption of changing trends in PA. Herein, we present the architecture of 
the EAGLE Open Data and Linked Data (LD) learning platform, which builds on top 
of existing open source tools and frameworks, and develops a novel search, 
presentation and navigation strategy for education in PA. 

2 EAGLE Architecture  

The EAGLE learning platform architecture follows an open source policy, and reuses 
existing open source tools and components, such as relevant public sector datasets 
developed in LATC and LOD2 projects, as well as LD generated in different PA 
                                                           
* The research leading to these results has received funding from the EC FP7 (FP7/2007-2013) 

under grant agreement N° 619347. 
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context. It builds on top of several existing tools for the creation, linking, and 
publication of LD, and integrates open source tools: Apache Stanbol, which allows 
for semantic analysis, and Apache Marmotta, a LD platform [1]. The aim of the 
EAGLE architecture is to support aggregation, refinement, and usage of various Open 
Educational Resources (OER). The architecture specifies a set of components (see 
Figure 1): (i) OER Linked Data, meant for information management, (ii) OER Data 
Registry, for data management, based on the OpenData CKAN standard, and (iii) 
Automatic Item Generation (AIG), for self-assessment of information literacy in PA.  
 

 

Fig. 1. High-level architecture of the EAGLE Open Data & Linked Data learning platform 

To realise OERs as LD, we apply the following steps: (i) Data modelling: we 
develop an OER ontology to be used in PA; (ii) Data reusing: we either import 
structured data from the existing LD sources, or transform non-structured sources first 
into RDF, then align structured RDF data to the OER ontology; (iii) Data 
interlinking: we perform semantic lifting and content enhancement of the data to be 
stored, or modified; (iv) Data storage: all content enhancements and data aligned to 
the OER ontology are stored in the OER Data Registry; and (v) Data publication: the 
data from the EAGLE platform are available to EAGLE (as well as LD-) services, 
either via SPARQL or via RESTful services.  

3 Conclusions and Future Work  

Incorporating LD and Semantic Web technologies for learning in PA offers several 
benefits, such as collaborative creation and sharing of knowledge, improved 
interactivity due to concept-based navigation and search capabilities. In EAGLE, the 
major technical challenge will be to provide a smooth integration of the existing open 
source platforms/tools with PA services. One of the first steps is the enhancement of 
the OER metadata scheme to support CKAN for the OER Data Registry component.  
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Abstract. In recent years, researchers have begun to formalize LMSs instruc-
tional languages in order to specify models in conformance with their underly-
ing infrastructure. To our knowledge, there is no proposition that focuses on 
identifying an explicit process to formalize such languages. The research pre-
sented in this paper aims to define the necessary analysis and steps for the iden-
tification and formalization of an LMS instructional design language. Academic 
institutes have adopted LMSs; however, many teachers have difficulty using 
LMSs to create learning designs. Teachers are not familiar with implicit learn-
ing design domain of LMSs. They need solutions to bridge the gap between 
their educational intentions and the pedagogical scenarios proposed by the LMS 
at their disposal. In our work, we aim at supporting practitioners to overcome 
these LMSs’ obstacles in order to help them in focusing on the design of learn-
ing situations. Our contribution consists in extracting, identifying, and formaliz-
ing the LMS implicit instructional design language by proposing a meta-model 
to the design of learning situations.  

We propose a process to identify and formalize the instructional language of LMSs. 
Our approach is based on four viewpoints: the macro-HMI analysis, the factorization 
of HMI-macro model, the functional analysis and the micro analysis.  

 

 

Fig. 1. Analysis process of the instructional design language 
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The first viewpoint consists of HMIs analysis according to two strategies: (1) the 
analysis of existing situations on the platform and (2) the analysis of interfaces related 
to the specification of new situations. After the macro-HMI analysis, we factorized 
the macro-HMI model in order to obtain the simplified macro model. The functional 
analysis focuses on the identification of LMS existing functions. The last viewpoint 
concerns the micro analysis of the LMS instructional design language. It is composed 
of three steps: the micro-HMI analysis, the technical analysis, and the confrontation 
of micro-HMI and technical models. 

We apply our process on the Moodle 2.4 platform. The application of macro-HMI 
analysis on Moodle consists of identifying interfaces related to course design. We 
analyzed interfaces titles and navigation paths / URLs. We browsed all the links in a 
specific interface. After the macro-HMI analysis, we applied the factorization 
process. For example, we noticed that all activities/resources had the common 
attributes: “commonModuleSettings”, “restrictAccess”, and “activityCompletion”. So 
we moved these attributes to the Activity/Resource class. Based on the macro-HMI 
model, we proceeded to the functional analysis on Moodle. We divided each inter-
face to several areas. Then, for each area, we studied the graphical interface compo-
nents to identify functionalities related to instructional design. For example, from the 
main interface of a Moodle course, a teacher can show/hide/move a section. He can 
modify the course description, and manage different groups. He can also add an activ-
ity/resource in a specific section… The application of IHM-micro analysis is about 
characteristics identification of instructional design elements. It is based on the macro 
and functional models. The technical analysis consists in analyzing the Moodle data-
base. Our goal is to identify the Moodle instruction design language from a technical 
viewpoint to approve the relevant of specific data for this language. This analysis 
consists in specifying the reduced Conceptual Data Model for Moodle in relation with 
the instruction design. We have reviewed all Moodle database tables. The micro-HMI 
analysis and the technical analysis have specified two Moodle instructional design 
models according to two different viewpoints. In this step, we are interested in the 
confrontation of these models to formalize the Moodle instructional design lan-
guage. We think that the use of only one analysis method presents many negative 
points. Indeed, the micro-HMI model depends directly on the Moodle analyst compe-
tence. This means the possibility lack of pedagogical attributes. Similarly, the tech-
nical analysis is not an easy task. Many data structures are not explicitly reported 
when creating the database. 

In conclusion, we present in this paper a meta-model-based approach for identify-
ing and formalizing LMS languages. We apply our proposed approach on the Moodle 
platform. The meta-model will be used as a basis for the development of the external 
editor. It will guide and generate most of the final code for the editor. This will facili-
tate the use of LMSs and allow teachers becoming more familiar with e-learning.  
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Abstract. Educators in massive open online courses (MOOCs) face the chal-
lenge of interacting with tens of thousands of students, many of whom are new 
to online learning. This study investigates the different ways in which lead edu-
cators position themselves within MOOCs, and the various roles that they adopt 
in their messages to learners. Email messages from educators were collected 
from six courses on FutureLearn, a UK-based MOOC platform that had 26 uni-
versity partners at the time. Educator stance in these emails was coded themati-
cally, sentence by sentence. The resulting typology draws attention to the  
different ways in which educators align themselves in these settings, including 
outlining the trajectory of the course, acting as both host and instructor, some-
times as fellow learner, and often as an emotionally engaged enthusiast. This 
typology can be used to explore relationships between educator stance and va-
riables such as learner engagement, learner test results and learner retention. 

MOOCs were derived from connectivist theory, which emphasises the role of social 
context within learning [1]. The originators of connectivist MOOCs emphasised that 
‘you are teaching while you are learning’ [2]. However, most MOOCs are not con-
nectivist, so what is the educators’ role when they are talking to and guiding thou-
sands in an unfamiliar setting? ‘Qualitatively different approaches to teaching are 
associated with qualitatively different approaches to learning’ [3], so we would expect 
to see some changes in these new environments. 

Goffman was clear about the role of presentation of self in any interaction: ‘Infor-
mation about the individual helps to define the situation, enabling others to know in 
advance what he will expect of them and what they may expect of him’ [4, p1].  

We conducted a preliminary study to investigate educator stance in six MOOCs 
presented on the FutureLearn platform and to understand how their communications 
can encourage participation and promote confidence. We took ‘stance’ to mean the 
alignment of the educator to learners/educators/content, signaled by linguistic cues or 
by changes to the frame of reference.  

Our focus was on ‘lead educators’, the university-based individuals who signed off 
emails associated with the course. These are the educators most likely to be encoun-
tered by learners on FutureLearn, because these emails are sent weekly, or more fre-
quently, to everybody registered on the course.  

The study required a subtle yet rich instrument to encompass the lead educators’ 
alignment to a very large group of students. Previous categorisation systems, which 
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included those used for the study of group interaction sessions [5], tutor comments [6] 
and online tutor assistance [7] proved to have limitations in this context. We therefore 
coded the emails thematically, sentence by sentence, resulting in the category system 
outlined here, which we then used to consider educator stance in different MOOCs. 

• Academic grouping: member of a grouping within the university 
• Assessor: assessing student work 
• Course team member 
• Emotionally engaged 
• Evaluator: evaluating the course 
• Explainer: justifying why the course is structured as it is 
• Group: member of the group of learners on this course 
• Host, or part of a team of hosts  
• Instructor: providing instructions and / or options 
• Lead educator, on this course 
• Outliner: outlining what is happening on the course 
• Recommender: recommending resources, including course materials and URLs 
• Social media user 
• University member 

This typology draws attention to the different ways in which educators align them-
selves in these settings, including outlining the trajectory of the course, acting as both 
host and instructor, sometimes as fellow learner, and often as an emotionally engaged 
enthusiast. The typology also identifies variation in educator stance between courses. 
Some were concerned with building a sense of community and obviously considered 
themselves to be part of that community, while others remained more aloof.  

This preliminary research offers a new lens with which to explore teaching and 
learning activity within MOOCs.  
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Abstract. The e-book market is currently in a strong upswing. This research 
study deals with the question which practical uses the e-book format EPUB3 of-
fers for (higher) education. By means of a didactic content analysis, a range of 
interactive exercise types were developed as a result of conversations with 
teachers. For this purpose, a didactic and technical concept has been developed. 
Different kinds of exercises were prototypically implemented in an e-book. In 
summary, it can be remarked that EPUB3 is suitable for a variety of different 
exercises and that it is able to serve as a basic format for forthcoming digital 
textbooks. Furthermore the openness of EPUB3 will assist Open Learning and 
Teaching in a meaningful way. 

Keywords: epub, e-book, interactive, enhanced, e-learning. 

1 Introduction  

In our publication we are strongly interested in the open standard format EPUB (elec-
tronic publication). Due to the fact that Open Learning and Teaching are strongly 
based upon Open Educational Resources (OER) our research concentrates on open 
standards such as EPUB3. The International Digital Publishing Forum (IDPF) pub-
lished the EPUB3 standard in 2011 [1]. This new format opens up numerous oppor-
tunities for teaching by utilizing state-of-the-art technology. 

This research addresses the question of what content is suitable in the field of 
(higher) education [3] and how the didactic and technical creation process should look 
like. For this purpose, a field study is carried out and a prototype of a French textbook 
is developed. Thereby, common work sheets and exercises have to be implemented 
into the e-book to point out the strengths and weaknesses of the format in a technical 
and a content-related sense. 
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2 The EPUB3 Prototype 

Talking to language teachers, we conducted a didactical content analysis of the teach-
ing contents, which should take into consideration the different learning styles and 
types, the different levels of knowledge and the four communicative language compe-
tences stated by the Common European Framework of Reference for Languages 
(CEFR). The exercises should not be only drill and practice exercises in a behavioris-
tic way [2], but should be varied, appealing, interactive, motivating and multimedia-
based. Last but not least, the exercises should be auto corrective in order to assure 
immediate feedback. 

JavaScript was employed as the programming language to implement interactive 
exercises and contributes to interactivity in e-books. In addition, it is of high impor-
tance for both creating and changing content. The core of the system is patterned ac-
cording to the Model-View-Controller concept. 

Considering the didactical concept as well as technical possibilities different exer-
cises have been created. These can be divided into four main categories: Drag&Drop, 
Text Assignments, Quizzes and Selection Tasks.  

After presenting the prototype to a wider audience (of language learners, teachers 
and non-language learners) they were at first sight impressed by the high level of 
interactivity and multimedia implementation. At the second sight the teachers were 
delighted by the appealing layout and the fact that the exercises covered the different 
language competences and proficiency levels as stated by the CEFR. 

3 Conclusions 

This research shows that a wide range of content can be implemented in EPUB3 for-
mat. It can be pointed out that the strength is a high level of interactivity with the user. 
This results in a high level of motivation, which could be demonstrated by imple-
menting a prototype. Since EPUB3 is an open format, this has a positive impact on its 
spread. Even now it is supported by platforms and devices from different manufactur-
ers, although not yet fully. According to the current state, extensive knowledge in the 
areas of HTML5, CSS3 and JavaScript, as well as EPUB specifications are necessary 
for the creation of EPUB3 publications.  
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Abstract. One of the major achievements of Intelligent Tutoring Sys-
tems is the ability to provide deep diagnosis and intelligent feedback upon
user actions in an inner loop of an interactive exercise. In this work, we
develop a platform that hosts remote interactive exercises that can be
plugged into any browser-based environment.

The system supports two feedback modes - a training mode with step-
by-step evaluation of student’s answer with immediate error-feedback
and hint sequences, and a homework or assessment mode, in which a
student can enter a complete multi-step solution of a problem, submit
it into the system and receive delayed feedback to each made step. Such
a detailed analysis of student solutions is provided by the context-aware
domain modules used as back-engines.

1 Introduction

Since the raise of Intelligent Tutoring Systems the most important part of each
ITS is an exercise module. Interactive exercises with intelligent feedback train
learners to improve their procedural knowledge contributing to the key factor of
knowledge acquisition according to ACT-R theory [1]. Several decades since the
creation of ITS technology many systems are widely used in US and some are
used in Europe as well, but this usage is still restricted due to several reasons.
First of all, it is difficult for the lecturers to install and maintain such highly
complex systems and universities do not provide enough support for this task. For
example, an intelligent learning environment Math-Bridge1 has been successfully
tested in several universities in Europe, but its usage has been a subject to
constant maintenance and content debugging, which in the long term led to
abandoning the system as the technical support staff was not available any more.
Secondly, the lecturers who would like to use interactive exercises usually do not
need to use the complete ITS, but rather embed the exercises in their own lecture
scripts or LMS systems. It is in general not an easy task to provide single exercises
for the usage outside of an ITS environment. Existing systems such as STACK
or MathDox2 offer Web-based interactive exercises using semantic evaluation by
a remotely accessed Computer Algebra System, but can only provide a shallow
correct/incorrect feedback.

1 http://www.math-bridge.org
2 Seehttp://stack.bham.ac.ukandhttp://www.mathdox.orgresp
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We address these limitations and offer an interactive exercise module Exa-
mat, providing intelligent interactive exercises for various topics in introductory
university mathematics, which can be incorporated into any web-based content.

This work is based on the previous experience of the author with the de-
velopment of an intelligent learning environment Math-Bridge, which remotely
connects to external educational services (we use IDEAS domain reasoners3)
providing intelligent diagnosis upon student actions [2].

2 Exercises with Two Modes of Feedback

We offer two modes of interaction with Examat exercises - the training mode,
and the homework/assessment mode.

In the training mode the students receive correctness and error feedback at
each step as well as hints and worked solutions of problems on their own so-
lution path. The next step hints and worked solutions are generated using the
application of expert rules of the external rule engine to the current step, and
the error feedback is generated from the so-called buggy-rules that the external
rule engine matches against the erroneous user input.

In a homework or assessment mode the students can enter a complete multi-
step solution to a problem into the system, submit it and immediately receive
an evaluation of the complete solution in the same way as it is usually done by
the teacher, who evaluates not only the final result, but also intermediate steps.
The error feedback is given for each incorrect step and the rest of the solution
is further corrected given the current erroneous step was correct.

The system possesses an easy to use authoring tool, which consists of a graph-
ical template, in which the authors have to fill in the metadata of an exercise,
and its task, and the rest is generated automatically.

In the following months we expect to achieve the integration of the tool into
the commonly used LMS platforms, as well as develop a collection of exercises
for bridging-courses content to be integrated into a German online platform
VEMINT4 for remedial mathematics.

By providing intelligent and easy to use online exercises we expect to increase
the impact of ITS in the community of mathematics educators in Europe.
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Abstract. Affect plays a significant role in students’ learning behaviour.
Positive affective states can enhance learning, while negative ones can
inhibit it. This paper describes how we provide intelligent support in a
learning platform based on affect states. We discuss two components:
an affective state detector to perceive affective states in speech during
interaction with the platform; and an affective state reasoner to pro-
vide support, which aims at aligning the learner’s personal goal with the
learning task to evoke positive affective states for an enhanced learning
experience.

1 Introduction

Our aim is to build a learning platform for elementary education that integrates
speech recognition for children in order to enable natural communication. We
report on the development of an affective state detector capable of inferring
affective states in children’s speech. This is then used by the affective state
reasoner to provide intelligent support that is responsive to the affective state.

As described in [1] affective states interact with and influence the learning
process. While positive affective states contribute towards constructive learning,
negative ones can lead to challenges. The learning process includes a range and
combination of positive and negative affective states. This work contributes to-
wards the understanding of how intelligent support can be used to turn negative
affective states into positive ones.

2 Modelling and Adapting to Affective States

We adopt the layered approach designed by [4] for the development of the in-
telligent support. The input for the analysis layer is the result of the speech

� This research has been funded by the EU in FP7 in the iTalk2Learn project (318051).
Thanks to all our ITalk2Learn colleagues for their support and ideas.
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recognition software by Sail Labs [2]. This software is trained specifically with
children’s voices. It creates an array of words based on speech input. This word
array is used by the affective state detector for classification. The classification
is based on the ‘Bags-of-Words’ model (e.g. [3]). We apply a naive Bayes clas-
sifier to classify the affective states. The system then passes the result of the
classification to the reasoning layer, which uses this input to make decisions on
how adaptive feedback should be provided, via the affective state reasoner.

As described in [5] positive emotions or affective states facilitate students’ self-
regulation of learning, figuring in meta-cognitive and meta-emotional strategies
for adapting learning to goals and task demands. In contrast, negative emotions
can lead to reliance on external guidance. A match between personal goals and
learning tasks can produce positive affective states, while a mismatch can pro-
duce negative states [6]. Our affective state reasoner includes rules about how
negative affective states can be transformed into positive ones by aligning the
student’s reasoning process with the learning task. The rules are based on Wiz-
ard of Oz studies [7] where the platform was used as a tool to investigate what
type of support is effective for a particular affective state.

3 Conclusion and Future Work

We have developed a system that is able to provide adaptive feedback based on
affective state. The next stage in our research will be to evaluate the system
with respect to students’ affective states. This will include an assessment of the
effectiveness of the affective state detector and the affective state reasoner with
regard to students’ learning experience and performance.
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Abstract. Creative performance through participative video making is a means 
to engage students in STEM subjects by arousing their curiosity. This paper de-
scribes how to engage students in a video making process to support enhanced 
reflection and understanding of specific topics of study. 

Keywords: performance, participative video, juxtapose, STEM, creativity. 

1 Supporting STEM Learning by Creative Performance 

Young people are insufficiently motivated to take STEM (Science, Technology, En-
gineering & Maths) subjects at school or university. Intrinsic motivation is created 
through a desire to know and to have an interest in something. The EU project Jux-
taLearn aims to foster learning by stimulating curiosity and supporting learners 
through performative and productive activities. Students’ performance is substantiated 
in the form of creative, participatory video creation, together with sharing and com-
menting of videos in a learning community. Participatory video (PV) involves an 
inquiry process in which participants are asked to juxtapose standard interpretations 
with playing with concepts, exploring them creatively [1] and learning in groups. PV 
provides a medium in which to provoke conflict that facilitates learning [2] by draw-
ing students’ attention to discrepancies and opposing viewpoints between their differ-
ent interpretations of a topic. This encourages iterations between performance and 
editing activities as students clarify shared understanding, and as the teacher advises 
them. Hence, PV provokes and encourages reflection [3]. The whole learning path-
way is orchestrated into eight stages: (1) identify a subject, (2) demonstrate a standard 
teaching activity (STA) by the teacher, (3) interpret the STA in groups, (4) perform 
and create a video, (5) compose the final video, (6) share the video, (7) discuss the 
videos, (8) review. As creativity is not a widespread approach to teaching, there is a 
need for a performance framework that helps students to interpret and understand 
their achievements, encouraging them to compare their performance with other per-
formance on similar topics, and to reflect on how their audience perceives their work. 
While students are planning for and working on their specific video performance,  
the teachers are provided with awareness tools to enable them to help all groups,  
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i.e. coordinating students where necessary, helping with topic related questions and 
keeping them motivated and engaged. To support the student’s learning we provide 
two palettes: a creative performance palette and a practical performance palette. Stu-
dents must use the creative performance palette (e.g.: a pack of prompt cards) to start 
crafting their performance, discussing and planning. The practical performance palette 
supports the students in juxtaposing their creative performance with their teacher’s 
STA, e.g. a classroom experiment, by providing reminders, lists and checkpoints. The 
process of producing a performance has five steps (within stages 4-6): development 
(idea generation; initial planning of scenes; dramatic script), pre-production, produc-
tion, post-production and distribution. A creative performance palette encourages the 
students’ creativity at the development and post-production steps, whereas a practical 
performance palette structures the creation process through check lists, with constant 
reference back to a storyboard. The creative process runs throughout the discussion of 
their video performance enabling differing perspectives on similar STEM topics and 
offering opportunities for understanding. Besides the performance palettes, the story-
board acts as a road map to help students create a shared language and providing a 
solid foundation on which to place the components of the video. Not all students will 
have the same understanding of the topic or concept under study; understanding 
comes through discussion that these objects instigate, and the opportunity that video 
making gives to juxtapose performance with the STA. We support students in crea-
tively exploring a STA through metaphors and juxtaposed understandings, providing 
students with opportunities to compare and contrast, producing structural comparison 
that initiates a deeper learning [4]. When students compare their performance with the 
STA, they have opportunities to note and reflect on subtle differences, a process that 
might lead to serendipitous insights and lateral thinking. Using imagination to define 
problems facilitates transformative learning [1], and verbalizing the learning through 
participating and discussing is intrinsically rewarding [5]. First trials at a UK school 
and Spanish university show that the JuxtaLearn approach not only stimulates tar-
geted teaching for the students, but it also helps to identify the source of students’ 
misunderstandings. However, the students had to be reminded to focus on the subject 
matter instead of spending too much effort on the performance (e.g. effects or  
settings). 
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Abstract. This paper presents a tool that has been developed to sup-
port teaching of computer programming in practical laboratory sessions.
The tool has been implemented as a plugin for the Eclipse IDE and can
be deployed in a distributed manner to provide real-time monitoring of
the students’ activity.

Keywords: computer-supported teaching/learning, learning design,
learner motivation, distributed and interoperable tools.

1 Introduction

The seminal ideas behind this system originated in the MiGen ESRC/EPSRC
project [2]. This work is an attempt to extend the use of these tools to the domain
of computer programming. A similar project that uses Eclipse to monitor user
actions is [3]. This system helps tutors create interactive tutorials. Apart from
the purpose there are two major differences between [3] and this tool. The former
lacks interoperability support and does not exploit a distributed architecture.

Learning programming in the lab is often hindered by the student’s inability
to complete the work without help. There are students that due to personal,
social or cultural reasons find it difficult to interact with peers and tutors. If
students that need help do not ask for it, then it is unlikely to receive it in a
timely fashion. Tutors do not know which students need their attention at any
given time. On the other hand if students that do not need help do ask for it,
then it is very likely to receive much more than what they actually need. These
students will not apply enough personal effort to achieve the required task and
as a concequence of that the learning outcome for them may eventually be much
less than expected.

2 The Tool

The tool monitors student activity in the Eclipse Integrated Development En-
vironment (IDE) and consists of the following two main components: Observer/
Watcher and User Interface. The installation process has to be initiated by the
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student. After the plugin is installed it behaves as an integral part of the Eclipse
platform.

Observer : A student is considered to be active when she is typing text in Eclipse.
The system detects keystrokes and records events in the form of indicators. If
the system does not receive keystrokes for more than 5 seconds it records an
inactivity indicator. If it is in inactive state and receives a keystroke it records an
activity indicator of the same format. From that point on the user is considered
to be in active state.

User Interface: The purpose of the tool is to help laboratory assistants and lec-
turers to provide a more focused and efficient service to the students. The tool in
that respect has to monitor student activity and communicate that information
to the tutors in real time. Similar systems typically provide a client application
that is installed on the Lecturer’s computer and is used to centrally monitor
and/or administer the process. It is thought that this arrangement may not be
adequate for University computer laboratories since in this case the tutor must
always be moving from student to student in order to provide help. Therefore,
the tool was designed to be used in a de-centralised manner through mobile
devices. The tool can prioritise the help requests and provide online real-time
monitoring of the students’ status. It can also generate session statistics and
inform tutors about the frequency of help requests per student per machine.

3 Discussion and Conclusions

This paper has described the architecture of a system that provides support
to tutors in laboratory programming sessions. The system has been tested for
stability, fault tolerance and usability in four programming courses during the
Spring term of 2014, at the Department of Computer Science and Information
Systems, Birkbeck, University of London.

We envision this tool to become an integral part of other computer supported
learning environments that have been developed in the department like FLIP [1].
We also plan the next version of the tool to provide real-time monitoring of
student progress.
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Abstract. This paper presents a learning analytic tool for visualizing 
interactions resulting from discussion posts and replies. The tool is a plugin that 
adds visualization capabilities to a software that supports the analysis of 
qualitative data. Its aim is to provide teachers and students with monitoring and 
feedback of knowledge construction dialogues over time, thus enabling the 
optimization and personalization of learning processes. Data can be visualized 
through maps and relational links, allowing users to explore them interactively 
and chronologically. Analysis parameters were defined by the researcher and 
different teachers during the design phase of the tool and tests are still being 
conducted to improve and fine tune the tool’s usability. 

Keywords: learning analytic tool, visualization, knowledge construction, 
asynchronous discussions. 

1 Introduction 

Asynchronous online discussions play a key role in technology enhanced learning 
scenarios and are frequently used to promote knowledge construction and higher-
order thinking skills. Online discussions, usually in the form of written messages, can 
reveal students’ behaviour during these processes which, from a learning analytics 
point of view, may help us understand and optimize learning and the environments in 
which it occurs [1]. To understand learning processes though, we need to consider 
different aspects that come into play within online learning environments, such as the 
actions learners take, the representations they use, their engagement in discussions 
and how such discussions unfold over time. This perspective requires looking at 
mediating tools, social activity and time as intertwined dimensions of learning [2]. 

2 MRL – Map of Relational Links 

MRL is a plugin tool that adds visualization capabilities to the web based qualitative 
content analysis software webQDA [3], i.e., it builds on data previously coded using 
this software. MRL offers a basic set of queries which are presented in an interactive 
visual map format, displaying individual and group interactions over time. Queries 
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include: (i) the list of all posts and comments; (ii) the relation between them (based on 
sequence of thoughts, the continuity given to the topics covered and the identification 
of traces that were left throughout the discussions by the participants); (iii) the day 
and time of the post/comment and (iv) the 5 phases of knowledge construction 
proposed by the Interaction Analysis Model (IAM) [4]. For each query the user can 
select a participant and set a time interval, but queries can also be selected as a whole. 
In Fig. 1 an example for all queries (although only one post regarding query (i) is 
presented) is shown in a visual map format. Data corresponds to the interactions of 46 
participants during 22 days of discussion. Upon closer and detailed scrutiny (possible 
with the selection of individual queries and the application of different filters) it is 
possible to envisage aspects relevant to the process of knowledge construction that the 
IAM or discourse analysis alone cannot provide.  

 

 

Fig. 1. Visual map of online interactions 

These relate, for instances, to the emergence and recognition of patterns that may 
help us identify: (a) actions of social interaction, conflict, negotiation, testing and 
knowledge construction; (b) the participant(s) who prompted those actions, replied to 
them or abandoned them; (c) the time actions occurred, how long they endured or 
evolved to other actions. Hovering over any colour will display the coded message 
and clicking any relational link will highlight its path, where it began, expanded and 
ended. Data can be visualized as an integrated whole, but also at an individual level, 
enabling us to understand the participant’s cognitive schema during learning 
processes and his/her performance and behaviour in relation to the group. 
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Abstract. This paper presents a personal and social environment for Inquiry-
Based Learning (IBL). This environment enables teachers and students to 
combine a variety of inquiry components and generate mashups that can be 
adapted in order to meet their personal needs and preferences. This approach 
also allows users to share their mashups and use them collaboratively with their 
peers in order to perform their inquiries. 

Keywords: Inquiry-Based Learning, personalised learning, social learning. 

1 The weSPOT Inquiry Space 

The European project weSPOT1 adopts a personal and social approach for supporting 
IBL in secondary and higher education. The aim of this approach is to support 
students in personalising their IBL environment, as well as in building, sharing and 
enacting inquiry workflows individually and/or collaboratively with their peers [1]. 
These principles have driven the development of the weSPOT inquiry space2, a 
personal and social IBL environment that reuses and extends the Elgg open-source 
social networking framework3.  

The development of the weSPOT inquiry space has been primarily based on the 
following requirements: 

• A widget-based architecture enables the personalisation of the inquiry 
environment, allowing teachers and students to build their inquiries out of mash-
ups of inquiry components. 

• Students can connect with their peers and form groups in order to build, share 
and perform inquiries collaboratively. 

Inquiries in the weSPOT inquiry space are consistent with the weSPOT pedagogical 
IBL model [2]. According to this model, an inquiry consists of the following 6 phases: 
(i) Question/Hypothesis, (ii) Operationalisation, (iii) Data Collection, (iv) Data 
Analysis, (v) Interpretation/Discussion, and (vi) Communication. 

                                                           
1 http://wespot.net  
2 http://inquiry.wespot.net 
3 http://elgg.org  
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The weSPOT inquiry space enables its users (teachers and students) to create 
mashups of their preferred inquiry components, assign them to different phases of an 
inquiry, share them with other users and use them collaboratively in order to carry out 
an inquiry. When creating a new inquiry, users are provided with a set of 
recommended inquiry components for each phase of the inquiry. They can then 
customise these sets of components by adding, removing and arranging inquiry 
components for each phase of the inquiry. 

The weSPOT inquiry space offers a variety of inquiry components to teachers and 
students, enabling them to create, edit and share hypotheses, questions, answers, 
notes, reflections, mind maps, etc. Some of these components communicate with the 
APIs of REST web services offered by external tools. One of these external tools is 
the ARLearn mobile app4, which allows students to collect different types of data 
(photos, videos, measurements, etc.) with their smartphones and share them with 
other inquiry members via the weSPOT inquiry space. A Learning Analytics 
dashboard visualises all the activities taking place within an inquiry, enabling teachers 
to monitor the progress of their students and students to self-monitor their progress. 

Additionally, users have access to external resources and widgets and can use them 
in their mashups together with the inquiry components offered by the weSPOT 
inquiry space. These resources and widgets originate from external Learning 
Management Systems (LMSs), such as Moodle or Blackboard, or from external 
repositories of widgets, such as the one offered by the European project Go-Lab5. In 
order to integrate external resources originating from LMSs, we have implemented 
the IMS Learning Tools Interoperability (LTI) specification6, thus allowing teachers 
to include in their inquiries either course components from LMSs, such as discussion 
forums or quizzes, or entire LMS courses.  

Acknowledgments. The research leading to these results has received funding from 
the European Community’s Seventh Framework Programme (FP7/2007-2013) under 
grant agreement N° 318499 - weSPOT project. 
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Abstract. Many learning environments are quickly deserted by the learners, 
even if they are efficient. Gamification appears as a recent game-based learning 
approach to enhance the learners’ motivation. The difficulty with this approach 
is that people have various expectations from games, and react differently face 
to specific game mechanics. In order to adapt the game mechanics of the devel-
oped game elements, we propose a player model complementary to existing 
learner models. This model aims to predict to which game mechanics the user is 
responsive, and is used to adapt the gamified features of the system. 

Keywords: Gamification, Adaptation, Motivation, Player Model. 

1 Introduction 

Technology-enhanced learning systems are becoming more and more efficient, espe-
cially by taking into account the learning goals of the activity and the knowledge 
model of the learners. However learning activities are not always motivating for the 
learners and do not prevent them from taking off. Simultaneously, research in the 
field of game-based learning aims at making the learning activities funnier and more 
engaging for the users by proposing two main approaches: learning games and gami-
fication. Learning games refer to the use of games for learning purposes; gamification 
relies only on game design elements [1]. Turning the learning environment into a 
serious game requires a complete redesign, which could be very expensive and time 
consuming. In this paper, we are interested in gamification in order to integrate gam-
ing features in already existing learning environments. 

People do not have the same emotional responses to game mechanics (e.g. some 
are highly responsive to competition, whereas others are not). This paper aims to pro-
pose a model and a process to raise motivation for learning environments that are not 
intrinsically motivating, by gamifying them in a strongly adaptive way. 
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2 Adaptation of Gamification with a Player Model 

How to take into account the player types diversity? Adding gaming features for all 
the existing player types would entail a high risk of overloading the user interface 
with too many buttons. So far, a common approach to fulfill the player's expectations 
with gamification is to use the game elements that generally work the most (e.g. 
points, badges, leaderboards). But learners are usually not engaged with all these ele-
ments. Therefore, this diversity among learners-players requires a radical change in 
game mechanics for a game to be strongly adaptive. Thus we decide to select the 
game elements according to a player-types model. For instance, the players interested 
in socializing will be provided with a "share" button to post on social networks, and 
the players interested in competition will be provided with a leaderboard [2].  

The role of the adaptation engine is to find the most relevant gaming feature for a 
user, according to the player model. The gaming features are represented by a vector 
based on the classification of Ferro et al. [3] with values between 0 and 1. For in-
stance, the leaderboard vector could be [dominant 1, objectivist 0.4, humanist 0.2, 
inquisitive 0, creative 0]. The users are represented in the same way. Indeed, users are 
generally interested in more than one game mechanic. When gaming features have 
been designed, the values for their player types vector are set according to the game 
mechanics they implement. Unlike the game mechanics vector, the player types vec-
tor is dynamic: it changes according to the user’s interactions with the system. 

3 Conclusion 

Most existing game adaptations focus on adjusting the difficulty level of the game, 
while gamification requires real changes among game mechanics to support motiva-
tion. We argue that, in the context of gamified learning environments, the difficulty 
has to be handled by the learner model, and the gamification system should focus on 
adapting the game mechanics. Accordingly, we propose a gamification layer com-
posed of gaming features, a player model, and an adaptation engine for selecting the 
features for the users. 

References 

1. Deterding, S., Dixon, D., Khaled, R., Nacke, L.: From game design elements to gameful-
ness: Defining gamification. In: Proceedings of the 15th International Academic MindTrek 
Conference: Envisioning Future Media Environments, pp. 9–15 (2011) 

2. Monterrat, B., Lavoué, É., George, S.: Motivation for learning: Adaptive Gamification for 
Web-Based Learning Environments. In: Proceedings of the 6th International Conference on 
Computer Supported Education (CSEDU), pp. 117–125 (2014) 

3. Ferro, L.S., Walz, S.P., Greuter, S.: Towards personalised, gamified systems: An investiga-
tion into game design, personality and player typologies. In: Proceedings of the 9th Austra-
lasian Conference on Interactive Entertainment: Matters of Life and Deathp, p. 7 (2013) 
 



 

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 580–581, 2014. 
© Springer International Publishing Switzerland 2014 

Design and Operationalization of Learning Situations 
Based on Patterns for a Public  
in Professional Development 

Lahcen Oubahssi, Claudine Piau-Toffolon, Jean-Pierre Clayer, and Nour El Mawas 

Laboratoire d’Informatique de l’Université du Maine (LIUM), EA 4023 
LUNAM Université, Université du Maine 

72085 Le Mans, France 
Surname.Name@lium.univ-lemans.fr 

Abstract. The research presented in this paper aims to support teachers design 
learning scenarios with a context-sensitive tool exploiting a library of patterns. 
This research was carried out in partnership with PARTAGE an association that 
offers professional training for jobseekers in a design-based research approach. 
The goal is to assist the association’s pedagogical team in the expressing and 
the formalization of their learning situation through pedagogical scenarios in 
order to promote the capitalization and the reuse among their community. 
Moreover, we defined an engineering design process framework and we refined 
it in collaboration with trainers. To conduct this study, we analyzed the process 
guiding the jobseeker’s courses and we formalized the training practices as de-
sign patterns. We also studied the operationalizing feasibility of these patterns 
in Learning Management System. 

Keywords: Technology-Enhanced-Learning Systems, Pattern, Pedagogical 
Scenario, Operationalization, Professional development, Training Development, 
Design Activity, Instructional Design. 

1 Introduction 

Many models, methods and design tools have been proposed to analyze, implement, 
and operate models for learning scenarios. Learning Scenarios are designed according 
to two approaches types. The first one is a well-known modeling approach based on 
EML (Educational Modelling Language), as the IMS Learning Design specification 
leads to enable the design of computational models (in the meaning of understandable 
by a computer) which could be enacted by compliant systems. However these specifi-
cations are not really usable by teachers and do not enforce design processes that 
support the creation of pedagogically sound designs. The second approach allows 
designers (may be assisted by modeling specialists) to define their own EML, by spe-
cifying a domain-specific language and by using it for building their scenarios while 
ensuring the possibility of translating this specific language to a standard and opera-
tionalizable one. We chose to base our research on this second approach because it 
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exceeds the expressiveness limits of the previous one. We propose a teacher-centered 
design approach in which teachers are able to build their learning scenarios by the use 
of patterns. We intend to help teachers to formalize their educational needs in the 
form of patterns that can then be operationalized in Technology-Enhanced-Learning 
(TEL) systems without any assistance from pedagogical engineers or experts. 

2 Our Contribution 

According to the design-based research methodology we defined an engineering de-
sign process framework and refine it with association trainers. In a first time, we ana-
lyzed the pedagogical practices of the PARTAGE association. In a second step, we 
identified the different phases of the support process of a jobseeker. Finally, we car-
ried out the pedagogical practices of the association on the basis of a questionnaire. 
The analysis of this survey allowed us to identify and describe the different phases of 
the jobseekers's course. This analysis of pedagogical practices of PARTAGE helped 
us to define the objectives of the association, identify the problematic, and propose 
solutions (patterns) to improve existing scenarios. 

We note that the main objective of this contribution is to help the trainers to control 
the mediated learning situations. For this purpose, we propose tools and methods to 
assist them all along their instructional design process. This research builds on the 
work of the educational re-engineering of Technology-Enhanced-Learning systems, a 
pattern-based visual approach, and learning scenarios operationalization. Our aim is 
to help association trainers to express, formalize, and operationalize their learning 
scenarios through patterns. Trainers of the association PARTAGE realized patterns of 
a scenario with the editing tool. Then we generate the pattern in XML format via the 
patterns editor and then map concepts of the scenario with those of the platform. Main 
outcomes of the conducted study with PARTAGE consists in (1) a design approach 
based on patterns, (2) an editing tool which allows trainers to express their learning 
scenarios according to their own pedagogical way of designing, and (3) an operationa-
lization process. 

3 Conclusion 

In this paper, we address the problem of instructional design in the field of the profes-
sional training. We present a solution allowing trainers to design and operationalize 
learning situations from patterns according to their own design approach identified as 
pedagogical design scheme. At the end of a pilot study, we asked two trainers to eva-
luate the tool and the patterns produced. Despite the lack of user friendliness of the 
first version prototype, they have appreciated the opportunities of formalization of the 
pedagogical scenario and the expressiveness of the artifacts resulting from the editing 
session: « this approach forces us to be more rigorous ». 
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1 iTEC Project 

iTEC -Innovative Technologies for Engaging Classrooms- is a four-year project in 
which European Schoolnet is working with education ministries, technology 
providers and research institutions to transform the way that technology is used in 
teaching and learning. With 26 project partners, including 14 Ministries of Education, 
iTEC is the largest initiative yet on the design of learning and teaching for the future 
classroom. Within iTEC, educational tools and resources have been piloted in over 
2,000 classrooms across 19 European countries with the key objective of providing a 
sustainable model for fundamentally redesigning teaching and learning. 

Started in 2010, education researchers, teachers, education ministries, IT providers 
representatives and other specialists in the field of education worked together to 
design the future classroom. The project aims to develop more meaningful visions and 
scenarios for the future classroom by putting in place a user-centered design process 
and rigorous testing methodology. All learning activities and new webtools designed 
for the future classroom are co-developed with teachers and are validated in large-
scale pilots (five overlapping 18-month piloting cycles) in order to determine whether 
they can have the potential to be widely adopted by schools in Europe. The project as 
developed and piloted three innovative educational tools:  

• Eduvista, a toolkit for designing and sharing Future Classroom Scenarios 
(http://eduvista.eun.org/);  

• Edukata, a toolkit for Innovative Learning Activity Design (http://edukata.fi/). It 
was created upon a collaborative design process that allows educators to design 
future classroom activities; 

• Eduteka: the technologies for Advanced Learning Activity Design (http://itec. 
eun.org/web/guest/eduteka). It has been developed and tested with the 
involvement of teachers and students involved in the classroom pilots. The tool 
also demonstrates ‘intelligent’ advice on resources, with the capability to make 
personalized, informed recommendations, based on the teacher’s local context. 

2 Teacher Skills and Competences for Classrooms of the Future  

iTEC does not just focus on diffuse futuristic visions; instead, it provides educators 
with the necessary learning resources and pedagogical tools to allow them to innovate 
within their teaching and learning practices. However, in order to design the future 
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classroom, iTEC Project saw as required the need to identify the technical and 
pedagogical skills that teachers will need to effectively act in the classroom of 
tomorrow. Therefore, iTEC learning activities and webtools were designed 
considering an ICT Competence Framework for Teachers [2]. This framework is 
aligned with (i) today’s key technological and educational trends and with (ii) the 
skills that are expected to be evidenced by learners in the near future, which are 
frequently referred to as 21st-century skills. This framework considers six different 
domains of teachers work: 1. Understanding ICT in education, 2. Curriculum and 
assessment, 3. Pedagogy, 4. ICT (digital literacy skills), 5. Organisation and 
administration, and 6. Teacher professional learning. 

3 Evaluation of the Impact of iTEC Pilots in Schools 

From 2010 to 2014, the project conducted five cycles of design and testing of learning 
activities. The evaluation of iTEC pilot activities draws information from several 
sources including questionnaires and case study data collection which includes lesson 
observations and interviews with the teachers, head teachers and students. 

The report of the results founded so far particularly focus on students’ learning 
outcomes and engagement, teachers’ digital competence and pedagogical use of ICT. 
In it, four out of five teachers stated that students had become more deeply engaged in 
their work, and that the iTEC pilots had positively impacted on students’ attitudes to 
learning. Over 80% of teachers also agreed that the pilot enabled the students to 
engage in active and independent learning, and that the Learning Activities provided 
students with new ways to express ideas. Teachers also felt that the pilot had a 
positive impact on their own attitudes and practices relating to ICT; 79% of the 826 
teachers surveyed replied that their knowledge of ICT was improved through taking 
part in the pilot, with 84% indicating that they intended to use ICT more frequently in 
future. Above all, 87% of participating teachers felt that using iTEC Learning 
Activities enabled them to incorporate new pedagogical practices into their classroom 
activities [1]. 

The project results are likely to be transferred throughout the participating school 
and it presents the potential to be taken to scale in order to achieve European ICT-
driven economic growth policies as the ones identified in the Horizon 2020 
programme. 
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Abstract. The lack of data interoperability among different educational systems 
imposes a challenge to data analytics. To face these problems, we have devel-
oped SCALA (Scalable Competency Assessment web platform through a 
Learning Analytics approach), an integrated analytics system that employs 
Learning Analytics techniques to visualize in a single interface enriched indica-
tors to teachers and learners, gaining insights into their habits and the impact of 
their learning activities. 

Keywords: learning analytics, competency-assessment, learning metrics,  
dashboard. 

1 Introduction and Related Work 

ICT are becoming increasingly important learning mediating tools. Accordingly, there 
is currently a growing interest in better exploiting data from various sources to help 
universities to be more effective. This interest has led to the emergence of the area of 
research and application called Learning Analytics. However, the lack of data intero-
perability among different data systems imposes a challenge to data mining and  
analytics that rely on diverse and distributed data. To face these problems, we have 
designed and developed SCALA (Scalable Competency Assessment web platform 
through a Learning Analytics approach), an integrated analytics web system that 
processes datasets from a wide variety of educational web technologies.  

Following, and based on Chatti [1] we describe a reference model for LA based on 
four dimensions and identify various challenges and research opportunities in the area 
of Educational Data Mining in relation to each dimension. 1) What? According to 
IMS [2], in the current state of online curriculum delivery, there are a non-standard 
and/or completely non-existent set of metrics for measuring learning activity content, 
sourced from an increasingly wider spectrum of solutions and providers; 2) Who? 
Few studies involve the teacher by supporting the monitoring of students' activities 
[3] or the learner by providing feedback [4]; 3) Why? Assessment and feedback are 
less common objectives in the reviewed literature. Several methods have been applied 
for assessment and feedback but the most common are statistics and visualizations; 4) 
How? Based on  Baker and Siemens [5], we can establish three categories: Prediction 
methods, Structure discovery, and Relationship mining. 
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2 SCALA and a Case Study at the University of Deusto 

SCALA is a gathering and analysis system that can be described in three stages: ob-
servation, analysis and intervention [6]. During the observation phase, actions per-
formed by the learner are collected and stored; this data is filtered and processed. 
During the analysis phase, the data is analyzed to detect patterns that help define the 
current situation of teachers and learners. Finally, the data is showed in a dashboard to 
help them reflect on their performance given the current situation. SCALA, is focused 
on the three stages. In the observation one, with the ETL process that through a set of 
web services gathers data from different educational web technologies. In the analysis 
step, we use three different statistical algorithms to detect and extract knowledge from 
the large datasets. And, lastly, in the intervention step, we provide awareness by dis-
playing visualizations to the participants of the learning activity. The specific objec-
tives that contribute to reach this aim are: a systematic process of educational data 
analysis for online courses (what we will call SCALA-process); the definition of a 
suitable model of educational trace analysis (the so-called SCALA-model); and the 
design and implementation of a monitoring and visualizing web platform (the exten-
sible web system called SCALA-platform). 

Over 2013/14 academic course, a series of experiments have taken place at the 
University of Deusto. 200 students of five different subjects (Macroeconomics, 
Project Management Office, Programming, Physics and Entrepreneurship) have parti-
cipated. The experiment was carried out in two phases: at first, students were in-
formed about the enriched assessment rubrics during a two hour lecture session. The 
Specific emphasis was given to the interaction analysis indicators which had to be 
incorporated into the classic assessment rubrics. In the second phase, the students 
resolved the different activities over the educational web technologies that will later 
be described. The first version of SCALA extracts evidences from a set of educational 
web technologies that have different data formatting (Moodle, Google Docs, Twitter, 
MediaWiki and Youtube). From all these heterogeneous data sources, we take the 
author and the timestamp, to be able to perform further analysis.  

In the future, we would like to be able to assess more competencies such as Entre-
preneurship, Creativity or Problem-solving, if we consider more educational technol-
ogies such as Serious Games, eBooks or OER repositories. 
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Abstract. We present the Social Navigator, an open, Web-based learn-
ing platform supporting training of Social Media skills in vocational edu-
cation. It provides access to a rich pool of resources that enable teachers
to integrate Social Media education into the teaching process and offers
information and training material to trainees. Designed in an interdis-
ciplinary approach, the Social Navigator builds upon a Social Web skill
model, which is used to provide personalized, guided access to resources.
Complementary, the integration of Social Web channels stimulates social
interaction and helps users to implicitly acquire Social Web skills.

Keywords: Social Media Education, Personalized Recommendations.

1 The Social Navigator

Social media have become an integral part of everyday’s working life, particu-
larly in the ICT industry. The skills needed to professionally use channels such as
wikis, blogs, and networking sites include search, selection, comparison, adminis-
tration, and publication of information. With the goal to increase the awareness
for opportunities and risks of Social Media and to convey required skills, we are
developing the Social Navigator as a personalized and social learning system [1].

For teachers and trainers, the system shall motivate the importance of Social
Media skills for their trainees’ working life and provide support in designing
and running projects that convey Social Media skills; for trainees, it constitutes
a platform that helps acquire Social Media skills through self-assessment tests,
personalized learning object recommendations, and dedicated Web-based train-
ings. Designed as a Social Network, it stimulates communicative exchange such
as sharing of experiences made with Social Media in vocational education.

Social Media Skill Model. The Social Navigator is centered around learning
objects and information about Social Media skills, which describe the capabil-
ities of adequately applying social media technologies [2,3]. In [4] we presented
an integrated model describing knowledge and skills for the use of the Social
Web for learning and knowledge exchange. At its core, the model identifies four
complementary facets for professional Social Media use, namely skills required
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Fig. 1. (l) Social Navigator architecture; (r) Screenshot incl. recommendation stream

to create and edit information, communicate and comment on information, com-
prehend and evaluate information, and select and manage information. The skill
model is tightly integrated into the Social Navigator, serving as a means for
classification, navigation, and recommendation of learning objects.

Architecture, Design, and Implementation. The architecture of the Social
Navigator follows a three-tier approach (cf. Figure 1(l)), in which learning object
metadata as well as dynamic user behavior are used by an ontology-based search
and recommendation engine [1], to provide personalized information to end users
(see e.g. the recommendation stream skteched in Figure 1(r)). In order to support
mobile learning, the visualization and interaction API follows a responsive design
paradigm that delivers output to desktop, laptop or tablet PCs in an optimized
way. Another central component is a module for Social Reading, which allows
users to annotate text fragments in learning objects, add comments or links to
these annotations, and share them with others, thus enabling community-driven
communication around integrated learning objects.

Acknowledgments. This research has been co-funded by the European Social
Fund and the German Federal Ministry of Education and Research within the
project KOMMIT.
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Abstract. The use of social media has become popular in the professional IT 
sector, requiring specific skills to exploit their full potential. Based on our 
model on relevant social media skills we report on a study testing related profi-
ciencies of IT vocational students. From this we derive three technology-
enhanced training instruments to foster the skills in vocational education  
processes.1 
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1 Assessing Social Media Skills 

Social media, such as blogs, online forums, wikis, and social networking sites, in-
creasingly become an integral part of young adults’ personal as well as school or 
working life. Particularly in the IT sector the use of social media has become popular 
for both knowledge consumption and production. A competent and reflective use of 
social media, however, not only requires technical skills (e.g., how to set up a wiki 
page) but even more a set of cognitive and social skills for learning and knowledge 
exchange. On the basis of existing models about general ICT literacy (e.g., [1]) as 
well as models from educational psychology about information problem solving on 
the internet (e.g., [2]) and collaborative problem solving [3] we derived four skill 
facets that form the basis for an adequate receptive or productive use of social media 
in educational or business contexts: A. select and manage information, B. comprehend 
and evaluate information, C. communicate and comment on information, D. create 
and edit information. The facets are part of our more comprehensive skill model [4]. 

In order to test students’ proficiency regarding the identified skill facets we devel-
oped a set of 10 exemplary tasks. For example in one task (testing facet B) students 
were asked to read a blog article about health risks of laser printers and to argue 
whether or not they would use this website for a school assignment. All tasks required 
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free text entry and were presented on individual laptops in a classroom. Table 1 sum-
marizes the results of our study, cf. [4]. Dark grey areas mark the percentage of stu-
dents who achieved at least half of the maximally possible points according to our 
detailed assessment matrix. The results indicate training needs for facets A, B, and D. 

Table 1. Study results (Sample: 124 vocational students from IT sector, M=20.4y, 93.5% male) 

 

2 Training Social Media Skills 

Based on the skill model and the results of our study we are currently realizing three 
different technology-enhanced training instruments to foster the identified skills. 

Web-Based Training Modules for Students. We are developing two web-based self-
study training modules (20-30 min learning time) which train the skills “Keep oneself 
up-to-date” (skill of facet A) and “Evaluate the quality and credibility of information” 
(skill of facet B). For each module we have defined a set of learning goals (e.g., sepa-
rate relevant from irrelevant information, evaluate author’s expertise, etc.) and train 
them using real world IT relevant scenarios (e.g., “Bring your own device”).  

Social Navigator. We are developing the Social Navigator, cf. [5], an open online 
resource and collaboration platform, which provides internal and external free educa-
tional resources about the topic social media education for teachers, trainers, as well 
as students of vocational IT education. 

Open Online Course for Teachers. We are currently devising an open online course 
for teachers and trainers of vocational IT education, which guides them how to inte-
grate and train the respective skill facets into the classroom or workplace.  
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Points (P) achieved wrt. assessment matrix max. P

Task (T) Skill 0 0.5 1 1.5 2 2.5 3 4 5 6

1. Point out strategies to keep oneself up to date A 25% 51% - - 4 P

2. Evaluate credibility of blog article B 21% - 5 P

3. Identify inappropriate Facebook posts C 8% 8% 14% 6 P

4. Anticipate problems when collaboratively 
    writing a Wiki article

D 15% 50% 31% 6 P4%

24%

39% 30% 10%

70%
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Abstract. Open Learner Models mostly employ positional-based nego-
tiation mechanisms which confine the role of negotiation as a “problem-
solving” technique. Negotiation provides an excellent opportunity to
learn and understand why a learner holds a certain belief and why these
beliefs contradict with that of the system. This study aims at propos-
ing a new paradigm of learning that uses negotiation coupled targeted
responses to motivate a learner and enhance their metacognitive skills
along with their cognitive skills.

Keywords: Negotiation, Metacognition, negotiation-driven learning,
interest-based negotiation, learner motivation.

1 Introduction

Intelligent Tutoring Systems (ITS) use personalization and user modeling to pro-
vide adaptive learning. ITSs employ a Learner Model (LM) to infer the learner’s
knowledge state which drives this adaptive interaction. Much of the research in
ITSs has primarily focused on generation and utilization of LMs. Open Learner
Models (OLM) were introduced with the idea to open the LM to the learner
which provides them with an opportunity to externalize their knowledge. OLMs
aim to increase learner involvement and promote their cognitive & metacognitive
abilities through guided content, externalization, scaffolding and negotiation [1].
However, the role of negotiation has been undermined by how it has been used
in OLMs. This paper proposes the paradigm of Negotiation-Driven Learning
(NDL) with the aspiration to enhance the role of negotiation as a “problem-
understanding” technique and use it to promote both cognitive & metacognitive
skills of a learner.

2 Background

Negotiation helps remove conflicts between the beliefs of a learner and the sys-
tem which results in a more accurate LM. This not only increases the accuracy
of the LM but also promotes metacognitive skills such as reflection and self-
monitoring in learners [1]. In recent years a lot of research has focused on the
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promotion of metacognitive skills in learners. It has been argued that for an In-
telligent Tutoring System to be effective, it is necessary that the systems model
student’s meta-knowledge along with their domain knowledge. Also the fact that
not all learners are equally capable of evaluating their knowledge, they should
be provided with enough support to externalize and realize their knowledge.

3 Negotiation Driven Learning

We aim to take advantage of automated Interest-Based Negotiation (IBN) and
behavioral modeling and use them to understand and challenge the motivational
state of the learner. Indulge the learner in an active dialog which promotes self-
regulated learning, and provide the learner the opportunity to understand “what
and how” they learn.

3.1 System Architecture

Fig. 1. Extended Interest-Based
Automated Negotiation Agent

In order to automate the IBN in our system,
we propose a model of an Extended Interest-
Based Negotiation Agent which extends the
computational model described in [2]. We in-
troduce the use of a Behavioral Model (BM)
that is used by the system to hold information
regarding the behavioral state of the learner.
The BM can play a very important role in the
IBN process, since for a negotiation strategy
to be fruitful, it is imperative that the moti-
vational state of the other party is taken into
consideration. Figure 2 shows the architecture
of the proposed system.

4 Conclusion

In this study we have proposed a paradigm of Negotiated-Driven Learning. NDL
follows the notion that learning is maximized by participation in the learning pro-
cess and negotiation provides an excellent opportunity to challenge the learners
which promotes metacognitive skills by motivating them to think more objec-
tively about their learning.
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Abstract. Applications that try to enhance learners’ knowledge can
profit by the creation and analysis of learner profiles. This work deals
with the derivation of an optimal sequence of questions by comparing
similar learning behaviour of users of a mathematics training application.
The adaptation of the learners’ clusters to the answers of the revised
optimal question sequence improves learning.
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1 Classification of Questions

Related works that use explicit [1] and implicit [2] knowledge from the learners,
provided motivation for our previous research [3]. In this work, only implicit
knowledge on the learning behaviour was used. The dataset was provided by the
Android application UnlockYourBrain. The addition questions contain about 8
million answers given by 107603 different users and subtraction, multiplication
and division around 2 million answers from 50000 different users. The answer to
a posed question can be correct (R) of false (W). By this means, eight sorted
answer types were defined for questions with up to five answering options: R,
WR, W, WWR, WW, WWWR, WWW and WWWW. An eight-dimensional
feature space having the occurrence probabilities of each answer type as dimen-
sions, contains one point per question. The K-Means [4] algorithm was applied
to classify the addition questions to 13, the subtraction questions to 10, and
multiplication and division to 11 clusters. Questions that needed proportionally
more attempts to be correctly answered, were clustered together.

2 Adaptive User Profiling and Optimal Sequence

A Markov chain was the adequate model for the learning behaviour and appli-
cation use of one specific user. The learner always gets a question belonging to
a questions’ cluster (state of Markov chain) and the answer is always one of the
eight answer types (also state of Markov chain). The answering act as well as
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Fig. 1. Markov chain model of one user profile

the posing of a new question are both the state transitions within this Markov
model. The probabilities of the transitions reflect the answering choices of the
user and the question’s posing algorithm used by the application (see figure 1).
The questions’ clusters can undergo a change in number and content due to
reclassification. These actions will induce changes in the users’ profiles since the
latter are coupled per definition with the questions’ difficulties clusters.

The ultimate goal of the users’ clustering is to identify the learning patterns
that are similar (or respectively different) between the learners. Therefore, a hi-
erarchical clustering algorithm [4] was applied to cluster the different Markov
chain user profiles; each operation was considered individually. The multidimen-
sional feature space of all user profiles is of size: number of answer types (8)
times the number of question’s difficulties clusters. A user’s Markov chain liv-
ing in this space, is a point with coordinates that represent the Markov chain’s
transition probabilities.

When observing the learning behaviour of the users, several sequences of ques-
tions could indicate an improvement over time. The sequence plays an important
role in enhancing the learning goals of the users if the questions’ answers con-
verge over time towards being correct. The application learns which sequence
of questions was more beneficial for the user’s neighbours from a learning view-
point. Especially from those neighbours that have matched question-answer pair
subsequences, the application can use their further successful progress (if any)
to decide and pose the next optimal question.
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Abstract. Often methods of contemporary schooling assumed teacher-centred 
practices. I draw on the concept of social learning and learning networks to 
challenge this model. In particular, I explore the role of a learning technology, a 
Social Network Site called Edmodo in teaching and learning practices in the 
primary classroom. Both, a quantitative approach and qualitative technique 
were utilised. By doing so, I attempt to understand not only the patterns of in-
teraction, but also the underlying meaning of interactions used in the asynchro-
nous environment. This study aims to bridge gaps between contemporary  
methods of schooling and learning technologies. I will show the applicability of  
Edmodo in expanding teaching and learning repertoires and in building learning 
networks in young learners.  

Keywords: Network learning, primary education, social network sites, social 
learning. 

1 Introduction  

Current schooling is often critiqued for perpetuating teacher-centered practices. Stu-
dents and teachers interactions in the classroom frequently play two distinctive roles, 
with teachers focusing on the delivery of content and students in the appropriation of 
knowledge. This echoes contemporary schooling expectations of students learning the 
same content, at the same rate and being assessed under standardized measurements 
[3]. A major aspect of social learning poses that learning occurs as part of inquiry 
processes which involves not only enacting the role of students/mentees but also the 
role of teachers/mentors [2]. As schools are progressively incorporating a blended 
approach for teaching and learning, it is relevant to see how Information and  
Communication Technologies (ICT) might influence this educational context. One 
particular ICT platform where interactions are extended, from face to face mode to an 
asynchronous mode, are social network sites (SNSs). I examine the use of a SNS with 
learning purposes called Edmodo in an upper-primary classroom and explore if the 
inclusion of this learning technology promotes active roles in learners, involving con-
ventional students’ interactions and also mentoring processes. In addition, I examine 
the teacher’s role in the online space and the interactions emerging with the inclusion 
of Edmodo in the learning network of the classroom.  
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2 Research Context  

This study is situated in an Australian independent pre K-12 school located in Sydney 
that emphasizes innovation in teaching and learning and the use of digital technolo-
gies. The study considers the contributions of a year 6 class (11 and 12 years old), 
composed of 30 students and the head teacher, over four months. Students in this 
learning environment are equipped with their own laptops/personal devices, a Wi-Fi 
network and a Learning Management System.  

3 Method 

First, a content analysis technique [5] and the Anderson Schema for tutoring proc-
esses was employed [1]. Second, a micro-ethnographic discourse analysis method was 
employed. This technique allows exploring the meaning underlying the interactions 
on the Edmodo wall, beyond the quantitative data. Consequently discourse analysis 
focuses attention on how people adopt tools to communicate and engage in semiotic 
practices and in turn create social realities.  

4 Findings  

In this analysis, I examine students engaging in teaching practices and the patterns of 
the teacher’s contributions on Edmodo. Both, the content analysis and discourse 
analysis suggest that students are engaging in rich level of social learning in this envi-
ronment. Yet, the quantity of interactions by students varied and the nature of their 
contributions can adopt different forms. Studies on asynchronous learning platforms 
have evidenced that peer teaching and dialogue can be drivers that increase the quality 
of students’ thinking process [4]. The evidence shows that students are positioning 
themselves not only in traditional patterns of students’ roles but also engaging in men-
tors’ practices, navigating across these two roles. The teacher’s contributions are in 
turn, less significant in directing instruction and rather focused on activities related to 
the design on instructional activities. Consequently, the data suggest that the use of a 
social network site with learning purposes leverages the construction of teaching and 
learning repertoires beyond conventional patterns in the primary classroom.  
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Abstract. The automatic collection of data concerning the interaction
between students and Technology Enhanced Learning (TEL) systems
has become increasingly common. Such data availability has led to ap-
plications of Learning Analytics (LA) techniques, characterized by the
capability of extracting non-trivial patterns from them. In this frame-
work, we describe the methodology we are adopting to explore the way
students learn the concepts of digital electronics by exploiting LA. In par-
ticular, a simulator named DEEDS (Digital Electronics Education and
Design Suite) is used, and we aim at extracting non-trivial knowledge
from data, gathered through a logging application, properly realized for
monitoring DEEDS usage.1

Keywords: Learning Analytics, Technology Enhanced Learning, Simu-
lator, Student Interaction.

1 Learning Analytics with DEEDS Simulator

Learning Analytics (LA) has developed remarkably in the last decade in the
field of higher education by focusing on learning processes [1–3]. By adopting
methods of analytics in e-learning, researchers gain more insight into the data
collected from students through building models [4]. In the context of TEL,
simulation-based environments are efficient tools to improve learning [5]. In this
framework, we concentrate on higher education and use DEEDS simulator (Dig-
ital Electronics Education and Design Suite) [6] which is used for e-learning in

1 This work is supported partly by the Erasmus Mundus Joint Doctorate in Interac-
tive and Cognitive Environments, funded by the EACEA Agency of the European
Commission.

C. Rensing et al. (Eds.): EC-TEL 2014, LNCS 8719, pp. 596–597, 2014.
c© Springer International Publishing Switzerland 2014



A Learning Analytics Methodology to Profile StudentsBehavior 597

digital electronics. We aim to extract precious knowledge via LA methods from
data, gathered through a logging application called ’LA Data Collector’ (LADC).
This study was carried out on the students of Digital Electronics course at the
University of Genoa during the spring semester, 2014.

In particular, a comprehensive experiment is designed and around 120 stu-
dents participated in. An instructional design of the experiment to log the inter-
action data for comparing to the learning outcomes is performed. This leads us
to discover common patterns and cross-correlations between variables for profil-
ing students learning activities and attitudes. The activity data from the whole
course by LADC is collected from over 95% of students (see Figure 1). During the
experiment, observation, interview, and demographic questionnaire were carried
out to acquire the learners’ background, motivation, and feedback. A dataset
concerning the learners’ behavior and their key performance indicators, while
interacting with the simulator is being prepared and will be made available as a
valuable source for the research community.

Fig. 1. DEEDS simulator used by a student trying to solve an exercise. On the lower
left, the log data is shown as well as the LADC interface.
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