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Preface

Welcome to the proceedings of the 14th International Conference on Algorithms
and Architectures for Parallel Processing (ICA3PP 2014) held in Dalian, China.

ICA3PP 2014 is the 14th in this series of conferences started in 1995 that are
devoted to algorithms and architectures for parallel processing. As applications
of computing systems have permeated in every aspect of daily life, the power
of computing system has become increasingly critical. This conference provides
a forum for academics and practitioners from countries around the world to
exchange ideas for improving the efficiency, performance, reliability, security,
and interoperability of computing systems and applications.

It is our great honor to introduce the program for the conference. Thanks to
the Program Committee’s hard work, we were able to finalize the technical pro-
gram. In the selection process, each paper was assigned to at least 4 PC members
as reviewers. The authors and those PC members from the same institution were
separated in the reviewing process to avoid conflicts of interests. We received 285
submissions from all over the world. The large number of submissions indicated
continued excitement in the field worldwide. The manuscripts have been ranked
according to their original contribution, quality, presentation, and relevance to
the themes of the conference. In the end, 70 (24.56%) papers were accepted as
the main conference papers and inclusion in the conference.

ICA3PP 2014 obtained the support of many people and organizations as well
as the general chairs whose main responsibility was various tasks carried out by
other willing and talented volunteers. We want to express our appreciation to
Professor Xian-He Sun for accepting our invitation to be the keynote/invited
speaker.

We would like to give our special thanks to the program chairs of the confer-
ence for their hard and excellent work on organizing the Program Committee,
outstanding review process to select high-quality papers, and making an excellent
conference program. We are grateful to all workshop organizers for their profes-
sional expertise and excellence in organizing the attractive workshops/symposia,
and other committee chairs, advisory members and PC members for their great
support. We appreciate all authors who submitted their high-quality papers to
the main conference and workshops/symposia.

We thank all of you for participating in this year’s ICA3PP 2014 conference,
and hope you find this conference stimulating and interesting.

July 2014 Ivan Stojmenovic
Wanlei Zhou
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C-AMAT: Concurrent Data Access Model for

the Big Data Era

Xian-He Sun

Illinois Institute of Technology, Chicago, USA

sun@iit.edu

Abstract. Scalable data management for big data applications is a chal-
lenging task. It puts even more pressure on the lasting memory-wall prob-
lem, which makes data access the prominent performance bottleneck for
high-end computing. High-end computing is known for its massively par-
allel architectures. A natural way to improve memory performance is to
increase and utilize memory concurrency to a level commensurate with
that of high-end computing. We argue that substantial memory concur-
rency exists at each layer of current memory systems, but it has not been
fully utilized. In this talk we reevaluate memory systems and introduce
the novel C-AMAT model for system design analysis of concurrent data
accesses. C-AMAT is a paradigm shift to support sustained data access-
ing from a data-centric view. The power of C-AMAT is that it has opened
new directions to reduce data access delay. In an ideal parallel memory
system, the system will explicitly express and utilize parallel data ac-
cesses. This awareness is largely missing from current memory systems.
We will review the concurrency available in modern memory systems,
present the concept of C-AMAT, and discuss the considerations and pos-
sibility of optimizing parallel data access for big data applications. We
will also present some of our recent results which quantize and utilize
parallel I/O following the parallel memory concept.

Keywords: Big Data; Parallel memory system; Data access model

1 Bio-Short version

Dr. Xian-He Sun is a Distinguished Professor of Computer Science and the chair-
man of the Department of Computer Science at the Illinois Institute of Technol-
ogy (IIT). He is the director of the Scalable Computing Software laboratory at
IIT and a guest faculty in the Mathematics and Computer Science Division at
the Argonne National Laboratory. Before joining IIT, he worked at DoE Ames
National Laboratory, at ICASE, NASA Langley Research Center, at Louisiana
State University, Baton Rouge, and was an ASEE fellow at Navy Research Lab-
oratories. Dr. Sun is an IEEE fellow and is known for his memory-bounded
speedup model, also called Sun-Nis Law, for scalable computing. His research
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interests include parallel and distributed processing, memory and I/O systems,
software systems for big data applications, and performance evaluation. He has
over 200 publications and 4 patents in these areas. He is a former IEEE CS
distinguished speaker and former vice chair of the IEEE Technical Committee
on Scalable Computing, and is serving and served on the editorial board of most
of the leading professional journals in the field of parallel processing. More in-
formation about Dr. Sun can be found at his web site www.cs.iit.edu/~sun/.
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Abstract. While GPU is becoming a compelling acceleration solution
for a series of scientific applications, most existing work on climate mod-
els only achieved limited speedup. It is due to partial porting of the
huge code and the memory bound inherence of these models. In this
work, we design and implement a customized GPU-based acceleration
of the Princeton Ocean Model (gpuPOM). Based on Nvidia’s state-of-
the-art GPU architectures (K20X and K40m), we rewrite the original
model from the Fortran into the CUDA-C completely. Several accelerat-
ing methods, including optimizing memory access in a single GPU, over-
lapping communication and boundary operations among multiple GPUs,
are presented. The experimental results show that the gpuPOM on one
K40m GPU achieves 6.9-fold to 17.8-fold speedup and 5.8-fold to 15.5-
fold speedup on one K20X GPU comparing with different Intel CPUs.
Further experiments on multiple GPUs indicate that the performance of
the gpuPOM on a super-workstation containing 4 GPUs is equivalent to
a powerful cluster consisting of 34 pure CPU nodes with over 400 CPU
cores.

1 Introduction

There is no doubt that high-resolution climate modeling is crucial for simulating
global and regional climate change. Most research groups in climate modeling
have established their own roadmaps for high-resolution ranging from several
kilometers down to hundreds of meters. The need for high-resolution exposes
serious problems because the time consumed in running high-resolution climate
models remains a significant scientific and engineering challenge.

Recent years, many scientific codes have been ported to the GPU and well
suited to the GPU. In the area of climate models, most of the previous work
achieved different levels of speedup for entire models on GPUs. For instance,
Michalakes et al accelerated a computationally intensive microphysics process
of the Weather Research and Forecast (WRF) model with a speedup of nearly
25x that speedups the entire WRF model by only 1.23x[1]; Shimokawabe et al
fully accelerated the ASUCA model – a production and non-hydrostatic weather
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c© Springer International Publishing Switzerland 2014



2 S. Xu et al.

model – on 528 Nvidia Tesla GT200 GPUs and achieves 15TFlops[2]; [3] accel-
erated a full huge operational weather forecasting model COSMO and achieved
2.8X speedups for its dynamic core.

According to our analysis, further speedup of climate models is limited by
two reasons. Firstly, the partial GPU porting limits the performance of the
whole application. Many scientific models suffer from a flat performance profile
during GPU accerlation. In CAM[4], the most single expensive subroutine only
accounts for about 10% of total runtime and most subroutines accounts for less
than 5%, which is the same in mpiPOM. According to the Amdahl law, the whole
model can not be significantly speedup such as the GPU accerlation of CAM
[4], ROMS [5], WRF [1] and HOMME [6], but it is sometimes a compromised
approach because of the huge code. Secondly, climate models is mainly bounded
by memory access, especially for their dynamic cores[3]. Great work has been
done in the full GPU acceleration of COSMO [3], ASUCA [2] and NIM [7],
including all the dynamic cores and some portion of physics. But the memory-
bound problem exists and can be further eased through better use of state-of-
the-art GPU memory hierarchy.

The objective of our study is to shorten the computation time of high-
resolution ocean models by parallelizing their existing model structures using
the GPU. With the representative ocean model, the mpiPOM, used as an exam-
ple, we demonstrate how to parallelize an ocean model to make it effectively run
on GPU architecture. Using state-of-the-art GPU architecture, we first rewrite
the entire mpiPOM model from the original Fortran version into a new CUDA-
C version. We call the new version gpuPOM. Then, we design and implement
several different optimizing methods from two levels, such as computation opti-
mization in a single GPU, communication optimization among multiple GPUs.

In terms of computation, we concentrate on memory access optimization and
making better use of GPU’s memory hierarchy. We deploy a four-categories
optimizations, including using read-only data cache, local memory blocking, loop
fusion and subroutine fusion, that are especially effective for climate models. The
experimental results demonstrate that one K40m GPU achieves 6.9-fold to 17.8-
fold speedup and one K20X achieves 5.8-fold to 15.5-fold speedup over different
Intel multi-core CPUs.

In terms of communication, we concentrate on the fine-grained overlapping
between the inner-region computation and the outer-region communication and
updating. With the new design, multiple GPUs in one node can communicate
directly bypassing the CPU. In addition, with the fine-grained control of the
CUDA streams and their priorities, inner-region computation can execute con-
currently with outer-region communication and updating.

To understand the accuracy, performance and scalability of the gpuPOM, we
build a customized super-workstation with four K20X GPUs inside. Experimen-
tal results show that the performance of the gpuPOM running on this super-
workstation can compare with a powerful cluster consisted of 34 pure CPU nodes
with over 400 CPU cores, which means this novel gpuPOM version provides a
fast and attractive solution for ocean scientists to conduct simulation research.
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The remainder of this paper is organized as follows. We review the mpiPOM
in Sec. 2, and introduce the structure of the gpuPOM in Sec. 3. In Sec. 4,
we introduce four optimizations to efficiently use GPU’s memory hierarchy for
the gpuPOM. In Section 5, we present detailed techniques about communication
optimization among multiple GPUs. We provide the corresponding experimental
results about correctness, performance and scalability in Section 6 and conclude
our work in Section 7.

2 The mpiPOM

The mpiPOM[8] is a widely used parallel branch of POM based on Message
Passing Interface (MPI) and retains part the physics package of the original
POM[9]. POM is a powerful regional ocean model and has been used in a wide-
range of applications such as circulation and mixing processes in rivers, seas and
oceans.

The mpiPOM solves the primitive equation under hydrostatic and boussi-
nesq approximations. In the horizontal, spatial derivatives are computed us-
ing centered-space differencing on a staggered Arakawa C-grid. In the vertical,
the mpiPOM supports terrain-following sigma coordinates and a fourth-order
scheme option to reduce the internal pressure-gradient errors. The mpiPOM uses
the classical time-splitting technique to separate the vertically integrated equa-
tions (external mode) from the vertical structure equations (internal mode). The
external mode calculation is responsible for updating surface elevation and the
vertically averaged velocities. The internal mode calculation results in updates
for velocity, temperature and salinity, in addition to the turbulence quantities.
The three-dimensional internal mode and the two-dimensional external mode
are both integrated explicitly using a second-order leapfrog scheme. These two
modules are the most time consuming modules of mpiPOM.

To demonstrate the memory-bound problem, the Performance API(PAPI)[10]
is used to estimate floating point operations count and memory access(store/load)
instructions count. Results shows that the computational intensity(flops/byte)
of the mpiPOM is about 1:3.3, while that provided by SandyBridge E5-2670
CPUs is about 7.5:1. Moreover, data are mostly streamed from memory and
shows little locality, which means that mpiPOM is mainly bounded by memory
access. The wider memory bandwidth of GPU has attracted us a lot and to the
best of our knowledge, our work is the first GPU porting of the POM.

3 Structure of the gpuPOM

The flowchart of the gpuPOM is illustrated in Fig. 1. The main difference be-
tween mpiPOM and gpuPOM is that CPU in the gpuPOM implementation is
only responsible for the initializing and output. The gpuPOM begins with ini-
tializing the relevant arrays on CPU host and then copy these data to GPU.
GPU will deal with all the computation including external mode and internal
mode, and so on. During the computation, the variables required for output like
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Fig. 1. Flowchart of the gpuPOM

velocity and surface elevation will be copied back to CPU host and then written
to disk at a constant frequency.

In Fig. 1, each module represents a part of the primitive equations and is
implemented by several subroutines. We retained the overall structure of the
original code and rewrote all the subroutines with about 70 CUDA kernel func-
tions. Thus data always resides on GPU during the computation.

In our implementation , the 3D arrays of variables are stored sequentially in
the order of x, y, z (i, j, k ordering) and the 2D arrays are in the order of x,
y, which is the same with the original code. Each GPU thread specifies a (x, y)
point in horizontal direction and performs all the calculations from surface to
bottom(30 to 50 points). The threadblocks are configured with (32, 4, 1) threads
and similar performance can be achieved if configured with (32, 8, 1) or (32, 16, 1)
for the K20X GPU we use.
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4 Optimizations on Single GPU

Here, we propose four key optimizations to fully utilize the memory hierarchy of
GPU and describe how they apply to the algorithms in the gpuPOM.

(A) Using Read-Only Data Cache. Nvidia’s Kepler architecture GPU(sm3.5)
introduces a new 48KB directly-access read-only data cache which is known as
texture cache in previous generation. Read-only data cache adds another way to
cache global memory access and we use it to cache data that are read among
adjacent threads besides the well-known shared memory. A decoration of “const
restrict ” qualifiers to the parameter pointers will explicitly direct the compiler

to do this optimization. After adding such a decoration, the “LDG.E” instruc-
tion will appear in the disassembling code and Nvidia’s Visual Profiler(NVVP)
will show the read-only data cache is actually utilized.

Taking the calculation of advection and horizontal diffusion term as example.
Since the mpiPOM adopts Arakawa C-grid in horizontal direction, the update
of temperature at time n+1 Tf(i, j, k) needs values of u(i, j, k) and v(i, j, k)
. In addition, it also needs the three values of aam, Tb, T on point (i, j, k),
(i, j − 1, k), and (i − 1, j, k). It means that the horizontal kinematic viscosity
array aam, the temperature at time n-1 Tb and the temperature at time n T
have to be accessed by 3 times(3-points stencil) in one step. The use of the
read-only data cache improves performance of this part by 18.8%.

(B) Local Memory Blocking. Cache blocking is an optimization technique to
explicit load a small subset of much larger dataset into on-chip faster memory.
And repeatedly accessing this small subset can save a lot of memory band-
width. For K20X GPU, global memory access can not be cached in L1 cache
and it is reserved for local memory access such as stack data declared in kernel
functions[11]. So we name this optimization local memory blocking.

For the subroutines about vertical diffusion and source/sink terms, chasing
method is used to solve a tridiagonal matrix of depth-direction for each grid
point individually. In the original mpiPOM, the 3D temporary arrays like ee,
gg, which store row transformation coefficients, are streamed from memory. In
our implementation, each thread performs a column calculation from surface to
bottom. We declare 1D arrays ee new, gg new in local memory to replace the
original 3D global arrays. Their size equals to the vertical levels of ocean, kb,
which is usually a very small value (30 to 50).

In the chasing method, these local arrays are accessed twice within one thread,
once from k=0 to k=kb-1 and once from k=nz-1 to k=0. After block the depth-
direction arrays in local memory, L1 cache is fully utilized although some of
them have to be spilled to global memory. The use of the local memory blocking
improves performance of the vertical diffusion part by 35.3%.

(C) Loop Fusion. Loop fusion is an optimization to cache several scalar vari-
ables in registers by fusing several loops into one. For example, if u(i,j,k) is read
several times in different loops, we can fuse these loops into one. Thus u(i, j, k)
is read from global memory in the first time, and then repeatedly read from a
register. And it can apply to almost all subroutines in mpiPOM.
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Moreover, a computation pattern exists in many subroutines of mpiPOM
that local temporary arrays are calculated in one i,j,k-loop and read in the next
i,j,k-loop. Although it brings clean code, it brings extra burden for memory
bandwidth as well. After loop fusion, we can eliminate these local temporary
arrays, and great speedup comes at the cost of more complex code in one loop.

But, it is worth mentioning that loop fusion can not be applied to every case,
and local memory blocking is such one. If an array has to be traversed from k=0
to k=kb-1 first, and then from k=kb-1 to k=0, we can not fuse them into one.

Take the most time consuming kernel profq 1 as an example. After Loop
fusion, the device memory transactions decrease by 57%, while the registers
used per thread increase from 46 to 72, as reported in NVVP. Although the
occupancy achieved decreases from 61.1% to 42.7%, the performance of this
kernel is improved by 28.6%.

(D) Subroutine Fusion. Similar to loop fusion, we can also fuse subroutine in
which similar formulas are calculated and same arrays are accessed. Subroutine
fusion here refer to fusing two loops in two subroutines. For example, the advv
and advu subroutines of the mpiPOM calculate advection in longitude and lat-
itude respectively and they can be fused into one subroutine. Also, there exist
subroutines that are called several times to calculate different tracers. For exam-
ple, the proft subroutine is called twice for temperature and salinity respectively,
and they can be fused into one to calculate these two tracers simultaneously.

This optimizations benefits because it turns several global memory accesses
into one, which is the same with loop fusion. We have fused subroutines advu/
advv, profu/profv into new subroutines advuv, profuv. And we expand the
content of advq, proft to calculate several tracers simultaneously. The use of the
subroutine fusion improves performance of these subroutines by 28.8%.

5 Communication Optimizations among Multiple GPUs

In this section, we present the optimizing strategies used to harness the com-
puting power of multiple GPUs within one node. To utilize multiple GPUs, an
effective domain decomposition method and communication method should be
employed. We split the domain along both the x and y directions (2-D decom-
position) and assign each MPI process for one subdomain, following [12].

State-of-the-art MPI libraries, such as OpenMPI and MVAPICH2, have an-
nounced that MPI communication directly from GPU memory, which is known
as CUDA-aware MPI, is supported. We first try MVAPICH2 to implement direct
communication among multiple GPUs. However, we found that the boundary
operation and MPI communication occupied more than 10% of the total runtime
after GPU porting. Previous solutions [2][13] on large amount of GPU clusters
focus on the explicit involvement of CPU in communication. We design a novel
communication method to make GPUs directly communicate with each other to
reduce latency.

To fully overlap the boundary operations and MPI communications with com-
putation, we adopt the data decomposition method shown in Fig. 2. The data
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Fig. 3. The workflow of multiple streams on the GPU. The “in-
ner/east/west/north/south part” and “Halo” refer to computation and update
of corresponding part. “Comm.” refers to communication between processes, which
implies synchronization.

region is decomposed into three parts: the inner part, the outer part, and the
halo part. The outer part includes east/west/north/south part, and the halo part
also includes east/west/north/south halos to exchange data with neighbors. In
CUDA, a stream is a sequence of commands that execute in order; in addition,
different streams can execute concurrently with different priorities. In our de-
sign, the inner part, which is the most time-consuming part with the largest
workload that is used to overlap other parts, is allocated stream 1 in which to
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execute. The east/west outer part is allocated to stream 2 and the north/south
outer part is allocated to stream 3. In the east/west outer part, the width is set
to 32 to ensure coalesced memory access in a warp to improve performance. The
halo part is also allocated to stream 2.

The workflow of multiple streams on the GPU is shown in Fig. 3. The outer
parts are normal kernel functions that can run in parallel with the inner part
through different streams. The communication operations are implemented by
cudaMemcpyAsync, which will be detailed later. The corresponding synchro-
nization operation between the CPU and the GPU or among MPI processes are
implemented with cudaStreamSynchronize function and MPI barrier func-
tion. To hide the subsequent communication and boundary operations by the
inner part, stream 2 and stream 3 for the outer part have higher priority to
preempt the computing resource from stream 1 at any time.

Current CUDA-aware MPI implementation such as MVAPICH2 is not suit-
able for the “Comm.” part in Fig. 3. We found the two-sided MPI functions
MPI Send and MPI Recv will block the current stream such that the con-
currency pipeline is broken. The probable cause is synchronous cudaMemcpy
function is called in the current implementation of MPI Send and MPI Recv,
according to [14]. Moreover, the implementation of non-contiguous MPI datatype
for communication between GPUs is not efficient enough for the gpuPOM. The
computation time of many kernels is about a few hundred microseconds to a few
milliseconds while the MPI latency for our message size is about the same, which
means the outer part update and communication can not fully be overlapped.

From CUDA 4.1, the Inter-Process Communication (IPC) feature has been
introduced to facilitate direct data copy among multiple GPU buffers that are al-
located by different processes. The IPC is implemented by creating and exchang-
ing memory handles among processes and obtaining the device buffer pointers
of others. This feature has been utilized in CUDA-aware MPI libraries to op-
timize communications within a node. Therefore, we decided to implement the
communication among multiple GPUs by calling the low-level IPC functions and
asynchronous CUDA memory copy functions directly, instead of using high-level
CUDA-aware MPI functions. Our communication optimizations among multiple
GPUs are mainly implemented in the following two features.

First, we put the phases of creating, exchanging and opening relevant mem-
ory handles into the initialization phase of the gpuPOM, which is executed
only once. This method can remove the overhead of IPC memory handle opera-
tions during each MPI communication operation. The cudaMemcpyAsync and
cudaMemcpy2DAsync functions with the corresponding device buffer pointers
of neighbor processes replaces the original MPI functions.

Second, we take full consideration of the architecture of our platform in which
4 GPUs are connected with two different I/O Hubs (IOHs). As illustrated in
Fig. 4, there are two Intel SandyBridge CPUs that connect two GPUs. Both the
CPUs are themselves connected through Intel QuickPath Interconnect (QPI).
Notation 1© means that the communications between GPUs are connected with
the same IOH support Peer-to-Peer (P2P) access. Notation 2© represents the
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communications in which P2P access is not supported. During the initializa-
tion phase, MPI Rank 0 (context on GPU-0) must switch its context to GPU-
2 temporally and open corresponding memory handles to obtain the device
buffer pointers of rank 2, in order to communicate with MPI Rank 2 (con-
text on GPU-2). For communications between GPUs on the same IOH, con-
text switching is not necessary. Although the functions cudaMemcpyAsync and
cudaMemcpy2DAsync are used for data transfer in the communication of both
1© and 2©, the NVVP shows that 1© does a device-to-device memory copy that
bypasses the CPU, whereas 2© does a device-to-host and a host-to-device mem-
ory copy that implies the involvement of CPU. 2-D decomposition in Fig. 4 is
used as an example to demonstrate our design can easily extend to 8 or more
GPUs within one node.

6 Experiments

In this section, we first describe the specification of our platform and com-
pare methods used to validate the correctness of the gpuPOM. Furthermore,
we present the performance and scalability of the gpuPOM on the GPU plat-
form in comparison with the mpiPOM on the CPU platform.

6.1 Platform Setup

The GPU platform used in our single GPU experiments is a workstation consist-
ing of one K20X GPU and one K40m GPU, while the platform used in scaling
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experiments is the same workstation consisting of four K20X GPUs. The CPUs
are 8-core Intel E5-2670. Every two GPUs are connected with one IO Hub. The
programs on this platform are test with Intel compiler v14.0.2, Intel MPI Library
v4.1.3 and CUDA 6.0 Toolkit.

For the purposes of comparison, the CPU platform used in our experiments is
a cluster consisting of Intel X5670, E5-2670 and E5-2670v2 CPUs and connected
with Infiniband QDR. The original mpiPOM code is benchmarked with its initial
compiler flags(i.e., -O3 -precise) using the Intel compiler and MPI library. We
also use MVAPICH2 v1.9 to test the communication effects among multiple
GPUS, and compare the results with our method.

6.2 The Test Case and the Verification of Accuracy

We adopt one “dam break” test case(single precision) to verify the correctness
and test the performance and the scalability of the gpuPOM. It simulates dam
break (warm South & cold North) in f-plane zonal channel. The domain size of
this test case is 962 × 722 horizontal grid points and 51 vertical sigma levels.
The metrics of seconds per simulation day, which is the walltime it requires to
run 24 hours in the simulation, is measured to compare the performance.

To verify accuracy, we check the binary output files output from the original
mpiPOM and the gpuPOM. This testing method is also used in the GPU-porting
of ROMs [5]. As introduced in [15], the same inputs will give identical results for
individual IEEE-754 operations except in a few special cases. These cases can be
classified into three categories: different operations orders, different instruction
sets and different implementations of math libraries. For the first in our study,
the parallelization of the mpiPOM does not change the order of each floating
point operation and we benefit from this. For the second case in our study,
the GPUs own fused multiply-add (FMA) instruction while the CPU does not
in our CPU platform. Because this instruction might cause a difference in the
numerical results, we disable FMA instructions with the “-fmad=false” compiler
flag for the gpuPOM. For the third case in our study, the value of exponent used
in the GPU has a maximum of 2 ulp errors [11]. Fortunately, in the execution
path of test cases described above, the power of the exponent functions remains
unchanged over the entire simulation. Therefore, we accomplish this function on
the CPU during the initialization phase and copy the results to the GPU for later
reuse. The experimental results demonstrate that the output variables regarding
velocity, temperature, salinity and sea surface height are identical, which can
validate our GPU implementation.

6.3 Single GPU Performance

The original mpiPOM is tested on three conventional Intel CPU platforms. For
K20X GPU, we discard the test case of the domain size with 1922*722*51 grids,
for the data in this case has exceeded the on-board memory of K20X(6GB).
Execution time on 8 IvyBridge CPUs in the table is also left blank because we
only have access to 6 IvyBridge CPUs.
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Table 1. Performance comparison between single GPU and CPUs

Numbers of CPUs/Cores
Platform Grid 1-core 1-CPU 4-CPUs 8-CPUs 12-CPUs 16-CPUs
Intel 722*482*51 2276.2 710.2 165.5 97.9 64.3 47.8

Westmere 962*722*51 4795.0 1541.8 343.3 198.3 131.5 98.9
X5670 1922*722*51 9884.5 3236.9 738.0 410.1 265.9 199.5

Platform Grid 1-core 1-CPU 2-CPUs 4-CPUs 6-CPUs 8-CPUs
Intel 722*482*51 1718.5 363.6 170.4 85.2 57.8 43.8
SNB 962*722*51 3388.8 796.6 350.1 169.0 112.7 86.5

E5-2670 1922*722*51 6964.3 1720.0 793.6 361.7 245.0 174.4
Intel 722*482*51 1770.9 266.5 128.6 67.0 44.5
IVB 962*722*51 3011.2 581.1 261.0 127.9 86.7

E5-2670v2 1922*722*51 6257.5 1257.7 574.4 272.1 178.3

Optimizations
read-only local loop subroutine ECC-off

Platform Grid origin data cache memory fusion fusion Boost
Nvidia 722*482*51 98.2 90.0 81.2 58.9 58.0 50.1
K20X 962*722*51 199.1 183.0 163.1 117.5 115.6 99.7

722*482*51 96.9 94.4 82.6 58.9 58.2 45.7
Nvidia 962*722*51 201.8 196.7 169.2 119.1 117.9 92.0
K40 1922*722*51 417.7 403.7 336.4 237.0 235.4 181.5

It is obvious in the table that our gpuPOM on one K40 GPU has achieved
about 17.8-fold, 9.5-fold, 6.9-fold speedup compared with Intel Westmere, Sandy-
Bridge, IvyBridge CPUs respectively. The speedups on K20X GPU are 15.5-fold,
8-fold, and 5.8-fold. We further accelerate the gpuPOM by about 2 times with
four optimizations and hardware tuning. The local memory blocking benefits a
lot because the local memory is very suitable for the computation pattern of
vertical diffusion part, where each thread calculates from bottom to surface and
does not need to share values with adjacent threads. The loop fusion together
with subroutine fusion contributes most in these optimizations, because a “fatter
loop” can turn subsequent global memory accesses into registers accesses. This
strategy can also be applied many existing scientific codes.

Further test with Performance API(PAPI) shows the performance of the
gpuPOM on single K20X is 107.3Gflops in single precision for the 962*722*51
grid size. The low performance in Gflops reflects the memory-bounded problem
in climate models. Previous work such as time skewing[16] can make a stencil
computation compute bound by making use of data locality between different
time-steps. But for real-world climate models including mpiPOM, the code is
usually tens to hundreds of thousand lines and analyzing the dependency man-
ually is tough. An automate tool to further optimize the mpiPOM and the
gpuPOM is a part of future work.
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6.4 Scalability

In the weak-scaling experiment, we test our communication overlapping design
used in the gpuPOM and compare it with another two communication method
as shown in Fig. 5. The “CUDA-aware MPI” refers to directly calling the MVA-
PICH2 library to fulfill MPI communication between buffers on two GPUs with-
out overlapping. The “D2H2DMPI overlapping” refers to explicitly copying data
from GPU to CPU and then doing conventional MPI communications, which is
one of the key optimizations in [2]. The only difference between our design and
“D2H2D MPI overlapping” is the implementation of “Comm.” in Figure. 3. To
maximize performance, the grid size for each GPU is set to 962 × 722 × 51.
When using 4 GPUs with the implementation of “CUDA-aware MPI”, more
than 10% of the total runtime is consumed in executing the communication and
boundary operations. This overhead does not exist in our communication over-
lapping method. Fig. 5 shows that it spends almost the same time when using
different GPUs because the communication and boundary operations is almost
fully overlapped with the inner part computation. To compare the gpuPOM on
4 GPUs with conventional CPUs, original mpiPOM is also benchmarked on 68
Intel X5670 CPUs with 408 cores. The time is 102.5s, 20% of which is cost in
communication. It means the gpuPOM can compete with a cluster of pure CPU
nodes with over 400 cores. For the current simulations, gpuPOM on a super-
workstation provides a much faster and cost-effective way. For finer grid with
much bigger data that may be needed in the future, gpuPOM has to be extended
to a GPU cluster. It is a part of the future work.
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Table 2. The strong scaling result of the gpuPOM

Number of GPUs 1-GPU 2-GPUs 4-GPUs

Time(s) 97.15 48.71 26.33
Efficiency 1.000 0.99 0.92

In the strong scaling experiment, we test the efficiency of the gpuPOM on
multiple GPUs. Table 2 shows the strong scaling result of the gpuPOM on mul-
tiple GPUs. We fix the global grid size at 962×722×51 and increase the amount
of GPUs gradually. The results show that the strong scaling efficiency is 99%
on 2 GPUs and 92% on 4 GPUs. A smaller subdomain will decrease the perfor-
mance of the gpuPOM, this is because communication time can easily exceed
the inner part computation time and cannot be overlapped.

7 Conclusion

In this paper, we note the memory bound problems in POM and provide a
full GPU accelerated solution. Unlike partial GPU porting, such as WRF and
ROMs, the gpuPOM does all the computation on the GPU. The main contri-
bution of our work includes a better use of state-of-the-art GPU architecture,
particularly regarding the memory subsystem and a new design of a communica-
tion and boundary operations overlapping approach. The gpuPOM on a super-
workstation with 4 GPUs achieves over 400x speedup compared with original
mpiPOM. For the users of the POM, this work can provide them a cost-effective
and energy-effective way to run their ocean modeling.
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Abstract. With the rapid development of technologies based on Web
service, a large quantity of Web services are available on the Internet.
Web service recommendation aims at helping users in designing and de-
veloping service-oriented software systems. How to recommend web ser-
vices with better QoS value receives a lot of attention. Previous works
are usually based on the assumption that the QoS information is avail-
able. However, we usually encounter data sparsity issue, which demands
the prediction of QoS Value. Also, the QoS Value of Web services may
change over time due to the dynamic environment. How to handle the
dynamic data streams of incoming service QoS value is a big challenge.
To address above problems, we propose an Web Service Recommenda-
tion Framework by considering the temporal information. We explore to
envision such QoS value data as a tensor and transform it into tensor fac-
torization problem. A Tucker decomposition (TD) method is proposed to
cope with the model which includes multidimensional information: user,
service and time. To deal with the dynamic data streams of service QoS
value, We introduce an incremental tensor factorization (ITF) method
which is scalable, and space efficient. Comprehensive experiments are
conducted on real-world Web service dataset and experimental results
show that our approach exceed other approaches in efficiency and accu-
racy.

Keywords: Web Service, QoS, Recommendation.

1 Introduction

With the development of Service-oriented architecture (SOA), Web services have
become standard software components deployed in the Internet. When develop-
ing service-oriented applications, designers try to find and reuse existing ser-
vices to build the system business process. Meanwhile, many Web services are
developed by different service providers with same function. Users pick over the
services based on Quality of Service (QoS for short), such as cost, response time
and availability [1].

Since selecting a Web service with high quality among a large number of
candidates is a non-trivial task, effective approaches to service selection and
recommendation are in urgent need. As the number of Web services with same

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 15–27, 2014.
c© Springer International Publishing Switzerland 2014
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function grows rapidly, the non-functional QoS properties, such as temporal
or location context, become critical factors in Web service recommendation.
Currently, many developers search services through public sites like Google De-
velopers, prgrammableWeb, Yahoo! Pipes, etc. However, none of them provide
temporal QoS information for users, and such information is quite important for
software development. Due to the deployment mode and characteristics of Web
services, the QoS inforamtion of Web services is greatly influenced by the service
user’s location and the invocation time.

In reality, the QoS data of Web services usually is sparse. Also, the QoS Value
of Web services may change over time due to the dynamic environment and how
to handle the dynamic data streams of incoming service QoS value is a big chal-
lenge. All these problems should be considered in Web service recommendation.

On the analysis of the existing problems, we propose a Web Service Rec-
ommendation Framework by way of exploiting temporal QoS information. The
framework is comprised of an improved Collaborative Filtering algorithm incor-
porating the temporal information for QoS prediction and an incremental tensor
factorization (ITF) method to deal with the dynamic data streams of service QoS
value.

Fig. 1. Web service QoS information model

Firstly, when the Web service was once invoked, the Web service QoS in-
formation can be described by a two-dimensional user-service matrix. Service
users may come from different locations and have little knowledge about each
other, so it is quite normal they wouldnt share the QoS information with others.
Consequently, as shown in Figure 1 (a), only a sub-fraction of the QoS informa-
tion is available. To acquire sufficient information for Web service recommenda-
tion, the collaborative filtering methods[2,3,4,5,6] were adopted to predict the
lacking QoS information. As shown in Figure 1 (b), the collaborative filtering
method is basically based on the low-rank Matrix Factorization model [7]. In our
work, the temporal information when the Web service was invoked is employed
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to improve the accuracy in predicting the QoS information. So we extend the
two-dimensional QoS information to the triadic relation user-service-time. Intu-
itively, a tensor factorization [8] could be used to study the triadic relation in
our problem. The triadic relation user-service-time was formalized as a tucker
model [9] and the lacking QoS value was predicted by the tucker decomposition
algorithm as depicted in Figure 1 (c).

Secondly, we introduce an incremental tensor factorization (ITF) method to
deal with the dynamic data streams of service QoS value, which is represented
as tensor stream using a sequence of multi-arrays. Algorithmically, we designed
ITF very carefully so that it is scalable and space efficient.

In summary, this paper makes the following contributions:
1. The introduction of tensors to Web service missing QoS value prediction:

the two-dimensional user-service matrix is extended into a user-service-time
triadic relations represented by a three-dimensional tensor.

2. A Temporal QoS-Aware Web Service Recommendation Framework: in the
framework, an Tucker decomposition method and an incremental tensor factor-
ization algorithm are proposed to predict the QoS information on basis of the
three-dimensional tensor of Web service Qos.

3. Systematic evaluation on large, real-world Web service QoS dataset, which
is comprised of more than 150 millions records of Web service invocation from
408 service users on 5,473 Web services distributed on the Internet. This Web
service dataset is available from1.

2 Related Work

In previous years, Web Service Recommendation has attracted a lot of attention
and lots of work have been done to improve Web service recommendation accu-
racy. Zeng et al. transformed the service selection to an optimization problem
in [1]. The linear programming techniques are utilized in searching the optimal
services. Alrifai et al. proposed a method incorporating global optimization with
local selection to get an Web service candidate which is approximate to the
optimal one in [10].

Recently, the collaborative filtering methods have been adopted by some works
in Web Service Recommendation. Shao et al. [2] first used a user-based collab-
orative filtering algorithm in predicting the QoS of Web service. Due to the
influence of user’s geographic location on the prediction accuracy, Chen et al.
[6] proposed a region based hybrid Collaborative Filter algorithm. Users are di-
vided into regions according to the users’ geographic locations. The algorithm
will only searches the target user’s region when similar users are identified, in-
stead of searching the entire set. Zheng et al. [3] conducted extensive experiments
based on real world dataset and designed a collaborative filtering algorithm by
considering both the user and item information. Besides the geographic location
information of users, Web services’ location information is also included in the
location-aware QoS prediction method In [11]. Zhang et al. [12] proposed that

1 http://www.service4all.org.cn/

http://www.service4all.org.cn/
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combining users’ historical experiences, environmental factor and user input fac-
tor together to predict QoS value would achieve better accuracy. However, it
was not mentioned about how to get access to environmental and user input
factor. Lo et al. [5] extended the Matrix Factorization framework with relational
regularization in the prediction of Web service QoS value for recommendation.
The temporal information was considered in [13] for service recommendation,
but it can’t handle the dynamic data streams of service QoS value.

Those above works were mainly based on the two-dimensional Web service
information of user-service . Due to the dynamic environment, the neglection
of QoS information when the Web service was invoked may decrease the rec-
ommendation accuracy. Obviously different from those works, this paper’s work
also considers the temporal information when the Web service was invoked. So
we extend the Web service static information model to dynamic triadic relations
of user-service-time in Web service recommendation.

3 Model

3.1 Preliminaries

In this section, some basic definitions are given as the basis of the further intro-
duction of tensor factorization.

Definition 1 (Tensor) A tensor is an array with multi dimensions. The di-
mensionality of a tensor is defined as the number of dimensions.

In our work, tensors are represented by letters A,BA,BA,B · · · ; matrices by letters
A,B · · · ; vectors by letters a,b · · · ; scalars by letters a, b · · · . A tensor with
N dimensions is represented as: AAA ∈ R

I1×I2×···×IN . In this tensor, the number
of indices (i1, i2, · · · , iN ) is N and ai1i2···iN represent the tensor’s elements.

Definition 2 (a Tensor’s Frobenius Norm) The Frobenius norm of a tensor
XXX ∈ R

I1×I2×···×IN is defined as

‖XXX‖ =
√
〈XXX ,XXX〉 =

√√√√ I1∑
i1=1

I2∑
i2=1

· · ·
IN∑

iN=1

x2
i1i2···iN . (1)

Based on the above definition, the inner product of two tensors A,BA,BA,B ∈
R

I1×I2×···×IN can be specified as:

〈A,BA,BA,B〉 =
∑

i1,i2··· ,iN
ai1i2···iN bi1i2···iN .

Definition 3 (a Tensor’s Rank) The rank of a tensor XXX ∈ R
I1×I2×···×IN ,

rank(XXX ) is the least integer such that there exist r rank-1 tensors whose sum is

XXX = x(1) ◦ x(2) ◦ · · · ◦ x(N). (2)

where ◦ represents the vector outer product.

Definition 4 (Tensor Matricization) Tensor Matricization is transforming
an array with N dimensions into a matrix.
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3.2 Problem Formulation

The QoS information of Web services will be gathered by the recommendation
framework after a Web service was invoked by the end user. During a certain
time, a large collection of QoS information will accumulate in the recommenda-
tion framework. The QoS information can be described as a set of quadruplets
〈ServiceID, UserID, TimeID, Value〉 (or 〈u, s, t, v〉 for short). ServiceID, UserID,
TimeID represents the index according to the QoS Value of every Web service.
Based on the Web service QoS information, a tensor XXX ∈ R

I×J×K can be consti-
tuted as Figure 2, where I, J and K represent the number of ServiceID, UserID
and TimeID respectively.

Fig. 2. Temporal Tensor Construct

A collection of quadruplets 〈u, s, t, v〉 from the Web service QoS dataset are
used to construct the three-dimensional Tensor of Web service QoS model. The
tensor can be represented as XXX ∈ R

I×J×K including the temporal information.

3.3 Offline Tensor Factorization

Definition 5 (Tucker Decomposition) Given XXX as a tensor of size O1 ×
O2× · · · ×ON and X̂XX be the approximation of tensor XXX . Tucker decomposition
of XXX outputs a tensor GGG of size P1 × P2 × · · · × PN and factor matrixes A(n) of
size On × Pn . So, we can get

XXX ≈ X̂XX = GGG ×1 A
(1) ×2 A

(2) · · · ×N A(N) = GGG × {A}

=

P1∑
i1=1

P2∑
i2=1

· · ·
PN∑

iN=1

GGGi1i2···iNa
(1)
i1
◦ a(2)

i2
◦ · · · ◦ a(N)

iN
.

(3)

A frequently-used approach for tucker decomposition is the alternating least
squares (ALS for short) method. It computes the factor matrix one at a time
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while fixing other matrixes at the same time. In another word, the factor matrixes
are fixed except A(n) and computed as

max
A(n)

∥∥∥XXX × {AT }
∥∥∥ . (4)

Under the setting that
BBB = XXX ×−n {AT }, (5)

So the Equation (4) can be redefined as

max
A(n)

∥∥∥A(n)TB(n)

∥∥∥ , (6)

which is computed by the SVD of B(n). More detail information is shown in[14].
In our work, the Web service QoS information is fomalized as a three-

dimensional tensor XXX ∈ R
I×J×K . The tucker decomposition model is utilized to

approximate the above QoS tensor. By studying the decomposed components,
which is comprised of a tensor GGG ∈ R

R×S×T and a series of factor matrixes:
U ∈ R

I×R,V ∈ R
J×S and W ∈ R

K×T , the Web service QoS value of the
specific time can be predicted. The QoS value X̂XX ijk can be computed as:

X̂XX ijk =

R∑
r=1

S∑
s=1

T∑
t=1

GGGrstur ◦ vs ◦wt. (7)

Note that TD requires all tensors available up front, which is not possible for
dynamic environments (i.e., new tensor keep coming). Even if we want to apply
TD every time that a new tensor arrives, it is prohibitively expensive or merely
impossible since the computation and space requirement are unbounded.

3.4 Incremental Tensor Factorization

Based on the incremental SVD [15], we presented below efficiently tensor factor-
ization algorithm which is capable of incrementally updating when new data

arrive. Given a 3-order tensor AAA′ ∈ R
I1×I2×IA

3 , when a new 3-order tensor

FFF ′ ∈ R
I1×I2×IF

3 arrives, AAA′ is extended along the third order to form a ten-
sorAAA = (AAA′|FFF ′) ∈ R

I1×I2×I3 where the operation — merges the left an the right
tensors along the third order, and I3 = IA3 + IF3 . Figure 3 illustrates the pro-
cess of unfolding AAA and the relations between the previous unfolding matrices
A′

(1),A
′
(2),A

′
(3), the new added unfolding matrices F′

(1),F
′
(2),F

′
(3) and the cur-

rent unfolding matrices A(1),A(2),A(3). The three different modes of unfolding
a extended 3-order tensor are shown in the left of Figure 3. The three unfolding
matrices A(1),A(2), and A(3) corresponding to the three different modes are
shown in the right of Figure 3.

After adding of the new tensor, the column vector of the two mode-1 and
mode-2 unfolding matrices are extended, and the row vector of the mode-3 ma-
trix is extended. Our incremental tensor factorization algorithm needs to online
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A

A

A

Fig. 3. Unfolding an extended 3-order tensor

track the changes in the three extended modes. The three modes are handled in
the following ways:

1. As regards to A(1), as A(1) = (A′
(1)|F′

(1)), the SVD of A(1) can be obtained
from the SVD of A(1) and F(1) using the incremental SVD algorithm.

2. As regards to A(2), it is noted that A(2) can be decomposed as: A(2) =
(A′

(1)|F′
(1)) ·P, where P is an orthonormal matrix obtained by column exchange

and transpose operations on an identity matrix Z with rank I1I3. Let

Z = (

IA
3︷︸︸︷
E1 |

IF
3︷︸︸︷

Q1 |
IA
3︷︸︸︷
E2 |

IF
3︷︸︸︷

Q2 | · · · |
IA
3︷︸︸︷

EI1 |
IF
3︷︸︸︷

QI1 )

which is generated by partitioning Z INTO 2I1 blocks along the column di-
mension. The partition of Z corresponds to A2 block partition shown in Figure
3 (i.e. E1,E2, · · · ,EI1 correspond to the white regions, and Q1,Q2, · · · ,QI1
correspond to the gray regions. Consequently, the orthonormal matrix P is
formulated as:

P = (E1|E2| · · · |EI1 |Q1|Q2| · · · |QI1)
T . (8)

In this way, the A(2) can be efficiently obtained by the SVD of (A′
(2)|F′

(2)) from

the SVD of A′
(1) and F′

(1) using the incremental SVD algorithm.
3. As regards to A(3), we estimate the row subspace, instead of the column

subspace. We should calculate the SVD of the matrix (
A′

(3)

F′
(3)

)T , where - merges

the upper and lower matrices. Due to (
A′

(3)

F′
(3)

)T = (A′
(3)

T |F′
(3)

T
), we can obtain

the SVD of A(3) from the SVD of A′
(3)

T
and F′

(3)
T
using the incremental SVD

algorithm.
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We can use the above results of A(1),A(2) and A(3) to formulate online 3-
order factorization. In summary, Algorithm 1 presents the factorization scheme
for online tensor factorization.

Algorithm 1. Incremental Tensor Factorization

Input: SVD of the mode-k unfolding matrix A(k), i.e. U
(k),ΣΣΣ

(k)
A ,V(k)T (1 ≤ k ≤ 3) of

original tensor AAA′ ∈ R
I1×I2×IA3 and new added tensor FFF ′ ∈ R

I1×I2×IF3 .

Output: SVD of the mode-i unfolding matrix A(i), i.e. Û
(i)
, Σ̂ΣΣ

(i)

A , V̂
(i)T

(1 ≤ i ≤ 3) of
AAA = (AAA′|FFF ′) ∈ R

I1×I2×I3 where I3 = IA3 + IF3
the approximate tensor ÂAA .

1: A(1) = (A′
(1)|F′

(1));
2: A(2) = (A′

(1)|F′
(1)) ·P where P is defined in Eq. (8);

3: A(3) = (
A′

(3)

F′
(3)

)T ;

4: Û
(1)

= U(1), Σ̂ΣΣ
(1)

A =ΣΣΣ
(1)
A and V̂

(1)
= V(1);

5: Û
(2)

= U(2), Σ̂ΣΣ
(2)

A =ΣΣΣ
(2)
A and V̂

(2)
= PTV(2);

6: Û
(3)

= V(3), Σ̂ΣΣ
(3)

A =ΣΣΣ
(3)
A

T
and V̂

(3)
= U(3).

4 Experiments

In the following part, the dataset, metric and the experiment results including
accuracy and efficiency comparison are introduced. The TD and ITF algorithms
were implemented in Matlab 2008. We conducted the experiments on a Dell
server of PowerEdge T620. The server has processors with Intel Xeon 2.00GHz
and RAM with 16GB DDR3 1600. The operation system is Window Server 2008.

4.1 Dataset

In order to validate the accuracy and efficiency of the approach proposed in
this paper, two prototype systems were developed, including an QoS detection
middleware QoSDetecter and a Web service invocation system ServiceXChange.
In ServiceXChange, we have collected more than 20,000 records of accessible
Web services by searching on the Internet and integrated the platform with
Service4All2 which is an comprehensive development environment for Service-
oriented software. We developed a united interface to invoke these Web services
and designed an xml file to adjust to invoke the corresponding method automat-
ically.

Obtaining the QoS information of Web services used by users from distributed
locations is a tough work. In order to observe and gather QoS information of

2 http://www.service4all.org.cn/

http://www.service4all.org.cn/
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the Web services, we adopted the distributed nodes from Planet-Lab3. Planet-
Lab includes more than 1,000 nodes at over 500 sites, constituting a world-wide
research network on the Internet. More than 600 nodes from distributed locations
on the Planet-Lab were employed to keep track of the QoS information of Web
services while a series of invocation on specified Web services were conducted on
the nodes.

When the raw data of QoS information were processed, 408 nodes on the
Planet-Lab were appointed as the simulative service users and 5,473 openly
accesible real-world Web services were invoked and kept track of by every node
for a period of time. At the end, we collected Web services QoS information
between 30 days from October 14 and November 21 of 2013 in the dataset.

In this dataset, about 37 million records of quadruplets 〈u, s, t, v〉 are available
and two 408× 5473× 240 user-service-time tensors can be constructed from this
dataset. Every tensor is consisted of Web service QoS information: response time
and throughput. Web service response time represents the time interval between
when a request was sent to the Web service and when the relevant response was
received by the end service user. Web service throughput represents the amount
of requests it can deal with in a particular period of time. Table 1 shows the
detailed statistics of Web service QoS information in the dataset. Briefly, we
adopted response time and throughput as the QoS evaluation criteria in our
work. In general, the approach proposed in this paper can be applied in other
QoS attributes.

Table 1. Web Service QoS Information Dataset Statistics

Statistics Response Time Throughput

Scale 0-200s 0-1000kbps

Mean value 0.6033 8.2107

Service users number 408 408

Web services number 5473 5473

Time periods 240 240

4.2 Metrics

In order to measure the accuracy of the approaches proposed in our work, we
adopted Mean Absolute Error (MAE) [4] as the metric and compared the results
with other collaborative filter methods. MAE is formalized as:

MAE =
1

N

∑
i,j,k

∣∣∣XXX ijk − X̂XX ijk

∣∣∣
where XXX ijk represents the real QoS information of Web services j obtained by

user i at given time k; X̂XX ijk represents the output of the QoS prediction algo-
rithm; N represents the number of Web services.

3 http://www.planet-lab.org/

http://www.planet-lab.org/
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4.3 Baselines

Based on the dataset, we study the method TD and ITF proposed in our work
under the following baselines:

– UMean: The average value of QoS information from each user is used in this
method.

– IMean: The average value of QoS information of every Web service is used
in this method.

– WSRec: A hybrid collaborative filtering algorithm based on similar users and
Web services is used in this method[3].

– RSVD : Singular Value Decomposition (SVD for short) is employed to mine
the ‘latent structure’ of the raw data. In this paper, the regularized SVD in
[16] is used as the baseline algorithm.

4.4 Accuracy Comparison

Accuracy is an important indicator in Web service recommendation. Those 4
baseline algorithms cannot be applied in the context of QoS prediction based on
three-dimensional QoS information directly, so we transform the triadic relation
of user-service-time to a series of user-service matrixes in accordance with time
slices. After that, the user-service-time tensor becomes a compact user-service
matrix. Every element of the matrix can be calculated by the mean value of
the specified pair of 〈user, service〉 in all the time slices. For every matrix, the
above 4 baseline algorithms are employed to predict the Web service QoS value.
Finally, the mean absolute error of every baseline algorithm is computed and
compared with the TD and ITF algorithm.
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Fig. 4. Impact of Sparseness

The data sparsity of QoS information has great influence on the accuracy
of QoS prediction. The density of the tensors is set as 0.1%, 1%, 10% or 25%.
Figure 4 shows the results of Web service response time and throughput under
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different algorithms. From figure 4 , we can see that: the performance of the
TD and ITF algorithms strengthens as the tensor density increases; the TD and
ITF algorithms outperform other baseline algorithms under all circumstances.
According to our analysis, sufficient QoS information will result in better pre-
diction accuracy and the neglection of temporal information is the main reason
why these baseline algorithms failed.

4.5 Efficiency Comparison

In order to evaluate the efficiency of the TD and ITF algorithms in QoS predic-
tion, we set a series of data streams as tensors with length of 10, 50, 100 and 240.
Because both algorithms UMean and IMean simply compute the average value
of QoS, TD, ITF, WSRec and RSVD are selected for comparison in this sec-
tion. Experiment results from Figure 5 shows how tensors with different length
influence the execution efficiency while the dimensionality is set as 30. As the
stream data length increases, the ITF performs better than other algorithms all
the time.
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Fig. 5. Efficiency Comparison

5 Conclusions

In conclusion, we extend the two dimension static QoS informaion to three di-
mensions by taking into account the time context when the Web service were
invoked and propose the tensor factorization method to improve the accuracy
and efficiency of Web service recommendation. A Tucker decomposition method
is proposed to cope with the tensor model and an incremental tensor factoriza-
tion algorithm is designed to deal with the dynamic data streams of service QoS
value. A comprehensive Web service recommendation framework is designed and
extensive experiments are conducted on the real-world Web services. As shown
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in the experimental results, when compared with other Web service recommen-
dation methods, our work achieves better performance in the aspects of efficiency
and accuracy.

Web services are deployed on the Internet which is changing dynamically all
the time. In the future work, additional Web services information under different
context will be gathered as the base of Web service recommendation. Also, the
various methods should be synthesized to improve the recommendation effect.
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Abstract. In this paper, a first attempt has been made on optimizing
and scaling HPCG on the world’s largest supercomputer, Tianhe-2. This
early work focuses on the optimization of the CPU code without using
the Intel Xeon Phi coprocessors. In our work, we reformulate the basic
CG algorithm to minimize the cost of collective communication and em-
ploy several optimizing techniques such as SIMDization, loop unrolling,
forward and backward sweep fusion, OpenMP parallization to further
enhance the performance of kernels such as the sparse matrix vector
multiplication, the symmetric Gauss–Seidel relaxation and the geomet-
ric multigrid v-cycle. We successfully scale the HPCG code from 256 up
to 6,144 nodes (147,456 CPU cores) on Tianhe-2, with a nearly ideal
weak scalability and an aggregate performance of 79.83 Tflops, which is
6.38X higher than the reference implementation.

1 Introduction

The High Performance Conjugate Gradient (HPCG) benchmark [2,3], recently
introduced to the HPC world, aims to better correlate computation and data ac-
cess patterns found in many applications nowadays. Compared to the High Per-
formance Linpack (HPL), which is the de-facto standard to rank supercomputing
systems on the TOP500 List, HPCG contains both sparse matrix kernels that
are highly bandwidth limited and collective communications that are difficult to
scale. Optimizing HPCG is a challenging task for a high computing throughput,
yet low data-moving bandwidth system popularized on today’s TOP500 List.

In this work, we shall make a first attempt to optimize and scale HPCG
on the Tianhe-2 supercomputer. Announced in June 2013 and undertaking the
top spot on the TOP500 List since then, Tianhe-2 is the largest heterogeneous
system in the world. It is comprised of both Intel Xeon processors and Intel
Xeon Phi coprocessors. This early work only focuses on optimizing HPCG on
the CPU processors without using the coprocessors. The primary contributions
of our work include:

– A reformulated but mathematically equivalent variant of the Conjugate Gra-
dient algorithm is employed to reduce the cost of global communication.

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 28–41, 2014.
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By using the reformulated algorithm, the three vector dot-products in each
iteration can be done simultaneously with only one nonblocking collective
communication that can be further overlapped with other operations.

– A simplified SELLPACK sparse matrix storage format is chosen to replace
the default CSR format in both the sparse matrix vector multiplication and
the symmetric Gauss–Seidel kernels. By using the new format, the locality
of accessing dense vectors is greatly improved the per-core performance is
substantially increased.

– A variety of optimization techniques such as vectorization, loop unrolling,
forward and backward fusion, division optimization, and OpenMP paral-
lization are carefully exploited. The optimizations improve the single-CPU
performance of HPCG to about 6.5X of the reference on an Intel Sandy
Bridge platform.

– The optimized parallel code scales up to 6144 nodes (147.4 thousands CPU
cores) with a nearly ideal weak-scaling efficiency of 96.96% and an aggregated
performance of 79.83Tflops on Tianhe-2.

We outline the paper as follows. In Section 2 the basic HPCG algorithm is
provided, together with an explanation on optimizations permitted by HPCG.
We then present in Section 3 the reformulated algorithm together with the details
of implementations and optimizations. In Section 4 we show the performance
results on both an Intel Sandy Bridge platform and Tianhe-2, following which
comments on related works are given in Section 5. The paper is concluded in
Section 6.

2 Basic HPCG Algorithms

The High Performance Conjugate Gradient (HPCG), proposed in 2013 [2], is a
benchmark program that solves a sparse linear system arising in solving a three-
dimensional heat diffusion problem. Our research is based on the latest available
version of HPCG, v2.1.

As explained in its technical specification [3], HPCG intends to solve the linear
system generated from the finite difference discretization of the Poisson equation:
−Δu = f , with homogeneous Dirichlet boundary conditions applied along the
boundary of a three-dimensional cubic domain Ω. Based on a semistructured
mesh with equidistant mesh spaces in the x, y and z directions, respectively,
the discretization employed in HPCG leads to a second-order accurate 27-point
stencil as shown in Fig. 1. For distributed parallel computing, HPCG makes
use of a three-dimensional domain decomposition strategy and assigns one MPI
process to each of the resulted small subdomains.

The sparse linear system solved in HPCG is Ax = b. Here A is a sparse ma-
trix obtained from the 27-point discretization of the Poisson equation, b is the
right-hand-side vector generated by using an exact solution with all one’s. In
HPCG, sparse matrices and vectors are stored distributively among MPI pro-
cesses corresponding to the decomposed subdomains. It is allowed to modify the
data formats of both sparse matrices and vectors in HPCG to achieve better
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Fig. 1. 3D 27-point stencil in HPCG

performance, but it is prohibited to take advantage of the specific structure of
the sparse matrix (such as the diagonal structure, the specific values of nonzero
entries, etc), nor is it permitted to replace sparse matrices with stencil compu-
tations.

In HPCG, the linear system Ax = b is solved by using a Preconditioned Con-
jugate Gradient (PCG) algorithm as described in Algorithm 1, where M−1 is the
multigrid preconditioner to be elaborated later. In the main loop of Algorithm 1,
the major cost consists of one sparse matrix vector multiplication (SpMV) in line
7, one preconditioner application (MG) in line 3, three vector dot-products in
line 4, 7 and 10, and three vector updates (AXPBY) in line 6, 8 and 9.

Algorithm 1. PCG for Ax = b

Input: A, b, x0, itmax, ε
1: r0 ← b− Ax0

2: repeat (i = 0, 1, ...)
3: zi ← M−1ri
4: si ← (ri, zi)
5: if (i = 0) pi ← zi
6: else pi ← zi + (si/si−1)pi−1

7: αi ← si/(pi, Api)
8: xi+1 ← xi + αipi
9: ri+1 ← ri − αiApi
10: until (i+ 1 = itmax) or (||ri+1||2/||r0||2 ≤ ε)
Output: xi+1

The preconditioner M−1 employed in HPCG is based on a V-cycle geometric
multigrid method, which is depicted in Fig. 2. In HPCG, the total number of
levels of the V-cycle is fixed to 4 (including the finest level itself). At each level,



Optimizing and Scaling HPCGon Tianhe-2: Early Experience 31

�

�

�

� �

�

�

�

SymGS

SymGS

SymGS

SymGS

SymGS

SymGS

interpolate

interpolate

interpolate

SymGS

Compute residual(SpMV)

restrict

restrict

restrict

Compute residual

Compute residual

Fig. 2. The V-cycle geometric multigrid algorithm

a symmetric Gauss–Seidel algorithm is used as both smoothers (including pre-
and post-smoothing) and coarse level solver. Only one step of the symmetric
Gauss–Seidel iteration is applied at each level. Between levels, a simple injection
operator and its transpose are used as the intergrid operators (i.e., restrictions
and prolongations).

3 Implementation and Optimization

In the standard PCG algorithm, three vector dot-products need to be done per
iteration, with each one requiring a global collective communication that may
substantially degrade the scalability at scale. In order to reduce the global com-
munication overhead, we employ a reformulated but mathematically equivalent
variant of the basic PCG algorithm, the pipelined PCG [5].

Algorithm 2. Pipelined PCG for Ax = b

Input: A, b, x0, itmax, ε
1: r0 ← b− Ax0, u0 ← M−1r0, w0 ← Au0

2: repeat (i = 0, 1, ...)
3: γi ← (ri, ui)
4: δi ← (wi, ui)
5: mi ← M−1wi

6: ni ← Ami

7: if (i = 0) βi ← 0, αi ← γi/δ
8: else βi ← γi/γi−1, αi ← γi/(δ − βiγi/αi−1)
9: si ← wi + βisi−1, ri+1 ← ri − αisi
10: pi ← ui + βipi−1, xi+1 ← xi + αipi
11: qi ← mi + βiqi−1, ui+1 ← ui − αiqi
12: zi ← ni + βizi−1, wi+1 ← wi − αizi
13: until (i+ 1 = itmax) or (||ri+1||2/||r0||2 ≤ ε)
Output: xi+1

As shown in Algorithm 2, the pipelined PCG method has two advantages.
First, only one global reduction is required for each iteration. Second, the global
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reduction can be overlapped with the matrix-vector product and with the ap-
plication of the preconditioner. However, there are also some price to pay. An
extra application of SpMV and preconditioner is required before starting the it-
eration loop. In addition, by using the new algorithm, the number of AXPBY’s
in each iteration has increased from 3 to 8. The overhead introduced by the extra
AXPBY’s can be reduced by properly changing the calling sequence and fusing
the input and output vectors, as shown in line 9-12 in Algorithm 2.

3.1 Sparse Matrix Storage Format

The sparse matrix storage format plays a key role in SpMV and SymGS perfor-
mance. In the HPCG reference implementation, a standard Compressed Sparse
Row (CSR) format is used. Although CSR is a wildly used format, it is unable
to exploit the feature in matrices generated by HPCG.

A =

⎛⎜⎜⎝
1 0 0 5
0 2 6 0
7 0 3 0
0 8 9 4

⎞⎟⎟⎠ nnz =
[
1 2 5 6 ∗ ∗ 7 8 3 9 ∗ 4

]
cols =

[
0 1 3 2 ∗ ∗ 0 1 2 2 ∗ 3

] (1)

We make use of a simplified SELLPACK (Sliced ELLPACK) storage for-
mat [7], which is a variant of ELLPACK. The SELLPACK format splits nb rows
into a block and stores the column major in each block. Because the number of
nonzeros per row is mostly 27 in HPCG matrices, we fix the number of nonzeros
per row for every block in the SELLPACK format. Equation (1) shows an ex-
ample for the simplified SELLPACK with nb = 2. The nnz array stores nonzero
values and the cols array stores the column index. In the example above, the
number of nonzeros per row is 3 and the asterisk indicates the padding element.

The reason we chose to use the SELLPACK format is better locality for ac-
cessing the dense input vector x in SpMV and SymGS. According to some ex-
periments, we find nb = 8 leads to optimal performance among 4, 8 and 16.

3.2 SpMV

A native implementation of SpMV for the simplified SELLPACK format is de-
picted in Algorithm 3. We optimize the performance of SpMV from the following
aspects.

SIMDization. We use SIMD intrinsic functions to accelerate the innermost
loop j, i.e., line 4-7 in Algorithm 3. For nb = 8 in our case, we may totally unroll
the loop j. It is trivial to replace scalar instructions with SIMD instructions for
sum and nnz. However, it is difficult to vectorize the load of vector x without
SIMD gather instructions, which is only available on AVX2 and AVX-512 in-
struction sets. Therefore, we use scalar instructions to access the column index
array cols and the vector x. Then, we compose each individual value of vector x
to SIMD vectors. On top of that, we can use SIMD multiplication and addition
instructions for line 6 in Algorithm 3.
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Algorithm 3. Simplified SELLPACK SpMV native implementation

Input: A(nnz, cols, nrows, nb, nnzs in row), x, y
1: for i = 0, . . . , nrows/nb do
2: sum[0 : nb] = 0.0
3: for k = 0, . . . , nnzs in row do
4: for j = 0, . . . , nb do
5: curCol := cols[i× (nb× nnzs in row) + j + k × nb]
6: sum[j]+ = nnz[i× (nb× nnzs in row) + j + k × nb]× x[curCol]
7: end for
8: end for
9: y[i× nb : (i+ 1)× nb] = sum[0 : nb]
10: end for
Output: y = Ax

Loop Unrolling. Since the innermost loop is totally unrolled, we may further
unroll loop k at line 3 in Algorithm 3. After testing unrolled factor 2, 4, 8, and
16, we find that factor 4 is the optimal choice.

Parallelization. We distribute the nrows block among CPU threads via
OpenMP compiler directives on loop i at line 1 in Algorithm 3. Because the
compute is independent on every row, it does not need extra synchronization
operations. Since the number of nonzeros is same in every block, the workload is
almost balanced. Thus, we may choose the static schedule strategy in OpenMP.

3.3 SymGS

Shown in Algorithm 4 is a native implementation of SymGS based on the sim-
plified SELLPACK format. In the algorithm, line 1-11 is the forward sweep and
line 12-22 is the backward sweep. Besides the different accessing order, the for-
ward and backward sweeps contain similar computing operations. We optimize
the performance of SymGS in the following way.

SIMDization and Loop Unrolling. Because the original SymGS contains
data dependence between the current and the previous iterations, it is impos-
sible to vectorize the innermost loop. Thus, we use a point-wise relaxation in
every nb block, which is similar to Garcia’s work on vectorizing multigrid [4].
Analogous to the SpMV vectorization, we use SIMD instructions to load nnz
and r. Meanwhile, we compose x values to a vector register. Then, we compute
the result by using SIMD multiplication, addition, and division instructions and
finally write back to vector x. After the SIMDization of the innermost loop,
we may further unroll the loop in every nb block, which is similar to the case
of SpMV optimization. We also chose 4 as the unrolled factor based on some
experiments.
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Algorithm 4. Simplified SELLPACK SymGS native implementation

Input: A (nnz, cols, nrows, nb, nnzs in row), x, r
1: for i = 0, . . . , nrows do
2: sum:=r[i]
3: block id := i/nb
4: id in block := i%nb
5: for k = 0, . . . , nnz in row do
6: curCol := cols[block id× (nb× nnzs in row) + id in block + k × nb]
7: sum[j] -= nnz[block id×(nb×nnzs in row)+id in block+k×nb]×x[curCol]
8: end for
9: sum += x[i]× diagonal[i]
10: x[i] := sum/diagonal[i]
11: end for
12: for i = nrows − 1, . . . , 0 do
13: sum := r[i]
14: block id := i/nb
15: id in block := i%nb
16: for k = 0, . . . , nnz in row do
17: curCol := cols[block id× (nb× nnzs in row) + id in block + k × nb]
18: sum[j] -= nnz[block id×(nb×nnzs in row)+id in block+k×nb]×x[curCol]
19: end for
20: sum += x[i]× diagonal[i]
21: x[i] := sum/diagonal[i]
22: end for
Output: SymGS(A, x, r)

Division Optimization. Because division instructions are not pipelined, we
need to replace them with other pipelined instructions. For the integer division
(in line 3 and 14 in Algorithm 4), we can replace it by the bitwise right shift
instruction since nb is the power of 2. For the floating-point division (line 10
and 21 in Algorithm 4), the scalar native implementation can get some benefit
by setting the -no-prec-div compiler flag. However, after the vectorization
optimization, we use the SIMD division instruction manually. Thus, we need to
add an extra array to store the reciprocal of diagonals and convert the SIMD
division instruction to SIMD multiplications.

Fused Forward-Backward Sweep. In the native implementation of SymGS,
the sparse matrix A has been traversed twice, of which the first one is by the
forward sweep in a certain order and the second by the backward sweep in the
reverted order. It is therefore possible to improve the cache locality by fusing the
forward and backward sweeps. Firstly, we use a red-black relaxation in z axis as
shown in Fig. 3. For this case, there are four planets. In the forward sweep, z0
and z2 are red planets and z1 and z3 are black planets. In backward sweep, z3
and z1 are red planets and z2 and z0 are black planets. Next, we combine the
forward and backward sweeps in the following four steps.
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Fig. 3. An SymGS example for red-black coloring along axis z

1. Compute forward sweeps of z0 and z2 red planets.
2. Compute forward sweep of z1 black planet.
3. Compute backward sweep of z1 red planet.
4. Compute backward sweep of z0 black planet.

We present in Algorithm 5 the detail of fused forward-backward sweep in SymGS.
In the fused algorithm, line 2-7 is the main loop and the fused the sweep, while
line 8-10 deals with the tail along z axis.

Algorithm 5. Fused forward-backward sweep in SymGS

1: Forward sweep along z0
2: for zi = 2, . . . , nz, Step 2 do
3: Forward sweep along zi
4: Forward sweep along zi−1

5: Backward sweep along zi−1

6: Backward sweep along zi−2

7: end for
8: Forward sweep along znz−1

9: Backward sweep along znz−1

10: Backward sweep along znz−2

Parallelization. We parallelize Algorithm 5 by using OpenMP. Because there
exists data dependence between the planets, we split along the y axis and employ
another level of red-black relaxation in each planet as shown in Fig. 4. Every
thread performs computation in a number of successive columns. Between red
and black computations, we insert an explicit OpenMP barrier.

3.4 Pipelined PCG

In Algorithm 2, there are two dot-products in each iteration. In addition to
that, the calculation of the residual (i.e., the norm of r) is required to check
the convergence. Therefore, the algorithm needs three global reductions in every
iteration. We fuse the three global reductions to one and overlap it with the
matrix-vector product and the application of the preconditioner. This can be
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Fig. 4. An example of parallel SymGS in planet

easily implemented by non-blocking communication, which is available in the
MPI-3 standard. In our implementation, we start a non-blocking reduction by
MPI Iallreduce and then proceed with the SpMV and MG. After both SpMV
and MG are done, we use MPI Waitall to finish the reduction. Furthermore,
in order to decrease the memory access overhead, we rearrange the sequence
of AXPBY’s and merge each two operations that use a same vector. A new
subroutine is defined to replace each two consecutive XAPBY’s.

3.5 Other Optimizations

Analogous to other works on optimizing geometric multigrid kernels such as the
one in [11], we fuse the residual computation (SpMV) and the restriction opera-
tion to a single subroutine in the V-cycle. This subroutine eliminates the residual
computations that are unused on the coarse grid. In order to further enhance
the performance, compiler directives are utilized to vectorize and parallelize the
vector operations including vector AXPBY’s, dot-products, prolongations.

4 Performance and Analysis

We optimized HPCG 2.1 version. Two platforms are employed for the perfor-
mance tests. The first one is an Intel Sandy Bridge platform that is mainly used
to test the single-CPU performance by exploiting various optimization tech-
niques. The second testbed is the Tianhe-2 supercomputer, which is used for
large-scale tests. The configurations of both platforms are shown in Table 1. We
use the Intel Sandy Bridge computer for single-CPU performance analysis due
to the limited access of Tianhe-2. Although the two computers are different, they
belong to similar microarchitectures (Sandy Bridge and Ivy Bridge).

4.1 Single-CPU Performance

We conduct the single-CPU performance tests on the Intel Sandy Bridge com-
puter based on three typical data sizes, including 32×32×32, 64×64×64, and
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Table 1. Configurations of the Intel Sandy Bridge platform and Tianhe-2

Platform Intel Sandy Bridge Tianhe-2 (Intel Ivy Bridge)

CPU Intel Xeon E5-2680@2.7GHz Intel Xeon E5-2692 v2@2.2GHz

Cores/CPU 8 12

CPUs/Node 2 2

Memory/Node 32GB 32GB

OS Linux 3.5.0 Linux 2.6.32

Compiler icpc 14.0.0 icpc 14.0.0

Compiler Options -O3 -openmp -xHOST -no-prec-div -O3 -openmp -xAVX -no-prec-div

MPI Intel MPI 4.1.3 Customized MPICH2-3.04

Fig. 5. The performance of SpMV on a single Intel Sandy Bridge CPU (8 cores)

128×128×128. The performance results of SpMV are shown in Fig. 5. From the
results we observe:

– The performance of SpMV has a strong correlation to both the data size
and the cache capacity. The small data size of 32×32×32 achieves the best
performance of around 2.99GFlops on single core and 19.20GFlops on eight
cores. The reason is that the working set is small enough to fit into the
L3 cache. For larger data sizes such as 64×64×64 and 128×128×128, the
performance drops to 6.1GFlops on eight cores because the data size exceeds
the cache limit.

– By employing the SELLPACK storage format, we obtain 22% performance
gain on both 64×64×64 and 128×128×128 cases. The performance boost
indicates that better locality is exploited for the sparse matrices. For the
small size 32×32×32, the SELLPACK format is unable to improve the per-
formance since the data is already located in cache.

– On single core, the SIMDization offers the highest performance, which sur-
passes the scalar code by over 30%. The loop unrolling technique only im-
proves the performace by about 5%.
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– The parallel speedup was about 3.0X for eight cores when the data size
is large. The effective bandwidth of our SpMV implementation achieves
37GB/s, which is very close to the STREAM bandwidth. This indicates
that the optimization is nearly optimal.

Fig. 6. The performance of finest-level SymGS on a single Intel Sandy Bridge CPU (8
cores)

The performance of SymGS on the finest-level is presented in Fig. 6, from
which we find:

– Analogous to the SpMV results, the case of 32×32×32 data size also achieves
the highest performance, which is 2.97GFlops on single core and is about
13.75% of the peak performance.

– Because of the lower memory accessing locality of the SELLPACK scalar
implementation, the performance is even worse than the reference imple-
mentation. However, the vectorization improves the performance by over
50%. The performance gain of loop unrolling is about 5%-10%.

– The division optimization can improve the performance by about 10% for the
32×32×32 case. For other cases, we only obtains about 1% of performance
increase. The reason is that the extra array consumes the limited cache.

– The forward-backward sweep fusion improves the performance by 5%, 50%
and 20% respectively. Because the data size of 32×32×32 can fit into the L3
cache, the improvement is lower than other cases.

– The parallel speedups are about 4.64X, 3.48X, and 4.20X on eight cores. For
large cases, the effective bandwidth is around 50GB/s, which is above the
STREAM bandwidth; this means the optimization techniques we employ
here have greatly improve the utilization ratio of the cache.

Table 2 shows the overall HPCG performance on a single Intel Sandy Bridge
CPU. Compared to the reference, the speedup is about 6.5X. For the three cases
of different data size, we achieves 8.09%, 5.10%, 4.63% of the peak performance
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Table 2. The overall HPCG performance on a single Intel Sandy Bridge CPU (8 cores)

Unit: GFlops 32×32×32 64×64×64 128×128×128

HPCG reference 2.18 1.33 1.25

Optimized with overhead 13.61 8.67 7.89

Optimized without overhead 13.99 8.81 8.00

without counting into the overhead introduced by transforming the sparse ma-
trices. When the overhead is counted, the performance is around 7.88%, 5.01%,
and 4.57%, for the three cases respectively.

4.2 Large-Scale Tests on Tianhe-2

We carry out large-scale tests on the Tianhe-2 supercomputer. In the tests we
assign one MPI process to each CPU (12 cores), which means we initiate two MPI
processes per node. The data size for each MPI process is fixed to 128×192×192.

Fig. 7. Aggregate performance of HPCG on Tianhe-2

Performance results from 256 node to 6,144 nodes are presented in Fig. 7.
At the largest node count, the aggregate performance is about 79.83TFlops
without counting the overhead, which is 6.38X of the reference performance.
When counting the overhead, the performance is only slightly decreased to about
78.82TFlops. The parallel speedup from 256 to 6,144 nodes (147,456 CPU cores)
is around 23.27X, leading to a nearly ideal parallel efficiency of about 96.96%.

5 Related Works

MG, SpMV and SymGS are all important kernels that have drawn many atten-
tions to. For optimizing these bandwidth-limited kernels, we mention works such
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as [9,12,13,1,10]. By carefully comparing, selecting and adjusting optimization
techniques from the above works, we have optimized the related kernels in HPCG
to comparable performance (in terms of both the Flops and the bandwidth usage
ratio) on both an Intel Sandy Bridge computer and Tianhe-2.

There are some preliminary results on optimizing HPCG on some other plat-
forms. Kumahata et. al [6] have conducted research on HPCG on the K computer.
For the single-CPU case, they have optimized both SpMV and SymGS kernels
and have achieved 2.0% of the peak performance. For multi-node, they have only
tested the reference implementation. Jongsoo and Mikhail have presented their
work on HPCG optimization on Intel CPUs [8]. In their work, they have ob-
tained 2.39% of the peak performance on an Intel 12-core processor. Compared
to the above works, we have optimized HPCG to achieve both a higher single-
CPU performance and a much better large-scale performance on the leadership
computer, Tianhe-2.

6 Concluding Remarks

In this work, we have made a first attempt to optimize and scale HPCG on the
Tianhe-2 supercomputer. A variety of optimization techniques including vector-
ization, loop unrolling, forward-backward sweep fusion, division optimization,
and OpenMP parallization have been exploited to enhance the per-socket per-
formance. On a single Intel Sandy Bridge CPU, our optimized HPCG has out-
performed the reference implementation by about 6.5X, and have sustained as
high as 8.09% of the peak performance.

To reduce the cost of global communication, we have implemented a pipelined
CG algorithm and properly fused some of the vector operations to reduce the ad-
dition overhead. On the Tianhe-2 supercomputer, our optimized code has scaled
from 256 to 6,144 nodes (147,456 CPU cores) with a nearly ideal weak-scaling ef-
ficiency of 96.96%. The aggregated performance our code sustained on Tianhe-2
is 79.83Tflops, which is 6.38X higher than the reference implementation.

In the future, we plan to extend our research to the hybrid CPU-MIC case in
order to make better usage of the computing power of Tianhe-2.
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Abstract. Graph is a widely used data structure and graph algorithms,
such as breadth-first search (BFS), are regarded as key components in a
great number of applications. Recent studies have attempted to acceler-
ate graph algorithms on highly parallel graphics processing unit (GPU).
Although many graph algorithms based on large graphs exhibit abundant
parallelism, their performance on GPU still faces formidable challenges,
one of which is to map the irregular computation onto GPU’s vectorized
execution model.

In this paper, we investigate the link between graph topology and
performance of BFS on GPU. We introduce a novel model to analyze
the components of SIMD underutilization. We show that SIMD lanes
are wasted either due to the workload imbalance between tasks, or to
the heterogeneity of each task. We also develop corresponding metrics to
quantify the SIMD efficiency for BFS on GPU. Finally, we demonstrate
the applicability of the metrics by using them to profile the performance
for different mapping strategies.

Keywords: BFS, GPU, irregular computation, graph topology, SIMD
underutilization, SIMD efficiency.

1 Introduction

Many practical applications (e.g., electronic design automation, geographical
information, social networking and intelligent transportation systems) need to
explore large-scale data sets which are represented by graphs. Recent research
[13,18,19] has shown that there is abundant runtime parallelism in graph appli-
cations.

Graphics processing unit (GPU) has recently become a popular parallel plat-
form for general computing due to its massive computational power and rel-
atively low costs. Although many GPU-implemented applications have been
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claimed to achieve more than 100x speedup, GPUs appear poorly suited for
sparse graph and other irregular computation [8]. One of the reasons is that
modern GPU relies on high SIMD lanes occupancy to boost performance. A
full efficiency will be achieved only if all the SIMD lanes agree on their execu-
tion paths. However real-world graph instance has an irregular out-degree dis-
tribution so that the computation tasks in graph applications are intrinsically
imbalanced.

Prior work [15] has attempted to assign each task with a virtual warp of
threads to alleviate workload imbalance. Their results suggest that the perfor-
mance is not proportional to the virtual warp size because the warp-centric
method suffers from underutilization in SIMD operations, especially when the
average vertex degree is smaller than the warp size. Therefore, the optimal vir-
tual warp size is dependent on input graph and must be tuned by hand. Although
their method successfully accelerates irregular graph algorithms, many questions
remain unanswered. For example, what is the relationship between graph topol-
ogy and SIMD efficiency? How can we quantify the SIMD efficiency for graph
algorithms on GPU? What are the trade-offs among different mapping strate-
gies? Given an input graph, how can we maximize the parallelism and SIMD
efficiency?

In this work, we intend to understand the relation between graph topology,
SIMD utilization and performance through parallelizing one fundamental graph
algorithm on GPU: breadth-first search (BFS). BFS is a common primitive for
building complex graph algorithms. In summary, this paper makes the following
contributions:

– We conduct an architecture-independent characterization of graph irregular-
ity and potential concurrency within BFS.

– We develop a model to analyze the components of SIMD underutilization.
This analytical model can help us understand the relationship between graph
topology and SIMD utilization. We discover that the SIMD underutilization
either comes from the imbalance of vertex degree distribution, or from the
heterogeneity of each vertex degree.

– We quantify the SIMD efficiency for different workload allocation strategies
with three metrics derived from our model. We perform experiments to reveal
the impact of SIMD efficiency on the performance of BFS on GPU. We show
how to use these metrics to analyze the performance for different mapping
strategies.

2 Background

2.1 GPU Architecture and CUDA Programming Model

NVIDIA GPUs consist of a scalable array of Streaming Multiprocessors (SM).
Each SM contains a set of cores, called Stream Processors (SP), or CUDA cores.
Multiple SPs are grouped to share a single instruction unit, and execute instruc-
tions in an SIMD (Single Instruction, Multiple Data) manner. Logically, a warp
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is a group of (e.g. 32) threads executing one common instruction at a time. Al-
though modern GPU architectures allow threads in a warp to execute different
instruction paths, this can severely degrade performance because the execution
needs to be serialized. Threads from a warp falling into different instruction
paths are said to diverge; Data-dependent branch is the common trigger of di-
vergence. Moreover, different warps can execute actively on the same group of
cores in an SMT (Simultaneous Multithreading) fashion, as a way to improve
throughput despite high latencies.

CUDA is a programming model for leveraging the NVIDIA GPU for general-
purpose computation. A CUDA program consists of different phases that are
running either on host CPU or GPU. The GPU code is called kernel. A kernel is
organized as a hierarchy of threads: threads are grouped into blocks, and blocks
are grouped into a grid. In particular, each thread is mapped onto a CUDA core
and each block is mapped onto a SM. Threads within a block can cooperate with
each other through a scratchpad memory and barriers.

This abstraction hides the details of thread execution. It requires program-
mers to specify the hierarchical structure of threads before launching the kernel,
then the underlying hardware is in charge of scheduling the threads. This scheme
can improve the programming productivity but does not naturally fit the graph
algorithms for two reasons. First, the intrinsic irregularity of real-world graph
instance yields significant workload imbalance. So an implementation unaware
of the execution model can cause thread divergence and underutilize hardware.
Second, the parallelism pattern within graph algorithms depends upon the struc-
ture of input graph, which is hard to predict.

2.2 Breadth-First Search

Breadth-first search (BFS) is a fundamental graph algorithm. Given a graph
G(V,E), and a source vertex r, the BFS algorithm systematically traverses the
edges of G and produces a BFS tree (Fig. 1) with the root r and all reachable
vertices. Each node in the BFS tree is assigned with a level value (or minimum
hops) that equals to its height in the tree. The algorithm guarantees all vertices
at level k are visited before any vertices at level k + 1 are discovered. As shown
in Fig. 1, the vertices of the same level compose a vertex-frontier and all their
out-going edges logically form an edge-frontier. In essence, the process of BFS
can be viewed as iterations over two vertex-frontiers: in each iteration, vertices in
the current frontier are being visited, and all their unvisited neighbors are added
to the next frontier. The process repeats until the current frontier is empty.

Algorithm 1 describes the kernel used in a traditional GPU implementation.
As can be seen, each vertex (indicated by u) in the current frontier (C) is assigned
to a single thread (Line 2). The for-loop in Line 3-8 iterates over u’s neighbors
and attempts to visit them. The visited neighbors are put into the next frontier
(N). Noticeably, the number of iterations each thread needs to perform depends
on the size of neighborhood. As will be characterized in Section 3.3, the real-
world graph instances display tremendous heterogeneity. Therefore one thread
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Algorithm 1. BFS kernel

1. tid = getThreadId
2. u = Ctid

3. for v ∈ u’ s neighbors do
4. if v has not been visited then
5. Visit v
6. N = N ∪ {v}
7. end if
8. end for Fig. 1. BFS tree of a sample graph

having more neighbors to examine can stall the other threads within its warp,
thus degrading performance.

2.3 Coarse- and Fine-Grained Mapping

Generally, there are two simple workload assignment schemes: (a) coarse-grained
mapping assigns each thread with a single element in the vertex-frontier. Then
the thread that has more neighbors to process can stall other threads within its
warp; (b) Fine-grained mapping enlists a warp of threads to process one element
in the frontier. In this case, SIMD lanes are wasted when the size of edge list of
one node is smaller than the warp size.

Intuitively, the fine-grained mapping is preferable to the coarse-grained map-
ping for three reasons. First, the coarse-grainedmapping is much more vulnerable
to the irregularity of workload. Second, the fine-grained mapping exploits more
concurrency, thus having a greater chance of saturating the hardware resources.
Finally, the memory access pattern in the fine-grained mapping is more coalesced
since the edge list of a node is accessed by a warp of threads. However the fine-
gained mapping can yield higher underutilization when the average out-degree
is low.

3 Dataset Characterization

3.1 Overview of Datasets

In this paper, we consider fifteen graphs from different application domains:
the Florida road network is from the 9th DIMACS Implementation Challenge
[2]; The Amazon co-purchase network and the LiveJournal social network are
from the Stanford Large Data Collection [3]; We generate the 2D mesh datasets
ourselves; The rmat and the random graph are constructed using SNAP graph
library [4]; The remaining datasets are from the 10th DIMACS Implementation
Challenge [1].

Table 1 characterizes these datasets in terms of scale. As can be seen, the
graphs are in various sizes: the largest random1 graph (with about 2.0 M nodes
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Table 1. Graph datasets

Name Description Nodes Edges d̄

mesh 6-point 2D mesh 1.0 M 6.3 M 6.0
FLA-road Florida road map 1.1 M 2.7 M 2.5
thermal 3D nonlinear thermal problem 1.2 M 7.4 M 6.0
ecology Animal/gene flow 1.0 M 4.0 M 4.0
audikw Automotive finite element analysis 0.9 M 76.7 M 81.3
coPapers Citation networks 0.4 M 32.0 M 73.9
LiveJournal Social network 4.8 M 69.0 M 14.2
kkt-power Optimal power flow 2.1 M 13.0 M 6.3
Amazon Co-purchased products network 0.4 M 3.2 M 8.0
rmat1 Small world graph (RMAT) 5.0 M 60.0 M 12.0
rmat2 Small world graph (RMAT) 2.0 M 100.0 M 50.0
random1 Uniformly random graph 2.0 M 128.0 M 64.0
random2 Uniformly random graph 2.0 M 100.0 M 50.0
random3 Uniformly random graph 5.0 M 60.0 M 12.0
kron2 Kronecker (Graph500) 1.0 M 89.2 M 85.1

and 128.0 M edges) and the smallest FLA-road graph (with about 1.1 M nodes
and 2.7 M edges) differ by almost two orders of magnitude. In terms of aver-
age degree (d̄) , some graphs (e.g. FLA-road, thermal, mesh, ecology, and kkt-
power) are sparse while others (rmat1,2 and random1-3) are relatively dense.
The coPapers and audikw datasets have a small node set (about 0.4 M and 0.9
M, respectively) but a considerable edge number (about 73.9 M and 81.3 M,
respectively).

3.2 Profiling Available Concurrency During BFS

There are two levels of concurrency lying in each iteration of BFS: (a) one is
among the vertices that can be processed simultaneously and (b) the other is
among the outgoing edges of each vertex. So the potential concurrency during
BFS can be represented by the vertex-frontier size and the edge-frontier size.

Fig. 2 plots such two-level concurrency exposed in each BFS level. As can be
seen, parallelism grows slowly in the FLA-road. This is because most nodes in
the graph have 2 or 3 neighbors. As a result, the number of vertices that can
be put into the frontier is limited during each BFS iteration. Three other sparse
graphs (mesh, ecology and thermal) also have this property. We also observed
that these graphs have a much longer diameter (greater than 1000). On the
contrary, the diameter of LiveJournal is small and most of its concurrency is
lying in a few levels. This property, so-called small world phenonmenon [26], has
also been observed in kron20, rmat1,2 and coPapers.

3.3 Characterization of Irregularity

Although BFS exhibits abundant runtime concurrency, it is non-trivial to
map the computation tasks to GPU’s massive parallel resources because the
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(a) FLA-road (b) kkt-power (c) LiveJournal

Fig. 2. Plots of vertex- and edge-frontier size in each BFS level on three sample graphs

workload is usually imbalanced. Fig. 3 depicts the out-degree distribution across
the datasets in boxplots1.

As can be seen, the leftmost four graphs (ecology, mesh, thermal and FLA-
road) are observed within a tight range of out-degree: the difference between the
highest and the lowest out-degree is no more than 8; and most vertices differ by
only 1 out-degree. The Amazon graph is relatively regular, more than a half of
the vertices have 10 outgoing edges, but the remaining nodes have an out-degree
between 0 to 9. The small-world networks (rmat1,2) are pretty concentrated:
most vertices are within a small range (10∼14 and 47∼53, respectively). On
the other hand, the random1-3 networks are far more irregular: vertices with
different out-degree are distributed evenly between a wide range. The rightmost
four graphs (coPapers, kkt-power, LiveJournal and kron20) are highly skewed. As
a result, outliers exist in these graphs (up to 131,503 degree in kron20). Among
all the datasets, the kron20 network is the most irregular graph, which has an
out-degree span of nearly 0.1 M.

4 Topology and Utilization

In this section, we introduce a model which can help us analyze the impact
of graph topology on SIMD utilization. As shown in Fig. 4, we divide a warp
of threads into groups and assign each group with one vertex in the frontier.
Given a frontier of N vertices, we enlist N groups of threads to process them
independently. Each thread group performs its work in a narrower logical SIMD
window iteratively. For example, thread group 1 requires two iterations to fulfill
its job and thread group 2 requires four. The logical SIMD window of group
1 can not be released due to the physical SIMD convention. The warp size is
32. The group size is denoted as S (S ∈ {1, 2, · · · , 32}). The coarse-grained and
the fine-grained mapping can be viewed as two special cases where S = 1 and
S = 32, respectively. The work amount (out-degree) assigned to each group is
denoted as dk (0 ≤ k ≤ N − 1).

1 In each boxplot, the two horizontal lines (topmost and bottommost) represent the
greatest and the least value (out-degree). The top and the bottom of the box denote
the first (25%) and the third quartile (75%), respectively. Finally, the diagonal cross
in the box stands for the median (50%).
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Fig. 3. Boxplot of out-degree distribution across the datasets

We divide the SIMD underutilization of each group into two parts: (a) Intra-
group underutilization Uk

A: represented by the “bubbles” (shown here as the
circles with red diagonal lines) within the logical SIMD window of group k;
(b) Inter-group underutilization Uk

R: defined as the workload gap (repre-
sented by the dashed circles) between group k and the group having the heaviest
workload in the same warp.

Fig. 4. Intra- and inter-group underutilization within a warp

Uk
A can be given by: Uk

A = S · �dk

S  − dk. Replace �dk

S  with
dk

S + φk, where
φk ∈ [0, 1). So the overall intra-group underutilization can be represented by:

UA =

N−1∑
k=0

S · φk (1)

Then we have UA ∈ [0, N · S). The lower bound of UA is achieved when
S = 1. Let Dk denote the dominating workload within the warp where group k
is located. Then Uk

R is given by:
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Uk
R = S ·

(⌈
Dk

S

⌉
−
⌈
dk
S

⌉)
(2)

Replace
⌈
Dk

S

⌉
with Dk

S + θk, where θk ∈ [0, 1). Similarly, let
⌈
dk

S

⌉
= dk

S + σk,
where σk ∈ [0, 1):

Uk
R = S ·

[(
Dk

S
+ θk

)
−
(
dk
S

+ σk

)]
= Dk − dk + S · (θk − σk)

= Dk − dk + S · πk (−1 < πk < 1)

By comparing the above equation with Eq. 2, we notice that the role of S ·πk

is to round Dk−dk to the closest multiple of S. This term can be neglected if S is
much smaller than Dk−dk. In this case, the overall inter-group underutilization
UR can be represented by:

UR =
N−1∑
i=0

(Dk − dk) (3)

According to Eq. 1 and Eq. 3, we can draw the following conclusions:

– UR is primarily induced by the heterogeneity of workloads. The term Dk−dk
in Eq. 3 reflects the degree of out-degree dispersion between vertices. When
a graph is regular,Dk−dk is almost zero, then UR is negligible. On the other
hand, UR is significant when traversing an irregular graph.

– UR is sensitive to the group size. More specifically,Dk may rise as we decrease
S. This is because the more groups located in a warp, the more likely that
the warp will encounter a “outlier”. When S = 32, there is only one group
in the warp, so UR is 0.

– UA is determined by the intrinsic irregularity of vertex degree (indicated by
φk). For example, if a vertex has a degree of 23, then Uk

A = 9, 9, 1, 1, 1, 0,
when S = 32, 16, 8, 4, 2, 1, respectively. In practice, UA can be effectively
limited if we shrink the group size. When S = 1, UA is eliminated entirely.

Given a vertex frontier, the underutilization of SIMD lanes can convert be-
tween UR and UA when different group sizes are chosen. When S is small, most
of the SIMD lanes are wasted in the form of inter-group underutilization; con-
versely, when S is large, the intra-group underutilization is the dominant factor.
We observe that the inter-group underutilization is greatly affected by the topol-
ogy of graph.

5 Results and Discussion

In this section, we derive metrics from our model for profiling SIMD efficiency.
We show that the performance of BFS on GPU is influenced by available con-
currency, spatial locality, and SIMD utilization. Finally, we discuss other use
scenarios where the model can be applied to.
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5.1 Methodology

We adopt a two-phase algorithm similar to previous works [12, 21]. Specifically,
the algorithm expands edges from a queue, collects expanded vertices into a
bitmask, and compacts the bitmask to a queue before the next iteration starts.
In expansion-phase, we assign each element in the queue with a variable-sized
(1, 2, ..., 32) group of threads. The corresponding mapping strategies are simply
referred as sm-{1,2,...,32}.

We store the graphs mentioned in Section 3.1 in Compressed Sparse row
(CSR) format, which is adopted by most previous works [10, 15, 16, 20, 21, 24]
for its efficiency. Our experiments are conducted using a 1.15GHz NIVIDIA
Telsa C2050 GPU (Fermi Architecture) with 14 32-core SMs and 3GB of device
memory. The host machine has an Intel Xeon E5506 2.13 GHz processor with
12 GB RAM. All of our programs are compiled with nvcc 5.5 and the ‘–O3
–arch=sm 20’ flag.

In this work, we concentrate on the workload imbalance problem in expansion-
phase. To benchmark the performance, we calculate the expansion rate in Mil-
lions of Edges Per Second (MEPS) by taking the ratio of the expanded edges
to the execution time for expansion-phase. For each plotted data point, we per-
form BFS 10 times from 10 pseudo randomly selected vertices and average the
runtime.

5.2 Comparing Mapping Strategies

We first compare the performance for different mapping strategies across all the
datasets (Fig. 5). All the datasets fall into four categories according to their
behavior:

– Low expansion rate, poor scalability. Four datasets in this category (mesh,
FLA-road, thermal, and ecology) appear poorly suited for GPU implemen-
tation. Recall that concurrency grows slowly in those graphs (Section 3.2).
Therefore, the GPU implementation can not spawn sufficient amount of work
to saturate the hardware in most BFS iterations. Employing a fine-grained
mapping strategy can introduce more concurrency. But it also leads to higher
SIMD underutilization, since the average out-degree in those datasets is low
(<8). Hence, sm-32 and sm-16 are even slower than sm-8.

– Medium expansion rate, poor scalability. Datasets in this category (LiveJoun-
ral, kkt-power, Amazon, and random3) have considerable expansion rate due
to their rich concurrency. However their performance still does not scale with
the group size. Namely, sm-32 can not outperform all its counterparts. For
example, the optimal mapping granularity for random3 and LiveJournal is
8 and 16, respectively. This observation is coherent with [15].

– Medium expansion rate, good scalability. Four graphs in this category (kron20,
random1,2, and rmat1), on the contrary, have better scalability. That is, the
expansion rate increases with group size (except for rmat1). Recall that most
vertices in rmat1 have an out-degree range between 10 to14 (Fig. 3). There-
fore, the optimal group size for rmat1 is 16.
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(a) Low expansion rate, poor
scalability

(b) Medium expansion rate, poor
scalability

(c) Medium expansion rate, good scalability (d) High expansion rate, good
scalability

Fig. 5. Expansion rate in MEPS for different mapping granularity

– High expansion rate, good scalability. Three datasets in this category (audikw,
coPapers, and rmat2) not only have high expansion rate, but also scale well
with group size. We observed abundant spatial locality in these datasets.
Finally, the expansion rate on these datasets achieves up to ∼5000 MEPS in
the case of sm-32.

5.3 Evaluting the SIMD Efficiency

We derive three metrics: UR, UA and ME from the model in Section 4 for quantify-
ing the SIMD efficiency. UR and UA stands for the inter- and intra-group under-
utiliztion rate, respectivley; ME (mapping efficiency) is a metric that reflects the
utilization rate for a certain workload assignment strategy. ME is complementary
to UA and ME. We calculate these metrics online by simulating the SIMD windows
operating on the vertex-frontier during BFS.

Fig. 6 captures the utilization trend with increasing group size across datasets.
As can be seen, UA (light blue bar) always rises with the group size and UR (orange
bar) falls with it. This is consistent with our conclusion in Section 4.

For some graphs (e.g. kron20, audikw, and copapers), increasing group size
can effectively alleviate the inter-group underutilization with introducing minor
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intra-group underutilization, thus improving the mapping efficiency. This ex-
plains why these datasets have good scalability. While the SIMD utilization for
some datasets (random1,2 and rmat2) presents a descending trend, the mapping
efficiency can be maintained at a high level (80%) when increasing group size.
So the performance for these datasets scales with group size too. The mapping
efficiency of rmat1 declines by nearly half from sm-16 to sm-32. This explains
why the expansion rate of sm-32 is slower than sm-16 (Fig. 5(c)).

But for some datasets (e.g. LiveJournal, kkt-power, random3), the benefits of
reducing inter-group undertutilization are soon outweighed by the fast-growing
intra-group underutilization. For other graphs (e.g. mesh, FLA-road, thermal,
ecology, and Amazon), increasing group size can do little help to the inter-group
underutilization. On the contrary, it will only lead to severe intra-group under-
utilization. All these datasets correspond to the aforementioned categories that
have poor scalability. The optimal group size for them is either 8 or 16.

5.4 Discussion

Our analysis shows that the performance of BFS on GPU depends on many fac-
tors. The available concurrency is the first-order impact. It is only when the in-
put graph offers sufficient concurrency, the capabilities of GPU (massive threads,
lightweight context switching, etc) can be exploited. However, when the hard-
ware resources are saturated, the utilization of SIMD lanes becomes critical. As
can be seen, different datasets favor different workload allocation granularities
due to the diversity of graph structures.

Here we use the metrics to profile the SIMD efficiency. There are other sce-
narios where these metrics can be used: (a) Online feedback for decision makers.
One can devise an adaptive BFS implementation that takes the SIMD efficiency
into account. Notably, simulating all SIMD operations on all the vertices in every
BFS level can bring huge overhead, which can be reduced by sampling (that is,
by analyzing partial vertices in partial BFS levels); (b) Feedback for auto-tuning
compilers. The optimization space of the compiler can be pruned by using these
metrics to estimate the performance; (c) Static Analysis. One can estimate the
SIMD efficiency on a target architecture by statically examining the nodes in
the graph.

6 Related Work

BFS was well studied in past decades. The serial algorithm uses a queue data
structure to maintain the vertex-frontier, and performs optimal O(|V | + |E|)
work amount [9] since each vertex/edge in the graph is visited/traversed only
once. There are already massive researches on designing an efficient parallel BFS
algorithm for supercomputers [6, 28] and multi-socket systems [5, 7, 20, 25, 27].
Modern GPU offers an opportunity to accelerate highly parallel graph algo-
rithms (e.g., breadth-first search [10, 15, 16, 22, 23], connected components [14],
shortest path [17]). Harish and Narayanan [11] presented a handful of CUDA



Understanding the SIMD Efficiency of Graph Traversal on GPU 53

Fig. 6. SIMD utilization for different mapping strategy across datasets

implementations for graph algorithms, which is considered a pioneer research
in this area. Their BFS implementation inspects all the vertices in each BFS
iteration using coarse-grained mapping.

Hong et al. [15] proposed a generalized programming scheme to alleviate the
load imbalance problem in graph algorithms. Their method allows trade-offs
between workload imbalance and ALU underutilization by varing a single pa-
rameter (i.e., virtual warp size). Their results show that the optimal virtual warp
size is dependent on the input graph and must be tuned by hand.

Merrill et al. [24] intended to achieve high SIMD utilization by leveraging pre-
fix sums. In their implementation, threads coordinate their unique computation
task by performing prefix sums to the edge lists. Therefore, no SIMD lanes are
underutilized in the expansion phase. However the SIMD underutilization will
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occur during calculating the prefix sums. So they devise a hybrid strategy to
mitigate the overhead.

Due to the heterogeneity of real-world graph datasets, some work considered
an adaptive solution. Hong et al. [16] proposed a hybrid method which dynami-
cally selects between CPU and GPU implementations for each BFS iteration. Li
et al. [21] explored the implementation space for graph algorithms on GPU in
different dimensions (e.g., mapping granularity, vertex-frontier representation).
Their runtime uses either a thread-wise or a block-wise mapping in the expansion
phase.

7 Conclusion

It is non-trivial to map the the irregular computation tasks in graph application
onto GPU’s hardware. Traditional simple workload allocation schemes can easily
underutilize the hardware. A better solution is to assign each task with a group
of threads. However, the optimal mapping granularity is usually dependent on
the input graph and must be manually tuned.

In this paper, we attempt to understand the link between graph topology and
SIMD utilization with one fundamental graph traversal algorithm (BFS). We
present a model for analyzing the components of SIMD underutilization. Based
on the model, we discover that the SIMD lanes are underutilized either due
to the imbalance of vertex degree distribution, or to the heterogeneity of each
vertex degree. We also devise three metrics for quantifying the SIMD efficiency.
By using these metrics, the performance for different mapping strategies on a
variety of datasets can be explained. We expect that the method presented in
this paper will provide a foundation for developing techniques of static analysis
and runtime optimization.
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Abstract. Halftoning is an important process to convert a gray scale
image into a binary image with black and white pixels. The clipping-free
DBS (Direct Binary Search)-based halftoning is one of the halftoning
methods that can generate high quality binary images. However, consid-
ering the computing time, it is not realistic for most applications such
as printing purpose. The main contribution of this paper is to show a
new GPU implementation for the clipping-free DBS-based halftoning.
We have considered programming issues of the GPU architecture to im-
plement the method on the GPU. The experimental result shows that our
GPU implementation on NVIDIA GeForce GTX 780 Ti for a 4096×3072
gray scale image runs in 7.240 seconds, while the CPU implementation
runs in 346.6 seconds. Thus, our GPU implementation attains a speed-up
factor of 47.82.

Keywords: Image processing, Halftoning, Direct binary search,
Clipping-free, GPGPU.

1 Introduction

Recent Graphics Processing Units (GPUs), which have a lot of processing units,
can be used for general purpose parallel computation. Since GPUs have very
high memory bandwidth, the performance of GPUs greatly depends on memory
access. CUDA (Compute Unified Device Architecture) [19] is the architecture for
general purpose parallel computation on GPUs. Using CUDA, we can develop
parallel algorithms to be implemented in GPUs. Therefore, many studies have
been devoted to implement parallel algorithms using CUDA [5,6,8,16,22,28,29].

A gray scale image is a two dimensional matrix of pixels taking a real number
in the range [0, 1]. Usually a gray scale image has 8-bit depth, that is, each
pixel takes one of the real numbers 0

255 ,
1

255 , . . . ,
255
255 , which correspond to pixel

intensities. A binary image is also a two dimensional matrix of pixels taking a
binary value 0 (black) or 1(white). Halftoning is an important process to convert
a gray scale image into a binary image [2,13,17]. This process is necessary when
a monochrome or color image is printed by a printer with limited number of ink
colors.

Many halftoning techniques including Error Diffusion [7], Dot Diffusion [12],
Ordered Dither using the Bayer threshold array [3] and the Void-and-Cluster
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c© Springer International Publishing Switzerland 2014



58 H. Koge, Y. Ito, and K. Nakano

threshold array [26], Direct Binary Search (DBS) [1,14], Local Exhaustive Search
(LES) [10,11], have been presented.

The Ordered Dither [3] uses a threshold array to generate a binary image
from an original gray scale image. Each pixel of the original gray scale image
is compared with an element of the threshold array. From the result of the
comparison, the pixel value of the corresponding pixel of the binary image is
determined. Binary images generated by the Ordered Dither method using the
Bayer threshold array [3] have artifacts with periodic dots arranged in a two
dimensional grid [27].

It is known that, in many cases, the DBS [1,14] generates better quality im-
ages. The key idea of the DBS is to find a binary image whose projected image
onto human eyes is very close to the original image. The projected image is com-
puted by applying a Gaussian filter, which approximates the characteristic of the
human visual system. Let the total error of the binary image be the sum of the
differences of the intensity levels over all pixels between the original image and
the projected image. In the DBS, a pixel value is toggled if the resulting image
has smaller total error. Also, neighboring pixel values are swapped if the total
error of the resulting image decreases. The DBS generates a sharp binary image,
especially, for middle tone areas. However, the generated binary image by the
DBS has no tone in highlights and shadows. Fig. 1 and 2 show the binary images
generated by the DBS. The resulting image has clippings, that is, highlights and
shadows have no minority pixels and lose the tone of the original image. For ex-
ample, several columns from the leftmost of Fig. 1 have no white pixel, although
the original image has tone. Also, there is no black pixel in several columns from
the rightmost and a pseudo border line appears.

For most printing devices, black pixels gain by dot-gain [11]. In other words,
the average intensity level of the actual printed image is smaller than that of
a binary image used for printing. If this is the case, the intensity levels of an
original gray scale image are calibrated such that the actual printed image re-
produces the intensity of the original gray scale image correctly. For example,
suppose that intensity level 254/255 of an original gray scale image is adjusted to
1023/1024. After that, the adjusted gray scale image is converted to the binary
image. Clearly, the binary image thus obtained have fewer black pixels and the
average intensity is 1023/1024. However, black pixels gain by dot-gain, and the
intensity level of the actual printed image will increase to 254/255. This means
that, halftoning methods are required to generate the binary image with average
intensity level 1023/1024. If this is not possible, actual printed images cannot
reproduce intensity level 254/255, and should have tone jumps.

To avoid the clipping generated by the DBS, in [30], a DBS-based halftoning
method, called the clipping-free DBS-based halftoning was proposed. The method
is based on the DBS and can generate clipping-free binary images. The key idea
of the method is to apply the Ordered Dither method using a threshold array
generated by the DBS to highlights and shadows of an original gray scale image.
In the method, minority pixels are preserved, that is, black pixels in the high-
lights and white pixels in the shadow areas, and apply DBS to the whole image.
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(1) The Original ramp gray scale image

(2) A binary image generated by the standard DBS

(3) A binary image generated by the clipping-free DBS-based halftoning

Fig. 1. The resulting halftone images for the ramp image

The resulting binary images have no clipping and reproduce the original tones
very well. Further, the DBS-based halftoning preserves the linearity of intensity
levels. In general, visually pleasing halftone textures are perceived as smooth,
contain a large variety of patterns, and exhibit accurate tone rendition [15]. In
other words, the resulting binary images also have high texture quality.

The resulting halftoned images generated by the DBS halftoning and the
clipping-free DBS-based halftoning have high texture quality. However, com-
pared with other well-known halftone methods, such as the Error diffusion, much
more computing time is necessary. To accelerate the computation, therefore, sev-
eral GPU implementations of the DBS has been proposed [4,24,25]. In [25], a
GPU implementation of the DBS were proposed. Also, the implementation was
extended to halftoning for color images [4] and multi-toning [24]. However, as far
as we know, there is no implementation of the clipping-free DBS-based halfton-
ing. The main contribution of this paper is to show a new GPU implementation
for the clipping-free DBS-based halftoning. We have considered programming
issues of the GPU architecture to implement the method. The experimental re-
sult shows that our GPU implementation on NVIDIA GeForce GTX 780 Ti for
a 4096× 3072 gray scale image runs in 7.240 seconds, while the CPU implemen-
tation runs in 346.6 seconds. Thus, our GPU implementation attains a speed-up
factor of 47.82. Considering the computing time and the resulting clipping-free
binary images, our GPU implementation is more realistic for most applications
such as printing purpose.
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2 Review of the Clipping-Free DBS-Based Halftoning

The main purpose of this section is to introduce the Ordered Dither [3,26] and the
Direct Binary Search [1,14], and review the clipping-free DBS-based halftoning
method with them as key ingredients [30].

2.1 The Ordered Dither and the Direct Binary Search

Suppose that an original gray scale image A = (ai,j) of size n × n is given1,
where ai,j denotes the intensity level at position (i, j) (0 ≤ i, j ≤ n− 1) taking a
real number in the range [0, 1]. The goal of halftoning is to find a binary image
B = (bi,j) of the same size that reproduces the original image A, where each
bi,j is either 0(black) or 1(white). The Ordered Dither uses a threshold array
T = (ti,j) of size m ×m, with each element taking a real number 0

255 ,
1

255 , . . .,
or 254

255 . More specifically, the pixel value of each pixel bi,j is determined by the
following formula:

bi,j =

{
0 if ai,j ≤ ti mod m,j mod m

1 if ai,j > ti mod m,j mod m

Note that since bi,j is always 0 if ti mod m,j mod m = 255
255 , the threshold value

never takes 255
255 . The Bayer halftoning uses the Bayer threshold array which is

defined recursively [3].
The idea of the DBS is to measure the goodness of the output binary image

B using the Gaussian filter that approximates the characteristic of the human
visual system. Let V = (vk,l) denote a Gaussian filter, i.e. a 2-dimensional sym-
metric matrix of size (2w+ 1)× (2w+ 1), where each non-negative real number
vk,l (−w ≤ k, l ≤ w) is determined by a 2-dimensional Gaussian distribution
such that their sum is 1. In other words,

vk,l = c · e−
k2+l2

2σ2 , (1)

where σ is a parameter of the Gaussian distribution and c is a fixed real number
to satisfy

∑
−w≤k,l≤w vk,l = 1. Let R = (ri,j) be the projected gray scale image

of a binary image B = (bi,j) obtained by applying the Gaussian filter as follows:

ri,j =
∑

−w≤k,l≤w

vk,lbi+k,j+l (0 ≤ i, j ≤ n− 1). (2)

Clearly, from
∑

−w≤k,l≤w vk,l = 1 and vk,l is non-negative, each ri,j takes a real
number in the range [0, 1] and thus, the projected image R is a gray scale image.
We can say that a binary image B is a good approximation of original image A
if the difference between A and R is small enough. Hence, we define the error of
B as follows. The error ei,j at each pixel location (i, j) is defined by

ei,j = ai,j − ri,j (3)

1 For simplicity, we assume that images are square.
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and the total error is defined by

Error(A,B) =
∑

0≤i,j≤n−1

|ei,j |2. (4)

Since the Gaussian filter approximates the characteristics of the human visual
system, we can think that image B reproduces original gray scale image A if
Error(A,B) is small enough. The best binary image that reproduces A is a
binary image B which is given by the following formula:

B∗ = argmin
B

Error (A,B). (5)

It is very hard to find the optimal binary image B∗ for a given gray scale
image A. The idea of the DBS is to find a near optimal binary image B such that
Error(A,B) is sufficiently small. For this purpose, the DBS repeats improvement
of binary image B. The value of a particular pixel bi,j is modified by the following
two operations:

Toggling This operation is to toggle the value of bi,j , that is, bi,j ↔ 1 − bi,j .
The value of bi,j is toggled if Error (A,B) decreases.

Swapping Let bi′,j′ be a neighbor pixel of bi,j , that is, both |i − i′| ≤ 1 and
|j−j′| ≤ 1 hold. This operation is to exchange the values of bi,j and bi′,j′ , that
is bi,j ↔ bi′,j′ . Swapping operation is performed if Error (A,B) decreases.

Clearly, toggling and swapping operations do not increase the error and im-
prove the binary image B. In the DBS, these operations are executed in the
raster order. Further, this raster order improvement is repeated until no more
improvement by toggling or swapping operations is possible.

Although the DBS generates high-quality binary images, it does not work
well in highlights and shadows. It has clippings, that is, the highlight and the
shadow areas have no dots and lose the tone of the original image. Fig. 1 shows
the resulting binary images by the DBS. The left shadow area has no white dots
and the tone is lost. Similarly, in the right highlight area, black dots disappear.
Fig. 2 shows the resulting binary image generated by the DBS. Black dots in the
woman’s face are lost and pseudo borders appear. Also, white dots in her hair
are removed. In [30], the detailed explanation about the reason of clippings by
the DBS is shown.

2.2 The Clipping-Free DBS-Based Halftoning

In the following, we review the clipping-free DBS-based halftoning proposed
in [30]. The key idea of this DBS-based halftoning method is to use the Ordered
Dither for the pixels with intensity smaller than D or larger than 1−D and then
use the DBS.

First a threshold array T = (ti,j) of sizem×m used for shadows is determined.
Since this T is used for the pixel values no more than D, it is not necessary to

determine threshold value larger than D. Thus, for each i (0 ≤ i ≤ D), m2

255
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elements in T takes value i
255 . For highlight pixel with intensity larger than

1−D, we can use a threshold array T ′ = (t′i,j) such that t′i,j = 1− ti,j .
The goal of determining T is to distribute the threshold values in T uniformly.

The uniformity is defined as follows. Let u(i, j) denote the Euclidean distance
to a closest threshold value no more than ti,j . In other words,

u(i, j) = min{
√
(i − i′)2 + (j − j′)2 | ti′,j′ ≤ ti,j}.

The uniformity u(T ) of T is the sum of ui,j , that is,

u(T ) =
∑

0≤i,j≤m−1

u(i, j).

Clearly, if threshold value distributed more uniformly, the uniformity u(T ) is
larger.

The threshold value is assigned 0
255 to m2

255 elements in T . For this purpose,

we select m2

255 elements in T at random and assign 0
255 to them. After that,

we move each 0
255 to a neighbor element if the uniformity u(T ) increases. The

reader should have no difficulty to confirm that, this operation is very similar
to swapping operation of the DBS. This swapping operation is repeated until
no more improvement on u(T ) is possible. Next, we assign threshold value 1

255

to m2

255 elements in T . Similarly, we select m2

255 elements that were not assigned
0

255 and assign 1
255 to them. After that, the swapping operation is performed

for these elements with threshold value 1
255 . The same procedure is repeated

until threshold values from 0
255 to D are determined. If T is small, the generated

binary image may have periodic artifact with frequency m×m pixels. Thus, T
should be as large as possible. In the experiment [30] a threshold array of size
512× 512 is large enough.

We are now in position to explain the clipping-free DBS-based halftoning.
Suppose that a gray scale imageA = (ai,j) to be halftoned is given. We first apply
the threshold array T to pixels ai,j of A such that ai,j < D or ai,j > 1−D, and
obtain a binary imageB = (bi,j). Next, we assign label determined/undetermined
to every pixel as follows:

bi,j is determined, if (ai,j < D and bi,j = 1) or (ai,j > 1−D and bi,j = 0),
and
bi,j is undetermined, otherwise.

In other words, if bi,j is minority pixel in shadows or in highlights, then it is a
determined pixel. After that, the DBS is executed for all undetermined pixels,
that is, toggling and swapping operations repeated in the raster scan order until
no more improvement of the error is possible.

According to the above, the outline of the clipping-free DBS-based halftoning
that computes a halftoned binary image of an original gray scale image A is as
follows:
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[The clipping-free DBS-based halftoning]

Step 1: Initialization
We first assign label determined/undetermined to every pixel by applying a
threshold array T . We obtain a binary image B = (bi,j) such that

if label is determined, bi,j is halftoned by a threshold array T , and
if label is undetermined, bi,j is halftoned by the random dither method.

In the random dither method, a binary pixel takes value 1 with probability p
if the pixel value of the corresponding pixel of an original image is p (∈ [0, 1]).
Thus, bi,j = 1 with probability ai,j for every i and j except determined
pixels. In Step 2, determined pixels are fixed and the DBS is performed for
undetermined pixels.

Step 2: DBS
We pick an undetermined pixel bi,j in B one by one from the top-left corner
to the bottom-right corner in the raster scan order. We select one of the op-
erations toggling and swapping, which minimizes the total error, and update
pixels by such operation. This update procedure by the raster scan order is
repeated until one round of raster scan search from the top-left corner to the
bottom-right corner does not update pixels and the error is not improved.

Fig. 1 and 2 show the resulting binary images. To obtain these images, we have
generated a threshold array of size 512 × 512. We have also used the Gaussian
filter with parameter σ = 1.2 and w = 4, and the threshold value D = 9

255 is
used. We can see clearly the original tone is preserved in shadows and highlights.
The resulting images look smooth and contain more variety of patterns. They
take on good visual texture.

3 Implementation of the Clipping-Free DBS-Based
Halftoning

Before explaining our GPU implementation of the clipping-free DBS-based
halftoning, in this section, we show how the clipping-free DBS-based halfton-
ing is implemented as a sequential implementation.

In Step 1, we first assign label determined/undetermined to every pixel using
a threshold array T and make a label map L = (li,j) of size n × n such that if
li,j = 1 if label determined is assigned to pixel (i, j), and li,j = 0, otherwise.
Referring L, we obtain a binary image B for determined pixels and undetermined
pixels by thresholding with T and the random dither method, respectively.

In Step 2, we first compute the projected gray scale image R = (ri,j) of the
binary image B by computing formula (2). We compute the error matrix E by
computing formula (3) and the total error from formula (4). In Step 2, we need
to perform local search by toggling and swapping that minimize the total error.
It is sufficient to compute the total error of the affected region that includes the
neighboring 8 pixels. The affected region is a region of the image B such that
the Gaussian filter for bi,j and its neighboring 8 pixels affects the pixel values of
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(1) A binary image generated (2) A binary image generated
by the standard DBS by the clipping-free DBS

Fig. 2. The resulting binary images (partial enlargement) for a woman image [9]

the blurred image. More specifically, the affected region is a set Ai,j of positions
in the image such that

Ai,j = {(i′, j′)|i − w − 1 ≤ i′ ≤ i+ w + 1, j − w − 1 ≤ j′ ≤ j + w + 1}.

Since the size of the Gaussian filter is (2w + 1)× (2w + 1), that of the affected
region is (2w + 3) × (2w + 3). Therefore, in the local search by toggling and
swapping, we compute the total error at pixel location (i, j) by evaluating the
following formula: ∑

(i′,j′)∈Ai,j

|ei′,j′ |2. (6)

We evaluate this formula for each operation of toggling and swapping, and re-
place pixels with the minimum total error.
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To perform the local search by toggling and swapping, we need to compute
the convolution in formula (2) for each operation of toggling and swapping. Since
pixel values of B are 0 or 1, ri,j can be computed by adding/subtracting the val-
ues of the Gaussian filter vk,l to/from ri,j in Ai,j . For example, when a pixel bi,j
is changed from 0 to 1 by toggling, the values of the Gaussian filter vk,l are only
added to ri,j in Ai,j . We note that once the total error E is computed, the up-
date of E by toggling and swapping can be also computed by adding/subtracting
the values of the Gaussian filter. It can be performed without the update of the
projected image R. Therefore, in our implementation, we directly update the
total error E.

To obtain further acceleration, we use an update map. In Step 2, a round of
the raster scan order search is repeated. It is possible that an area of a binary
image is fixed in an earlier round, and no pixels in the area are not updated
until Step 2 terminates. Hence, it makes sense to perform the local search by
toggling and swapping for which pixels might be updated, we use an update
map M = (mi,j) of size n × n. Before a round of the raster scan order search,
all values in M is initialized by 0. We set mi,j = 1 if the operation updates pixel
bi,j , that is, the value of bi,j is changed from 0 to 1 or from 1 to 0. Clearly, at
the end of the round, mi,j = 1 if bi,j has been updated in this period. Further,
the affected region in which pixels might be updated in the next round consists
of (i, j) such that mi,j or its neighbor takes value 1.

4 GPU Implementation

The main purpose of this section is to show our GPU implementation of the
clipping-free DBS-based halftoning.

We briefly explain CUDA architecture that we will use. NVIDIA provides a
parallel computing architecture called CUDA on NVIDIA GPUs. CUDA uses
two types of memories in the NVIDIA GPUs: the global memory and the shared
memory [20]. The global memory is implemented as an off-chip DRAM of the
GPU, and has large capacity, say, 1.5-6 Gbytes, but its access latency is very long.
The shared memory is an extremely fast on-chip memory with lower capacity,
say, 16-48 Kbytes. Fig. 3 illustrates the CUDA hardware architecture.

CUDA parallel programming model has a hierarchy of thread groups called
grid, block and thread. A single grid is organized by multiple blocks, each of
which has equal number of threads. The blocks are allocated to streaming mul-
tiprocessors such that all threads in a block are executed by the same streaming
multiprocessor in parallel. All threads can access to the global memory. However,
threads in a block can access to the shared memory of the streaming multipro-
cessor to which the block is allocated. Since blocks are arranged to multiple
streaming multiprocessors, threads in different blocks cannot share data in the
shared memories.

We are now in a position to explain how we implement the clipping-free DBS-
based halftoning. We assume that an original gray scale image A of size n×n to
be halftoned is stored in the global memory in advance, and the implementation
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Fig. 3. CUDA hardware architecture

writes the resulting binary image B′ in the global memory. Further, we assume
that the threshold array T is also stored in the global memory. In the following,
to perform the computation in parallel, basically we divide an input image into
subimages whose size is k × k and perform halftoning for each subimage in
parallel. In our implementation, the size of the subimage is n

k ×
n
k .

To implement Step 1, n2

k2 CUDA blocks are invoked one for subimages of size
n
k ×

n
k . Each CUDA block is responsible for generating an initial binary im-

age B = (bi,j) and computing the error matrix E = (ei,j) of the corresponding
subimage using the shared memory. For this purpose, each block copies pixel val-
ues in A of their affected regionAi,j in the subimage to the shared memory. After
that, threads in each block concurrently assign label determined/undetermined
to every pixel and generate an initial binary image for determined/undetermined
pixels by thresholding with T and the random dither method, respectively. Fi-
nally, the error matrix E = (ei,j) of the corresponding block is computed from
the blurred image of B and pixel values in A of the affected region Ai,j . The
error matrix E of the resulting block is copied to the global memory.

In Step 2, a kernel is invoked for each round in the DBS. In each kernel,
the DBS to evaluate formula (5) is performed in parallel using multiple CUDA
blocks. Each CUDA block is responsible for executing the DBS of the corre-
sponding subimage. The local search in the DBS is performed for pixels that are
assigned to label undetermined and might be updated by referring label map L
and update map M .

However, the operations toggling and swapping for adjacent blocks cannot be
executed in parallel, because the application of the Gaussian filter to adjacent
blocks affects each other. Thus, we partition blocks into four groups such that
Group 1: even columns and even rows, Group 2: odd columns and even rows,
Group 3: even columns and odd rows, and Group 4: odd columns and odd rows.

The reader should refer to Fig. 4 illustrating the groups. We use 4n2

k2 CUDA
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Fig. 4. Groups of blocks

blocks, and perform the local search in all blocks of each group. Note that, if
k ≥ 2w then the Gaussian filter of two blocks in a group never affect each other,
where the subimage is k×k and the size of the Gaussian filter is (2w+1)×(2w+1).
In other words, the affected regions of a particular group do not overlap each
other. Actually, in our experiment, we choose k = 32 and w = 4. Step 2 performs
the local search for Group 1, Group 2, Group 3, and Group 4, in turn. A CUDA
block is invoked for each block of a group. The CUDA block copies the error
matrix corresponding to the affected region in the global memory to the shared
memory.

After that, each CUDA block performs the local search by toggling and swap-
ping for the corresponding subimage in raster scan order to obtain the best
combination of pixels in B. Concretely, multiple threads in a block perform the
local search pixel by pixel for the corresponding subimage in the raster scan
order. In the local search, formula (6) is evaluated for each operation of toggling
and swapping. In our implementation, we utilize a summing technique by binary
reduction proposed in [18] to evaluate the formula.

Finally, the updated binary image and the error matrix are copied to the global
memory. Some readers may think that since the local search is concurrently
performed using the partition shown in Fig. 4, the total error by computing
formula (4) increases compared with that by the sequential one. However, in our
experiment, the total errors are almost the same and the quality of the resulting
binary images cannot be distinguished.

5 Experimental Results

The main purpose of this section is to show the experimental results. We have
used three gray scale images, Lena [23], Woman [9], and Flower basket [9], of size
512×512, 2048×2560, and 4096×3072, respectively. We use the Gaussian filter
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with parameter σ = 1.2 and w = 4. In the clipping-free DBS-based halftoning,
we have generated a threshold array of size 512 × 512 and the threshold value
D = 9

255 is used.
In order to evaluate the computing time for generating the halftoned images,

we have used NVIDIA GeForce GTX 780 Ti, which has 2880 processing cores
in 15 SMX units [21]. We have also used Intel PC using Xeon X7460 running in
2.66GHz to evaluate the implementation by sequential algorithms. Table 1 shows
the computing time for generating the binary images. The computing time is
average of 10 times execution and the computing time of the GPU includes data
transfer time between the main memory and the device memory in the GPU.
Using the GPU, the computing time can be reduced by a factor of 35.88-47.82.
Even if the large image is halftoned, the computing time is 7.240s by the GPU
acceleration. This computing time is acceptable for most applications such as
printing purpose.

Table 1. Computing time (in seconds) of the clipping-free DBS-based halftoning

Image Lena Woman Flower basket
(size) (512× 512) (2048 × 2560) (4096× 3072)

Intel CPU 8.351 113.3 346.6
NVIDIA GPU 0.2138 3.158 7.248

Speed-up 39.06 35.88 47.82

Additionally, according to the result of an existing GPU implementation of
the original DBS, they reported that the execution time for two gray scale images
of size 194 × 270 and 1536 × 1920 was 9.36s and 127s, respectively [25]. Since
utilized GPUs and images differ and their implementation does not support
clipping-free halftoning, it is difficult to compare their results with our results
directly. Considering the computing time, however, it is clear that our GPU
implementation is better than that of [25].

6 Conclusions

In this paper, we have proposed an implementation of the clipping-free DBS-
based halftoning. In our implementation, we have considered programming is-
sues of the GPU architecture. We have implemented it on NVIDIA GeForce
GTX 780 Ti. The experimental result shows that our GPU implementation on
NVIDIA GeForce GTX 780 Ti for a 4096× 3072 gray scale image runs in 7.240
seconds, while the CPU implementation runs in 346.6 seconds. Thus, our GPU
implementation attains a speed-up factor of 47.82. According to the results, we
think that the computing time of our GPU implementation is realistic for most
applications such as printing purpose.
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Abstract. This work revised the original GPU-accelerated file system
to enhance not only reliability but also security. It is designed to have a
flexible configuration on both reliability and encryption schemes. Differ-
ent encoding levels and encryption modes can be configured for each file.
Moreover, a runtime framework is proposed, which provides a unified
interface for applications to easily take advantage of the various com-
putation powers on a heterogeneous environment. Multiple devices and
platforms, such as CUDA and OpenCL can be utilized at the same time
to achieve a better performance.

The system is implemented with Cauchy Reed-Solomon (CRS)
encoding/decoding operations for reliability and Advanced Encryption
Standard (AES) encryptions for security. Both of the operations are ac-
celerated by CUDA and OpenCL.

Finally, The runtime framework and the system were evaluated and
compared with different hardware environments. The results show that
the system runs efficiently and has a performance gain up to 104.57x on
AES operations.

Keywords: GPGPU, CUDA, OpenCL, Filesystem, AES.

1 Introduction

In recent years, the GPGPU computing has become a popular solution for high
performance computing. Various frameworks and platforms have been proposed
to leverage the computation power of GPUs. However, the integration of dif-
ferent frameworks and the utilization of multiple computation devices become
challenging for programmers. There are often big efforts to parallelize and dis-
tribute the tasks across the devices and platforms efficiently. With more and
more computation resources available, the integrations and the optimizations
over the system become more complex.

Previous work [1] proposed a GPU-accelerated file system prototype-CRSFS,
which enhances the reliability by using CRS(Cauchy Reed-Solomon) erasure
code [2]. It adopts the CUDA platform to accelerate the CRS encoding/de-
coding procedures. Unlike other hardware implementations, such as RAID, the
software-based system provides a more flexible environment for users to config-
ure the reliability settings for each file, yet the performance is still great for the
acceleration by GPUs.

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 71–84, 2014.
© Springer International Publishing Switzerland 2014
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The objective of this work is to propose a new runtime framework on het-
erogeneous computing, providing an infrastructure and basic functions for pro-
grammers to implement and optimize their system efficiently. The framework
runs as a middle-ware between application and other computing frameworks,
and is designed to have a unified interface for task managements across compu-
tation devices. The common GPU computation flow can be easily pipelined and
optimized to increase the overall throughput.

Another objective of this work is the revision of CRSFS file system prototype.
The newly developed framework is integrated into the file system and the file
system is added with security configurations. The encryption procedures are also
accelerated by GPUs and integrated into the framework and the file operations
are redesigned and modified to cope with the new encryption routines.

2 Related Work

Many runtimes and frameworks have been developed to provide a higher level in-
terface. Sine then, programmers can focus on algorithmic concerns, rather than
handling low-level issues. For instances, the CrystalGPU [3], adopted by the
original CRSFS, is a framework designed for CUDA to utilize the GPU power
transparently and efficiently. For another example, StarPU [4] is a C programing
library for GPGPU, and is designed to be a unified runtime system for hetero-
geneous multicore architectures. It handles various runtime concerns, including
task dependencies, heterogeneous scheduling, data transfers and so on. On the
other hand, Aparapi [5] is a higher level API for expressing data parallel work-
load in Java, which extends the Java promise of ’Write Once Run Anywhere’ to
include GPU.

As for encryptions and file systems, eCryptfs [6] is a package of disk encryption
software for Linux. It provides filesystem-level encryption, which is allowed to
selectively apply encryption on a file or a directory. For GPU accelerated file
system, GPUstore [7], presented by Weibin Sun, is a framework for integrating
GPU computing into storage system. It is built on top of the CUDA framework
and is integrated into the Linux Kernel.

In addition, some researches have implemented the AES algorithm with GPU
accelerations. For example, Deguang Le [8] designed a parallel implementation
for AES, which achieved up to 7x speedup over the implementation on CPU.
Keisuke Iwai and Takakazu Kurokawa [9] gave great details on the implementa-
tion and analysis with CUDA. All of these works above show the great potential
of programming on heterogeneous platform and GPGPU programming.

3 Design and Implementation

In this section, the original CRSFS in previous work is reintroduced with new fea-
tures and some modifications. There are three major components in this system
, which are the file system, the GPU runtime, and the kernel implementations.
Details are given below respectively.
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3.1 File System and FUSE

The file system is implemented by FUSE and run as a stackable file system,
which does not store data itself. Instead, it uses another file system for storage.
The encoding/decoding and encryption procedures are inserted in the FUSE
framework and will be triggered automatically by the user’s file operations. The
design is to be flexible that it can be easily applied to any other existing file
system and is able to configure the coding schemes for each file.

The system is configured by setting pre-defined extend-attributes for files.
Coding procedures will be invoked by file operations like read, write or set
extend- attributes. The attributes indicate a file’s coding scheme or an encryp-
tion mode. Different levels of encryption and encoding are provided to meet
user’s requirements. The details are shown in the table 1.

Table 1. Extend attributes and the file schemes

Attribute Value Algorithm

user.crsfs.rlevel 1 (128, 8)CRS
2 (128, 16)CRS
3 (128, 32)CRS
4 (128, 64)CRS

user.crsfs.encrypt 1 AES-128-ECB
2 AES-192-ECB
3 AES-256-ECB
4 AES-128-CBC
5 AES-192-CBC
6 AES-256-CBC

(k,m)CRS denotes Cauchy Reed-Solomon code with k data units
and m checksum units. Packet size equals 512 bytes.

3.2 Kernel Functions

In this work, functions for both CUDA and OpenCL were implemented. For
convenience, the CUDA implementation will be taken as an example for expla-
nations. Details are given for the implementation of AES (Advanced Encryption
Standard). As for the implementation of CRS (Cauchy Reed-Solomon) coding,
it has been well described in the previous work [1] and is excluded from this
paper.

Advanced Encryption Standard. To speed-up the execution, the parallel
table lookup method is adopted [10]. The SubBytes, ShiftRows and MixColumns
steps are combined by transforming them into a sequence of lookup tables. Each
table contains 256 entries, where each entry has 32 bits. Tables are generated by
the S-Box and the matrix on the MixColumns step. In a round, a 4-byte word is
calculated by XOR operations with four table lookup results and a round key.
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Fig. 1. AES kernel thread configuration

As for the threading configurations, it is illustrated in the figure 1. A block
consists of 4x64 threads and processes 64 AES-blocks simultaneously. An AES
block is handled by four threads that communicate to each other with shared-
memories. In brief, a thread block is responsible for 1024 bytes, and the kernel
will be launched with multiple blocks to process the data.

3.3 Runtime Framework

The runtime framework is designed to be the middleware between application
and the computing platforms such as OpenCL and CUDA. It manages the
dispatches of tasks and intends to maximize the throughput. Moreover, the
framework is implemented by C++. It benefits from the characteristics of object-
oriented programming. Several abstract classes and interfaces are defined.

The system overview of the runtime framework is illustrated in the figure 2. It
consists of five major components, which are Task, Dispatcher, Worker, Stream
and Kernel. Details are given below.

Task. Task is an abstract class that defines a job to be processed in the system.
A task instance consists of the context of a job and has its own state maintained
by the system. Functions are provided to manage tasks across the system. A
sample code that encrypts a file is shown in the following listing.

// Create a se t o f ta sk s tha t encrypt a f i l e .

TaskGroup ∗ t a sk s = createFi l eEncrypt ionTasks ( path , mode ) ;

// Dispatch to the system asynchronously .

system−>dispatchTasks ( t a sk s ) ;

// Block un t i l the ta sk s are f in i shed .

t a sk s . wait ( ) ;

Dispatcher. Dispatcher assigns tasks to the workers. Functions can be overridden
to apply other dispatch strategies. Tasks are pre-profiled by its characteristics
and the experiment results. Based on the profiles, the dispatcher selects the most
efficient way to process the tasks.
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Fig. 2. Illustration of the runtime framework

Worker and Stream. Worker is a class that processes the tasks dispatched to.
Each worker instance is associated with a hardware device, such as CPU or GPU,
and it maintains its own task queue.

Also, a worker is created with multiple streams in order to achieve task-level
parallelism within a device. Each stream is controlled by a CPU thread and con-
sumes the pending tasks in the task queue. Therefore, for the traditional imple-
mentations equipped with multi-core CPU, the throughput can be improved by
simply increasing the number of streams. As for GPU devices, multiple streams
could pipeline the computation flows and improve the performance, as illustrated
in figure.3.

Kernel. It is an abstract class associated with Worker and Stream. It defines the
kernel functions that process the tasks. In order to run on different platforms, it
is required to implement this class for each of them. Besides, the kernel imple-
mentations should also include other platform-specific operations, such as device
initializations, resource allocations, kernel compilation and so on.

4 Evaluation

The evaluations include the runtime framework and the kernel functions. Per-
formances on CPU, GPU, and a fusion system with multiple GPUs have been
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Fig. 3. Concurrency on GPU device
HtoD denotes the memory copies from host to device nd DtoH
denotes memory copies from device to host.

tested and compared. Note that the evaluation of kernel functions will be focused
on the AES operations. As for the CRS encoding/decoding routines, it has been
well described in the previous work [1] and will be skipped.

The hardware configurations are listed in table 2 and the software settings
are described in table 3. The computer used in the evaluation is equipped with
two GPUs. The NVIDIA® Tesla™ K20c is used to execute the CUDA programs
while the AMD Radeon™ HD 7970 is used to execute the OpenCL programs.

Table 2. Hardware specifications

CPU Intel® Xeon® CPU E5620 @ 2.4GHz 4C/8T × 2
RAM 4GB DDR3-1066MHz × 6

GPU Nvidia® Tesla™ K20c × 1

AMD Radeon™ HD 7970 × 1
HDD Hitachi 1.5TB 7200RPM × 2 (RAID 1)

Table 3. Software specifications

OS Ubuntu 12.04.2
Kernel Linux 3.2.0-38
File System ext4
CPU Library OpenSSL 1.0.1
CUDA 5.0
OpenCL 1.2 AMD-APP (1124.2)

4.1 Runtime Framework

Multiple situations are tested to see the impact on using different numbers of
GPU streams. The evaluation is performed on CUDA platform with the Nvidia®

Tesla™ K20c GPU. The test has two parts, which evaluate the performances of
concurrent data transfer, and overlaps with kernel execution respectively.
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Concurrent Data Transfer. A transfer task is defined for testing including
two operations. It transfers the data from host to device, and then transfers back
immediately. During the testing, multiple task instances are submitted into the
system to measure the transmission throughput. The block size indicates the
data size for each task instance.

As shown in the figure 4, it is evaluated by assigning different block size and
different number of streams. For the result that use only one stream, the speed
increases with the block size and reaches its maximum bandwidth at block size
larger than 4MB. The peak performance is about 3GB/sec, limited by the PCIe
hardware interface.

For the results with more than one stream, it benefits from the concurrent data
transfer that the two transmissions may overlap. It is shown that the maximum
speed is over 4GB/sec, having about 40% performance gain.

Fig. 4. Performances with different number of streams

Overlap with Kernel Execution. Then, the abilities of overlapping with ker-
nel executions are evaluated. As listed in the table 4, two tasks including three
operations: transferring data from host to device, launching a kernel function
and transferring data from device to host, have been defined for testing. The
kernel functions perform multiple floating-point operations on the data in par-
allel, both of the kernel execution times are approximately equals to three times
the overhead of a single data transmission. The idea is that the task can be per-
fectly pipelined into five stages and have a five times performance gain. The first
kernel possesses four thread-blocks, only occupy a small amount of computation
resources. The device is capable to execute multiple kernel instances simultane-
ously. The second one possesses 1024 thread-blocks. During computation, the
device is supposed to be fully occupied.
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Table 4. Tasks for evaluating overlaps with kernel execution

Step Operation Time Speed Properties

1 Memcpy HtoD 664 us 6024 MB/sec Data size = 4 MB
2 Kernel 1.87 ms 2139 MB/sec Data size = 4 MB

Grid size = 4
Block size = 1024

3 Memcpy DtoH 629 us 6359 MB/sec Data size = 4 MB

(a) Task A

Step Operation Time Speed Properties

1 Memcpy HtoD 669 us 5979 MB/sec Data size = 4 MB
2 Kernel 1.88 ms 2128 MB/sec Data size = 4 MB

Grid size = 1024
Block size = 1024

3 Memcpy DtoH 629 us 6359 MB/sec Data size = 4 MB

(b) Task B

Next, the two tasks are tested by assigning different numbers of streams , as
shown in the figure 5. For Task A, the speed increases quickly and reaches its
maximum at using five streams. It is shown that the task is well pipelined by
taking advantage of concurrent kernel executions. The speed is finally limited
by the throughput of data transfer and is approximately 4GB/sec , which is
consistent with the maximum speed shown in section 4.1. There is up to 3.25x
performance gain compared to using only one stream.

As for Task B, the speed stops increasing at using two streams. Because the
kernel have a great amount of thread-blocks that will fully occupy the GPU
cores, only one kernel can be executed at the same time. The throughput is
limited by the speed of kernel execution and is consistent with the kernel speed
listed in table 5b. In this case, using multiple streams only benefits from overlaps
with memory transmission and speeds up the throughput by 70%.

4.2 AES Operations

The data are wrapped into multiple AES-tasks and then being dispatched to the
system. The block size is set to 1MB and the stream count is set to six for GPU
devices.

Figure 6 shows the performance of AES operations on CPU with OpenSSL
library. It is indicated that the execution time is directly proportional to the
amount of CPU calculations, except for the very small size data. This result is
used as a baseline for comparison.

PerformanceofAESOperationsonGPU. Figure 7 shows theperformance on
CUDA. For data size under 16KB, the execution time is approximately a constant.
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Fig. 5. Performances of evaluating overlaps with kernel execution

Fig. 6. Performances of AES operations on CPU
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The overhead is introduced from the initializations of data transfer and launching
kernels.

On the other hand, the speed increases significantly as the data size varies
from 1MB to 4MB. It is caused by utilizing multiple streams. Note that the
block size is set to 1MB. For data larger than 1MB, it is divided into 1MB-blocks
and pipelined. The speed saturates at about 3.5GB/sec, which is closed to the
maximum speed of data transfer tested in section 4.1. As for the performance on
OpenCL, the trend is similar to CUDA, and the throughput saturates at about
1.6GB/sec.

Figure 8 shows the performance comparison between CPU and GPUs. For
large data size, the results from using GPU are significantly better than the
results from using CPU. The CUDA implementation has a 89.5x performance
gain while the OpenCL implementation has a 41.2x performance gain.

Fig. 7. Performances of AES operations on CUDA

Performance of AES Operations with Multiple GPUs. In order to have
a better performance, the dispatcher assigns the tasks to different devices based
on the task profiles from previous section. In this case , the strategy for process-
ing AES operations is to dispatch the tasks with regard to the data size being
processed. Details are described in table 5.

The performance comparisons of the fusion system are shown in figure 9. For
large size data, the system throughput is increased up to 4.5GB/sec by using the
two GPUs, and has a 104.57x performance gain compared to CPU implementa-
tion. Besides, there is no degradation on performance upon processing small size
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(a) Speed up with CUDA

(b) Speed up with OpenCL

Fig. 8. Performances comparison of AES operations between GPUs and CPU
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(a) Speed up with the fusion system

(b) Speed up compared to CUDA with the fusion system

Fig. 9. Performances comparison of AES operations with the fusion system
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Table 5. AES tasks dispatch strategy

Data Size Devices

size<4KB CPU (Intel® Xeon® CPU E5620)

4KB ≤ size<16MB CUDA (Nvidia® Tesla™ K20c)

size ≥ 16MB CUDA (Nvidia® Tesla™ K20c)

OpenCL (AMD Radeon™ HD 7970)

data. It is shown that the fusion system combines the benefits of each platform
and processes the tasks in a more efficient way.

5 Conclusion

A runtime framework is proposed for heterogeneous computing, providing an
infrastructure for developers to implement and optimize their system efficiently.
The features include stream processing, a set of utilities for task managements,
and the utilization of multiple devices. It is shown that the framework brings up
to 40% performance gain on data transmissions and significant improvements in
the overall throughput, varying from the application profiles.

In addition, a GPU accelerated file system prototype with enhancement of
reliability and security is proposed. The original CRSFS is enhanced with the
AES encryption features and is implemented with the new framework, which
enables the file system to utilize more computation resources, including CUDA
and OpenCL. The file system adapts a flexible design and runs as a stackable file
system, allowing users to configure the coding schemes for each file and mount
on any other existing file system.

Finally, it is shown that the AES operations can be improved by up to 89.5x
using one Nvidia GPU(K20c) and 104.57x using two GPUs(Nvidia K20c and
AMD HD7970).

6 Future Work

As there are more and more devices or platforms proposed for heterogeneous
programming with different architectures or characteristics, such as the Intel®

Xeon Phi™ co-processor or C++ AMP, the framework could be revised to have
more integrations and optimizations for them.

In order to scale up the computation, deploying jobs to a distributed environ-
ment must be supported. It could combine the MPI interface to dispatch and
manage tasks among the network.

On the other hand, the current dispatch strategies are profiled and optimized
for a specific environment and application. It could be built with a task profiler
which profiles task processing at the runtime, and then adjusts schedule policy
instantaneously.
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Abstract. This paper studies a practically important problem of cloned
tag detection in large-scale RFID systems where an attacker compro-
mises genuine tags and produces their replicas, namely cloned tags, to
threaten RFID applications. Although many efforts have been made to
address this problem, the existing work can hardly satisfy the strin-
gent real-time requirement, and thus cannot catch cloning attacks in a
time-efficient way. Moreover, the existing work does not consider energy-
efficiency, which is very critical when battery-powered active tags are
used. To fill these gaps, this paper proposes a Location Polling-based
Cloned tag Detection (LP-CTD) protocol by taking both time-efficiency
and energy-efficiency into consideration. LP-CTD reports the existence
of cloned tags when the reader finds an expected singleton slot appearing
as collision one. To improve the efficiency of detecting cloned tags, only
sampled tags in LP-CTD participate in the detection process. Theoretical
analysis on the proposed protocol is conducted to minimize their execu-
tion time and energy consumption. Extensive simulation experiments are
conducted to evaluate the performance of the proposed protocols. The
results demonstrate that the proposed LP-CTD protocol considerably
outperforms the latest related protocols by reducing more than 80% of
the execution time, and more than 90% of the energy consumption.

Keywords: RFID Systems, Cloned Tag, Detection.

1 Introduction

Radio Frequency Identification (RFID) systems are widely used in various pop-
ular applications such as object tracking [1] [2] [3], supply chain management [4]
[5], and access control [6] [7] owing to its attractive properties including remote
and multiple access, as well as non-sight limitation. However, it is not easy to
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prevent tag cloning attacks that threaten RFID-enabled applications [8]. The
Cloned Tag Problem can be generally classified into two categories: (1) cloned
tag detection problem, that aims to detect the existence of cloned tags as soon
as possible [9]; (2) cloned tag identification problem, that aims to exactly pin-
point which tags are cloned [10]. In practice, an RFID management system can
first trigger a cloned tag detection protocol. Only when the detection result is
affirmative will the identification protocol be invoked. A real RFID system may
need to run the detection protocol periodically but seldom run the identification
protocol. Designing a cost-effective cloned tag detection protocol becomes imper-
ative when facing the threat of cloned tag problem. An straightforward way for
cloned tag detection is to poll tag IDs one by one. A tag responds when its ID is
queried. Clearly, any response collision can reveal cloned tag presence. However,
polling ID is time-consuming because each tag ID is 96-bit long, especially when
there is a large number of tags.

This paper studies the problem of cloned tag detection. Although RFID tech-
nology attracts much research interest, cloned tag detection is still in its infancy.
The most promising cloned tag detection protocol is the Greedy collision-slot-
REfrAming deTection (GREAT) protocol proposed in [9]. GREAT tackles this
problem in anonymous RFID systems where the manager does not know the
exact IDs of genuine tags. GREAT leverages unreconciled collisions to discover
cloning attacks. An unreconciled collision (two or more tags always collide) is
probably due to responses from multiple tags with the same ID, exact evidence
of cloning attacks. However, in RFID applications [10] [11] [12] [13] that allow
a backend to store the tag ID information, GREAT may has a room to be im-
proved because it does not make use of the ID information. A long execution
time renders the RFID system exposed to the threat of cloning attacks for a
long time. Moreover, GREAT does not consider energy-efficiency, which is very
important when battery-powered active tags are used to support advanced mon-
itoring tasks in a large area. The frequent execution of this detection protocol
will quickly drain the power of the active tags. Therefore, time-efficient and
energy-efficient cloned tag detection protocols are still solicited.

In this paper, we propose a Location Polling-based Cloned tag Detection (LP-
CTD) protocol by taking both time-efficiency and energy-efficiency into consid-
eration. For the clarity of presentation, we first present two warm up protocols,
which are the building blocks of the proposed LP-CTD protocol. Specifically, we
first propose an Aloha-based Cloned tag Detection (A-CTD) protocol, in which
the reader can predict the expected states of each slot and catches a cloning
attack when an expected singleton slot turns out to be collision caused by the
genuine tag and its replica(s). Based on A-CTD, we then exploit the sampling
idea to propose a new Sampling-based Aloha-like Cloned Tag Detection (SA-
CTD) protocol, in which only the sampled tags participate in the detection
process, thereby achieving better time- and energy-efficiency. However, SA-CTD
consists of many expected empty slots and collision slots, which contribute noth-
ing to cloned tag detection and are wasted. Because the expected singleton slots
are relatively rare in the frame, we propose LP-CTD to directly poll the index
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of expected singleton slots one by one. A tag will respond when its picked slot
number is queried. After the index of an expected singleton slot is queried, if
the reader receives a collision response, it asserts the existence of cloned tags.
Besides the time-efficiency, the energy-efficiency is also considered in this paper.
This paper theoretically investigates how to configure the system parameters of
the proposed protocols in order to optimize their performance. Extensive simu-
lation experiments are conducted to evaluate the performance of the proposed
protocols. The results show that the proposed LP-CTD protocol significantly
outperforms the latest related protocols, by reducing more than 80% of the re-
quired execution time, and more than 90% of the energy consumption.

The major contributions of this paper are summarized as follows:

1. This paper presents three protocols toward an efficient solution to the prob-
lem of cloned tag detection, where we take both of time-efficiency and energy-
efficiency into consideration.

2. This paper presents theoretical analysis of the system parameters including
the sampling probability and frame size on the performance of the proposed
protocols to minimize their execution time as well as energy consumption.

3. Extensive simulation experiments are conducted to evaluate the performance
of the proposed protocols. The experimental results demonstrate that the
proposed protocols considerably outperform the latest related protocols.

The rest of this paper is organized as follows. The cloning attack model and the
addressed problem are described in Section 2. The proposed A-CTD, SA-CTD,
and LP-CTD protocols are presented in Sections 3-5, respectively. Simulation ex-
periments are reported in Section 6 to evaluate the performance of the proposed
protocols. This paper is concluded in Section 7.

2 Preliminaries

2.1 Cloning Attack Model

Consider an intact RFID system with a single reader and N genuine tags, where
each genuine tag has a unique ID and is equipped with a common hash func-
tion h(·), whose result follows a uniform distribution. The genuine tag set is
Tgenuine = {tag1, tag2, ..., tagN}. The reader has access to a database that stores
the IDs of all N genuine tags [10] [11] [12] [13]. We adopt the same attack-
ing model presented in the current literature [10] [9]. The attacker normally
launches a cloning attack to RFID applications through three steps: (1) compro-
mising genuine tags; (2) producing their replicas; (3) attaching cloned tags to
unauthentic objects. Some genuine tags are cloned one or more times. Because
the attackers require the cloned tags to behave the same as the genuine tags
and can pass through any authentication as the genuine ones can, they clone
not only the tag IDs but also the hash generator. Let us use M to denote the
number of genuine tags that are compromised and cloned.
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2.2 Problem Statement

This paper aims to detect the cloned tag event with a predefined accuracy, which
is measured by two system parameters, a tolerance number m and a confidence
level α. Inspired by [13] [14], the problem of cloned tag detection is defined as
follows. we desire to discover the cloned tag event with a probability of at least
α when m (or more) genuine tags are compromised and cloned in the RFID
systems. For example, 〈m = 5, α = 99%〉 means that the objective is to discover
the cloned tag event with a probability of 99% when 5 or more genuine tags are
compromised and cloned. If a more accurate detection is expected, we may set
a smaller m and a larger α.

2.3 Communication Overview

Communications between the reader and tags are made in a time-slotted way.
The reader synchronizes the slot clocks of all tags by continuous control signals.
If no tag replies in a slot, it is called an empty slot ; if exactly one tag replies, it is
called a singleton slot ; and if two or more tags reply, it is called a collision slot.
1-bit tag response is enough to distinguish a empty slot from a busy one, but
cannot distinguish singleton one from collision one. To distinguish a singleton
slot from a collision one, the tag responses should be at least 10-bit. According
to the specification of the Philips I-Code system [15], the wireless transmission
rate from a tag to a reader is 53 Kb/s, that is, it takes a tag 18us to transmit
1 bit. And the rate from a reader to a tag is 26.5 Kb/s, that is, transmission
of 1 bit to tags requires 37.7us. For simplicity, we assume the transmission rate
from the reader to tags and that from tags to the reader are the same. We
choose the relatively low rate 26.5 Kb/s as the common transmission rate. In
[16], Li et al. presented a method of classifying the time slots: tag slots, long-
response slots and short-response slots. The length of a tag slot is denoted as
ttag, which allows the transmission of a tag ID (96 bits), either from the reader
to the tags or from a tag to the reader. The length of a long-response slot is
denoted as tlong, which can afford to transmit a long response carrying 10 bits
of information. The length of a short-response slot is denoted as tshort, which
allows the transmission of a short response carrying only one bit of information.
Since any two consecutive transmissions (from a tag to a reader or vice versa)
are separated by a waiting time γ0 = 302us, the time of a slot carrying ν-bit
data, denoted as tν , is given by tν = ν × 37.7us+ γ0. Hence, the length of the
above three types of slots are described as follows. ttag = 96×37.7us+γ0 ≈ 4ms;
tlong = 10× 37.7us+ γ0 ≈ 0.7ms; tshort = 1× 37.7us+ γ0 ≈ 0.4ms.

2.4 Performance Metrics

Given a specified detection accuracy that can be tuned to any accurate level, the
time-efficiency is the most important performance metric—the shorter the exe-
cution time is, the sooner we will discover the cloning attacks and then conduct
the corresponding countermeasures. The second important performance metric
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is energy-efficiency. To support advanced RFID applications that cover a large
area, battery-powered active RFID tags are preferred, owing to their relatively
longer communication range. In order to prolong the active tags’ lifetime, we
have to take the energy-efficiency into consideration.

3 An Aloha-Based Cloned Tag Detection Protocol

Based on the classic Slotted Aloha mechanism [17], we propose to utilize the
expected singleton slots to detect the existence of cloned tags. We also investigate
the configuration of the involved parameter settings and theoretically analyze
the performance of the proposed Aloha-based Cloned tag Detection Protocol
(A-CDP).

3.1 Protocol Design

The A-CDP protocol consists of two phases: Slot Determination phase and Slot-
ted Frame Execution phase. The detailed procedures are described as follows.

Slot Determination Phase. The reader initiates this phase by broadcasting
a binary 〈R, f〉, where R is a random number that is fresh in each execution
and f denotes the length of the following slotted time frame. After receiving R
and f , each tag then uses R, f , and its ID to determine a slot in the following
frame by calculating a hash function h(ID,R) mod f , whose result follows a
uniform distribution within [0, f − 1]. Because the reader knows all the involved
parameters, the reader can predict which slots are expected to be singleton,
empty or collision.

Slotted Frame Execution Phase. In this phase, a slotted time frame with
f long-response slots is executed. A tag will respond in its determined slot.
The reader listens and monitors the state of slots. If the reader finds that an
expected singleton slot turns out to be collision, it asserts that the genuine tag
corresponding to this slot is cloned, because this collision must be caused by the
genuine tag and its replica(s).

3.2 Investigating the Configuration of Frame Length f

For a certain one of the M different compromised IDs, the probability that the
reader can detect this ID as compromised (or cloned) is equal to the probability
that this ID is mapped to an expected singleton slot. This probability, denoted
as p1, is given as follows:

p1 =

(
f

1

)
× 1

f
× (1− 1

f
)N−1 ≈ e−

N
f
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When N is large, each of the M compromised IDs has the same probability p1
to be detected. We use PA(N,M, f) to denote the probability that A-CTD can
successfully detect the cloned tag event, when there are N genuine tags, M of
them are compromised, and the frame length is f . PA(N,M, f) is equal to the
probability that at least one of the M compromised IDs is detected, which is
given as follows:

PA(N,M, f) = 1− (1− p1)
M = 1− (1 − e−

N
f )M

Clearly, PA(N,M, f) is a monotonically increasing function with respect to M .
Hence, ∀M ≥ m,PA(N,M, f) ≥ PA(N,m, f). To meet the predefined detection
accuracy, we only need to guarantee PA(N,m, f) ≥ α. By solving this inequality,
we have:

f ≥ −N/(ln[1− (1− α)
1
m ]) (1)

That is, any value of f larger than −N/(ln[1− (1− α)
1
m ]) can satisfy the

predefined detection accuracy.

3.3 Performance of A-CTD

Time Cost. One tag slot ttag is adequate for the reader to transmit the param-
eters R and f in the Slot Determination phase, and the time cost of the Slotted
Frame Execution phase is f × tlong. Hence, the total execution time of A-CTD,
denoted as TA, is given as follows:

TA = ttag + f × tlong ≈ ftlong (2)

Energy Consumption Model. The energy consumed by the reader is of less
concern because its battery can be easily recharged, or it may even use an ex-
ternal power source [12]. During a slot, an active tag has two types of states:
the awake state and the sleep state [18]. Specifically, a tag needs to be in the
awake state for communication, where the CPU operates at full energy and the
radio remains open. Being awake, a tag may operate one of three actions: (1)
transmitting data to the reader; (2) receiving data from the reader; (3) or just
listening to the channel for receiving commands from the reader. Since the radio
scanning consumes most of the energy, the above actions of an awake tag almost
consume the same amount of energy. Hence, we simply use the time that a tag
keeps active to measure its energy consumption. The energy consumption of the
whole RFID system excluding the replica, denoted as Etotal, can be given as
follows:

Etotal =

N∑
i=1

τi × ω, (3)

where τi is the time (in milliseconds) that tag ti keeps awake for, and ω indicates
the energy consumption of an awake tag per millisecond.
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Energy Cost. In the Slot Determination phase, in order to receive the param-
eters 〈R, f〉, all the N genuine tags remain awake for a tag slot. The correspond-
ing energy consumption is Nttagω. In the Slotted Frame Execution phase, for
an arbitrary tag, it picks a slot from the frame following a uniform distribu-
tion. Let variable I denote the index of the slot that this tag selects. Clearly,
P (I = i) = 1

f | i ∈ [1, f ], then the expectation E(I) is given as follows:

E(I) =

i=f∑
i=1

[i× P (I = i)]

=1× 1

f
+ 2× 1

f
+ 3× 1

f
+, · · ·,+f × 1

f
=

1

2
(f + 1)

(4)

Hence, the energy consumption of this tag during the Slotted Frame Execution
phase is expected to be 1

2 (f + 1)tlongω. For N genuine tags in total, the energy

consumption during this phase is expected to be 1
2N(f + 1)tlongω. We denote

the energy cost of A-CTD as EA which is given as follows:

EA = Nttagω +
1

2
N(f + 1)tlongω (5)

Clearly, both EA and TA are the monotonically increasing functions with
respect to f . Hence, the proposed A-CTD protocol achieves the best energy-
efficiency, as well as the best time-efficiency, when f is minimized to −N/

ln[1− (1− α)
1
m ].

4 A Sampling-Based Aloha-Like Cloned Tag Detection
Protocol

The A-CTD protocol proposed in last section needs all tags participate in the
detection process, which consumes a vast amount of energy. Moreover, when
there is a large number of tags in the system, the frame size should be set very
long in order to guarantee there are enough expected singleton slots to expose
the cloned tags. Intuitively, if we can discover the existence of cloned tags by
performing detection on just a small number of sample tags, a more efficient
cloned tag detection protocol could be achieved. Inspired by [14], we exploit the
sampling idea to propose a Sampling-based Aloha-like Cloned Tag Detection
(SA-CTD) protocol.

4.1 Protocol Description

Here, we exploit the sampling process proposed in [14], which is described as
follows. The reader broadcasts a request, which consists of two parameters: a
random number R1 and an integer x = �p×X, where p is the sampling proba-
bility and X is a large constant pre-configured in RFID tags. After receiving the
request, each tag performs a hash function h(ID,R1) mod X , which follows a
uniform distribution within [0, X). If the hashing result is less than the received
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parameter x, the tag will participate in the following process; otherwise, it will
enter the sleep state and will not participate in the following detection process
[14]. Note that, if a compromised genuine tag is sampled, its cloned peers (i.e.,
replica tags) will also be sampled because they have the same ID information.
Since all the above sampling decisions are made pseudo-randomly depending on
the used parameters, the reader can predict all the decisions and know exactly
which genuine tags are sampled. Then, we perform A-CTD on the sampled tags
to detect the cloning tag event.

4.2 Investigating the Configuration of the Sampling Probability p
and the Frame Length f

For a certain one of the M compromised IDs, the probability that the reader
can detect this ID as compromised (or cloned) is equal to the probability that
this ID is sampled and mapped to an expected singleton slot. We denote this
probability as p2, and it is given as follows:

p2 = p× [

(
f

1

)
× 1

f
× (1− p

f
)N−1] ≈ pe−

Np
f ,

where p is the sampling probability and f is the length of the slotted frame. We
use PSA(N,M, p, f) to denote the probability that the proposed SA-CTD proto-
col can successfully discover the cloned tag event when there are N genuine tags,
and exactly M of them are compromised and cloned; the sampling probability
is p; the frame length is f . PSA(N,M, p, f) is equal to the probability that at
least one of the M compromised IDs is detected, and can be given as follows:

PSA(N,M, p, f) = 1− (1− p2)
M = 1− (1− pe−

Np
f )M

Similarly with the analyzes of A-CTD, we only need to guarantee PSA(N,m,
p, f) ≥ α for meeting the required accuracy. By solving this inequality, we have

f ≥ −Np/(ln[ 1−(1−α)
1
m

p ]). Obviously, a longer time frame consumes more time;
given a fixed sampling probability p, the frame length f should be minimized to

−Np/(ln[ 1−(1−α)
1
m

p ]). Note that, if the sampling probability p is too small, less

than 1− (1− α)
1
m , the frame size f will become a negative value. Such a small

sampling probability cannot be used. Thus, the smallest sampling probability
pmin is larger than 1− (1− α)

1
m .

4.3 Analyzing the Performance of SA-CTD

Time Cost. Compared with prior A-CTD protocol, the proposed SA-CTD
needs an extra tag slot to broadcast the used parameters. Hence, the total ex-
ecution time of the proposed SA-CTD protocol, denoted as TSA, is given as
follows:

TSA = 2ttag + ftlong ≈ ftlong (6)
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Energy Cost. In the Sampling phase, all the N genuine tags have to remain
awake for one tag slot in order to receive the parameters 〈R1, x〉. The correspond-
ing energy consumption during the sampling phase is Nttagω. Np (expectation)
sampled genuine tags and their replicas (if there are any) will remain awake and
participate in detection process which is the same as that of A-CTD. It is easy
to deduce that the total energy cost of SA-CTD, denoted as ESA, is given as
follows:

ESA = Nttagω +Np× ttagω +Np× [
1

2
× (f + 1)tlongω]

= N(1 + p)ttagω +
1

2
Np(f + 1)tlongω

(7)

The SA-CTD protocol outperforms the prior A-CTD protocol in terms of
both time-efficiency and energy-efficiency. There is a sampling probability pt
that minimizes the time cost of SA-CTD (i.e., operating at the time-saving
mode), and a sampling probability pe that minimizes the energy cost of SA-
CTD (i.e., operating at the energy-saving mode). Note that, pt and pe can be
easily obtained through many offline methods (e.g., differentiation, exhaustive
search, etc.).

5 A Location Polling-Based Cloned Tag Detection
Protocol (LP-CTD)

The SA-CTD protocol proposed in the last section still has a room to be im-
proved. Specifically, SA-CTD leverages the expected singleton slots to detect
the cloned tags. However, a large number of expected empty slots and expected
collision slots contribute nothing to the detection of cloned tags, which leads
to the low time-efficiency. An immediate challenging issue is how to avoid the
execution of expected empty slots and expected collision slots. In this section,
we first propose a Location Polling-based Cloned tag Detection (LP-CTD) pro-
tocol. Then, we theoretically investigate the parameter settings to optimize the
performance of LP-CTD.

5.1 Protocol Description

After the sampling process that is the same as that of SA-CTD, we propose to
directly poll the index of the expected singleton slots one by one. And a tag
responds only when its selected slot number is queried. By this method, the
expected empty/collision slots are skipped. Specifically, the reader first broad-
casts the query 〈R, f〉 to all tags. Each tag selects a slot by calculating h(ID,R)
mod f . Because the reader knows the employed hashing function as well as the
used parameters, it is able to predict which slots are supposed to be singleton.
Then, the reader queries the tags by broadcasting the index (�log2f bits long)
of the expected singleton slots one by one. Upon receiving a polling request, a
tag check if the index of its selected slot matches the queried one. If they exactly
match, the tag will respond. On the reader side, if it senses a collision slot after
broadcasting the index of an expected singleton slot, the tag corresponding to
this index must be compromised.
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5.2 Investigating the Configuration of the Sampling Probability p
and the Frame Length f

The fundamental difference between LP-CTD and SA-CTD is that LP-CTD
avoids the execution of expected empty/collision slots by directly polling the
index of expected singleton slots, which actually does not affect the detection
accuracy. That is, the same as SA-CTD, given fixed p and f , the frame size f

should be larger than −Np/(ln[ 1−(1−α)
1
m

p ]). But the optimization of p and f of
LP-CTD is different from that of SA-CTD.

5.3 Analyzing the Performance of LP-CTD

Time Cost. Similar to the SA-CTD protocol, two tag slots are adequate to
transmit the initialization parameters. In the polling phase, each slot in the
virtual frame has the following probability to be singleton.

Ps =

(
N

1

)
× p

f
× (1− p

f
)N−1 ≈ Np

f
e
−Np

f , (8)

The number of expected singleton slots, denoted as ηs, follows Bernoulli (f, Ps).

Hence, E(ηs) = f × Ps = Npe−
Np
f . Each expected singleton slot corresponds to

two parts of time costs: (i) time for querying the index with length of ι = �log2f
bits; (2) time for tag responding. Therefore, the execution time of LP-CTD,
denoted as TLP , is given as:

TLP = 2ttag + E(ηs)× (tι + tlong) ≈ Npe−
Np
f (tι + tlong) (9)

Energy Cost. In the sampling phase, all N tags keep awake for a tag slot to
receive the used parameters. The corresponding energy consumption is Nttagω.
In the slot determining phase, Np awake tags (expectation) receive the initial-
ization parameters. The corresponding energy consumption is Npttagω. In what
follows, we analyze the energy consumption in the polling phase. For a certain
tag, we use the conditioning probability P{S|L} to denote the probability that
there are S expected singleton slots proceeding when the tag is mapped to the
Lth slot in the virtual frame. P{S|L} is given as follows.

P{S = j|L = i} =

(
i

j

)
(Ps)

j(1− Ps)
i−j , j ∈ [0, i] (10)

The corresponding conditioning expectation E(S|L = i) is given as follows.

E(S|L = i) =

i∑

j=0

[j × P{S = j|L = i}]

=
i∑

j=0

[j ×
(i

j

)
(Ps)

j(1 − Ps)
i−j ]

=

i∑

j=1

[i×
(i − 1

j − 1

)
(Ps)

j(1 − Ps)
i−j ]

= iPs

i∑

j=1

[
(i − 1

j − 1

)
(Ps)

j−1(1 − Ps)
i−j ] = iPs

(11)
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The expectation E(S) =
∑f−1

i=0 E(S|L = i) × P{L = i} =
∑f−1

i=0 (iPs × 1
f ) =

f−1
2 Ps. That is, there are

f−1
2 Ps expected singleton slots proceeding the slot that

this tag selects. The selected slot has the probability (1− p
f )

N−1 ≈ e
Np
f to be an

expected singleton one, if so, the tag will receive the queried index and respond

to the reader. On the other hand, the selected slot has the probability 1 − e
Np
f

to be expected collision, if so, this tag has to receive the queried index of the
next expected singleton slot before knowing it picks an expected collision slot
and entering sleep state. The expected energy consumption of this tag, denoted
as ζ, is given as follows.

ζ = E(S)× (tι + tlong)ω + (tι + tlong)ω × e
Np
f + tιω × (1− e

Np
f )

≈ 1

2
Npe−

Np
f (tι + tlong)ω

(12)

For Np sample tags in total, the energy cost of LP-CTD, denoted as ELP , is
given as follows:

ELP = Np× ζ =
1

2
N2p2e

−Np
f (tι + tlong)ω (13)

6 Performance Evaluation

6.1 Simulation Setting

In this section, we evaluate the performance of the proposed protocols via sim-
ulators. Following most of the RFID related studies [19] [20], we also consider a
single reader in the simulations, and assume that this reader has adequate power
to interrogate with a large number of RFID tags via a error-free wireless channel.
Each simulation is conducted 1000 times, and we get the average results.

6.2 Investigating the Impact of m and α

In this subsection, we investigate the impact of the system parameters m and α
on the performance of the proposed protocols. The number N of genuine tags
is fixed to 20, 000; the tolerance number m varies from 20 to 40; the detection
accuracy α varies from 90% to 99%. The simulation results illustrated in Fig. 1
indicate that a small tolerance number m (or a large confidence level α) will
increase the energy cost, as well as the time cost of the proposed protocols.
Clearly, the LP-CTD protocol considerably outperforms the other two protocols
(i.e., A-CTD and SA-CTD) in terms of both time-efficiency and energy-efficiency.

6.3 Comparing with the Latest Related Protocols

In this subsection, we compare the performance of LP-CTD (our final protocol)
with two latest related protocols about cloned tag problem, i.e., the GREAT
protocol and the ES-BID protocol, under different values of N , m, and α. The



96 X. Liu et al.

0

2

4

6

8

10

0

2

4

6

8

10

m=20

m=40

m=30

α =99%

α =95%

α=90%

T
im

e 
co

st
 o

f 
S

A
-C

T
D

 / 
s 

m=20

m=40

m=30

α =99%

α =95%

α=90%

T
im

e 
co

st
 o

f 
L

P
-C

T
D

 / 
s 

0

2

4

6

8

10

m=20

m=40

m=30

α =99%

α =95%

α =90%

T
im

e 
co

st
 o

f 
A

-C
T

D
 / 

s 

0

2

4

6

8

10

m=20

m=40

m=30

α =99%

α =95%

α=90%

E
n
er

g
y
 c

o
st

 o
f 
A

-C
T

D
 / 

ω

x 10
7

0

2

4

6

8

10

0

2

4

6

8

10

m=20

m=40

m=30

α =99%

α =95%

α=90%

E
n
er

g
y
 c

o
st

 o
f 
S

A
-C

T
D

 / 
ω

x 10
7

m=20

m=40

m=30

α =99%

α =95%

α =90%

E
n
er

g
y
 c

o
st

 o
f 
L

P
-C

T
D

 / 
ω

x 10
7

(c) LP-CTD(a) A-CTD (b) SA-CTD

Fig. 1. Investigating the impact of m and α on the performance of the proposed pro-
tocols, where the number N of genuine tags is fixed to 20, 000

simulation results shown in Fig. 2 demonstrate that the proposed LP-CTD pro-
tocol considerably outperforms GREAT and ES-BID in terms of both time-
efficiency and energy-efficiency. For example, when N = 30, 000, m = 20, and
α = 95%, the time cost of GREAT and ES-BID is 32.3 s and 26.1 s, respec-
tively. The time cost of the proposed LP-CTD is just 5.2 s, representing 83.9%
and 80.1% reduction in terms of time-efficiency when compared with GREAT
and ES-BID. Under the same parameters, the energy cost of GREAT and ES-
BID is 94.84 × 107 ω and 122.14 × 107 ω, respectively. The energy cost of the
proposed LP-CTD is just 1.18×107 ω, representing a 98.8% and 99.0% reduction
in terms of energy-efficiency when compared with GREAT and ES-BID.

6.4 Evaluating the Real Detection Accuracy

This subsection evaluates the real detection accuracy of the proposed LP-CTD
protocol, where we simulated m (or more) compromised tags among all N gen-
uine tags. The results shown in Table 1 and Table 2 demonstrate that LP-CTD
could well satisfy the pre-defined detection accuracy α. For instance, given a high
security requirement: m = 1; α = 99%, the real detection accuracy is higher than
the required 99% when 1 ∼ 4 tags are compromised; given a relatively relaxed
security requirement: m = 10; α = 95%, the real detection accuracy is higher
than the required 95% when 10 ∼ 13 tags are compromised.
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Fig. 2. Comparing LP-CTD with the ES-BID protocol and GREAT protocol under
different N , m and α. (a) m = 20, α = 95%; (b) m = 20, α = 99%.

Table 1. A high security requirement: m = 1; α = 99%. M varies from 1 to 4.

M compromised tags 1 2 3 4
Total Test Runs 10, 000 10, 000 10, 000 10, 000

Successful Detection 9, 907 9, 999 10, 000 10, 000
Failed Detection 93 1 0 0

Real Detection Accuracy 99.07% 99.99% 100.00% 100.00%

Table 2. A relatively relaxed security requirement: m = 10; α = 95%; M varies from
10 to 13

M compromised tags 10 11 12 13
Total Test Runs 10, 000 10, 000 10, 000 10, 000

Successful Detection 9, 505 9, 643 9, 738 9, 780
Failed Detection 495 357 262 220

Real Detection Accuracy 95.05% 96.43% 97.38% 97.80%



98 X. Liu et al.

7 Conclusion

This study investigates the practically important problem of cloned tag detec-
tion, where we take both time-efficiency and energy-efficiency into consideration.
This paper presents a series of protocols toward an efficient solution to the stud-
ied problem. Theoretical analysis is conducted to minimize the execution time
as well as energy consumption. Extensive simulation experiments are conducted
to evaluate the performance of the proposed protocols. The results demonstrate
that the proposed LP-CTD reduces more than 80% of the required execution
time and more than 90% of the required energy consumption, when compared
with the latest related protocols. In this paper, we consider the error-free com-
munication channels, which is a general assumption in most of RFID-related
literature. In our future work, we will conduct experiments on the real RFID
platforms to investigate the impact of channel errors and propose the counter-
measures.
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Abstract. The lifetime of a wireless sensor network can be prolonged
by introducing mobile sink to balance the energy consumption in data
gathering. However, it doesn’t solve the bottleneck of energy consump-
tion and network will still fail inevitably. The option of recharging a relay
opens up new possibilities for prolonging the network lifetime even main-
taining the network living forever by recharging a sensor using a mobile
sink when necessary. In this paper, we investigate the strategies for the
mobile sink to recharge the wireless network in order to maintain the
stability of network achieving the requirement of network system. In our
approach, we develop an efficient algorithm to divide the sensor network
into a number of domains (independent communication areas which are
consisted by a cluster of neighbored sensors) in the first stage. Then we
iteratively calculate the maximum lifetime of each domain. When trav-
elling and arriving at a domain, mobile sink determines whether or not
recharge it according to the probability model. The lifetime of a domain
is estimated based on the residual energy of each sensor within the do-
main using our energy routing algorithm. We also propose a probability
model for the mobile sink to determine whether to recharge a domain
or not. The effectiveness of our approach has been verified by extensive
simulation results.

Keywords: Wireless sensor network, network lifetime, energy routing,
probability model.

1 Introduction

The wireless sensor networks (WSNs) consist of a stationary based station (BS)
and hundreds to thousands of sensors, which collect the information from the
near environment by short-range communication and transmit them to BS by
some routing strategies. WSN is widely used in the fields of monitoring, target
tracking and etc. Based on the sensors’ working function, the traditional WSNs
can be classified into rechargeable WSNs and non-rechargeable WSNs.
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In traditional non-rechargeable WSN, all the sensors hold limited energy and
can not be recharged once deployed in the experiment, while the based station
can be regarded as unlimited energy infrastructure with power generation equip-
ment (solar generator etc). The sensors communicate with BS in the function
of multi-hops routing, where part of sensors serve for forwarding other sensors’
information. As continually sensing, receiving and transmitting information, the
sensors will use up all the initial energy that can not work any more, where the
sensor is called dead. In practice, many applications using WSN as large systems
make some important decisions based on all the information from difficult sen-
sors deployed in the area of interest. In other word, only one sensor’s death will
effect the whole system. Therefore, we say that the WSN’s death is at the same
time of the first sensor’s death in the network and define the period of WSN
working from deployed to death as the network’s lifetime. Due to the different
distance to BS and different amount of forwarding, the energy consumption of
each sensor has a huge gap. The unbalanced energy consumption among sensors
shortens the network lifetime and effect other network performance seriously.

To cope with the drawback, recent research for non-rechargeable WSN is
to deploy a mobile sink travelling from the BS and collecting sensors’ infor-
mation in the areas of interest[1,2,3]. Thus, the energy consumption of each
sensor is balanced through the motion of sink. Many experiments and simula-
tions demonstrate the effectiveness of the strategy in terms of different network
performance. In traditional non-rechargeable WSNs, all the sensors are battery-
powered, that means no matter adopting any efficient strategy, the power of any
one sensor will be dissipated over and the WSN will die.

In traditional rechargeable sensor networks, the sensor has a special ability
of energy harvesting that means catching energy from the experiment, such as
solar, wind and so on[4]. Through the network lifetime is not the bottleneck of
WSN any more, the network has highly dependence in the environment and the
sensors generally are hard to be deployed due to the nature of the sensors.

Considering those drawbacks in rechargeable and non-rechargeable sensor
network, this paper strives to ensure the stability of network and pursue a ap-
propriate tradeoff between the energy consumption of mobile sink and network
lifetime. The function of recharging is only by mobile sink other rather the energy
harvesting in traditional rechargeable WSNs, and the mobile sink have unlimited
energy as it can get back to BS for recharging.

The main contributions of this paper are as follows. Firstly, we propose an
algorithm for efficiently partitioning the network into disjoint domains and find a
resultful recharging tour. Secondly, jointly given the load-balancing and network
lifetime, we design a routing strategy based on residual energy and an algorithm
for estimating the lifetime of domain. Finally, a novel model probability model
for network is proposed, which can ensure the stability of the network as much
as possible by changing the parameters of this probability model.

The remainder of the paper is organized as follows. Section II summarizes the
related work in both rechargeable WSN and non-rechargeable WSN. Section III
introduces the system model, energy model and defines the problem precisely.
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Section IV proposes three algorithms: Graph Partition algorithm, Maximal Do-
main Lifetime Estimation (MDLE) and Maintenance of Network. Section V eval-
uates and analyzes the performance of the proposed algorithm through simula-
tional experiments, and Section VI concludes the paper and introduce the further
works.

2 Related Work

Extensive studies on optimizing network resources in WSN with mobile sink
have been conducted in the past few years. The main performance metrics are
network lifetime, energy consumption, the number of rendezvous nodes and etc.
Many researches work on the tradeoff among different network performance un-
der some constraints, such as [5]. In conventional network with only one mobile
sink, the battery-powered sensors are used to achieve the experimental informa-
tion and transmit them to the sink for analysis and management. The general
communication model between sensors and sink is multi-hop routing, which is
tree topology. Extensive experiments and simulations have been done in this net-
work model, such as[6,7]. The tree topology model has a serious drawback, that
is the energy consumption of the sensors near to the sink have increased rapidly
due to the more data transmission. Previous experiments and simulations prove
that when the 1-hop neighbors of sink dies, the energy of sink remains 93% of
initial state[12]. Firstly, using the method of Steiner trees[9,10], we can plan
the trajectory of mobile sink better and solve RN replacement problem, which
can be widely used in network recovery. Secondly, in routing strategy based on
energy, [6,11] combine the shortest path tree and minimum spanning tree for
prolonging the network lifetime. Finally, some researches adopt the method of
maximum flow for prolonging the network lifetime[13]. The three methods above
aim to prolong the network lifetime and save energy consumption in traditional
wireless network with a mobile sink. However, no matter how much they re-
duce the energy consumption, the network will die, as the sensor can only hold
limited energy and can’t be recharged once deployed in the environment. Given
the RN(rendezvous node) has an ability to be charged by mobile sink[4], the
sensors can also be recharged by sink. In actually, the sensor is most based on
battery, which means that the consideration is realistically feasible. The purpose
of this paper is to maintain the network more stable (the network lifetime is
above the standard of requirement) with less energy consumption.

3 Preliminaries

3.1 System Model

A wireless sensor network consists of a large number of low-powered sensor nodes
for sensing and caching the experimental information and a mobile sink which
has unlimited energy. A WSN can be modeled as an undirected, connected graph
M = (N

⋃
{s}, L), where N is a set of n stationary, identical sensors randomly
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deployed in an interest area, s is the mobile sink and L is the set of links between
sensor u and sensor v (MS is regarded as special sensor) if and only if they
are within the transmission range(R) of each other. In this paper, sensors are
considered identical as they have the same sensed range, transmission range and
energy-carrying capacity. Defined by N1(u), the set of 1-hop neighbors of sensor
u means the set of possible sensors which can directly communicate with sensor
node u. N1(u) = {v|(u, v) ∈ L}. Defined by Nh(u),the set of neighboring sensors
of the sensor node u in h-hops, Nh(u) = {v|u communicates with v at least in h
hops}. Given any sensor node u,the calculation of Nh(u) is as follow. A Breath-
First-Search tree rooted as u is constructed layer by layer. We define the Rh(u)
as the neighbors of u within h-hops. Rh(u) = {v|(v, w) ∈ L,w ∈ Nh−1(u) and
v not in Rh−1(u)}. It is assumed that all the sensors have the same initial
energy ME and the mobile sink with unlimited energy supply can sojourn at
any location for data gathering. In WSN with mobile sink, the tour-length of
trajectory of the mobile sink affects the total energy consumption. For shortening
the tour-length, we divide the graph into domains, which consist of few sensors
and have autonomy by rendezvous node (RN: a sensor with special task). The
RN can aggregate the sensed data from the sensor in its domain, then analysis
them and make appropriate response, so it is called that the RN can manage the
domain or the sensors in this domain. The RN has enough large buffer so that
can cache all the sensed data in its domain before the mobile sink comes. By
that means, we reduce the number of sensors to be travelled, thus the tour-length
will be shorten. In each partitioned domain, sensors are working in the model
of multi-hops routing, whose topology is a tree, as balanced as possible. Every
node in tree has depth, which it is called level in the paper. RN’s Level 0 and
the level of other sensors are defined as the least hops to RN dominating them.

The paper will attempt to design the model for the motion and working of
sink, design a strategy of graph partition and data gathering in inn-domain. In
order to formally define the problem, we introduce the following notations and
variables.

– The energy consumption of a sensor includes the computation, sensing, data
transmission and data reception. As all the identical sensors alive have the
approximate energy consumption for sensing environment, we only consider
the energy of data transmission and reception in this paper. Let ktran,krecv
represent the energy consumed by a sensor node for transmitting and receiv-
ing one bit respectively and kampt denotes the consumption for amplifying
a bit’s signal.

– For a given data transmission or reception, we consider that the size of sensed
data by any sensor is identical to a fixed length l

– For a sensor with residual energy, β is a self-adapting variable of sensor in
specified domain.

Definition 1. The network lifetime is defined as the first sensor failure time due
to its energy depletion. The lifetime of each domain is the time span from the
partition calculated to the instant when the domain is considered nonfunctional.
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The moment when a domain is nonfunctional is the instant when the first sensor
node dies (can’t transmit data).

3.2 Energy Model

It is well known that the energy consumption is a significant metrics in WSN.
Premature death of a node can interrupt the communications and results in
the death of the network. The energy model involving the energy consumption
parameters is necessary. To transmit or receive a data session (a fixed length l)
between sender to receiver (where the distance between them is d), the energy
consumed can be expressed as:

Etran = l × ktran × d+ l × kampt × d2

Erecv = l × krecv

We denote the residual energy of a sensor u by REu, which is a significant
metrics for the routing in the next part.

3.3 Residual Energy Routing

In general multi-hops routing, the energy is rapidly dissipated in the sensors
near to the sink. The main cause is that the sensors nearby the sink does not
only transmit its own sensed data but also is used for relaying and forwarding
the message from higher-level sensors.

Definition 2. The weight cost of a link (u, v), for a transmission from node u
to node v, where node u ’s level is always lower than node v, is defined as below:

Cuv = min{REu − Etran, REv − Erecv}
Definition 3. For the sensors u in Level 1,when its residual energy is less than
β times to Cuv (v is the RN), it turns into low-powered state. Once a sensor
turns into low-power, it will not work as relay node but only transmit its own
sensed data to RN.

As the Cuv is the significate variable with the ability of prediction, in each
turn of calculation, we choose the sensor v in lower Level with the maximum
Cuv as the next hop. Then update all the Cuv for the next turn of calculation.

4 The Probability Based Algorithm

In the scheme of data collection with mobile sink (MS),while the sensor cache
their data from environment nearby and send them to rendezvous nodes (RN)
via short-range transmission, the mobile sink travels in the interest areas only to
collect the data from RNs (a RN caches all the data of local sensors managed by
itself). On the consideration that MS has an ability of recharging,our problem
is defined as follows:

Problem. Given a set of sensors N , mobile sink s and a relay hop bound d,
find:
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– A set of RNs, which cover all the sensor within d-hops. A set Domaini of
sensors covered by RNi within d-hops, Domaini

⋂
Domainj = ø,

⋃
RNi =

RNs.
– Lifetimei of Domaini is the time span from Domaini built to any sensor

failed.
– For given parameters p and α, a tour U for MS to collect data or recharge

some domains, such that the network lifetime is above the standard of net-
work requirement and the total length of MS’s motion (Euclidean distance)
is minimum.

The ultimate goal is select appropriate parameters p and α to meet the sta-
bility of the network requirements. Corresponding to the above three parts of
problem, we will introduce three algorithms in detail, which are Network Parti-
tion, Domain Lifetime Estimation and Network maintenance respectively.

4.1 Network Partition

Network partition plays a important role in rendezvous node based data gath-
ering scheme. Unbalanced partition leads to unbalanced energy consumption
among domains, thus some domain will run out of energy much earlier that oth-
ers and result in the death of the entire network. In order to prolong the life time
of the entire network, the number and distribution of domains must be jointly
considered.

On the other hand, in each domain, one sensor node is selected as rendezvous
node to cache data from its nearby neighbors vis a tree based routing path.
Thus, the depth of the routing tree should be restricted to a certain level. We
define Bh(u) as the set of uncovered sensors that can communicate with u at
least in h hops.

Fig. 1. Choose neighbors to cover for graph partition

Bh(u) = {v |(v, w) ∈ L,w ∈ Bh−1(u), v is uncovered }
We can get Bh(u) using an breadth-first search technique. As an example

given in Fig 1, B1(RN) = 2 and B2(RN) = {5}. As sensor 2 and sensor 3 have
been covered, they can not be members of the domain managed by RN. Sensor 6
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also can not be a member of this domain, because its neighbors in Level 1 have
all been covered by other sensors and RN can not get its data packet from any
sensors in Level 1 in current situation.

As the routing for data collection in each domain is in the form of tree topol-
ogy, the sensors nearby the RN of each domain consume energy much faster
than other sensors. Therefore, these sensors affect the lifetime of its domain.
Let Domains be a domain rooted at RN s, the domain fails to function when
all sensors in N1(s) run out of energy. For the whole network, the more sen-
sors in Level 2 it has, the more energy consumption it dissipates in specified
time. Thus, we use th(u) to balance the stability for the domain being parti-

tioned, where th(u) = |B1(u)| \
∑h

i=2 |Bi(u)|. For the example in Fig. 1, the
t2(u) = 1 \ 1 = 1. The domain managed by the sensor u with maximum th(u)
has larger probability for maintaining stabilization. While the topology infor-
mation of network is input, DomainSet is outputted as the set of domains
partitioned, the algorithm for network partition in detail is as follows:

Algorithm 1. Network Partition

Require: G(N
⋃
{s}, L), h

Ensure: DomainSet
1: Find a sensor node u in G ,which has the largest Euclidean distance from

sink s
2: while the sensors in G aren’t all covered do
3: Find a uncovered sensor node u in Rh(s),which has the largest th(u)

4: Cover
∑h

1 Bi(u) by node u

5: DomainSet← domain(
∑h

1 Bi(u) ∪ u, L′)
6: if Bh+1(u) = ∅ then
7: s←Find the uncovered node with longest Euclidean distance from s as

new s
8: else
9: s←Find the uncovered node inBh+1(u) with longest Euclidean distance

from s
10: end if
11: end while
12: return DomainSet

Due to the strategy we choose in inn-domain, the depth effect domain’s life-
time directly. In this paper, we all default the 2-hops’s parameter to do the
Network partition and Domain lifetime estimation.

4.2 Domain Lifetime Estimation

Based on the Algorithm 1, we have got all the partitioned domains. In this
part, a strategy will be proposed for estimating the domain’s lifetime. Due to
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the parameter of 2-hops partition, the domain we calculate has three different
hierarchies: Level 0, Level 1 and Level 2. The sensor in Level 0 is the rendezvous
node(RN) in this domain, the sensors in Level 2 are only working as conventional
sensors for experimental information gathering and in additional, the sensors in
Level 1 can be used as relay for forwarding the higher level’s data session when
they are not in low-power state.

In the parse of network working, the data generation(the size of data sensed
by any sensor in specified time) can be considered as a const. A turn is defined
by the times for RN to gather all the sensors’ data in specified timespan. In the
paper, the number of turns from the partition built to being invalid is used as
the domain’s lifetime. A domain is considered as invalid, when (1)it has died
node (2)when one turn is over, the RN hasn’t gathered all the sensors’ data.

A domain has its own parameter β to maintain the maximum lifetime. Whether
a sensor is in the state of low-power or not is due to that parameter. The β is
achieved by several trying. Once it is achieved, it will keep the value same to
maintain the network stability in the next parse.

In algorithm 2, we consider a sensor died when it can’t transmit its own
data to its lower-level neighbor and the update working is based on the changed
REu and REv. The detail algorithm design is as Algorithm 2 below.

Algorithm 2. Domain Lifetime Estimation

Require: Domain S,β
Ensure: lifetime
1: while RN gets all the sensors’ information do
2: for all the sensors in Level 1 do
3: sensor u update its energy using the energy consumption of transmitting

data to RN
4: mark sensor u has transmitted its data
5: end for
6: Find sensor u in Level 2 and non-low-power sensor v in Level 1 with the

maximum Cuv

7: mark sensor u has transmitted its data
8: Update the Cuv

9: if Any sensor w in domain is Died then
10: break;
11: end if
12: lifetime++
13: end while
14: return lifetime

In conventional WSN with a mobile sink, the lifetime of network is the time
span from sensors deployed to the first sensor’s power-off. Further, the network’s
lifetime is equal to the minimum lifetime of domains. In next part, we will discuss
the network’s lifetime in the case of WSNs recharged by a MS.
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4.3 Network Maintenance

In conventional WSN with a mobile sink, most researches focus on the reducing
the length of sink’s trajectory for energy saving. However, this function can’t
prolong the network. As current sensors can store energy, we do a significant
suppose that the mobile sink can recharge every sensor when sojourning at the
location of them for gathering their data in this paper. Like conventional meth-
ods, we plan the trajectory of the sensor’s motion based on TSP(Travelling
Salesman Problem) for shortest tour-length among RNs.

Algorithm 3. Network Maintenance

Require: domain u,tour length,speed,p,α
Ensure: netlife
1: while no died sensor in the whole network do
2: for Each domain u in S do
3: dominator←u’s RN
4: lifecycle=(tour length− u.lasttime)/speed
5: the domain run lifecycle times
6: if there is any sensor died in the domain then
7: break;
8: else
9: if there is any sensor low-powered in the domain then

10: recharge the domain u with probability p
11: end if
12: else
13: recharge the domainu with probability α
14: end if
15: end for
16: netlife++;
17: end while
18: return netlife

Given the limited lifetime of domains, they need to be recharged at appro-
priate time, thus the tour-length of sink also has necessity to take the length of
TSP in inn-domain into account. Due to the speed for data gathering, the MS
could not recharge every sensor in one turn of its motion. Thus, a mechanism
for mobile sink’s working will be designed as follow.

(a)When a mobile sink sojourn at the location of RN, if the domain
has low-power sensor, the mobile sink recharge the domain based on the
probability of p

(b)Once the mobile sink arrives at RN, if the domain has no died or low-power
sensor, the mobile sink recharge the domain based on the probability of α

(c)At the arrival of mobile sink, if the domain already has died sensor, then
the whole network is died.
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The probability model of mobile sink’s working is due to the parameters p
and α, which are up to the users. In our design, as the sink has an ability of
recharging sensors, we don’t only consider the network lifetime, but pursue for
the less energy consumption under the network’s stability. We use the metric of
mobile sink’s tour-length from network working into its being invalid to measure
the performance of energy consumption. By this way, we can achieve appropriate
value of the parameters by numerical experiments.

For computing the life cycle consumed of each domain, the RNmust record the
mobile’s total tour-length and compare to the value of sink’s last arrival.Based on
the difference between the tour-lengths of those two times and the speed of mo-
bile sink, we can calculate the life cycle consumed in the span between sink’s two
arrivals. In Algorithm 2, we have already calculate all domain’s lifetime, and then

Fig. 2. A tour for the mobile sink to
visit each domain

Fig. 3. Sort of inn-domain tour-length
of domains

estimate the network lifetime in conventional methods. For given the parameters
p and α, the average of the domains to be recharged is Np+Nα(1 − p), where
N is the number of domains. We add the tour-length of TSP among RNs with
the Np+ Nα(1 − p) longest tour-length of TSP in inn-domains as Total-Tour-
Length, where N is the number of domains. The radio of Total-Tour-Length
divided by network lifetime is considered as the mobile sink’s speed, which de-
fined as Specified-Speed. We bring in a parameter γ and the real speed of sink
is γ times to Specified-Speed for the estimation life cycle of each domain.

l is the tour-length of TSP among RNs and li is the tour-length of TSP
with the ith longest trajectory in inn-domain.The detailed algorithm design is
as follow.

Algorithm 3 will return life cycles of the network as the maximum network
lifetime by netlife.

In the algorithm above, the ME is a sensor’s maximum energy capacity while
the tour-length is sink’s total moving distance from the networking till now.

In total, our algorithm is divided into three steps. Firstly, we calculate the
graph partition with the potential lifetime, then do estimation of lifetime for
each partitioned domain. Finally, we maintain the network working and obtain
the appropriate parameters by numerical experiments in practical applications.
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5 Experiments and Analysis

In this section, we evaluate the efficiency of the proposed algorithms and present
the simulation results. The performance metrics are mainly the residual energy
of every sensors of a domain in and the stability of network under different p
and α, where p represents the probability of recharging a domain in the state of
low powered and α stands for the one of recharging a living domain which is not
lower-powered.

5.1 Simulation Environment

In the simulation, we consider a generic sensor network with N sensors randomly
distributed over an L ∗ L square area. The mobile sink s is located in the area
randomly. The transmission range of a sensor is R. Based on the above network
model, each packet is locally aggregated to a RN within 2 hops. As the standard
of network stability is decided by users, we classify the stability of network into
four different states as Table 2. The least lifetime of network corresponding
to different stability is listed in Table 2. Considering the randomness of the
network topology, the result of each case is averaged over the results for a random
simulation instance running 20 times.

5.2 Results and Analysis

For a domain in a running WSN (the current network lifetime is 400, p=0.7,
α=0.4) with 100 sensors randomly deployed in 200*200 areas, Fig 4 illustrates
the residual energy of each sensors in a domain, while Table 1 represents the
communication relationship among them. We can explicitly observe from Fig

4 that balanced residual energy have been achieved among all sensors of the
domain. Considered the sensors’ communication relation given by Table 1, we
find that the 6th sensor has no neighbors in Level 2. In other words, the 6th
sensor in this domain is used only for sensing the environment and forwarding
its own data to RN but working as relay. The load for sensors in Level 1 working
as relays are balanced, so the routing strategy based on residual energy is efficient
for avoiding the premature death of network.

Fig 5 shows the degree of network stability under different p and α, where
p ranges from 0.1 to 1.0 while α ranges from 0.01 to 0.99 increased by 0.01. As
the high randomness of the model itself, for a given p, we measured the stability
of network by the number of feasible resolutions under some constraints from
experiments with different value of α. From Fig 5, we can observe that the
network becomes very stable when p is above 0.5.

Fig 6 shows the network stability affected by α. Similarly with the Fig 5’s
experiment, for a given α, the stability of network is represented by the number of
feasible resolutions from experiments with different value of α. Fig 6 shows the
α has a high randomness for the effect on the stability of network. In actual, the
value of α depends on the topology of initial graph itself. Thus, it is necessary
for users to adjust this parameter by many simulational experiments.
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Table 1. Communication relationship among sensors

Level2-1 Level2-2 Level2-3 Level2-4 Level2-5 Level2-6 Level2-7

Level1-1
√ √ √ √ × √ √

Level1-2 × √ √ √ √ √ ×
Level1-3

√ √ √ √ √ √ √
Level1-4 × √ √ √ √ √ √
Level1-5

√ √ √ √ √ √ √
Level1-6 × × × × × × ×
Level1-7

√ √ √ √ √ √ √

Levelj-i: the ith sensor in Level j.√
at location (i,j) means the Level1-i can communicate with Level2-j

× at location (i,j) means the Level1-i can communicate with Level2-j

Combining Fig 5 and Fig 6 together, the stability of network is jointly ef-
fected by p and α. Both the growth of p and α could enhance the stability of
network in some range. When p is lower, the stability of network must be main-
tained by a with an enough high value. Due to the high randomness of α, the
stability of network can not increase consistently as the growth of p when p is
lower than 0.5, which is clearly shown by Fig 6.

Table 2. Parameters for experiments

ME(sensor’s energy capacity) 0.5J
kampt 100pJ/bit
ktran 50nJ/bit
krecv 50nJ/bit
l 1000bit

acceptable stability 4000
high stability 3500

sub-high stability 3000
acceptable stability 500

Similarly, Fig 7 shows the high randomness of α effecting the total length
of MS’s trajectory. Through the length of MS’s trajectory per lifetime (LPT) is
increasing positively with α’s growing ,the total length of MS’s trajectory de-
pends on both the network lifetime and LPT. Due to the significant randomness
of α, the total length also shows the randomness. So, there is much necessity to
adjust α for a specific environment, which has an unique topology structure.

Seeking for the more stable WSN and less energy consumption of MS, we must
take the parameters p and α into consideration jointly. For different requirement
for stability, we need to choose proper p first and then adjust the value of α for
higher stability and less energy consumption.
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Fig. 4. Residual energy of sensors
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6 Conclusion and Future Work

In the paper, we investigate the problem of prolonging the lifetime of recharge-
able wireless sensor networks, using a mobile sink to recharge low power sensors
when necessary. To find out the most efficient recharge order and recharge tour,
we partition the entire sensor networks into many disjoint domains. We propose
approach to estimate the maximum lifetime of each domain so that domains
with short lifetime must be recharged in order to avoid power-off. We propose
a probability model for the mobile sink to decide whether to recharge the sen-
sors of a domain or not. Energy can be saved by selecting proper parameters of
the probability model. In addition, the model has the ability of self-learning to
adapt the interest areas. The effectiveness of our approach has been verified by
extensive simulation results. In the future, we plan to do the following work: We
want to adopt other methods to replace this routing tree structure taking the too
much energy consumption of nodes in Level 1. For example, we can dynamically
choose the sensor as RN for collecting the domain’s sensed data.
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Abstract. In the paper, we present a polynomial-time approximation scheme 
(PTAS) for the minimum k-path connected vertex cover (MkPCVC) problem , 
which can be used to solve security problems in wireless sensor networks 
(WSNs), under fixed k ≥ 2. In contrast to previously known approximation 
schemes for MkPCVC problem, our approach does not need location data of  
the vertices, and it can be applied to growth-bounded graphs. For any ε1>0, the 
algorithm returns a (1+ε1)-approximation MkPCVC. We have proved the 
correctness and performance of the algorithm and shown its runtime is r·nO(f(r)), 
where f(r) is a polynomial function, r = O((1/ε)·ln(1/ε)) and ε is only dependent 
on k and ε1. 

Keywords: PTAS, k-path connected vertex cover, growth-bounded graphs, 
bounded degree, wireless sensor networks. 

1 Introduction 

It is required to ensure secure communications in most of the applications in wireless 
sensor networks (WSNs). However, conventional security techniques cannot be 
directly employed in WSNs, because sensor nodes have limited computation, power 
and communication capabilities, and they are usually deployed in accessible areas, 
where they can be easily captured or attacked [1-2]. Furthermore, it is unrealistic to 
make all nodes anti-tamper because of the high costs [1-2]. Hence, it is a challenge to 
design security protocols for WSNs. 

The Canvas scheme [3-9] can provide data origin authentication in a sensor 
network. The k-generalized Canvas scheme [6] improves the Canvas scheme and 
ensures data integrity in the communication graph as long as at least one node on each 
path of the length k-1 is not captured. There should be two different kinds of sensor 
devices – protected and unprotected, and it is more difficult to capture or attack a 
protected one. Hence, when deploying and initializing a sensor network, it is 
necessary to put at least one protected node on each path of the length k-1 [6]. Thus, 
we can reduce the costs by minimizing the number of protected nodes [6], which can 
be abstracted as follows: 

                                                           
* Corresponding author. 
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We call P a k-path when the path P contains k vertices. Given a graph G = (V, E) 
and a fixed integer k ≥  2. Let C be a subset of V, we call C a k-path vertex cover if 
each k-path in G contains at least one vertex in C. The minimum connected k-path 
vertex cover (MkPCVC) problem asks to find the minimum cardinality of a connected 
k-path vertex cover in G [1-2]. 

2 Related Work 

MkPCVC problem has been studied a lot. Boštjan et al. [1] proved that the minimum 
k-path vertex cover (MkPVC) problem is NP-complete for any fixed integer k ≥ 2. 
Then Tu and Zhou [10] gave a 2-approximation minimum 3-path vertex cover. Liu et 
al. [2] pointed out that MkPCVC problem is NP-complete and gave a (1+ε)-
approximation MkPCVC for any fixed integer k ≥  2. Liu et al. [2] needed location 
information of all the vertices and repeatedly used grid-based separation and shifting 
strategy to get the final result. However, approaches based on shifting strategy are 
inherently central and can not be efficiently adapted to distributed works [11]. 

In the absence of position information, Nieberg et al. [12] first proposed a 
polynomial-time approximation scheme (PTAS) for the minimum dominating set 
problem in unit disk graphs. Later Kuhn et al. [11] gave local approximation schemes 
for the maximum independent set problem and the minimum dominating set problem 
in growth-bounded graphs. Then Gafeller et al. [13], Gao et al. [14] and Liu et al. [15] 
improved the algorithm in [12] respectively. Gafeller et al. [13] gave a (1+ε)-
approximation minimum connected dominating set. Gao et al. [14] provided a (1+ε )-

approximation minimum d-hop connected dominating set, where ε  is only 
dependent on d, ε and f. Liu et al. [15] separately proposed PTASs for the minimum 
vertex cover, weighted vertex cover and connected vertex cover problems. 

In this paper, we give a (1+ε1)-approximation MkPCVC under the constraint of 
bounded degree for any ε1>0 based on the algorithms in [11-15]. 

The rest of the paper is organized as follows. In Section 3, we give some 
preliminaries which will be needed later. In Section 4, we present the algorithm and 
give the proof of its correctness, time complexity and performance. Finally, the 
conclusions and future works are drawn in Section 5. 

3 Preliminaries 

In this Section, we first provide some definitions. Then, we give several related 
results. 

For a given graph G = (V, E), if the maximum vertex degree ∆ in G is upper 
bounded by a constant, then G is under the constraint of bounded degree [16]. Let S 
be the subset of V, then the subgraph of G induced by S, denoted by G[S], is the graph 
with vertices in S and edges with both ends in S [15].  
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Definition 1. [12] For any vertex v∈V(G), we define N(v) as the set of the vertex v 
and its adjacent neighbors, and Nr(v) as the set of v and its r-hop neighbors (nodes 
that reach v via at most r-1 intermediate nodes). For any set S ⊆ V(G), let Nr(S) = 
{Nr(v)| v∈S}. 
 
Definition 2. [6] For any set C ⊆ V(G), we call C a k-path vertex cover of G if each k-
path in G contains at least one vertex in C. Moreover, if the graph G[C] is connected, 
then we call C a k-path connected vertex cover. For any set S ⊆ V(G), MkPCVC of 
G[S] (see Section I) is denoted by Ck(S). 
 

 

Fig. 1. An example to illustrate the difference of C and B 

 

Liu et al. [15] used ( )( ) ( ) ( )( ) ( )( )2 1 2 1 2\
i i i ir i r i r i r iC N v N v C N v C N v+ +≤ −  to 

prove the performance of his algorithm. In fact, his proof is not rigorous, especially 
for the k-path connected vertex cover problem. For example, 

( )( ) ( ) ( )( ) ( )( )2 3 2 2 3 2 2\C N v N v C N v C N v> −  as shown in Figure 1. Therefore, 

we first present the concept of k-path bounded connected vertex cover in Definition 3 
to solve this problem. 
 
Definition 3. For any set B ⊆ Nr(v), we call B a k-path bounded connected vertex 
cover of G[Nr(v)] if B is a k-path vertex cover of G[Nr(v)] and each connected 
component in G[B] contains at least one vertex in Nr(v) \ Nr-1(v). For any set 
S ⊆ V(G), the minimum k-path bounded connected vertex cover (MkPBCVC) of G[S] 
is denoted by Bk(S). 
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Since ( )( ) ( )1i ik r i r iB N v N v+   is one k-path bounded connected vertex cover of 

( )
ir iG N v   , ( )( ) ( )( ) ( )1i i ik r i k r i r iB N v B N v N v+≤  . Then we have 

( )( ) ( ) ( )( ) ( )( )1 1\
i i i ik r i r i k r i k r iB N v N v B N v B N v+ +≤ − . (1)

 
Definition 4. For any set I ⊆ V(G), we call I an independent set if every two vertices 
in I are not adjacent to each other. Moreover, we call I a maximal independent set 
(MIS) if I {u} is no longer an independent set, for any vertex u∈V(G) \ I. For any 
set S ⊆ V(G), a MIS of G[S] is denoted by I(S). 
 

Clearly, the subset C ⊆ V(G) is a vertex cover of G if and only if V(G) \ C is an 
independent set. Hence we can get a vertex cover after we find a MIS of G. Similarly, 
we can also get a k-path vertex cover after we find a k-hop MIS (k-MIS) which is 
defined in Definition 5. 
 
Definition 5. [14] For any set Ik ⊆ V(G), we call Ik a k-hop independent set if there is 
no k-path in G[Ik]. Moreover, we call Ik a k-MIS if Ik  {u} is no longer a k-hop 
independent set for any vertex u∈V(G) \ Ik. For any set S ⊆ V(G), a k-MIS of G[S] is 
denoted by Ik(S). 
 
Definition 6. [12] For any two vertices u and v in G, dist(u, v) denotes the length of 
the shortest path from u to v in G. For any two subsets S1 and S2 of V(G), dist(S1, S2) = 
min{dist(u, v)|u∈S1, v∈S2}. If S1∩S2 φ≠ , then dist(S1, S2) = 0. 

 
Obviously, for any two subgraphs G[S1] and G[S2] of G, if dist(S1, S2) = k, we can 

add k -1 vertices to connect G[S1] with G[S2]. 
 
Definition 7. [11] We call a graph G a growth-bounded graph if there exists a 
polynomial function f(r) such that for every v∈V(G) and r ≥ 1, the size of the largest 
independent set in Nr(v) is at most f(r). 
 

Growth-bounded graphs generalize different classes of graphs including unit disk 
graphs, unit ball graphs and coverage area graphs. In the remainder of this section, we 
give two lemmas which are used in the following sections in our analysis. Lemma 1 
can be derived from [15], which is used in the proof of Lemma 5. Lemma 2 , used in 
both Lemma 8 and Lemma 10, was applied in [2]. 
 
Lemma 1. [15] Given a growth-bounded graph G with polynomial function f and 
maximum vertex degree ∆, for any vertex v∈V(G) and r ≥ 1, it holds that 

( )( ) ( ) ( )1k rB N v f r≤ + Δ ⋅ . 
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Lemma 2. [2] Given a k-path vertex cover of G denoted by C(V), if G[C(V)] is not 
connected, then there exists two connected components G[S1] and G[S2] in G[C(V)] 
such that dist(S1, S2) ≤ k. 

4 A PTAS for MkPCVC Problem 

Our work is based on [11-15], which have given approximate algorithms for 
optimization problems in growth-bounded graphs. The main idea can be described as 
follows: First, the growth-bounded graph G is divided into several disjoint clusters 
with different radius. Then, they compute the optimal solution set of each cluster and 
merge all the sets into one, which is their final solution. We use the same partition 
scheme to compute MkPCVC in the growth-bounded graph G. The difference is that 
we use a new criterion to determine the radius of each cluster so that the problem of 
(1) can be solved. In addition, we let the clusters overlap more to ensure the 
connectivity of our solution. 
 

 
 

We now analyze the performance of Algorithm 1. First, we prove that the radius ri 
has an upper bound to show that Algorithm 1 can be done in polynomial time by 
Lemma 3. Then, Lemma 4 and Lemma 5 prove that the final solution C is a k-path 
connected vertex cover of G. Theorem 1 provides the runtime of our algorithm. Next, 
we analyze its approximation performance. For each cluster Si, Lemma 6 gives the 
relation between  |Ck(Si)| and |Bk(Si)|. Lemma 7 and Lemma 8 provide the relation 
between |Bk(Si)| and |C*∩Si| in two different conditions, and it is not considered in [13-
15]  in condition that Si meets the bounds of the clusters which have been eliminated 
before (see in Figure 3). Then Lemma 9 gets the relation between ∑|Bk(Si)| and |C*| 
based on Lemma 7 and Lemma 8. In the end, Theorem 2 computes the relation 
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between |C| and |C*| (i.e., the performance of Algorithm 1) based on Lemma 6 and 
Lemma 9. 

Liu et al. [15] has proved the radius r ≤  r(ε) for vertex cover, weighted vertex 
cover and connected vertex cover problems. Next we use a similar strategy to prove 
the correctness of Lemma 3. 
 
Lemma 3. For given growth-bounded graph G with bounded degree constraint ∆, the 

radius ri has an upper bound r(f, ε) such that ( ) ( ) ( )2 ( ) 1 ( )k r k i k r iB N v B N vε+ ≤ + ⋅ , 

where f is a polynomial function of G. 
 
Proof. Assume that there is no upper bound of ri, i.e., 

( )( ) ( ) ( )( )2 1
i ik r k i k r iB N v B N vε+ > +  for any positive integer ri ≥ 1.  

If ri = 2k·t where t is a positive integer, then 

( )( ) ( ) ( )( ) ( ) ( )( ) ( )1 1
2

2 01 1 1
i

i i

r
t

k
k r k i k r i k iB N v B N v B N vε ε ε+ +

+ > + > > + ≥ + ; 

if ri = 2k·t+1, then 

( )( ) ( ) ( )( ) ( ) ( )( ) ( )
2 1

1
2

2 11 1 1
i

i i

r k
t

k
k r k i k r i k iB N v B N v B N vε ε ε

+ −
+

+ > + > > + ≥ + ; 

if ri = 2k·t+2, then 

( )( ) ( ) ( )( ) ( ) ( )( ) ( )
2 2

1
2

2 21 1 1
i

i i

r k
t

k
k r k i k r i k iB N v B N v B N vε ε ε

+ −
+

+ > + > > + ≥ + ; 

... 
 if ri = 2k·t+2k-1, then 

( )( ) ( ) ( )( ) ( ) ( )( ) ( )
1

1
2

2 2 11 1 1
i

i i

r
t

k
k r k i k r i k k iB N v B N v B N vε ε ε

+
+

+ −> + > > + ≥ + .  

Since ( )( ) ( ) ( )2 1 2
ik r k i iB N v f r k+ ≤ + Δ ⋅ +  by Lemma 1, we have  

( ) ( ) ( )( ) ( ) ( )1
2

21 2 1 1
i

i

r
t

k
i k r k if r k B N v ε ε+

++ Δ ⋅ + ≥ ≥ + ≥ +   (2)

for any positive integer ri ≥ 1. In fact, (2) has to be violated when ri is large enough, 

contradicting to our assumption that ( )( ) ( ) ( )( )2 1
i ik r k i k r iB N v B N vε+ > +  for any 

positive integer ri ≥ 1.                                                             □ 
Assume that the integer m is the highest order of polynomial function f(r), then 

f(r+2k) ≤ A1·rm, where A1 is a constant. Thus we have ( )21
r

kε+ ≤ (1+∆)·A1·rm for (2). 

Let C2 = (1+∆)·A1, then we have 

( )2
21

r
mk A rε+ ≤ ⋅  . (3)

The smaller ε is, the larger the upper bound of r is. Hence, we can consider the upper 

bound r(ε) when 
( )2

1 1
0

4 3 2k A m
ε< < <

+
. If

( )2

1

4 3k A m
ε ≥

+
, then r ≤  r(ε). 
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Nieberg et al. [17] has provided the upper bound of r when m = 2. We can aloso use 
the same method to prove that the upper bound of r is O((1/ε)·ln(1/ε)) when m ≥ 0. 
 
Lemma 4. For any two vertices vi and vj chosen in Algorithm 1, if 

i jT S φ≠ , then 

G[Ck(Ti)] is connected with G[Ck(Tj)]. 
 

Proof. Assume that the vertex u1 is contained in ( )( )2 1\
ii r k i jT N v S+ −  . Then, there 

exists one k-path e1 in ( )\
ii r k iT N v+  such that u1 is one end of e1. Since the k-path e1 

is covered by Ck(Ti), there is one vertex u2 in e1 such that u2 is contained in Ck(Ti). 
Then, we have one k-path e2 in Ck(Ti) and u2 is one end of e2. Obviously, e2 is also a k-
path in Tj, so e2 is covered by Ck(Tj). Thus, there is one vertex u3 in e2 such that 

( ) ( )3 k i k ju C T C T∈  . Hence, ( ) ( )k i k jC T C T φ≠ , i.e., G[Ck(Ti)] is connected with 

G[Ck(Tj)].                                                              □ 

 

 

Fig. 2. This is an example to illustrate the clusters chosen in Algorithm 1 

 
Lemma 5. The final solution C is a k-path connected vertex cover of G. 
 
Proof. We first prove that C is a k-path vertex cover of G. Assume that C is not a k-
path vertex cover of G. Then, there exists at least one k-path eu ⊆ G such that eu is not 
covered by C. Let eu = (u1, u2, u3,…, uk), then C does not contain any vertex in 
{u1,u2,u3,…,uk}. The set VC is empty upon completion of Algorithm 1. So, there exists 
a vertex vi and a j (1 ≤ j ≤ k) such that j iu S∈  and {u1, u2, u3,…, uk} \ uj are contained 

in Ti. As a result, eu must be contained in G[(Ti)] and eu is covered by ( )k iC T C⊆ , 

contradicting to our assumption. 
Next we prove that the induced graph G[C] is connected, i.e., u and v lie in the 

same connected component for any two vertices u and v in G[C]. 

Assume that ( )m k nu S C T∈   and ( )p k qv S C T∈  . As shown in Figure 2, there 

must be some sets Si so that G[Sn] is connected with G[Sq] through G[Sm], iG S    

and G[Sq]. G[Ck(Tn)] is connected with G[Ck(Tq)] through G[Ck (Tm)], ( )k iG C T    
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and G[Ck(Tq)] can be easily derived from Lemma 4. Hence, u and v are connected in 
G[C]. (Here, Sm and Sn can be the same cluster, so can Sp and Sq.)                  □ 

 

Theorem 1. The runtime of Algorithm 1 is r·nO(f(r)), where r = O((1/ε)·ln(1/ε)), n = |V|. 
 
Proof. The subset C ⊆ V is a k-path vertex cover of G if and only if V \ C is a k-hop 
independent set. If we select a k-hop independent set Ik of G[Ti], then Ti \ Ik should be 
a k-path vertex cover of G[Ti]. By Definition 7, the size of the maximal independent 
set of G[Ti], denoted by |MIS|, is no larger than f(ri). Since |MISk| ≤ |MIS| ≤  f(ri), we 
can find all the k-path vertex covers of G[Ti] by exhausting search within polynomial 

time 
( ( ))O f ri

in  where ni = |Ti|, and then we can pick out Ck(Ti) and Bk(Ti). By Lemma 3, 

we know that the radius ri has an upper bound r(ε) where r(ε) = O((1/ε)·ln(1/ε)). Thus, 

the time complexity of Algorithm 1 is 
( ( )) ( ( ))O f ri O f r

i i
i

r n r n⋅ ≤ ⋅ .                    □ 

 

Lemma 6. ( ) ( ) ( )21k i k iC T B Sε≤ +  where 1+ε2 = 1+k·ε. 

 
Proof. By Lemma 2, for any k-path vertex cover, if we add k-1 certain vertices, the 
number of connected components will be reduced by one. Let di be the number of 
connected components in Bk(Ti), then we can add (di-1)·(k-1) certain vertices to make 
G[Bk(Ti)] connected. Thus we have 

( ) ( ) ( )( )1 1k i k i iC T B T d k≤ + − −  . (4)

According to Definition 3, we have 

( ) ( )( ) ( ) ( )2 1\ \
ii k i i r k i k i i id B T T N v B T T S+ −≤ ≤   . (5)

Since Bk(Ti)∩Si is a k-path bounded connected vertex cover of G[Si] and Bk(Si) is the 

one with minimum cardinality, ( ) ( )k i k i iB S B T S≤  .  

As ( ) ( ) ( ) ( )\k i i i k i k i iB T T S B T B T S= −  , we have 

( ) ( ) ( ) ( )\k i i i k i k iB T T S B T B S≤ −  . (6)

By (5), (6) and (7), we have 

( ) ( ) ( ) ( )( ) ( )1k i k i k i k iC T B T B T B S k≤ + − ⋅ −  . (8)

Furthermore, we have 

( ) ( ) ( )1k i k iB T B Sε≤ +  . (9)

By (8) and (9), we have ( ) ( ) ( )1k i k iC T k B Sε≤ + ⋅ .                        □ 
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Fig. 3. This is an example to illustrate the clusters Si and Sj chosen in Algorithm 1 

 
Lemma 7. For given graph G, if ( )1ir iN v−  and G \ Si are connected completely 

through the vertices in Si \ ( )1ir iN v− , i.e., Si doesn’t meet the bound of other partitions 

during its construction in Algorithm 1, then ( ) *
k i iB S C S≤  , where C* is the 

optimum k-path connected vertex cover of G. 
 
Proof. Clearly, C*∩Si is a k-path vertex cover of Si. Since G[C*] is a connected graph, 
both ( )*

1ir iC N v−  and C*∩ (G \ Si) are connected in G[C*]. And both 

( )*
1ir iC N v−  and C*∩ (G \ Si) are connected through the vertices in 

( )( )*
1\

ii r iC S N v− , i.e., each connected component in G[C*∩Si] contains at least 

one vertex in ( )1\
ii r iS N v− , because ( )1ir iN v−  and G \ Si are connected through the 

vertices in ( )1\
ii r iS N v− . By Definition 3, C*∩Si is a k-path bounded connected 

vertex cover of G[Si]. Since Bk(Si) is the one with minimum cardinality, 

( ) *
k i iB S C S≤  .                                                               □ 

In step 8 in Algorithm 1, every time one partition will be eliminated from G, such 
as Sj. Thus, the r-hop neighbors of vi in G, ( )'

ri
iN v , may be overlapped with Sj which 

has been eliminated before. As a result, in the partition computed in Algorithm 1, Si 
may be different from ( )'

ri
iN v . As shown in Figure 3, ( )1ir iN v−  and G \ Si are 

connected through the vertices in ( )1\
ii r iS N v−  and ( )1 \

jr j jN v S+  (see the heavier 

line in Figure 3). Then we have Lemma 8. 
 
Lemma 8. If ( )1ir iN v−  and G \ Si are connected through the vertices in ( )1\

ii r iS N v−  

and ( )1 \
jr j jN v S+ (see the heavier line in Figure 3, denoted by Nj), i.e., Si meets the 

bound of Sj during its construction in Algorithm 1, then 

( ) ( ) ( )2* 1k i i k j iB S C S k B T S≤ + −  . 
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Proof. By Lemma 7, C*∩Si is a k-path vertex cover of Si. Since ( )1ir iN v−  and G \ Si 

are connected through the vertices in ( ) ( )1\
i ir i r iN v N v−  and Nj, each connected 

component in C*∩Si contains at least one vertex in ( ) ( )1\
i ir i r iN v N v−  or Nj. Next, we 

need to modify C*∩Si to compare |Bk(Si)| with |C*∩Si|. 
After Algorithm 2, 'C  has t+|Y| connected components connected to Nj, and the 

other connected components are connected to ( ) ( )1\
i ir i r iN v N v− . Moreover, we have 

( ) ( )1 k j it Y t Z k B T S+ ≤ + ≤ −  . Similar to the proof of (5), we can add at most 

( ) ( )2
1 k j ik B T S−   vertices to make 'C  to be a k-path bounded connected vertex 

cover of Si. Therefore, we have 

( ) ( ) ( ) ( ) ( )2 2' *1 1k i k j i i k j iB S C k B T S C S k B T S≤ + − ≤ + −   .             □ 
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Lemma 8 proves the conclusion under the condition that Si meets the bound of only 
one partition Sj during its construction in Algorithm 1. If Si meets more than one 
partition, then we have Lemma 9 and the proof is similar. 
 

Lemma 9. Let 1
1

'
j

i
i

S S
=

= , 1
1

'
j

i
i

T T
=

= , ( )1
1

( ')
j

k k i
i

B T B T
=

= , 2
1

'
q

i
i j

S S
= +

=  , 

( )2
1

( ')
q

k k i
i j

B S B S
= +

=  . If Sj+1, …, Sq are the partitions which only meet the bound of 

1 'S  during its construction, then 

( ) ( ) ( )2*
2 2 1 2' ' '1 'k kB S C S k B T S≤ + −  . 

 

 

Fig. 4. This is an example to illustrate S1’, S2’ and S3’ 

 
Lemma 10. ( ) ( ) *

31k i
i

B S Cε≤ +  holds in Algorithm 1, where 

( )3 2

1
1

1 1k
ε

ε
+ =

− −
 and C* is the optimum k-path connected vertex cover of G. 

 
Proof. As shown in Figure 4, denote the partitions which don’t meet the bound of 
other partitions during its construction in Algorithm 1 by S1, S2, …, Sj and let 

1
1

'
j

i
i

S S
=

= , 1
1

'
j

i
i

T T
=

= , ( ) ( )1
1

'
j

k k i
i

B S B S
=

= , and ( ) ( )1
1

'
j

k k i
i

B T B T
=

= . Denote the 

partitions which only meet the bound of 1 'S  during its construction by Sj+1, …, Sq 

and let 2
1

'
q

i
i j

S S
= +

=  , 2
1

'
q

i
i j

T T
= +

=  , ( ) ( )2
1

'
q

k k i
i j

B S B S
= +

=   and 

( ) ( )2
1

'
q

k k i
i j

B T B T
= +

=  . Denote the partitions which only meet the bound of 1 'S  and 

2 'S  during its construction by Sq+1, …, Sm and let 3
1

'
m

i
i q

S S
= +

=  , 3
1

'
m

i
i q

T T
= +

=  , 
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( ) ( )3
1

'
m

k k i
i q

B S B S
= +

=  , ( ) ( )3
1

'
m

k k i
i q

B T B T
= +

=  ; … By analogy, assume that the final 

groups are 'nS  and 'nT . By Lemma 7, we have ( ) *
1 1' 'kB S C S≤  . By Lemma 9, 

we have  

( ) ( ) ( )2*
2 2 1 2' ' '1 'k kB S C S k B T S≤ + −  ; 

( ) ( ) ( ) ( )( )2*
3 3 1 2 3' ' 1 ' ' 'k k kB S C S k B T B T S≤ + −   ; 

… 

( ) ( ) ( ) ( ) ( )( )1
*

12

2
' ' '1 ' ' 'k i i k k k i iB S C S k B B T B ST T −≤ + ⋅−    ; 

… 

( ) ( ) ( ) ( ) ( )( )1
*

12

2
' ' '1 ' ' 'k n n k k k nnB S C S k B B T B ST T −+≤ ⋅−    . 

Thus, 

( ) ( ) ( ) ( )* *
1 2 1' ' ' ' 'k k k n nB S B S B S C S C S+ +…+ +…≤ +   

( ) ( ) ( ) ( )( )( )2

1 2 111 ' ' ' ' 'k k nk nk B BT TT S B S−+ − +…+    

( )* *
1 ' 'nC S C S+…≤ +   

( ) ( ) ( ) ( ) ( )( )2

1 1 1 1' '1 ' 'k k k n k nk B T B S B ST B− −+ − − +… −+  

( ) ( ) ( )( )2* *
1 1( ' ' ) ' '1n k k nC S C S k B S B Sε+…+ + − +…+≤   . 

Hence, ( ) ( )
( )

( )* *
32

1

1
1

1
' '

1

n

i
i

k i k i
i i

C S C
k

B S B S ε
ε =

≤ ⋅ ≤ +
− −

≤    .     □ 

 

Theorem 2. For given graph G, |C| ≤ (1+ε1)·|C*| holds in Algorithm 1, where 1+ε1 = 
(1+ε2)·(1+ε3) and C* is the optimum k-path connected vertex cover of G. 
 

Proof. ( ) ( ) ( )21k i k i
i i

C T B Sε≤ + ⋅   by Lemma 6, and ( ) ( ) *
31k i

i

B S Cε≤ + ⋅  

by Lemma 10. Therefore, we have ( ) ( ) ( ) *
2 31 1k i

i

C T Cε ε≤ + ⋅ + ⋅ .           □ 

5 Conclusion 

In the paper, we present a PTAS for MkPCVC problem, which can be applied in 
designing security protocols for WSNs [6], in growth-bounded graphs under the 
constraint of bounded degree. In contrast to [2], our algorithm only relies on the 
adjacent relation between vertices and doesn’t need the geometric representation of the 
vertices. Also, our algorithm can be easily extended to a distributed one based on a 
greedy method. However, there may only be one active cluster in the graph in each 
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round, which leads to a linear time complexity [11]. Hence, improving our algorithm 
into a totally distributed one and applying it to WSNs will be our future work. 
 
Acknowledgments. This work is supported by National Natural Science Foundation 
of China (No. 61170021), Application Foundation Research of Suzhou of China 
(No.SYG201240). 

References 

1. Brešar, B., Kardoš, F., Katrenič, J., Semanišin, G.: Minimum k-path vertex cover. Dis. 
Appl. Math. 159, 1189–1195 (2011) 

2. Liu, X., Lu, H., Wang, W., Wu, W.: PTAS for the minimum k-path connected vertex cover 
problem in unit disk graphs. J. Global Opt. 56, 449–458 (2013) 

3. Gollmann, D.: Protocol analysis for concrete environments. In: Moreno Díaz, R., Pichler, 
F., Quesada Arencibia, A. (eds.) EUROCAST 2005. LNCS, vol. 3643, pp. 365–372. 
Springer, Heidelberg (2005) 

4. Menezes, A.J., Van Oorschot, P.C., Vanstone, S.A.: Handbook of Applied Cryptography. 
CRC Press (2010) 

5. Novotný, M.: Formal analysis of security protocols for wireless sensor networks. Tatra Mt. 
Math. Publ. 47, 81–97 (2010) 

6. Novotný, M.: Design and analysis of a generalized canvas protocol. In: Samarati, P., 
Tunstall, M., Posegga, J., Markantonakis, K., Sauveron, D. (eds.) WISTP 2010. LNCS, 
vol. 6033, pp. 106–121. Springer, Heidelberg (2010) 

7. Vogt, H.: Integrity preservation for communication in sensor networks. Tech. Rep. 434, 
ETH Zurich, Institute for Pervasive Computing (2004) 

8. Vogt, H.: Exploring message authentication in sensor networks. In: 1st European 
Workshop Security Ad-Hoc Sensor Networks (2004) 

9. Vogt, H.: Increasing Attack Resiliency of Wireless Ad Hoc and Sensor Networks. In: 2nd 
International Workshop on Security in Distributed Computing Systems, pp. 179-184 (2005) 

10. Tu, J., Zhou, W.: A factor 2 approximation algorithm for the vertex cover P3 problem. Info 
Proc. Lett. 111, 683–686 (2011) 

11. Kuhn, F., Moscibroda, T., Nieberg, T., Wattenhofer, R.: Local approximation schemes for 
ad hoc and sensor networks. In: DIALM-POMC Cologne, Germany, pp. 97-103 (2005) 

12. Nieberg, T., Hurink, J.: A PTAS for the minimum dominating set problem in unit disk 
graphs. In: Approximation and Online Algorithms, pp. 296-306 (2006) 

13. Gfeller, B., Vicari, E.: A Faster Distributed Approximation Scheme for the connected 
Dominating Set Problem for Growth-Bounded Graphs. In: 6th International Conference on 
Ad-Hoc, Mobile, and Wireless Networks, pp. 59-73 (2007) 

14. Gao, X., Wang, W., Zhang, Z., Zhu, S., Wu, W.: A PTAS for minimum d-hop connected 
dominating set in growth-bounded graphs. Opt Lett 4, 321–333 (2010) 

15. Liu, Y., Fan, J., Wang, D., Du, H., Zhang, S., Lv, J.: Approximation Algorithms for Vertex 
Cover Problems in WSN Topology Design. Ad Hoc and Sensor Wireless Networks 
(accepted) 

16. Wang, Z., Wang, W., Kim, J.M., Thuraisingham, B., Wu, W.: PTAS for the minimum 
weighted dominating set in growth bounded graphs. J. Global Opt. 54, 641–648 (2012) 

17. Nieberg, T., Hurink, J.L., Kern, W.: A robust ptas for maximum weight independent sets 
in unit disk graphs. In: Hromkovič, J., Nagl, M., Westfechtel, B. (eds.) WG 2004. LNCS, 
vol. 3353, pp. 214–221. Springer, Heidelberg (2004) 



 

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 127–137, 2014. 
© Springer International Publishing Switzerland 2014 

A Simple and Effective Long Duration Contact-Based 
Utility Metric for Mobile Opportunistic Networking 

Chyouhwa Chen, Wei-Chung Teng, and Yu-Ren Wu 

Department of Computer Science and Information Engineering 
National Taiwan University of Science and Technology, Taipei, Taiwan 

{similar,weichung}@csie.ntust.edu.tw, 
M10015076@mail.ntust.edu.tw 

Abstract. Mobile devices with Bluetooth or WiFi modules may form an infra-
structure-less network, called mobile opportunistic network (MON), through 
their opportunistic contact with one another. The contact pattern between the 
mobile devices (or nodes) reflects the human users who carry them. Therefore 
end-to-end paths between the mobile devices in the network do not exist almost 
all the time. Messages must be carried by the mobile nodes and forwarded one 
hop at a time when two nodes are in contact. The sparseness of the contact  
patterns makes the data dissemination problem on MON a difficult one. In this 
paper, we identify the essential role of long-duration contacts and propose an 
effective routing scheme based on long-duration contacts. Our proposal in-
volves minimal state maintenance overhead and is easy to implement. Extensive 
simulations are conducted in comparison to several approaches using real world 
mobile contact traces and the results support the effectiveness of our approach. 

Keywords: Mobile opportunistic network, long-duration contacts, BubbleRap. 

1 Introduction 

Today’s smart phones and many mobile devices, for example cameras, carried by 
human users are equipped with integrated Bluetooth or WiFi modules. These devices 
may connect with each other when the human users move into each other’s transmis-
sion range. The connectivity of these mobile devices form a natural infrastructure-less 
mobile opportunistic networks (MON), or delay tolerant networks (DTNs) [1]. How-
ever, the contact pattern between the mobile devices reflects the human users who 
carry them and is characterized by the sparseness of the connectivity between these 
devices in the sense that the end-to-end paths between most of the mobile devices in 
the network may not exist almost all of the time [1]. The sparseness of the contact 
patterns means that messages can be forwarded one hop at a time, only when two 
nodes are in contact, which makes data dissemination problem on MONs difficult. 
However, due to the explosive growth of the mobile devices and potentially unlimited 
novel applications, the problem has attracted much attention in the networking re-
search community in recent years [1], [17], [21].  
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Message routing, or how to choose the next mobile node in contact that is the most 
conducive to successful delivery of a message to its destination, is at the center of the 
data dissemination problem. Numerous message routing schemes have been proposed 
to differentiate nodes that are more likely to deliver content or bring it closer to the 
destination [1], [17], [21]. They differ in what knowledge is extracted from the past 
observed contacts between nodes and how to use it as a basis to predict future contact 
opportunities. The utility-based routing schemes are a particularly simple and easy to 
implement class of algorithms. A utility-based scheme assesses the strength of ties 
between nodes based on easy to measure metrics. Metrics proposed in the literature 
include time of last encounter, contact frequency, and degree centrality, and so on [1], 
to identify nodes that are highly mobile or social. Though many different utility-based 
schemes have been proposed, no previous approaches differentiate between short and 
long duration contacts as use them as the basis in the design of utility functions. In 
[7], it was hinted that short duration contacts may not be essential for effective mes-
sage diffusion. In this paper, we investigate this intuition systematically and propose a 
simple yet effective algorithm to show that long duration contacts indeed do have 
better predictive power, and therefore should be used as the main basis when message 
forwarding decisions are being made. 

We use a simple experiment to evaluate the predictive power of long-duration con-
tacts. For a random pair of (source, destination) nodes, we calculate the empirical 
probability p(D/X=n) of a source encountering a destination in the future after having 
had n number of long-duration encounters with the destination. The results are shown 
in Fig. 1, which also includes the results when only short duration contacts are taken 
into account. It is clear that nodes have a higher probability of meeting with a destina-
tion in the future when it has a higher probability of long-duration encounters with it 
in the past.  

 

 

Fig. 1. Empirical prediction capacity of long duration contacts in Cambridge trace 

Based on the observations discussed above, we investigate and propose a utility-
based algorithm that is easy to implement and has better or competitive message  
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delivery performance at much lower delivery costs when compared to other utility-
based approaches and a much more elaborate community detection scheme [8]. The 
fact that our approach significantly outperforms the other schemes in terms of the cost 
of message delivery translates into conserved energy for the devices, which may be 
the most important objective in a mobile networking environment. We summarize the 
key contributions of our work as follows: 

• We propose the design of a simple long duration contact-based (LDC) utility func-
tion as the basis for message forwarding decision. 

• Based on the utility function, we propose a message forwarding algorithm that is 
simple to implement in a distributed manner. 

• We evaluate our proposal extensively using real world contact traces and demon-
strate the performance advantage of our proposed scheme against other related 
schemes for the information dissemination problem. 

The remainder of this paper is organized as follows: we review the related works in 
Section II. We then present the details of our approach in Section III. The simulation 
and evaluation are shown in Section IV. Finally, we conclude our work in Section V. 

2 Related Work 

Much work has been done to understand the encounter patterns between the mobile 
devices (or nodes) or humans [7], [9]. Observations from large empirical traces show 
that the encounter patterns exhibit a number of unique characteristics. For example, 
most mobile nodes have low percentage of unique encounters among the whole popu-
lation [7]. Since end-to-end connections almost never exist between any two nodes in 
the network, messages delivery must be done in a store-and-forward manner where 
messages are carried by the mobile nodes and forwarded one hop at a time when two 
nodes come into contact. The data dissemination problem is a more difficult form of 
message routing problem than that in, for example, traditional ad hoc networks. To 
make intelligent routing decisions, knowledge must be extracted from the observed 
contacts as a basis for future contact prediction. The past observed contacts between 
nodes are usually summarized into an aggregate network graph [6], with graph edges 
representing (one or more) past encounters between the vertex nodes. An edge in this 
graph conveys how strong the tie between two nodes are based on, for example, in-
formation about often two nodes encounter each other. The origination of these  
encounters may be either because nodes have a strong social relation (friends), or 
because they co-locate accidentally without actually knowing each other (familiar 
strangers).  

Facing the unique challenges in routing on MONs, many proposals have been 
made in the literature to combat the challenges for data dissemination. We classify 
them into three broad categories: utility-based approaches, community detection-
based approaches, and real social feature-based approaches [1], [2], [5], [8], [12], 
[15], [16], [17], [18], [21]. In the first approach, the usefulness of a node for deliver-
ing messages to destinations is assessed using a utility function. When a message 
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holding node contact another node, the utility function is calculated, then the node 
having higher utility value for the message’s destination is given the message. Early 
approaches make use of simple measures in the design of utility functions, such as 
time of last encounter, node contact frequency, and so on [12]. Later efforts make use 
of concepts from complex network analysis, such as degree centrality, node between-
ness, and node similarity combined with betweenness [11]. Early work on SimBet is a 
famous example in this approach [2]. In SimBet, the utility of a relay node n for a 
destination D depends on both its betweenness, and an assessment of the degree of 
similarity between the contacted nodes and that of D. In the community detection-
based approaches, it was observed that it may be fruitful to explicitly extract the rela-
tively stable human community structures from past node contacts and use them as 
the basis for relay node selection [8]. A distributed community detection algorithm 
may be used to extract the community structures from the contact traces. Message 
routing algorithms are designed by exploiting the extracted communities as a basis. A 
seminal proposal in this approach is BubbleRap [8], [16], [17]. The routing of a  
message proceeds in two stages. In the first stage, the goal is to deliver it to the desti-
nation’s community as quickly as possible. In the second stage, inter-community con-
tacts are preferred so the message can reach the destination quickly. In recent years, a 
number of researchers have attempted to exploit the real, or declared, social features 
(such as interests, affiliations, etc.) of the mobile nodes, which is the most stable rela-
tionship between nodes, as a basis for message forwarding [15], [17], [18], [21]. A 
number of message routing approaches have been proposed to exploit the social fea-
tures information available. For example, some approaches extend the betweenness 
measure in the social feature setting to by preferring popular (in terms of social fea-
tures) relay nodes, while other algorithms adopt the approach of preferring relay 
nodes with high degree of similarity in social features [17]. 

3 A Simple Long-Duration-Contact-Based Information 

Dissemination 

In this paper, we investigate two important facets in node contact patterns to measure 
the tie strength and use them as the basis for effective routing algorithm design: num-
ber of long duration contacts, and dissimilarity between contacts. The existence of 
any long duration contacts between nodes is regarded as an indicator of substantive 
strength in the relationship between them. However, it is known strangers, or Vaga-
bonds, that represent the rest of the population must be utilized for effective message 
forwarding[4], [19]. This fact is illustrated in Fig. 2, which shows the successful mes-
sage delivery ratio performance using the Cambridge trace. The curve marked by 
“LDC-only” is the one where messages are only exchanged between nodes with long 
duration contacts between them. Clearly the success ratio of the LDC-only approach 
is lower than that of the BubbleRap strategy. Therefore, how to make use of the Va-
gabonds is essential. 
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Fig. 2. Delivery ratio performance comparison when only long duration contacts are used for 
message forwarding using Cambridge data set 

Based on the observations, we design a utility function for relay node selection, 
which comprises of two components: the number of long duration contacts and a 
measure of dissimilarity between nodes as an indicator for Vagabond node identifica-
tion. The notations are explained in the following table. When node ni meets a  
potential relay node nj, ni will have contacts that is common to nj, denoted by 
Sim(i,j)= N(i)∩N(j), and those that nj has never met before, denoted by Dissim(i,j) = 
N(i)-Sim(i,j).  

Table 1. Notations used in this paper 

Notation Description 

LDCi(d) 
Number of long duration contacts between ni and d, 
where d is the destination of a message 

N(ni) Contacts of ni in the aggregated network graph so far 
Sim(i,j) = N(i)∩N(j) Contacts common to both ni and nj 

Dissim(i,j) = N(i) - Sim(i,j) 
The degree to which node ni is a Vagabond relative to 
nj 

 

The utility function we propose is shown in eq(1), which has two components. The 
first component gives a larger utility value when a relay node has many long duration 
contacts with the destination and thus will have a high probability of being in the 
same community with the destination. The second component is designed to allow a 
limited preference to a relay node if it is a stranger, i.e. Vagabonds relative to the 
current message holder. The utility value of a relay node is a linear combination  
of its degree of tie strength with the destination node and its degree of being  
Vagabonds. 
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Uni(d) = α*LDCi(d)/(LDCi(d)+LDCj(d)) + β*Dissim(i,j) / (Sim(i,j)+Dissim(i,j)) 

Uni(d) = α*LDCi(d)/(LDCi(d)+LDCj(d)) + β*Dissim(j,i) / (Sim(i,j)+Dissim(j,i)) (1) 

Based on the utility function, Fig. 3 depicts our proposed message forwarding algo-
rithm. When a message holder ni, with M number of copies of a message, encounters 
a node nj without that message, there are two cases to consider. First, if either node 
has had contacts with the message destination node, ni computes the utility function 
value for both nodes, and forwards M/2 copies of the message to nj if nj has a higher 
utility value. Secondly, if neither node has encountered the destination node before, 
and ni has sufficiently large number of copies of the message and considers nj to be 
sufficiently different, it will also forward M/2 copies of the message. The condition 
for unfamiliarity is defined to be ni having met nj for a very small number of times  
(< 3 in the experiments). 

 

Fig. 3. Long Duration Contact-based Message Forwarding Algorithm 

4 Simulation and Evaluation 

We evaluate the performance of the proposed LDC-based message forwarding algo-
rithm through trace driven simulations. We have compared our proposed scheme with 
many other forwarding schemes in the literature. We present the performance com-
parison results between our scheme, the epidemic scheme, and the BubbleRap scheme 
only, based on two popular datasets in the literature: MIT reality mining trace [3] and 
Cambridge trace [14]. For each simulation run, we generated 5000 messages from a 
random source node to a random destination node at each t seconds. The range of 
parameter values and the default parameter values are shown in the following table. 
The nodes are assumed to have enough buffer space for all messages, and the band-
width is high to allow the exchange of all messages between nodes, similar to the 
assumptions used in previous studies [6], [12], [13]. 

when  node ni becomes in contact with node nj  then 
for each message with M number of copies carried by ni do 

if either node ni or node nj has had contacts with destination of M  then 
if  Uni (d) < Unj (d)  then 

Send M/2 to node nj 

else 
if  ni is sufficiently unfamiliar with nj and ni has enough # of message 
copies then 

Send M to node nj 
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Table 2. Parameters used in the simulation 

Parameter Values Default 

Number of initial copies of each unique 
message 

2, 4, 6, 8 2 

TTL 2min, 10min, 1hr, 3hr, … N/A 
Weight parameter α in the utility function 1, 0.8, 0.6, … 0.8 
Long duration threshold value --Cambridge 300, 500, 700, 900 (sec) 500 
Long duration threshold values -- MIT 50, 250, 450, 650 (sec) 200 

4.1 Message Delivery Ratio Performance 

Fig. 4 shows the message delivery ratio with the Cambridge data set as a function of 
TTL. Obviously Epidemic has the highest delivery ratio among all forwarding algo-
rithms because of greedy forwarding behavior. Our proposed strategy LDC outper-
forms BubbleRap across all TTL value for both data sets. Comparing Fig. 4 and Fig. 
2, the improvement in performance is quite significant when our utility function for is 
used. The results again confirm the importance of Vagabonds for effective message 
forwarding. It is surprising that our simple utility-based scheme outperforms the much 
more elaborate BubbleRap scheme. 

 

Fig. 4. Delivery Ratio Performance of LDC for Cambridge trace 

4.2 Delivery Cost Performance 

Fig. 5 shows the delivery cost performance results. Epidemic incurs significantly 
higher overhead than the other algorithms due to its nature of message flooding. LDC 
always incurs the lowest delivery cost for both traces. For the Cambridge data set, 
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LDC incurs 40% less delivery overhead than BubbleRap. Even more significantly, for 
the MIT trace, LDC incurs around 80% less delivery cost than BubbleRap when the 
TTL value is longer. Clearly, our proposed scheme is extremely effective in selecting 
good relay nodes out of all contacts for message delivery. 
 

 

Fig. 5. (a) Delivery Cost Performance of LDC for Cambridge trace 

 

Fig. 5. (b) Delivery Cost Performance of LDC for MIT trace 

4.3 Impact of Weight Parameter Values in Utility Function 

The results are shown in Fig. 6. The parameter values of α = 0.8, β = 0.2 seem to be 
a good choice for the Cambridge data set and for other data sets in general, indicating 
the consistency in the relative importance between community nodes and Vagabond 
nodes across a wide selection of data sets. 
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Fig. 6. Performance Impact of weight parameter values for Cambridge trace 

4.4 Impact of Long Duration Threshold Values  

The results of the impact of the long duration threshold values on the Cambridge data 
set are shown in Fig. 7. It is apparent different threshold values do not have much 
impact on system performance. The results indicate that our design is robust with 
respect to the duration threshold parameter. More importantly, the results may reflect 
the fact that long duration contacts are truly indicative of the community structure 
between nodes. Therefore different values do not have much impact on the system 
performance. Thus, instead of employing the distributed community detection method 
like that in BubbleRap, it is fruitful to pay special attention to those contacts that are 
of longer durations. 

 

Fig. 7. Performance Impact of threshold values for the Cambridge trace 
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5 Conclusion 

We have presented and evaluated our LDC-based scheme with two real world traces. 
The results show that the proposed scheme has better or at least competitive message 
delivery performance, and significantly better delivery cost performance compared to 
the much more elaborate BubbleRap scheme. As for our future work, we plan to study 
the performance of our algorithm using more real world traces that represent different 
network settings to validate the effectiveness of our approach. Second, we intend to 
investigate the issues surrounding automatic determination of optimal duration thre-
sholds. Finally, as the utility function is neutral to architectural design of routing algo-
rithms, we intend to extend the utility function to detected community approaches, 
such as BubbleRap, and real social feature-based approaches, such as ML-SOR [15] 
and others [18], to enhance their performance in mobile opportunistic networks. 
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Abstract. Transmitting video streams while ensuring security is a chal-
lenging issue in wireless networks. Due to the openness of the wireless
medium, encryption techniques should be used in many critical applica-
tions to secure video stream transmission. However, this may impact the
quality of service required to efficiently reconstruct video data caused by
the processing overhead and delays generated by the encryption proce-
dure. In addition, a degradation of the transmission performance in terms
of signal to noise ratio (SNR) and bit error rate can occur due to the
varying characteristics of the wireless environment, which affect the avail-
able bandwidth on the channel. Thus, adaptable approach that can make
a trade-off between security enforcement and transmission performance
is required. In this work, we investigate the design of a video stream
transmission scheme over wireless networks that can ensure security and
efficiency. Our proposal is cognitive-based in the sens that security policy
is selected according to the risk level evaluated by the receiver. This is
done using real-time assessment of the network security state, intrusion
detection, access history, and resource availability in the mobile device.
The main goal is to satisfy the real-time constraints of the video stream
and guarantee clear reconstitution of specific part of the scene qualified
as the region of interest (ROI) by adapting the compressing parameter,
qualified as the delivery ratio, according to the selected security policy
and the transmission characteristics of the wireless channel.

Keywords: Wireless networks, video transmission, security, cognitive.

1 Introduction

Wireless networks have known a tremendous development during the last years.
Many novel applications are being implemented exploiting the advances achieved
in smart phone technology and improvements in wireless communication. Par-
ticularly, transmitting multimedia content over wireless networks is envisioned
in many critical applications, such as video surveillance, videoconferencing,
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and telemedicine. A major issue in these applications is ensuring communication
security whilst satisfying the real-time constraints of the video stream. The open-
ness of the wireless medium, the dynamic nature of the network topology, the
user mobility, and the multi-hop routing, are the main factors which facilitate
many security attacks including eavesdropping, jamming, black holes, and denial
of service. These malicious attacks can threaten the privacy of the transmitted
data and disturb normal operation of the network. As a countermeasure, security
sensitive applications require the use of encryption primitives to ensure security
for multimedia data in terms of confidentiality, integrity, and authentication.
Nevertheless, this may affect the performance of the video transmission due to
its sensitivity to Quality of Service (QoS) parameters such as delay, bandwidth,
and error rate. Hence, satisfying QoS constraints of video stream in wireless
mobile environment is a challenging issue especially when cryptography must
be employed to protect information. Applying encryption may generate exten-
sive computation and communication overheads and add an extra delay to video
streaming transmission impacting its decoding and reconstruction efficiency. Due
to the unpredictably of the wireless channel, a trade-off between security and
quality of service constraints must be achieved taking into account the currently
available resources and the risk level encountered by data transmission.

Most of works in the literature consider adaptation of either security or QoS
and not both. Very few researches had been conducted to resolve the antagonist
nature of security and QoS in wireless mobile networks[2,9,8,4,5]. The majority
of these works try to adapt particular security parameters (encryption algorithm,
key sizes, ...) to QoS constraints of the transmitted data. They do not consider
particular context and characteristics of the wireless channel when selecting the
optimized security policy. In addition, these models do not handle specific in-
formation gathered and learned from the environment or take into account the
quality of experience observed by the mobile on the discovered wireless networks.

In this paper, we study the development of an adaptive and secure trans-
mission system for video streams in wireless mobile environment. Our design is
cognitive-based where the receiving party will decide about the security policy
and the transmission parameters according to the observed security state of the
access network, the available bandwidth on the wireless channel, and resource
occupancy state in the mobile device. The selected parameters will be communi-
cated to the transmitter in order to be enforced on the video stream transmission
process. In this context, appropriate compression and encryption functionalities
should be selected. Compression is highly required in wireless communication
to reduce the large size of multimedia data and enable its transfer over the
limited bandwidth of the wireless channel. To this end, many compression al-
gorithms have been proposed. The conventional approach consists in applying
compression on every image without analyzing which region is more important
than others. Although this method can be very effective in reducing the size of
data, it does not consider the need of the user to have better viewing quality
of some regions in the image. This is very useful in many applications including
video surveillance, medical imaging analysis, and video conferencing. Thus in



140 W. Abdallah et al.

this work we will use the concept of region of interest (ROI) developed in [7].
In this approach, a user defined region of the image will be transmitted without
any compression; however the remaining parts will be compressed according to a
delivery ratio defined in function of the wireless link state reflected by the Signal
to Interference and Noise Ratio (SINR). In this paper, a model for determining
the delivery ratio had been elaborated taking also into consideration the used
processing power and the generated communication overhead caused by selecting
suitable encryption algorithms with specific key size. The main contributions of
this paper are as follows:

– The design of an adaptive scheme to secure video stream transmission over
wireless mobile networks. The proposed scheme enables mutual authentica-
tion between the transmitter and the receiver and secure key exchange using
elliptic curve cryptography. The security policy is selected according to the
assessed risk and trust level evaluated using cognitive approach.

– The development of an empirical model that adapts the delivery ratio pa-
rameter according to the selected cryptography primitives and the state of
the wireless channel in terms of SINR.

– The implementation of a set of encryption schemes that can be selected to
enforce the security policy on video stream transmission.

The remaining parts of this papers are as follows: Section 2 assesses the re-
lated work; Section 3 describes the proposed cognitive secure video transmission
scheme; Section 4 discusses the implementation of the scheme and some perfor-
mance evaluation work. Section 5 concludes the paper.

2 Related Work

Achieving adaptable transmission of video streaming over wireless networks is
considered as one of the main issues in the networking research community. The
objective is to meet the quality of service performances that allow an efficient
video playback regardless the varying characteristics of the wireless channel.
This problem becomes harder when security measures are needed to protect the
content of the video stream due to the delay generated by encryption. Several
works [2,9,8,5,10] had tried to make a trade-off between both security and QoS by
adaptively selecting appropriate configurations that ensure acceptable security
level while limiting the impact of encryption on resource usage and transmission
performances. Reza et al.[9] investigated security and QoS for video transmission
over mobile ad-hoc networks (MANETs). They proposed a QoS aware adaptive
security (QaAS) scheme to overcome the problem of the delay incurred by the
application of encryption algorithms on the video stream. This scheme adapts
the encryption primitives according to the required multimedia proprieties even
if this can lead to the degradation of the security level. This work selects security
primitives that can perform the encryption operation within a fixed period taken
as a threshold which depends on the delay constraints of the video sequence. It
does not consider any other criteria for making adaptation such as the security
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risk level observed on the network, the available bandwidth, or the measured
transmission latency and jitter.

Another adaptive security architecture was proposed by Ben Mahmoud et
al.[8] to ensure reliable communication in future aircraft. The design of a secure
system for the embedded network was performed based on a central compo-
nent named Security Manager. The work in [4] studies the features of applying
adaptive encryption on video streaming over 3G mobile networks. The security
scheme is based on the SCTP transport protocol. The authors use this technique
to implement sensitive applications such as medical video stream transmission.
Alia et al.[2] addressed the problem of considering simultaneously security and
QoS. He proposed an adaptive model based on the selection of component struc-
tures that can make dynamic and fine-grained trade-offs between security and
QoS. This model is multi-constraints and utility-based that takes into account
resources availability, risk level, and user preferences. These works address the
problem of secure transmission of video data over wireless channel using adaptive
approaches. They do not implement any cognitive perception that can be used
to decide about the required security level in a given circumstance. Moreover,
authors do not consider the wireless link state and the available transmission
capacity in selecting the security and multimedia encoding parameters.

In this paper, we investigate the development of a cognitive-based security
architecture for video transmission over wireless mobile networks where the se-
curity risk level and the transmission characteristics of the wireless media are
taken into consideration when selecting appropriate security policy and encoding
parameters. The cognitive network is able to perceive the current state, plan,
decide, and apply particular actions[3]. In addition, it can learn from the envi-
ronment and make future decisions to achieve an overall common goal.

A first problem is related to the large volume of data generated by video
sources which overload the wireless channel capacity. Therefore, specific video
encoding techniques that can compress video data are required to cope with the
limited bandwidth of the wireless channel. The standard H264/MPEG4[1] is one
of the most used digital video compression techniques which employs the discrete
cosine transform (DCT) and inter-frame time dependency to reduce the data size
of the video stream. This paper adopts the encoding technique presented in [7]
that is also based on the DCT to achieve compression. However, the processing
executed after applying the DCT is different. In MPEG, a Huffman coding based
quantization is performed on the whole image to reduce the size of the data
that will impact its entire content. However, the proposed technique is based on
selecting a specific zone in the image referred to as the region of interest (ROI).
Due to the importance of the ROI it will be transmitted without applying any
compression. On the other hand, the region of non interest (Non-ROI) will be
transmitted according to a delivery ratio that depends on the current wireless
link state. Hence, the available bandwidth will be mainly used to transmit pixels
in the ROI with a maximum quality and the remaining capacity is used to
transmit the Non-ROI with less quality by eliminating some pixels.
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3 Secure Video Transmission Architecture

In this section, we describe the architecture of the proposed scheme. We consider
a mobile device that roams in a given area and discovers many heterogeneous
access networks with divers technologies (GPRS, UMTS, Wi-Fi) and character-
istics (Bandwidth, security policy,..), that can be used to connect and receive
video streams. Therefore, the mobile device must select the most appropriate
network that can satisfy the QoS and security constraints of the media stream
service. Our proposal is cognitive-based where the receiver will assess the secu-
rity level of the network and the characteristics of the wireless channel in terms
of signal to interference and noise ratio (SNIR). Then, he will select a security
policy where encryption and authentication methods with specific key sizes are
chosen according to the required security level. According to the cryptographic
primitives and the determined capacity of the wireless channel, a compression
rate will be selected to encode the video stream. The selected security policy
and the compression rate are sent to the transmitter to settle its transmission
and security parameters in a real-time fashion. The architecture of the proposed
video transmission scheme is depicted by Figure 1. In the sequel, we will describe
the different modules which encompass the proposed scheme.

Fig. 1. System Architecture

3.1 Cognitive Perception Functionalities

The perception functionalities are used to assess the characteristics of the envi-
ronment in terms of security and transmission performance.

Risk Assessment. The risk assessment module evaluates the level of security
threats when the mobile devices is connected to a specific wireless access net-
work. The output is a probability that is estimated according to specific criteria.
However, this operation should be performed in a short period of time to satisfy
the real-time requirement of the video stream and to be executed by the mobile
devices with low computation power. In this work, we choose a very simple risk
assessment method based on three characteristics. The first is related to security
of accessing to the wireless network which can be open access or secure access
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Table 1. Risk Classification

Type of access Nature of the network History of access Pr

Open Public New 0.9
Open Public Familiar 0.8
Open Private New 0.7
Open Private Familiar 0.6
Secure Public New 0.5
Secure Public Familiar 0.4
Secure Private New 0.3
Secure Private Familiar 0.2

using for example, the WEP protocol. The second parameter concerns the na-
ture of the wireless network to which the mobile device is connected. In this case,
we can classify it as a public network deployed for example in airports, internet
cafe, or a private network that is managed by the user or by a known party. The
last parameter is historical access to the network that reflects the fact that the
mobile device connects for the first time to the wireless network or it usually
access to it. A classification of the risk is performed according to Table 1.

Intrusion Detection. The main objective of the intrusion detection module
is to identify abnormal behavior and triggers an alarm if an attack is detected.
This can be done by inspecting traffic exchanged by the mobile devices with
different network elements which is similar to a host intrusion detection system.
In addition, we can assume that the mobile device is also able to examine traffic
transmitted on the network. Nevertheless, this will require an extensive process-
ing capability and high memory capacity which are not available in resource
limited devices. To overcome this limitation we can assume that many mobile
devices can cooperate together to perform the network intrusion detection. Thus,
if an attack is identified by one device an alert will be sent to all mobiles in an
ad-hoc fashion. According to the severity of the alert the mobile will determine
an attack probability, Pa. If we suppose that there is five levels of alarm severity
L ∈ {1, 2, 3, 4, 5}, then the attack probability can be calculated as, Pa = 0.2L .
Off-course if no alarm is generated Pa = 0.

Resources State Assessment. The resource state assessment module gath-
ers information about memory and CPU availability in the mobile device. The
objective is to select less or more lightweight encryption primitives according
to the percentage of available resources. We define a resource availability ratio
denoted by Pre, which is calculated as follows Pre = 1 − M+C

200 where M is the
percentage of memory occupancy and C is the percentage of CPU usage.

Link State Assessment. The link state assessment module controls the trans-
mission performances based on measuring the signal to interference and noise
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ratio. The retrieved SNIR is used to evaluate the capacity of the wireless chan-
nel by calculating the maximum data bit rate that can be transmitted given
by the Shannon formula R = W log2(1 + SNIR), Where W is the bandwidth
of the channel. As it will be detailed later, this will be used to determine the
compression ratio applied to encode the video stream in the transmitter.

3.2 Cognitive Decision and Adaptation Functionalities

After retrieving the environment security and transmission characteristics, the
mobile device will decide about the security policy that will be applied to secure
the video stream and then define the compression rate with which data will be
encoded to satisfy its real-time constraint and reconstitution performance. This
is performed in the QoS and security adaptation module as follows.

Table 2. Security Classes

Class encryption Authentication Security ratio
ROI Non-ROI

0 no no no 0 ≤ SR < 0.2

1 no no HMAC-SHA1 0.2 ≤ SR < 0.4

2 AES-128 no HMAC-SHA1 0.4 ≤ SR < 0.6

3 AES-128 AES-128 HMAC-SHA1 0.6 ≤ SR < 0.8

4 AES-192 AES-128 HMAC-SHA1 0.8 ≤ SR

Selection of the Security Policy. The objective of this step is to determine
suitable encryption and authentication algorithms to secure video transmission
according to security ratio, SR. This ratio is calculated using the risk probability
Pr, attack probability Pa, and resource availability ratio Pre, as follows SR =
αPr + βPa + γPre and α+ β + γ = 1, α,β, and γ are coefficients defined by the
administrator. According to the calculated security ratio a security class will be
selected. A security class is defined by a set of encryption and authentication
algorithms used to secure the video stream. In this work, we used the AES
algorithm with 128 bits and 196 bits key sizes to provide confidentiality. We use
selective encryption to apply different security levels in the ROI and Non-ROI
parts of the image. Also, a Hash Message Authentication Code (MAC) based
on SHA1 ensures origin authentication. This MAC is calculated on the entire
blocks of the image after applying the encryption algorithm. The enforcement
of the security policy requires the establishment of secret keys. This is done, in
our scheme, using elliptic curve public key encryption. Table 2 is used to map
between the security ratio, the security class and cryptographic algorithms.

Compression Rate Determination. After selecting the appropriate security
policy according to the security risk encountered by the transmitted data, we
must define the encoding parameters of the video stream in order to ensure ac-
ceptable performance when reconstituting the scene. This will take into account
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the available capacity of the wireless channel and the cryptographic primitives
applied to protect the transmitted data. In this work, we adopted a compression
approach of the video stream based on the concept of region of interest (ROI).
If we consider a video as a sequence of images that are transmitted with a given
rate, a ROI is a zone in each image that is the most important for the user. In
other words, it is a set of pixels in the image defined by the user and must be
transmitted with maximal quality. Here, quality is defined by the delivery ratio
corresponding to the fraction of pixels that are transmitted without any error.
As an example in video surveillance the user should focus on a specific region in
the image and not on all the image. Also, in video conferencing users are more
interested in recognizing the faces of each other than the surround environment.

In this work we choose to apply a delivery ratio of 100% for the ROI pixels,
however the delivery ratio of the Non-ROI pixels will depend on the security
policy and the available link capacity. It is trivial to say that applying encryption
will reduce the delivery ratio due to delays generated by the processing and
communication overheads of the cryptographic functions. If we denote by Di

the delivery ratio of the non-ROI corresponding to the security class, i. We have
Di = αiD0, where 0 < αi ≤ 1 and α0 = 1. The factors αi will be determined
using measurements performed after the implementation on a specific plate-from.
On the other hand, we show that D0, which corresponds to the delivery ratio

where no security is applied is determined by the expression, D0 =
R
RI

−ROI

N ×n−ROI ,
where R is the available bit rate of the wireless channel, RI is the image rate
of the video stream (30 image/s), ROI is the number of bits of the region of
interest, N is the number of pixels in each image, and n is the number of bits
that encode each pixel.

3.3 Authentication and Key Distribution

Before establishing any secure session, the transmitter and the receiver must au-
thenticate each other and agree on specific keys to apply encryption primitives on
the video stream. Although the authentication method does not affect the QoS
service parameters of video stream however it is very important to ensure the
overall security of the system. In our proposal, the authentication technique will
also depend on the selected security class. Two main authentication methods are
defined. The first consists in using a pre-shared key (PSK) that is pre-configured
in the transmitter and the receiver. This technique is not very secure due to the
fact that if the PSK is discovered the system will be vulnerable to many secu-
rity attacks. Nevertheless, it has the advantage to be simple and less complex.
In our architecture the PSK based authentication method will be selected for
security classes 1 and 2. A more secure authentication method is based on pub-
lic key encryption and particularly digital signature where the transmitter and
the receiver will exchange certified public keys during secure session establish-
ment. This technique requires that both the transmitter and the receiver trust
a common certification authority which makes it more costly and complex to
implement. For this reason, we choose to apply this technique when classes 3
and 4 are selected to secure the video stream transmission.
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Besides, the transmitter and the receiver should establish a common secret key
before they can use cryptographic technique. In this context, the Diffie-Hellman
key exchange procedure is one the most used techniques that is based on the
intractability of the Discrete Logarithm Problem (DLP). However, its processing
overhead and large key size are not appropriate for wireless and mobile devices
equipped with very limited processing power and reduced memory capacity.
Elliptic curve cryptography [6] can be used to cope with this issue by reducing
the required key size and performing key establishment in a limited delay.

To apply the elliptic curve based key exchange procedure, the transmitter
and the receiver agree on an elliptic curve space, E(Fp) in the form of E(Fp) =
{(x, y) ∈ F 2

p , y
2 = x3 + ax + b} ∪ {O}, whereFp is the Galois field constructed

by a given prime number, p, two values a andb satisfying 4a3 + 27b2 �= 0, and
O the neutral element of the curve. Also, they must select a generator point,
G. The receiver generates a random number nr < p and calculates the point
Yr = nrG and sends it to the transmitter. Similarly, the transmitter generates
a random number nt and calculates the point Yt = ntG and sends it to the
receiver. The established key is determined by each party by multiplying the
received elliptic curve point by its generated secret number, therefore we have
K = nrYt = ntYr = ntnrG. To avoid man-in-the middle attacks, the exchanged
public points must be authenticated either by the PSK or using the public key
digital signature technique according to the selected security class as it has been
described above. Note that the key K is not directly applied to secure video
stream transmission; but two different keys denoted by, Ke and Ka are derived
from this key and other information such as the PSK or public key material.
These keys will be used by the encryption and MAC primitives respectively.

3.4 Encoding/Decoding Function

Once the security class i has been selected and the corresponding delivery ratio
Di has been determined, these two parameters will be sent by the receiver to
the transmitter to encode and encrypt the video stream. The encoding process
is performed using discrete cosine transform (DCT) that is applied on the non-
ROI zone using the same procedure described in [7]. To this end, the signal
representing each image is decomposed into a number of macro blocks where each
one is represented with, αuv(x, y) = I[uw+x, vh+y], u and v are respectively the
column index and row index of the macro block, x and y are the coordinates of
the pixel, I is the original signal generated by the image, and w, h are respectively
the width and the height of the macro block. The DCT is applied to generate
the signal βuv as:

βuv(x, y) =τ(x)τ(y)

w−1∑
n=0

h−1∑
m=0

(αuv(n,m)

cos(
π(2n+ 1)x

2w
) cos(

π(2m+ 1)y

2h
))

(1)
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Where τ represents the handling function defined as:

τ(k) =

⎧⎨⎩
√

1
N for k = 0√
2
N for k = 1, 2, .., N − 1

(2)

Then, we perform the zigzag scanning order of βuv to transform it into a one
dimensional signal ρuv. This sequence is compressed and transformed into γuv
by the following operation

γuv(k) =

{
ρuv(k) if k ≤ L×Di

0 otherwise
(3)

where L is the length of the macro block and Di is the delivery ratio when
the security policy of the class i is applied to secure the video stream. This
transformation is applied only to macro blocks that belong to the non-ROI zone
of the image. As it has been indicated previously, all blocks of the ROI will be
transmitted without any reduction of the number of pixels, ie. a delivery ratio
equal to 1. The next step consists in quantifying the signal γ of each block to be
encoded into a finite number of bits.

The final step is encrypting the encoded signal and generate the message
authentication code HMAC using the algorithms specified by the security policy.
After receiving the signal, the receiver verifies the MAC and then decrypts it.
Finally the original image was recovered using the inverse DCT.

3.5 Security Policy Enforcement

In this subsection, we detail the implementation of the cryptographic primitives
to secure the video stream. The security enforcement process consists in applying
the selected encryption and origin authentication procedures with appropriate
key sizes. This process is executed after encoding the image using DCT and
the defined delivery ratio of the non-ROI as previously described. The first step
after encoding is to encrypt the image. In our security architecture, we adopted a
stream cipher encryption technique which has the advantage of ensuring security
to video stream while preserving an acceptable performances needed to efficiently
recover the video sequence in the receiver. In addition, this technique is more
adapted to the macro-block based encoding scheme. In our implementation, each
encoded pixel of the image that must be encrypted (ROI or both ROI and Non-
ROI) will be Xor-ed with a pseudo-random key that is generated by applying
the AES algorithm in the OFB (Out-put feed-back) mode using the encryption
key Ke and a randomly generated initial vector IV .

After applying encryption, the MAC function is executed on all blocks of
the image using the authentication key Ka. This process is more efficient than
calculating the MAC before encryption, because it prevents costly processing
overhead due to decrypting compromised messages.
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4 Performance Evaluation

In this section, we present the performance evaluation of the proposed system,
which has been conducted with some application level benchmarks in the test-
bed. We utilized Kinect and OpenNI SDK as the primary source to acquire
the images with a resolution of 640x480 pixels. The entire framework is cre-
ated by C++ in Ubuntu 10.04. We built up the transmitter on the hardware
platform consisting of an Intel Core i5 CPU M450 2.40GHz, 3.00 GB RAM,
GeForce 310M. The receiver’s platform was composed of Intel Core i5-2410M
CPU 2.30GHZ, 4.00 GB RAM, GeForce GT 520M. The wireless settings were
IEEE 802.11 b/g/n mixed. In order to evaluate the effectiveness of the system,
we conducted our experiment within a mobile scenario. We started moving the
receiver from the point where the signal strength was high to the area where the
signal strength was low and came back to the original location. Furthermore, we
evaluated the performance of the proposed system with the maximum physical
transmission rates of 300 Mb/s, 150 Mb/s, and 54 Mb/s with respect to the
transmission time and the peak signal-to-noise ratio (PSNR).

4.1 Encryption Time

For the first experiment, we conducted a measurement of the computational
time needed to enforce the different security classes shown by Table 2. The av-
erage computational time was 0.1 ms, 0.84 ms, 3 ms, and 3.28 ms for Class 1,
2, 3, and 4. The computational time for Class 1 does not cost as much as we
expected, since the only operation that it is required is authentication. However,
the computational time for encryption process was higher than the authenti-
cation. Furthermore, as the key length size increases, the computational time
increases. Based on this experiment, we were able to obtain the parameterαi for
every security class to determine the delivery ratio Di. We found that α for each
security class was 0.98, 0.95, 0.85, and 0.8 for Class 1, 2, 3, and 4. These acquired
values will be used in the following experiments described in the sequel.

4.2 Evaluation in Terms of Transmission Time

In this set of tests we evaluate the performance of our proposed scheme in terms
of transmission delay. We consider a video sequence composed of 180 frames
that are transmitted from a fixed source to a mobile receiver. We assess delay to
transmit each frame in the two cases when our scheme is applied to secure video
stream and when it is not applied.

Figures 3a, 3b, and 3c compare between the transmission time for the different
frames when the the proposed security scheme was applied (encoder and cogni-
tive security enabled) and the case when no security procedure is used (original
time). The security level was set to Class 1. In these figures, the left y-axis in-
dicates the transmission time of every frame in ms, the right y-axis illustrates
the SNR variation in terms of dB due to the mobility of the receiver, and the x-
axis represents the sequence of video frames. The results are evaluated for three
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Fig. 2. Transmission time for different physical transmission rates

values of the physical transmission rate, 300 Mb/s, 150 Mb/s, and 54 Mb/s.
We can see that our scheme reduces the transmission time of the frames. Also,
the transmission delays of all frame are very close even the SNR of the wireless
channel is varying very fast. This observation is the same for all the considered
transmission rates. We can conclude that our security scheme ensures enhanced
adaptivity for video stream transmission to the characteristics of the wireless
channel and to the required security level.
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Fig. 3. Distribution of transmission time and PSNR

Along with the analysis of the transmission time, we evaluated our system in
terms of image quality. This is reflected by the PSNR of the reconstituted frame.
Figures 3a, 3b, and 3c show the distribution of the transmission time and the
PSNR of the image. The left y-axis in these figures describes the transmission
time in ms, the right y-axis indicates the PSNR in dB, and the x-axis represents
the SNR starting from the range of 20 dB to 70 dB. The obtained results for
the PSNR were 29.89 dB, 28.47 dB, and 25.87 dB for the physical transmission
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rate of 300 Mb/s, 150 Mb/s, and 54 Mb/s. Moreover, we could observe that the
image quality was consistent even with different link state quality. Thus, with
higher transmission rates, we could enhance the video stream quality.

4.3 Performance Evaluation for Different Security Classes

In the last set of experiments, we evaluated the proposed system with respect
to the security classes. Figures 4a and 4b depict the transmission time and the
PSNR when different security classes are applied for a sequence of video frames.
As we can see, the transmission times for different classes are slightly close. This
is due to the adaptation applied by our scheme on the delivery ratio. Indeed,
as we applied the encryption process with a longer key size, the computational
time for security increases. Since the delivery ratio is adjusted according to the
computational overhead of the security enforcement, the delivery ratio was set
lower to the case when the security enforcement did not take place. Thus, reduc-
ing the transmitted data volume will lead to decreasing the transmission time.
We can observe that this contributes in decreasing the image quality reflected
by the PSNR. We can see also that even increasing the required security class
may lower the image quality, in the worst case this will be less than 1 dB which
can be considered as an acceptable value.
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Fig. 4. Performance comparison among different classes

5 Conclusion

In this paper, we investigated QoS and security provision for video transmission
in wireless network. We proposed a secure and efficient video stream transmis-
sion scheme over wireless mobile networks based on the concept of cognitive
security which consists in tailoring the security policy according to the security
state of the network and resource availability in the mobile device. Our scheme
allows selective encryption where the ROI of each image is encrypted with longer
key size and transmitted with higher quality and the non-ROI is encrypted and
compressed with adapted parameters that depend on the assessed security state
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of the networks and the transmission characteristics of the wireless channel. The
implementation and experimental study show the effectiveness of the proposed
cognitive approach in protecting the content and satisfying the real time con-
straints of the video stream. Considering selected frame encryption approach to
enhance the adaptability of the proposed scheme to the characteristics of the
wireless environment can be envisioned as a future work.

References

1. H.264: Advanced video coding for generic audiovisual services
2. Alia, M., Lacoste, M., He, R., Eliassen, F.: Putting together QoS and security in

autonomic pervasive systems. In: Proceedings of 6th ACM Workshop on QoS and
Security for Wireless and Mobile Networks (Q2SWinet 2010), Bodrum, Turkey, pp.
19–28 (October 2010)

3. Haykin, S.: Cognitive Dynamic Systems: Perception-Action Cycle, Radar and Ra-
dio. Cambridge University Press, New York (2012)

4. Kamphenkel, K., Blank, M., Bauer, J., Carle, G.: Adaptive encryption for the
realization of real-time transmission of sensitive medical video streams. In: Inter-
national Symposium on a World of Wireless, Mobile and Multimedia Networks
WoWMoM 2008, Newport Beach, CA, pp. 1–6 (June 2008)

5. Kang, K.D., Son, S.H.: Towards security and qos optimization in real-time embed-
ded systems. ACM SIGBED Review 3(1), 29–34 (2006)

6. Koblitz, N.: Elliptic curve cryptosystems. Mathematics of Computation 48,
203–209 (1987)

7. Lee, S.K., Ryoo, J., Yoo, S., Jung, J., Lee, W., Kim, H.: Cosa: Adaptive link-aware
real-time streaming for mobile devices. In: Proceedings of IEEE WiMob 2013, Lyon,
France (October 2013)

8. Mahmoud, M.S.B., Larrieu, N., Pirovano, A., Varet, A.: An adaptive security ar-
chitecture for future aircraft communications. In: Proceedings of the IEEE/AIAA
Digital Avionics Systems Conference (DASC 2010), Salt Lake City, UT, pp. 3.E.2-
1–3.E.2-16 (October 2010)

9. Reza, T.A., Barbeau, M.: QaASs: Qos aware adaptive security scheme for video
streaming in manets. Journal of Information Security and Applications 18(1),
68–82 (2013)

10. Venkatramani, C., Westerink, P., Verscheure, O., Frossard, P.: Securing media for
adaptive streaming. In: Proceedings of the Eleventh ACM International Conference
on Multimedia (MULTIMEDIA), New York, NY, USA, pp. 307–310 (2003)



Virtual Network Mapping Algorithm

in Wireless Data Center Networks

Juan Luo1, Wenfeng He1, Keqin Li1,2, and Yaling Guo1

1 College of Computer Science and Electronic Engineering, Hunan University,
Hunan University, Changsha, Hunan410082,China

juanluo@hnu.edu.cn
2 Department of Computer Science, State University of New York,

New Paltz, New York 12561, USA
lik@newpaltz.edu

Abstract. In a wireless data center (WDC) network, link interference
and node mobility may affect resource allocation. In this paper, we pro-
pose the wireless virtual network embedding algorithm based on link
interference (WVNEA-LI). We model the virtual network and the physi-
cal network in a WDC. Moreover, we allocate nodes and links simultane-
ously based on a concurrent mechanism. According to a link interference
matrix, in the paper, we carry out dynamic adjustment of link alloca-
tion to balance the coordination of nodes and links. Simulation results
show that the WVNEA-LI algorithm can improve the acceptance ratio
of a virtual network, raise the benefit-cost ratio, and increase efficiency
of network resources.

Keywords: Link interference, resource allocation, virtual, WDC.

1 Introduction

With the development of cloud technologies, cloud services have received wide
attention, such as cloud storage, cloud platform, cloud computing, and so on.
Recently, a multitude of companies have competed to build large data centers
(DC) to provide hardware support for cloud services. A data center network
(DCN), as one of the most important parts to build a DC, needs to bind millions
of servers and provide cloud technology with optimal bandwidth. The extremely
high frequency (EHF) technology (especially 60 GHz wireless communication
technology) is able to employ wireless communication to transmit data with high
rate (throughput up to 4 Gbit/s). As a result, it expands wireless communication
technology to DCN. The 60 GHz wireless technology supports DCN effectively
with low cost, high density, and rapid connection. Therefore, resource allocation
is an intricate issue in wireless data centers (WDC) [1].

In addition, the network virtualization technology has received extensive at-
tention from both industry and academia for resource allocation. A wireless
network bridges the gap between many access/core networks and wireless com-
munication technology [2]. To support different customized services, wireless
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network virtualization realizes to operate multiple virtual wireless networks on
the same physical network. The core of network virtualization is virtual network
embedding. It allocates underlying physical network resources to each virtual
network request, and hence, satisfies the virtual network requests and minimizes
the usage of the underlying network resources as far as possible. In cable network
architecture, the main focus of network virtualization resource allocation is to
map the virtual nodes and links to appropriate physical nodes and links [3,4,5],
whereas link interference and node movement in WDC negatively affect the re-
source allocation in wireless networks. Compared with the inherent isolation of
cable link, the broadcast nature of wireless links brings about interference over
wireless link while assigning virtual network, thus it impacts the performance of
a virtual network.

In this paper, we propose the WVNEA-LI (Wireless Virtual Network Em-
bedding Algorithm based on Link Interference) algorithm, which considers the
interference relation among links. Besides, it adopts the concurrent allocation
method to map nodes and links simultaneously. The algorithm could improve
the coordination and efficiency of allocation between nodes and links, and pro-
vide a promising approach to achieving virtual network allocation in wireless
networks.

The rest of the paper is organized as follows. Sect. 2 depicts the most related
work. Sect. 3 analyzes virtual resource allocation problems and introduces the
related wireless network virtualization models. Sect. 4 describes the proposed
wire-less virtual network embedding algorithm based on link interference. Sect.
5 discusses the performance evaluation of the proposed algorithm. Finally, Sect.
6 concludes the paper and presents our plan for future work.

2 Related Work

The existing network virtualization resource allocation algorithms for wireless
net-works are limited. Nevertheless, there has been a lot of research on the
network virtualization resource allocation [6,7]. Yun et al. introduced the virtual
network allocation framework in the wireless network environment, but they did
not give a specific allocation algorithm [2]. Fan and Ammar proposed a random
game model based on the service provider and the foundational service provider.
The model proved that, at a given forecast price, there is a Nash equilibrium
during the bidding process. Furthermore, the service providers need to reflect
their own price function accurately [8].

Recently, a data center network (DCN) suffers from the congestions caused by
un-balanced traffic distributions [9,10]. The efficiency of a data center network
is limited by oversubscription, and the typical unbalanced traffic distributions
of a DCN further aggravate the problem [11].

Based on the existing 60 GHz radio frequency (RF) technology, Shin et al.
[12] proposed that the fundamental limitation of wireless data centers is that the
maximum number of effective connections in the network is directly proportional
to the full volume occupied by the data center divided by the radiating volume of
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a single antenna beam. Consequently, they integrated wireless transceivers and
switching logic within each server node, and allocated them in cylindric racks to
establish a semi-regular mesh topology, which they called it Cayley data center.
Moreover, in their Cayley model, there exited interference among links while the
links are in the same launch angle of a node. The authors did not discuss the
interference in the Cayley model, however.

Szeto et al. [13] introduced a virtual network mapping algorithm based on link
an-ti-interference. The algorithm works as follows. (1) Set candidate allocations
for allocation. (2) Check the feasibility of the candidate allocations. (3) Assess
the allocation quality. (4) Select the optimal candidate allocation to map. The
algorithm ensures the least link interference after virtual network allocation and
considers the node and link resources constraints. However, its complexity is too
high. Every allocation needs K candidate allocations and multiple comparisons,
which greatly increase the time and cost of allocation.

Ahn and Yoo [14] described a wireless access network allocation algorithm
for wireless mesh networks, which was designed on double antenna architecture
by using orthogonal frequency division multiplexing (OFDM). In order to guar-
antee the coordinate channel allocation across different links while meeting the
constraint of limited orthogonal channel, they applied a polynomial approximate
solution and proposed an optimization algorithm based on genetic algorithms.
The algorithm includes two basic algorithms: greedy algorithm and genetic al-
gorithm based on greedy strategy. The combining greedy algorithm could get an
accelerating convergence. They handled link interference with the channel allo-
cation algorithm, and improved the overall performance of network by adopting
the enhanced genetic algorithm, which all confirmed the feasibility of virtual ac-
cess networks. But the allocation algorithm ignores the node and link resources
constraint conditions, and only works over the wireless mesh network. In addi-
tion, it is not a distributed algorithm, which is required.

Paul and Seshan [15] proposed an online virtual wireless network allocation
algorithm based on approximate KaRe graph. The algorithm includes an online
scheduling method and an approximate KaRe graph mapping algorithm. The
algorithm divides the wireless resources into several small rectangular units, and
the requested resource is regarded as multiple rectangular units. Each rectangle
unit is based on the product of the time slot and orthogonal frequency. The un-
derlying wireless resources are divided into several zones by applying the domain
division method, and the virtual network is allocated to the corner of zones or
the highest EDI (distribution density index) zones as far as possible. As a re-
sult, this approach maximizes the utilization of resources through maximizing
the occupied domains density and minimizing the vacant domains density. How-
ever, the algorithm never considers the spatial dimension and the combination
of nodes and links.

Luo et al. [16] proposed a wireless virtual network embedding algorithm based
on link reliability named WVNEA-LR. Through pretreating physical network
topology and allowing multiple virtual nodes of the same virtual request mapping
to the same physical node, the algorithm improves the acceptance ratio of virtual
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networks and saves the physical link resources. According to Q factor, WVNEA-
LR over-comes the weakness that a sparse topology may reduce the acceptance
ratio of virtual networks. Lv et al. [17] proposed a novel POC-enabled channel
allocation algorithm under OFDMA-basedWMN wireless mesh network (WMN)
architecture they designed to exploit partially-overlapped channels and support
multiple virtual access networks simultaneously. But both the two algorithms
hardly consider link interference.

3 System Model

In a wireless network, underlying physical nodes have the computing and storage
resources, and physical links have the bandwidth resources. A two-step mapping
algorithm is widely adopted in the current virtual resource allocation algorithms.
It works as follows: (1) allocate all virtual nodes; (2) allocate the virtual links
after all the virtual nodes are allocated. Thus, it enables node allocation to be
separated from link allocation which affects coordination. Whereas, a two-step
mapping algorithm, which adopts the single objective optimization scheme in the
two stages, may lead to problems. On one hand, a two-step mapping algorithm
takes the recall method while it finds that it cannot satisfy all constraints of the
link demand after all nodes are mapped, resulting in low allocation efficiency. On
the other hand, it is difficult to get the global optimal allocation of the virtual
network. In addition, in wireless networks, the packet loss rate of underlying
physical links is significantly higher than that of a wired environment. The reason
is that the inherent natural isolation of wire links guarantees less interference
between links, while a wireless link has the inherent broadcast feature, which
brings about severe interference.

The factors on wireless link reliability are the mobility of wireless nodes, en-
vironment, interference of the wireless links allocation, and so on. Among these
factors, the interference between wireless links impacts resources allocation pri-
marily. The selection and allocation of the current wireless link could trigger
interference on allocated virtual network. Under the condition of serious inter-
ference, the network service that has been allocated might be interrupted.

3.1 Wireless Virtual Request

Due to the variability of wireless link bandwidth, the allocation and computation
of a virtual network becomes particularly complicated in wireless network envi-
ronment. We assume that the link bandwidth of the underlying physical network
is fixed and the link with bandwidth bearing is under the constraint of channel.
Every virtual network request dynamically comes, stays, and then leaves after
completing service.

We describe a virtual network as an undirected weighted graph GV = (NV ,
LV ), where NV is the node set of virtual network requests, LV is the link set
of virtual network requests. Each virtual node nv ∈ NV contains the property
CPU(nv), which indicates the computing ability. Each virtual link lv ∈ LV
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contains the property bandwidth(lv), which is the bandwidth requirement of
virtual link lv. V nRequest is shown in Fig. 1(a). For example, the CPU of
virtual node c is 25, and the bandwidth of the virtual link between node a and
node c is 20.

(a) V nRequest (b) Substrate Network

Fig. 1.Wireless virtual request (V nRequest) and Physical network (substrate network)

3.2 Physical Network Model

In a wireless network, based on the existing virtualization technology, a physi-
cal node can be virtualized as multiple independent virtual wireless nodes, and
each virtual wireless node works only in its corresponding virtual wireless net-
work topology. Meanwhile, a small number of mobile nodes scarcely face serious
energy problems. Furthermore, multiple channels and multiple radio interfaces
technology make it possible to realize the wireless network virtualization. In the
wireless network, without considering the limitation of interface and transmis-
sion power, we assume that each virtual node corresponds to a virtual interface
and each virtual interface has complete physical layer and medium access con-
trol layer. Therefore, we can establish link connection by choosing appropriate
working channel. Besides the resources that the wired nodes hold, wireless nodes
have the channel (spectrum) limitation. For given frequency spectrum resource
and each wireless node equipped with multiple wireless interfaces, allocating the
same channel of nodes in the same collision domain may lead to the interfer-
ence on the wireless interface. When a signal is sent or received, the interference
could affect the quality of the signal and ultimately result in a decline in the
performance of virtual network topology.

The establishment of link in wireless network is based on the allocated wire-
less channel and the activated node. The capacity of wireless link is related to
the quality of wireless channel, including the interference between links and the
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degree of signal attenuation in the wireless medium. Thus the wireless link capac-
ity is limited and variable, which makes the wireless virtual network embedding
problem complex and difficult. In order to lessen the computational complexity,
in this paper, we assume that link capacity is fixed. Because the establishment
of link is related to wireless channel, the wireless link allocation is constrained
by channel and interference.

We model the underlying physical wireless network as an undirected graph
GS = (NS , LS ,Relia(LS), LI), where NS is the set of underlying physical net-
work nodes, LS is the set of the underlying links, Relia(LS) is the bearing
reliability of the link from physical nodes i to physical nodes j (the bearing reli-
ability is evaluated by packet loss rate that is obtained by periodic probe packet,
and the lower the packet loss rate is the higher the reliability will be), LI is the
link interference set. The interference among inter-nodes link ls ∈ LS is defined
based on the interference model, that is, the set of the interference link is lI ∈ LI

within the scope of interference domain. CPU(ns) is the calculation ability of
underlying physical node ns. We suppose that the number of available channels
of the underlying physical network is k, in other words, the available channel
set of the physical nodes is ch(ns), where ch(ns) = {ch1, ch2, · · ·, chk}, and all
the channels are orthogonal to each other. Each node possesses infinite wireless
interface. The underlying wireless link ls ∈ LS indicates that two wireless nodes
have the ability to communicate with each other. Physical network model is as
shown in Fig. 1(b). For example, the CPU of physical node A is 60, the band-
width of the physical link between node A and node B is 30, and the reliability
of the physical link between node A and node B is 0.91, whose range is [0,1].

3.3 Interference Model

The unique characteristic of wireless network is the interference arising in the
process of parallel transmission of the links. We adopt the matrix I = |LS |×|LS |
to refer to the interference among the underlying wireless links. Iij = 1 represents
the interference between link i and link j. Iij = 0 represents that there is no
interference between link i and link j. The interference matrix model depends
on the physical layer and MAC layer technology. We imitate wireless physical
network interference which is based on space distance interference model, and it
defines CF as the interference number of an underlying physical network link.
The detailed definition is shown in Definition 1.

Definition 1. For any two nodes ns and n′s, D(ns, n′s) is the distance between
them. For any two links ls and l′s, D(ls, l′s) is the distance between them, where
D(ls, l′s) is the shortest distance from any endpoints of ls to any endpoints of
l′s. When the conflict distance Dcf is given, the total conflict number CF after
the allocation of virtual network is defined as Eq. (1):

CF =
∑

e∈C[E]

|{ls ∈ LS |ls 	= l′
s ∩D(ls, l′

s
) < Dcf ∩ (chi ⊕ ls = chj ⊕ l′

s
) ∩ i = j}|

(1)
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where e are the links of two-hop path and C[E] is the set of two-hop path
links. CHi and CHj are the channels, (i, j = 1, 2, 3 · ··). chi is the exclusive-or
with ls, i.e., if link ls transmits data in channel i, it is 1; otherwise, it is 0. The
same applies to chj, which is the exclusive-or with l′s.

When the distance between two different physical links ls and l′s is less than
conflict distance Dcf and the two links are assigned to the same channel ((chi⊕
ls = chj⊕l′s)∩i = j) at the same time, the total conflict number CF is increased.

3.4 Nodes with Uniform Available-Channel Set

The establishment of link connection between two nodes in underlying wireless
network is based on activating common channel. Multiple common channels in
wireless network indicate that more channel degrees (see Sect. 3.5) carry more
wireless links. The uniform available channel (availch(ni)) of two nodes is defined
in Eq. (2):

SameCh = {availch(n1) ∩ availch(n2)|n1, n2 ∈ NS} (2)

where SameCh denotes shared channels of physical nodes n1 and n2, and the
size of SameCh is defined in Eq. (3):

NumSameCh(ns, n′s) = sizeof(SameCh) (3)

where NumSameCh(ns, n′s) is the number of shared channels between phys-
ical nodes ns and n′s. Different channel allocation choices based on channel set
of collision domain are shown in Fig. 2. CH1 and CH2 are chosen to be allocated
to virtual links. Each physical node owns two channel set: an available channel
set R and an allocated channel set E. For instance, the available channel set of
node A is R = {2, 3, · · ·,K}and the allocated channel set of node A is E = {1},
which means CH1 has been allocated and cannot be allocated.

3.5 Average Channel Degree

The premise of building a wireless link between two nodes is to allocate the same
channel to them, that is, the channel degree of physical node ns is the average
of the total number of shared channels that directly connected with the node.
Assuming that the physical node ns is connected with m nodes, its neighbor
nodes set is Nb(ns). Then, the average channel degree of physical node ns is
defined as Eq. (4):

ChDegree(ns) =
∑

n′s∈Nb(ns)

NumSameCh(ns, n′s)/m (4)

3.6 Link Degree

The connection established between two nodes indicates that the two nodes are
in the communication range of each other. Thus, the link degree is the number of
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Fig. 2. Different channel allocation choices based on collision domain

wireless links that the node could establish interaction with its neighbor nodes.
We suppose that the physical node ns can communicate with h neighbor nodes,
the bearing degrees (SnLinkDegree) of the physical node could be represented
by the product of link degree h and CPU resource of physical node ns, which is
defined as Eq. (5):

SnLinkDegree = h× CPU(ns) (5)

3.7 Analysis of Interference Effect Weight

The weight of interference effect in underlying physical network is the interfer-
ence density that the underlying link impacts on other links based on interference
model, which is represented by CfWeightI(l). If link l is allocated a bandwidth
resource unit, CfWeightI(l) is the interference weight based on interference
model, which is resulted from the wireless link. The interference weight of the
underlying path is the sum of the interference weight of all physical links, and
it is described as Eq. (6):

CfWeightI(l) = CF/bandwidth(l) (6)

where bandwidth(l) is the bandwidth of physical link l, and CF is defined by
Eq. (1).

4 Virtual Network Embedding Algorithm Based on Link
Interference (WVNEA-LI)

The interference between wireless links of a wireless network is the main dif-
ference from a wired network. The broadcast feature of a wireless link leads
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to high packet loss rate and severe link interference, which would affect the
network throughput. Aiming at the problems that virtual network allocation
algorithms in traditional wired networks are not suitable for wireless networks,
and the interferences in existing virtual networks after link allocation will react
link reliability, in this paper, we propose an optimized algorithm based on the
WVNEACLR algorithm [16], which we call it Wireless Virtual Network Em-
bedding Algorithm based on Link Interference (WVNEA-LI). The algorithm
not only considers the link reliability and the factor that the link interference
may react the communication of wireless link, but also thinks about the low
allocation efficiency that is triggered by the separation of nodes and links al-
location. A concurrent allocation method is adopted to map nodes and links
simultaneously, which effectively coordinates the allocation between the nodes
and links.

The WVNEA-LI algorithm includes steps as follows: (1) choose physical net-
work resources according to V nRequest; (2) construct interference model based
on wireless physical link; (3) generate virtual nodes list, mapping list, allo-
cated virtual nodes list, and allocated channels list; (4) generate physical nodes
list and physical neighbor nodes list; (5) allocate nodes and links. The algo-
rithm comprehensively considers link reliability and link interference, applies
Dijkstra′s K-shortest path method to find the shortest path, selects different
channel in the allocated channel list to each allocated physical link, and em-
ploys the concurrent resource allocation methods to effectively coordinate the
distribution between the nodes and links. The complete algorithm is shown in
Algorithm 1.

5 Simulation Results

We use CloudSim2.0 [18] to simulate the basic virtual network embedding al-
gorithm (BVNEA) [3], wireless virtual network embedding algorithm based on
link reliability (3 Hops Confined) (WVNEA-LR(3 Hops Confined)) [16] that
link allocation limit within 4 jump, wireless virtual network embedding algo-
rithm based on link reliability (Hop-free) (WVNEA-LR(Hop-free)) with no jump
constraint allocation. In addition, we evaluate the performance of WVNEA-
LI in aspects of acceptance ratio of virtual network, benefit-cost (B/C) ra-
tio, and resource utilization. Table 1 lists the above four algorithms and their
abbreviations.

5.1 Simulation Environment

The simulation uses the topological generator BRITE to generate the topology
that contains 100 nodes, which is used to simulate a physical network. There is
a 50% chance to randomly generate 400 physical links. The packets loss rate of
each physical link is different, and it is modified in real time. The computing
ability of each physical node is randomly generated with the value range of 10-
80 units. Similarly, the bandwidth of each physical link is randomly generated
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with the value range of 10-70 units. This paper sets the arrival rate of virtual
network V nRequest as 4 per second, and the life cycle of each V nRequest is
10 seconds. Each V nRequest is randomly generated with 3 to 10 virtual nodes.
Connection probability of each pair of nodes is also 50%. Requirement capability
of each virtual node is randomly generated as well with range of 1-30 units, and
bandwidth requirement of each virtual link is randomly generated as well with
range of 1-20 units.

Algorithm 1. WVNEA-LI Algorithm

Input: {V nRequest0, V nRequest1, · · ·, V nRequestm}, SubNet.
Output: mappedV nNodeList, cfChannelLinkList.

/*Initialize*/
used channel set cfChannelLinkList = null
allocated virtual nodes list mappedV nNodeList = null,
mapping relation list nodeMappingRelation = null.
/*Steps*/

1: for (i = 0; i ≤ m; i++) do
2: if cpu(ns) and bandwidth(ls) satisfy cpu(nv) and bandwidth(lv) of V nRequesti

then
3: Map V nRequesti to SubNet;
4: break;
5: end if
6: end for
7: initialize cfChannelLinkList, according to I = |LS | × |LS |;
8: sort nv of V nRequesti by cpu(nv) in descending order,

and put them in vnNodeList successively, vnNodeList = {nv
0, n

v
1, · · ·, nv

h};
9: sort ns of SubNet in descending order based on the product of ChDgree(ns)

and SnLinkDegree, and put them in snNodeList successively, snNodeList =
{ns

0, n
s
1, · · ·, ns

g};
10: for (j = 0; j ≤ h; j ++) do
11: for (k = 0; k ≤ g; k ++) do
12: if cpu(ns

k) and bandwidth(lsk) satisfy cpu(nv
j) and bandwidth(lvj) then

13: map nv
j to ns

k;
14: nodeMappingRelation = nodeMappingRelation ∪ {nv

j → ns
k};

15: mappedV nNodeList = mappedV nNodeList ∪ {nv
j};

16: else nv
j is connected with the nodes of mappedV nNodeList

17: establish the shortest link based on relia(lsk) and different channel al-

location within the cfChannelLinkList collision domain;

18: end if
19: end for
20: end for
21: return
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5.2 Results and Analysis

We compare the acceptance ratio of virtual network (virtual network acceptance
ratio), B/C, the average utilization ratio of nodes and links as the performance
metrics. We evaluate the performance of the four algorithms.

In the simulation, the number of the request nodes is 3 or 4. We compare the
acceptance ratio of the virtual network request in the three cases of the available
channel K = 10, 20, 30 over a period of time. Fig. 3(a) shows that, with the
growth of time, V nRequest acceptance ratio of WVNEA-LI is increasing with
the rising of channel number. However, when time grows the acceptance ratio of
the virtual network decreases , the reason is that it is restricted by the channel
while allocating links. When there is no common channel between nodes, the
establishment of link may fail, and the acceptance ratio of the virtual network
requests may be reduced accordingly. Fig. 3(b) shows that the virtual network
request acceptance ratio of WVNEACLI algorithms is obviously higher than
others. WVNEA-LI algorithm adopts the interference technology on the basis of
selecting reliable links. Thus, link allocation will not affect allocated links. The
proposed algorithm also makes the physical network stable without affecting the
allocation of virtual network.

(a) (b)

Fig. 3. Virtual network acceptance ratio

As shown in Fig. 4, the benefit-cost ratios of WVNEA-LI, WVNEA-LR(Hop-
free) and WVNEA-LR(3 Hops Confined) are similar and considerably better
than that of BVNEA because the three algorithms take into account the reliabil-
ity of the underlying physical network link while constructing virtual networks.
The resources allocation is in a relatively concentrated area. Because WVNEA-
LI has better virtual network acceptance ratio, the benefit-cost ratio is higher
at some time.

Fig. 5 shows that the WVNEA-LR(Hop-free) algorithm and the WVNEA-
LR(3 Hops Confined) algorithm have preferable node (Fig. 5(a)) and link (Fig.
5(b)) utilization rate compared with the basic allocation algorithm BVNEA,
and the WVNEA-LI algorithm is superior to other three algorithms. The three
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Fig. 4. Benefit cost ratio

algorithms all allow mapping multiple virtual node of the same V nRequest to
the same physical node at the same time, which inevitably leads to the increase
of success rate of the node construction and node utilization rate. In addition,
the utilization rate of virtual networks of the WVNEA-LI algorithm is higher
than other three algorithms owing to taking link interference into account, so the
utilization rate is the most favorable. However, to some extent, it also reduces
the link utilization rate and saves link resources, hence the link utilization rate
of BVNEA, which barely uses the node re-mapping technology, is closer to the
other three algorithms at quite a few time points.

(a) (b)

Fig. 5. Average utilization rate
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6 Simulation Results

In this paper, we propose a wireless virtual network embedding algorithm based
on link interference (WVNEA-LI) to cope with link interference and two-step
mapping problem in WDC. The WVNEA-LI algorithm strengthens coordina-
tion between nodes allocation and links allocation, and improves the efficiency
of allocation in wireless networks by using concurrent allocation and interfer-
ence matrix. The simulation results show that, by fully considering interference
of wireless links, the WVNEA-LI algorithm optimizes the link reliability of vir-
tual network allocation algorithm WVNEA-LR, improves the acceptance ratio
of virtual network, increases the network benefit-cost ratio and the resource uti-
lization. However, the deficiency is that the optimization algorithm hardly takes
the resource load balancing into account.

In addition, green computing has become one of the most concerning points
in information technology industry. The cost of energy consumption occupies a
large part of wireless data center budget. Therefore, how to apply wireless virtual
resource allocation algorithms to implement energy conservation in WDC is our
next research work.
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Abstract. This paper designs a target tracking system in wireless sensor 
networks. Considering the special requirements of target tracking, we adopt a 
sleeping schedule into the tracking procedure to reduce the number of nodes. To 
describe the trajectory of the target, we propose a tracking model based on 
random walk of Markov Chain. To simplify the complexity of localization, we 
incorporate two efficient weighted methods into our centroid localization 
algorithm. The experimental results show the efficiency of our system. 

Keywords: Target tracking, random walk, centroid, network lifetime. 

1 Introduction 

Wireless sensor networks (WSNs) have completely affected and changed the way we 
live and work. In the network, a large number of tiny and inexpensive sensor nodes 
are deployed and used to monitor highway traffic, wildlife habitat conditions, forest 
fires, military battlefield and so on[1,2]. In many applications of sensor networks, 
target localization is a fundamental function, especially for the applications such as 
monitoring the movement of enemy vehicles on the battlefield, monitoring forest fires 
and the spread, detecting states of the vehicles on the highway[3.4]. However, there 
are characteristics of WSNs has proposed challenges for it. In sensors networks, the 
lifetime of nodes is a hard problem, as the sensor nodes are battery powered. To 
reduce the energy consumption of sensor nodes, many work introduce a series of 
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energy efficient mechanisms[5,6,7]. In these methods, making nodes work in turn is a 
very efficient way. At a given moment, only a small number of nodes to work and 
others sleep. The nodes that detect the target (that's the target is in their sensing 
range) work. Initially, the sensor nodes, which situated around the door of the 
laboratory, are working and others are sleeping. When the target was on the sensing 
range of the working sensor nodes, these nodes woke up their neighbor nodes. The 
working nodes enter into the sleep state automatically when the target is out of the 
sensing range of the working nodes. It is the most saving energy scheme, if set to all 
nodes in sleeping. However, this sleeping based mechanism cannot achieve real-time 
monitoring, locating and tracking. As nodes in sleeping state can’t detect the target 
when the target enters into their sensing range. Furthermore, these sleeping nodes 
cannot receive the information of the target as well. Considering the requirements of 
energy saving in target tracking, we design an energy efficient tracking system in 
wireless sensor networks. Our system adopts a series of weighted centroid methods, 
which are adaptive to different situations. To reduce the energy cost of nodes, we 
design a sleeping scheduling mechanism, which makes part necessary nodes work and 
others sleep. 

The main contributions of this paper are as follows: 1) This paper introduces a 
target moving model, which adopts the idea of random walk of Markov Chain. In 
order to simulate the real trace more accurately, we further choose the moving 
direction of the target in a random way. 2) We design a sleeping schedule to save 
energy consumption of nodes, which increases the lifetime of the network efficiently. 
3) We propose a mechanism to record the pattern of the target movement in order to 
predict the target trajectory. 4) We incorporate existing weighted centroid methods 
into our system. 5) We simulate a large laboratory scale environment, and verify the 
excellent performance of our system. 

Distribution of the remaining part of this paper is as follows. Section 2 reviews the 
related work. Section 3 describes the system model. Section 4 presents the detail of 
our system design. In Section 5, we provide experiments to analyze and verify the 
performance of the proposed algorithm. We conclude our paper in Section 6. 

2 Related Work 

Target tracking in different applications of sensor networks, plays a very prominent 
role in areas such as environmental surveillance, intelligent transport, disaster 
predication and location-based services[8,9,10,11]. However, the range and 
functionality of the sensors are quite different in different applications. It has been 
proposed many different kinds of tracking methods and data model processing 
methods[12,13,14,15]. For example, the authors in [14] give a minimum contour-
tracking algorithm to minimize the number of working nodes with guarantee of 
tracking quality[15]. 

There are two major problems in wireless sensor networks, energy consumption 
and tracking accuracy. Many excellent ideas have been proposed to track the target 
with a guarantee of energy conservation and accuracy[16,17,18,19,20,21]. Such as the 
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method of binary sensor tracking in sensor networks, robustness and efficiency of this 
model in the large-scale sensor networks is good[22]. This provides a great deal of 
confidence for we use binary sensors. At the meanwhile, the binary sensor saves 
energy because the binary sensor only provides one bit information that the target 
presence or absence at their range of sensing[23]. However, the paper does not 
consider the energy consumption issue that the sensors are not involved in a location 
in every moment. This paper will propose a work and sleep state mode to save energy 
consumption issues above. 

Most of the existing works are based on the assumptions that the movement of the 
target is regular linear or curvilinear with a constant speed. In our paper, we adopt the 
idea of random walk of Markov Chain to describe the trajectory of the target, in order 
to make it more close to the target trajectory in real life. As the random property of 
random walk, the target movement can be regular or swing line. We also set a "face" 
for the target to ensure that it always moves toward the forward direction, and its 
movement is not random totally. We will describe it in details in later sections. 

3 System Model 

3.1 Network Model 

It is assumed that the network is consisted of a large number of binary sensor 
nodes. Those binary sensor nodes provide one bit information that the target presence 
or absence at their sensing range[23]. We further suppose that the output of each node 
has two values: When the target is in its sensing range, the node outputs 1; otherwise, 
the node outputs 0.We assume that the sensing radius of all nodes is same, and the 
radio radius of each node is same as its sensing radius. 

3.2 Target Trajectory Model 

In this paper, we use the idea of random walk of Markov Chain to describe the 
trajectory of the target. First of all, we review the definition and several significant 
and useful properties of Markov Chain as literature [24]. 

Let{Yn,n=0,1,2,...}be a stochastic process. If Yn=i, the process donates it is in state i 
at time n. We suppose the Pij is the probability from state i to state j. That is,  
 

P{Yn+1=j|Yn=i,Yn-1=in-1,…,Y1=i1,Y0=i0}=Pij  (3.1)

 

Equation (3.1) is the definition of Markov chain. We can get the state Yn−2 is 
independent of the stateYn-1 and the past state Yn−1 is independent of the present state 
Yn. Meanwhile, Pij is a probability and it is nonnegative so that there must be a 
transition into other states, so we have, 
 

Pij≥0,i,j≥0;∑ =1,i=0,1…  (3.2)
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We can get two major properties in equation (3.1) and equation (3.2), the 
independence of Markov Chain and the probabilities is nonnegative. Next, we 
obtained a random walk model naturally. 
 
Definition 1(Random Walk Model). A Markov chain is said to be a random walk if 
the states are i=0,±1,±2,... for 0<p<1, 
 

Pi,i+1=p=1−Pi,i−1,i=0,±1,... (3.3) 
 

We may think of the case of (3.3) as a drunk man, who is walking straight with 
probability p to turn left and with probability 1−p to turn right.  

There are 2n different kinds of conditions when the target takes the random walk. 
For n is the timestamp of the target trajectory. Figure 1 and figure 2 depicts an 
example of a random walk respectively. The circle indicates the position of the target 
at a timestamp, and the number in the circle indicates the continuous time sequence. 
In figure 1, we can see that the target movement direction from timestamp 1 to the 
timestamp 2 is up-left. As the target has the same probability to turn left or right in 
every step. So that, the other condition from timestamp 1 to the timestamp 2 is up-
right in figure 2. It is the same to that from timestamp 2 to the timestamp 3 and later 
consequence. According to the direction of every step, we can summarize a moving 
pattern of the target. We will describe it in section 4 in details.  

 

                    
 

Fig.1. An example of the random walk  Fig.2. An example of the random walk 

4 A Weighted Centroid Tracking System 

In this section, we will give the detail of the design of our tracking system. This 
system consists of the following five modules: moving target discovering module, 
target localization module, target information transmission module, target trajectory 
describing module and target movement prediction module. We will give the details 
of each module in the following sections.  
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4.1 Target Discovering Module 

When the target as entered into the sensing region around the door, those sensor nodes 
with a certain sensing radius around the target will discover the target, collect the 
sensed data(such as accelerated attribute) and change the output values of the nodes. 
To reduce the energy cost of nodes, we set the sensor nodes around the door work 
while other nodes sleep initially.  

Figure 3 depicts the procedure of our system. We use the laboratory as a 
background. In the figure, nodes are distributed in the sensing region uniformly. The 
red nodes are working nodes. 

When the target enters into the sensing region, the red nodes can discover the 
target and wake up their neighbor nodes. For example, in the figure, the node 81 has 
five neighbor nodes, that are node 71, 72, 82, 91, and node 92. Node 81 broadcasts 
waking message to its neighbors. When the neighbor nodes receive the waking 
message, they begin to work and collect the sensed data of the target. As the target 
moving, the nodes surrounding the target are waken and turn to work state. As shown 
in Figure 4, 

 
 

 

Fig. 3. The figure of discovering target model without target 

 

 

Fig. 4. The figure of discovering target model with target 
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When the target moving out of the sensing range of the working nodes, those red 
nodes changes to the sleep state, which turns to grey. For example, in the figure5, the 
target moving out of the sensing range of node 91, 92 and 93. Then their color 
changes to grey automatically, which indicates they are turning to sleeping state from 
working state.  
 
 

 

Fig. 5. The figure of discovering target model as target moving 

4.2 Target Localization Module 

When receive the sensed data, the sensors can locate the target using certain 
localization algorithms. Many existing algorithms can be adaptive to our system. In 
this paper, we use the idea of centroid localization methods in literature[23], which 
gives two weighted methods, that are Pessimistic algorithm and Distance to the Path 
algorithm respectively. These two methods present two different weight computation 
methods. Because we use a thought of random walk Markov chain, which gives a 
guarantee of the target in a short term (at least within the one-step), the target has a 
straight-line trajectory. Thus, we can use the successive refinement to obtain a more 
accurate tracking trajectory[23]. We will describe the two localization algorithms as 
followings. 

4.2.1 Pessimistic Algorithm 

Assumed that the sensing radius of the sensors are R, so we use 1

R
as weights. Unlike 

weighted uniformly method is the gradual refinement steps: in figure 6, assume that, 
the entry point of the target is t0, the out point is ti, and the current point is e. Let di 

presents the length of secant o it t ,
2

id
cos

R
a = , for 0<e<i, re

2=R2+de
2-2Rde cosa

=R2+de
2dedi. The new weight at e is 1

er
.  
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Fig. 6. Pessimistic algorithm refinement schematic diagram 

Algorithm 1:Pessimistic Algorithm 
1: Record the enter pointt0 and estimate the current point e1by the 

weights of 1

R
. 

2: Record the out point ti. Calculate di, that is the length of o it t . 

3: Use 1

er
, that is the reciprocal of re

2=R2+de
2-2Rde cosa =R2+de

2dedi to 

successive refine the trajectory. 

4.2.2 Distance to the Path Algorithm 
 
The same as Pessimistic Algorithm, we record the entry point t0, the out point ti, and 

the current point e. Let di presents the length of secant o it t , but our new weight is 

about the distance from the center of the sensor to di, which is the point half of di 

exactly, as shown in Fig.7. Let h denotes the distance from R to di. We calculate the 

path distance 2 2

2
id

h R ( )= - and use 1

h
as weights. For any point on the path, the 

weight is 1

h
. 

 

 

Fig. 7. Distance to the Path Algorithm schematic diagram  
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Algorithm2: Pessimistic Algorithm 
1: Record the enter pointt0, estimate the current point e1 by 

the weights of 1

R
. 

2: Record the out point ti. Calculate di, that is the length of 

o it t . 

3: Calculate the path distance 2 2

2
id

h R ( )= - . 

4: Use 1

h
 as new weights. 

4.3 Target Information Transmission Module 

When nodes collect the sensed data of the target, they need to transmit data to Sink 
for further processing. Many researches adopted the directed diffusion[25,26], 
LEACH [27], and two-tier data dissemination (TTDD) [26]. In this paper, we adopt 
an algorithm based on routing tree, which is the simplest routing structure and 
meanwhile the routing tree structure. Moreover, it can match to the localization 
algorithms well. As the target moving, we pruned these nodes, which are in the tree 
and far away from the target. Multiple nodes surrounding the target collaborate to 
make the collected information more complete, reliable, and accurate[25].  

4.4 Target Movement Prediction Module 

Many works have been done on target movement prediction. A naive idea is that the 
current position can be formed on the last point and the current point. So that we can 
construct a line, and this line is the walking pattern of the target. However, this idea is 
based on the assumption that the moving direction of the target is constant. It is not 
realistic in the real applications. In this system, we adopt the property of the random 
walk of Markov Chain, where the next movement of the target is independent with the 
last point. Therefore, we can simplify this procedure as recording two moving 
direction information of the target. We just need to record the position of the target at 
the current timestamp, one timestamp before and two timestamp before. Based on 
these information, we can conclude the moving direction of the target next timestamp. 

Figure 4 illustrated the procedure of our algorithm. The circle indicates the position 
of the target at a timestamp, and the number in the circle indicates the continuous time 
sequence. We can see that the target movement direction from timestamp 1 to the 
timestamp 2 is up-left. Therefore, that the upper left is the first recording. From 
timestamp 2 to timestamp 3, the target chooses up-right direction. Our second record 
is up-right. We use the accumulator to record the information. According to the above 
method, we can summarize a moving pattern of the target. That is moving toward the 
up-left first, and then moving toward up-right. We count the times of the pattern 
appearance. 
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Fig. 8. Records the movement of the moving target schematic diagram 

Next, we write the times of all patterns appearance into the target movement 
prediction file. As the target moving, we can get the current direction easily. Then we 
will predict the direction of the target trajectory by traversal in the target movement 
prediction file and find the max times of the next direction from the current direction. 
The value of the times means the probability that the target moves as the 
corresponding direction. Therefore, the maximum time is the most likely direction in 
which the target will choose next time. We will obtain more accurate estimate since 
calculated using the two iterations. 

4.5 Target Trajectory Describing Module 

In this module, we will show the trajectory generated by the random walk on screen. 
We had saved the coding of the track to the document in advance. While calling the 
display module, the system reading the position coordinates from a file, and then 
marked the coordinates of each target in the figure. Link these coordinates to draw a 
path in this form, which will show in the background. 

5 Experiments and Evaluations 

To validate the algorithm we designed, we simulated experiments on xp and win7 
system using vc++6.0. We set the experiments on a 1000×500units laboratory 
environment, where 72 nodes are distributed uniformly. The distance between each 
node is 100units, and the sensing radius of each node is 150 units. The speed of the 
target movement is 50 unit/s. A plan view of the laboratory is illustrated in Figure 9. 
We can see that the color of sensor nodes around the door is red, which means that 
they are in a working state, while other sensor nodes are gray means they are in the 
sleep state. We set a "face" for the target to make sure that it always moves toward the 
forward direction, and its movement is not random. 
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Fig. 9. Plan view of simulation laboratory with node distribution 

We simulate two groups of experiment with constant speed of the target movement 
are 50 unit/s and 30 unit/s. Each group verified straight line and folds linear 
movement of the target respectively. The fold linear movement divided into swing 
movement situation and a relatively regular movement situation. The results of the 
trajectory prediction experiment are shown in figure 10. In the figure, the horizontal 
axis represents the value of x-coordinate and the vertical axis represents the value of 
y-coordinate. We set the start point of the predicted trajectory is (0,0).  

During a path with a constant direction of continuous movement, the accuracy of 
the prediction is very well, almost exactly, no matter how fast the speed is. As shown 
in a) and b). 

We can see that there is only a small deviation in c) and d). That is easy to 
understand due to the random walk of Markov Chain characteristics and the pattern 
we proposed above. We recorded two successive changes of direction (state 
transition) case. The target changes the direction constantly, which is erratic and there 
is no pattern to follow no matter how many points and how fast the speed of the target 
we set. This will inevitably lead to the deviations of predict. However, deviation in 
our method is relatively small and it is within the acceptable error range. 

At the same time, the real regular fold linear trajectory compared with the predict 
trajectory shows better performance as shown in e) and f). The movement of the 
target follows the pattern, is the best practice for we record the pattern of the target 
trajectory, which shows our method is great, again. 

The predict trajectory is close to the real tractor in the figure 10. In some cases, the 
accuracy is not very high, but they are within the error range. Therefore, when  
the movement of the target is constant direction line or relatively regular fold line, the 
accuracy of our proposed algorithm is high. Furthermore, for the swing fold linear 
movement of the target, lower speed will lead to a better result. Overall, our algorithm 
showed a better performance. 
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a)The real straight trajectory compared with the predict trajectory, speed is 50uint/s 

 

b)The real straight trajectory compared with the predict trajectory, speed is 30uint/s 

 

c)The real swing curvilinear trajectory compared with the predict trajectory, speed is 50uint/s 

 

d)The real swing curvilinear trajectory compared with the predict trajectory, speed is 30uint/s 

 

e)The real regular curvilinear trajectory compared with the predict trajectory, speed is 50uint/s 

 

f)The real regular curvilinear trajectory compared with the predict trajectory, speed is 30uint/s 

Fig. 10. Real trajectory compared with the predict trajectory 
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6 Conclusions and Future Work 

This paper adopts the simplicity of binary sensors and designs a tracking system. It 
first uses the randomness of Markov chain’s random walk to describe the target 
trajectory. Second, we incorporate two weighted centroid localization algorithms into 
our target localization procedure that are Pessimistic and Distance to the Path 
algorithms respectively. Third, we take the life problem of the node into account, and 
use working and sleeping state schedule to save energy cost. Our target trajectory 
model is flexible and has more randomness than regular linear movement. Moreover, 
the trajectory prediction performs well. Experiments show that our system is stable, 
reliable, and has high robustness. 
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Abstract. The smartphone-based human activity recognition method is helpful 
in the context awareness, health monitoring and inertial positioning. Comparing 
with the traditional wearable computing which fixes accelerometers on the 
specific positions of a user body, the activity recognition method based on a 
smartphone faces the problem of varying sensor locations. In this paper, we lay 
emphasis on the study of a feature extraction algorithm which is independent of 
the phone locations. First, the angle motion model is presented to illustrate the 
human activities. The model describes the difference among walking, going 
upstairs and going downstairs. Then, an angle feature extraction algorithm is 
proposed according to the angle motion model. Our analysis shows that 
different activities have significantly different angle features. Finally, our 
experiments are introduced. The experiments include data collecting, analysis 
of experiments results. The experiments results show that the recognition 
accuracy improved by 2% through adding the angle feature to original features.  

Keywords: Smartphone, accelerometer, activity recognition, location 
independent, angle feature. 

1 Introduction 

There were ever-increasing researches in the field of human activity recognition in the 
last 20 years. In these researches, motion data are collected through accelerometers 
which are fixed on human’s body, and these data are used to predict user’s activity. 
These researches are widely used in health monitoring, elderly care and energy 
expenditure estimation. With the development of micro-electrical mechanical 
systems, accelerometers are miniaturized so that they can be embedded into mobile 
devices.  

In addition to these traditional wearable computing functions, smartphone-based 
activity recognition also gives opportunities for some emerging applications. In recent 
years, with the increase of smartphones and PADs, Mobile Internet is coming. In the 
course of the development of Mobile Internet, it is important to mine user’s habits and 
perceive surroundings information at any time. This kind of information is essential 
for developing excellent Mobile Internet products and enhancing application’s user 
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stickiness. As the most important personal information, user’s activity has a pivotal 
position in digging user’s habits and perceiving environment information. For 
example, we can speculate user’s routines, career and other personal information 
through records of daily activities. We can guess current location through analyzing 
user’s activity. All the information related to the user and the environment can be 
used on personalized recommendation, advertising target delivery and so on.  

However, smartphone based activity recognition has its own characteristics. 
Compared with traditional wearable computing, activity recognition based on 
smartphone faces a new problem. In traditional wearable computing, the 
accelerometers are often fixed at specific body positions. In the smartphone based 
activity recognition, the user may put his phone in different pockets, or even in the 
hand. Research shows that, the collected acceleration is significantly different when 
the phone is in different locations. The problem of varying phone locations causes 
lower recognition accuracy. So it is necessary to propose the feature extraction 
algorithm which is independent of phone locations.  

In this paper, we use Android phones to study activity recognition which the phone 
is in different locations. The activities of our research include walking, going upstairs 
and going downstairs. The phone’s locations include upper pockets, shirt pockets, 
trouser pockets and hands. First, we propose an angle motion model which is used to 
illustrate human activities. Then, we introduce an angle feature extraction algorithm. 
Finally, we give our experiments. Our experiments show that the recognition accuracy 
improved by 2% through adding angle feature to original features. This paper is 
organized as follows. In Sect.2, we introduce some related work. In sect.3 we 
illustrate the angle motion model and the angle feature extraction algorithm. In Sect.4 
we present our experiments and the results. In Sect.5, we conclude this paper in 
Sect.5.  

2 Related Work 

With the development of micro-electrical mechanical systems, the sensors are 
becoming smaller and smaller. So, accelerometers and gyroscopes can be embedded 
into mobile devices. When user carries smartphone, these sensors can obtain user’s 
motion data and perceive surrounding information. This makes the mobile context 
awareness gradually become a hotspot in academia. Mobile context awareness 
includes activity recognition, fall detection, environment awareness and transportation 
mode recognition. The main steps include data collection, preprocessing, feature 
extraction, training and recognition. Hoseini-Tabatabaei et al [1] and Bulling et al [2] 
concluded related researches on mobile context awareness and activity recognition. 
Figo et al [3] summarized the current research on activity recognition’s feature 
extraction. These works are instructive on activity recognition.  

At the beginning of this field, researchers didn’t consider the problem of varying 
phone locations. Kwapisz J et al [4] studies smartphone based activity recognition 
used Android phone. In their research, they fixed the phone in their trouser pockets, 
and features of three axes are extracted. Decision tree is used for classification.  
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The study showed that high recognition accuracy can be achieved when the phone is 
fixed on a specific location. However, this approach can’t be applied to the problem 
of varying phone location.  

Many motion models were proposed to illustrate human body movements, 
including vertical-horizontal based model [5] [6], linear-rotary based model [7] and so 
on. Jun Yang et al. decomposed an activity into a vertical movement and a horizontal 
movement to solve the orientation problem. The average acceleration of each sliding 
window was regard as gravity acceleration [8]. Then, resultant acceleration was 
decomposed into vertical and horizontal directions, and features of these two axes 
were extracted. Compared with extracting feature of three axes in [4], the approach 
was orientation independent, but the authors did not consider phone locations. 

Yiqiang Chen et al [9] proposed a location independent activity recognition model. 
First, they extracted 145 features of resultant acceleration. The features included time 
domain, frequency domain, and so forth. Then, principal component analysis (PCA) 
was used to eliminate noise features. Finally, extreme learning machine (ELM) [10] 
was used to adapt the recognition model to new locations. In their research, 
smartphone’s locations included trouser pockets, shirt pockets and hands, which 
involve most phone locations of daily life. However, because that the accelerations of 
different body parts usually varies a lot, the increase of mobile location inevitably 
lead to a decline in recognition accuracy. With the issue of varying phone positions, 
the recognition accuracy of this approach was less than 90%, and the algorithm was 
time-consuming. We improved feature extraction algorithms by replacing the original 
features [9] with FFT [11]. Our approach improved the recognition accuracy in the 
case of reducing time consumption. However, for the issue of phone locations are not 
fixed, the recognition accuracy is less than 90%. So, the feature extraction algorithm 
of varying phone positions should be further improved. The main purpose of this 
paper is to improve recognition accuracy through modifying the feature extraction 
algorithm.  

3 Angle Motion Model 

Our preliminary experiments and related studies [9][11] show that the recognition 
accuracy of walking, going upstairs and going downstairs is low because of their 
similarity. To address this issue, we propose the angle motion model and the angle 
feature extraction algorithm. The angle motion model is used to illustrate movement 
direction of walking, going upstairs and going downstairs. Because the body’s 
movement direction is irrelevant to the changes of phone locations, adding angle 
feature to original features is helpful to improve recognition accuracy. This section 
firstly introduces the angle motion model, and then proposes an angle feature 
extraction algorithm.  
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3.1 Model Description 

According to our daily experience, when user is walking on a level road, the path of 
user’s gravity center is not a straight line which parallels to the road. The distance 
between body’s gravity center and road periodically change in walking. Each step 
contains an upward motion and a downward motion. By analyzing user’s movement 
acceleration data, we divide one step into two phases. The first phase’s direction is 
up-forward, and the second phase’s direction is down-forward. Fig. 1 shows the two 
phases in one step. 

 

Fig. 1. The angle motion model of walking 

Based on the analysis of human’s movement, the body has up-forward 
accelerations in the first phase of one step. The accelerations rise body’s gravity 
center and make body move forward from standing still. In Fig.1, the action between 
state 1 and state 2 corresponds to the first phase of one step. At the beginning of the 
first phase, the body is accelerating, and the direction of accelerations are up-forward. 
Before the body reaches the highest point, the body will decelerate, and the direction 
of accelerations is down-backward. Accelerations’ direction of this phase is shown in 
Fig.2’s first phase.  

 

Fig. 2. The direction of accelerations 
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As movement continues, the body’s gravity center begins to decline after achieving 
the highest point. At this point, the body’s movement direction is down-forward 
which corresponds to the second phase in Fig.1. Similar to the first phase, at the 
beginning of the second phase, the body is accelerating, and the direction of 
accelerations is down-forward. Before the gravity center reaches the lowest point, the 
body will decelerate, and the direction of accelerations is back-upward. The second 
phase’s accelerations direction is shown as Fig.2’s second phase. In Fig.2, α 
correspond with first phase’s angles, and β correspond with second phase’s angles.  

According to the same analysis, we can get the angle motion model of going 
upstairs, as shown in Fig.3. Comparing Fig.1 and Fig.3, we can know that the first 
phase’s angles of the two activities are significantly different. When the user is 
walking on a level road, the angles between the accelerations direction and the 
horizontal level are generated by the body’s ups and downs. So these angles are 
relatively small. But in the first phase of going upstairs, the angles between the 
accelerations direction and the horizontal level include two parts. The first parts are 
stairs’ angles, and the second parts are angles between acceleration directions and the 
stairs. So, the first phase’s angles of going upstairs are larger than walking’s. 
Corresponding to the angle motion model, Fig.3’s α2 are larger than Fig.1’s α1. 

 

Fig. 3. The angle motion model of going upstairs 

In the second phase of going upstairs, the main direction of body movement is 
forward. So the angles between the accelerations direction and the horizontal level are 
small. This means Fig.3’s β2 are approximately equal to Fig.1’s β1. The mean value 
of all accelerations’ angles in one step is called mean angle in this paper. Based on the 
above analysis, we can get that going upstairs’ mean angle is larger than walking’s.  

As the same analysis of going upstairs, we can get going downstairs’ angle motion 
model. In the first phase of downstairs, the body starts to move from standing still. 
This process is substantially the same with the first phase of walking. During this 
process, body’s movement direction is up-forward. The angles are shown as Fig.4’s 
α3, which are approximately equal to Fig.1’s α1. In the second phase of going 
downstairs, the angles between the acceleration direction and the horizontal level 
include two parts. The first parts are the stairs’ angles, and the second parts are angles 
between acceleration directions and the stairs. The angles are shown as Fig.4’s β3, 
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which are larger than Fig.1’s β1. Thus, going downstairs’ mean angle in one step is 
larger than the walking’s.  

It can be seen from the above figures, although going upstairs and going 
downstairs have substantially the same angles, walking’s angles are significantly 
different. Going upstairs and going downstairs’ mean angle of one step are larger than 
walking’s. In addition, activities’ difference on mean angle is less effect by phone’s 
locations. Therefore, adding movement angle to original features will improve 
recognition accuracy. 

 

Fig. 4. The angle motion model of going downstairs 

3.2 Weighted Mean Angle Feature  

In this paper, half overlapping sliding window [4][5][9][11] is used to separate the 
collected acceleration into a number of windows. In the recognition, we assume 
accelerations in a window belong to the same activity. Features extracted from one 
window are used for classification. According to the description of section 3.1, the 
angles between accelerations direction and horizontal level are helpful to classify 
different activities. This section proposes the angle feature extraction algorithm.  

Getting gravity accelerations is essential to calculating angles between the 
accelerations direction and the horizontal level. In Android phones, we can get gravity 
accelerations by calling system interface [12]. Before calculating angles, we should 
subtract gravity accelerations from collected accelerations. The results are actual 
accelerations of body movement. Then, angles are calculated by gravity accelerations 
and the subtracted accelerations. In this paper, gravity accelerations are written as g. 
The subtracted accelerations are designated as a. After decomposing a, the horizontal 
components are denoted by h, and the vertical components are denoted by v. The 
horizontal level is denoted by xy, and the angles between the accelerations direction 
and the horizontal level are written as θ. Accelerations decomposition and angles 
calculation are shown in Fig.5.  
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Fig. 5. Accelerations decomposition and angles calculation 

For each acceleration data of a window, the angle is calculated as Formula (1).  
 = abs 90° − arccos ·| | ∗ | |                                         (1) 

 
Where ·  is the dot product of two vectors, and | | ∗ | | is the product of two 

vectors’ length. As shown in the previous section, the acceleration direction is forward 
sometimes and backward sometimes. In practice, we can’t identify if the acceleration 
direction is consistent with motion direction and gravity acceleration direction. So the 
angle between the acceleration direction and the horizontal level is of absolute value, 
which is calculated by the abs operator. The angle ranges from 0° to 90°. 

For a window which includes n accelerations, we can get n angles through Formula 
(1). The next step is extracting the window’s angle feature through these n angles. 
The simplest way is to calculate the mean of these angles, and the result is regard as 
window’s angle feature. According to our daily experience, large accelerations are 
obtained by strenuous exercise. Compared with small accelerations, large 
accelerations are more able to represent body’s movement direction, and the 
calculated angles are more convincing in identifying body’s movement direction. In 
order to reflect the influence of large acceleration, the weighted average method is 
used to calculate window’s angle feature. Weight of the ith angle is calculated as 
Formula (2).  

 = | |∑ | |                                                                  (2) 

 

Where bi is the weight of the ith angle, | | is the ith acceleration’s length, n is the 
window size. Weighted mean angle is calculated as Formula (3).  

 =                                                         (3) 

 

Where  is the weighted mean angle of a window, bi is the weight of the ith 
angle, and  is the ith angle. According to our experiment data, we plot the weighted 
mean angle’s distribution of walking, going upstairs and going downstairs, as shown 
in Fig.6. 
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Fig. 6. The weighted mean angle’s distribution of different activities 

In Fig.6, the horizontal axis is angle, and the vertical axis is activities’ window 
number in different angles. It can be seen from Fig.6 that window’s distribution of 
three activities is significantly different. Most walking windows’ weighted mean 
angles is less than 40, and the value of going upstairs and going downstairs is larger 
than 40. Therefore, adding angle feature to original features can effectively 
distinguish walking from going upstairs and going downstairs. Detailed experiments 
will be given in Sect.4.  

4 Experiments 

On the basis of previous studies, we use 10 lower FFT results and angle feature as 
activity features. ELM is used for classification. This section first introduces the 
collecting and processing of experiment data, and then introduces the recognition 
accuracy of different feature extraction algorithms. Finally the confusion matrix of 
different activities is given. Experiment result shows that the recognition accuracy is 
improved by 2% when using the proposed feature extraction algorithm.  

4.1 Data Collecting 

In this paper, the phone locations include chest pockets, shirt pockets, trouser pockets 
and hands, as shown in Fig.7. When the phone is in the hands, users swing their hands 
back and forth as their daily habits.  

The types of phone locations in existing public activity dataset [13] are inadequate 
to meet our requirements. In order to validate the proposed activity recognition 
algorithm, we first collect the activities data of different users. The smartphone of 
MIUI 2s is used to collect data. This smartphone embed accelerometer, gyroscope and 
other commonly used sensors. These sensors can get the acceleration of smartphone’s 
movement. In the data collecting, the sample frequency can be set to different values. 
According to the previous studies, sample frequency of data collecting in this paper is 
set to 100Hz. The activities include walking, going upstairs and going downstairs. 
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Fig. 7. The positions of data collecting 

Because of actions’ personalization [14][15], the feature extraction algorithm may 
achieve different recognition accuracies on different users’ data. To exclude accident 
of a signal person’s activity, we collected 10 persons’ activity data. The participants 
have different ages, heights and weights, and they are not informed of the purposes 
and methods of experiments. Participants are asked to do different activities in their 
daily behavior. The collecting time for each activity at each position is approximately 
1 minute. The collected data is automatically saved in the phone’s storage device. 
After the collecting, we copy the data to PC for simulation. Features are extracted 
from a sliding window of 256 samples with 50% overlapping between consecutive 
windows. Table 1 shows the window number of each activity and each participant.  

Table 1. The window number of different activities 

Name Going upstairs Going downstairs Walking overall 

Wch 127 138 138 403 

Wcj 82 77 115 274 

Zyd 109 97 121 327 

Rsw 106 97 132 335 

wj 110 101 129 340 

Jxp 112 102 127 341 

Yy 127 123 99 349 

Lm 115 115 106 336 

Wy 103 92 127 322 

Lk 107 83 128 318 

overall 1098 1025 1222 3345 

4.2 Experiments Results 

To avoid influence of the accident, we conducted five experiments for each 
participant’s data. In each experiment, we divide all windows into two parts randomly. 
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The first part is selected to be training set, and the rest as testing set. The average of 
five experiments’ results is as the final result of this participant.  

In the training phase, window features are extracted first, and then these features 
are used to train recognition model. In the recognition phase, we first select a window 
as a coming activity. Then the window’s features are extracted using the same 
algorithm. Finally, we use recognition model to classify this activity. We record the 
number of activities which is recognized correct. The ratio between correct number 
and total testing number is as recognition accuracy. Because of randomness of ELM’s 
initial parameters, for the same training and testing set, we can get different 
recognition accuracy in each simulation. For the same training and testing set, we 
perform the simulation 1000 times to avoid the influence of ELM’s randomness. 
Average result of these 1000 simulations is as the final recognition accuracy.  

Table 2 shows all participants’ recognition accuracy of different feature extraction 
algorithms. PCA145 is the algorithm of [9], FFT10 is our previous algorithm in [11], 
and AFFT10 is the proposed algorithm in this paper which is adding angle feature to 
FFT10.  

Table 2. The recognition accuracy of different algorithms 

Name PCA145(%) FFT10(%) AFFT10(%) 

Wch 85.74 86.82 90.44 

Wcj 92.13 91.17 93.46 

Zyd 88.78 89.51 91.31 

Rsw 84.86 86.15 90.06 

Wj 93.61 94.15 94.99 

Jxp 90.93 91.38 95.69 

Yy 89.70 85.61 87.10 

Lm 82.02 84.35 85.68 

Wy 91.36 91.57 92.06 

Lk 94.52 94.13 95.32 

average 89.37 89.48 91.61 

 
 
As is shown in Table 2, the recognition accuracies are different from person to 

person for the same feature extraction and classification algorithm. When the feature 
extraction algorithm is PCA145, the highest recognition accuracy is 94.52%, the 
lowest recognition accuracy is 82.02%, and the average recognition accuracy is 
89.28%. When the feature extraction algorithm is FFT10, the average recognition 
accuracy is substantially equal with those of PCA145. Compared with the PCA145 
and FFT10, AFFT10 improves the average recognition accuracy by 2.31%, and each 
participant’s recognition accuracy has risen of certain level.  
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Table 3. The confusion matrix of FFT10 

Going upstairs Going downstairs Walking 

Going upstairs 85.60% 5.26% 9.14% 

Going downstairs 9.35% 84.62% 6.03% 

Walking 1.23% 1.94% 96.83% 

Table 4. The confusion matrix of AFFT10 

Going upstairs Going downstairs Walking 

Going upstairs 87.81% 4.91% 7.28% 

Going downstairs 9.98% 85.09% 4.93% 

Walking 1.23% 1.09% 97.68% 

 
For a detailed analysis of our experimental results, we record the confusion matrix 

of different activities. The confusion matrix is shown as Table 3 and Table 4.In Table 
3 and Table 4, the value in the ith row and jth column means the percentage which the 
ith activity is recognized as the jth. Take Table 3’s first line for example, the 
recognition accuracy of going upstairs is 85.60% when using the FFT10 algorithm. 
For going upstairs, 5.26% of the windows are recognized as going downstairs, and 
9.14% of the windows are recognized as walking.  

Comparing Table 3 with Table 4, we can find that the confusion between going 
upstairs and going downstairs is not significantly changed after using our algorithm. 
The confusion between these two activities is maintaining at around 5% and 9% 
respectively. But the confusion between walking and these two activities is 
significantly declining. The percentage which going upstairs recognized as walking 
reduces from 9.14% to 7.28%, and the percentage which downstairs recognized as 
walking reduces from 6.03% to 4.93%. The recognition confusion decreases by about 
2% and 1% respectively. By analyzing the confusion matrix, we can see that adding 
the angle feature to original features can reduce the confusion between walking and 
going upstairs/downstairs. Thus, the overall recognition accuracy is improved.  

In our experiment, the duration of a window is about 1.28 second. Our experiment 
shows that our method’s consuming time is less than 200ms. So, there is enough time 
to recognition an activity. 

5 Conclusion 

Compared with traditional wearable computing which fixes accelerometers on 
specific positions of user’s body, activity recognition based on smartphone faces a 
new problem of varying phone location. In this paper, Android phone is used to study 
activity recognition which the phone is not fixed. The main work of this paper is 
proposing the position independent feature extraction algorithm. According to the law 
of human’s activity, we first establish the angle motion model, and point out 
activities’ difference in acceleration angle. Then, we propose the angle feature 
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extraction algorithm. Analysis of our experiment data shows that the angle feature is 
less influenced by phone locations. Finally, this paper describes our experiments, 
including the data collecting, the recognition accuracy and the confusion matrix of 
different algorithms.  

In our experiment, smartphone of MIUI 2S is used to collect data. The activities 
include walking, going upstairs and going downstairs. The phone’s locations include 
chest pockets, shirt pockets, trouser pockets and hands. Ten users’ activities data are 
used for simulation. Compared with the previous studies, our algorithm improves the 
recognition accuracy by 2%. 

There are many problems worth studying in smartphone based activity recognition. 
In this paper, we just use the absolute angle to calculate the angle feature. We haven’t 
considered the relationship between the angles and the movement direction. In the 
further work, adding the movement direction to the angle feature extraction algorithm 
is helpful to improve the recognition accuracy. In addition, the activity pattern of a 
specific user may change at different time of a day. Motion-adaptive activity 
recognition is a problem which should be addressed in the future work.  
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Abstract. WirelessHART is the first open wireless communication standard de-
signed for industrial monitoring and control. Process industry applications for 
real-time plant have stringent needs of reliability, stability and security of wire-
less communication. In this paper we propose an approach for reliable routing 
graph construction and energy efficient link selection to enhance the reliability 
of the communication and prolong the network lifetime. In particular, we ensure 
at least two neighbor nodes are maintained for each node to support increase the 
delivery ratio of hop-level retransmission. Furthermore, link quality and energy 
model are considered in the link selection process, which reduces the potential 
number of retransmission and balances the residual energy in the network. Ex-
perimental results show that our proposed mechanism outperforms the state-of-
the-art WirelessHART routing algorithms in terms of extending the network 
lifetime and the reliability of message transmission. 

1 Introduction 

WirelessHART is the first open-standard wireless communication protocol designed 
for industrial automation and process [1]. The WirelessHART standard uses TDMA 
and channel hopping techniques to control access of the network and to communicate 
between network devices. WirelessHART advocates explicit and centralized network 
management for reliable and real-time network communication. Before Wireles-
sHART is released, there have been a few publicly available standards on office au-
tomation, such as ZigBee[2] and Bluetooth[3]. However, these technologies cannot 
meet the stringent requirements of industrial applications [1]. Different from the star 
network or the tree network, the topology of WirelessHART is a mesh network in 
which data can be transmitted (or retransmitted) along different paths. Single path 
routing algorithms focus on picking up an energy efficiency path to prolong the life-
time of the network [4]. Multipath routing takes advantage of interconnect nodes net-
work to enhance data throughput and packet delivery ratio [5]. Hop-based routing 
protocol has been receiving extensive attention for its simple and effective design 
ideas.  

In WirelessHART network, routing plays very important role for its reliability re-
quirement and limited communication resources. [9,10,11] introduce algorithms to 
construct routing graph, and [16,17,18] describe link selection methods considering 
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energy efficient. But a routing algorithm with both appropriate routing graph and 
optimal link selection is more feasible for the industrial environment.  

In this work, we propose an approach for reliable routing graph construction and 
energy efficient link selection to enhance the robustness and prolong the network 
lifetime. In routing graph construction, we re-add a link to guarantee sufficient choice 
for link selection. When selecting links, we mainly consider link quality, energy effi-
cient and the number of hops to choose optimal links. We use the analytic hierarchy 
process to determine the weight coefficients. Redundant links and the link selection 
can increase the successful rate of the transmission and decline the number of re-
transmission. In the simulation, we have compared our algorithm with two existing 
WirelessHART routing protocols JRMNL[17] and RUG[11]. Experimental results 
show that our proposed algorithm outperforms in terms of extending the network 
lifetime and reliability of message transmission.  

2 Related Work 

In recent years, there have been a lot of researches about wireless sensor network 
routing algorithm [4]. SMR is designed to utilize multipath concurrently by splitting 
traffic onto two maximally disjoint routes [6]. Ganesan et al. proposed a node-disjoint 
and braided multipath scheme to provide energy efficiency and resilience against 
node failures [7]. Ye et al. proposed an algorithm AODVM which is an extension to 
AODV for finding multiple node-disjoint paths [8]. 

According to the specific routing mechanism in WirelessHART, Zhao et al. pro-
posed a routing algorithm based on least-hop called ELHFR [9]. Gao et al. proposed a 
multipath graph routing algorithm with subgraph called ORMGR [10]. Song et al. 
proposed algorithms to construct three types of reliable routing graphs for different 
communication purposes [11].  

However, in the above-mentioned work, least-hop is the only criterion when 
choosing the links. In practice, devices are equipped with battery and the energy re-
sources are constrained. We should choose optimal links to balance the residual ener-
gy such that each node has routing responsibility in a fair way. 

Hung et al. considered the robustness of the path connection, and an energy-
efficient opportunistic routing strategy EFFORT was proposed [5]. Liu et al. proposed 
a clustering algorithm based on time delay and energy awareness [12, 13]. Karbaschi 
et al. proposed a routing algorithm judging the link quality judgment and prolonging 
the network lifetime [14]. Ibrahim et al. proposed the Minimum Transmission Power 
Cooperative Routing algorithm (MPCR) [15]. It can reduce the energy consumption 
of a single route while guarantee certain throughput.  

As we can see, these algorithms are applied to the distributed wireless sensor net-
work, but the routing in WirelessHART is managed by the centralized network man-
ager. In WirelessHART, Wang et al. proposed a routing algorithm called DHEIRP, by 
which a node choose the optimal next hop through comparing the residual energy of 
neighbor nodes [16]. The algorithm in [17], JRMNL, chooses the next hop according 
to node communication load, node residual energy and link transmission energy  
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consumption. In addition, in [18], a load-balanced routing algorithm based on com-
munication frequency proposed that a node always chooses the next-hop node by 
comparing the neighbor communication load. 

In practice, there are some low quality links which may increase the communica-
tion failure probability and will further cause waste of energy. Based on the graph 
routing, this paper proposes a method of constructing the topology graph with redun-
dant links and an algorithm about links selection by taking into account the remaining 
energy, the quality of the link and the number of hops. Redundant links can increase 
the reliability and robustness of the network, and provide sufficient choices for link 
selection. The link selection can increase the successful rate of the transmission and 
decline the potential number of retransmission. The residual energy will be balanced 
and the network lifetime can be prolonged to meet the strict requirements in industrial 
application. 

3 System Model 

3.1 WirelessHART Network 

 

Fig. 1. WirelessHART mesh networking 

As shown in Fig. 1, a WirelessHART mesh network consists of different kinds of 
devices. All of them can send and receive datagram and perform some basic function 
to support the formation and maintenance of the network.  

3.2 Routing Mechanisms 

There are two routing mechanisms defined in WirelessHART [3]. Source routing is a 
one-way path between the source device and destination device, which is mostly used 
for network diagnostics. In graph routing, when sending a packet, the source device 
determines the specific Graph_ID according to the routing table, and writes it in 
NPDU(network protocol data unit). The intermediate nodes just need to check 
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Graph_ID after receiving the packet, and choose the next neighbor in the relevant ID. 
In this paper, our study is based on graph routing which is the main routing protocol 
in WirelessHART. 

3.3 Superframe Schedule 

 

(a) Example of topology graph 

Time Slot TS0 TS1 TS2 TS3 TS4 TS5 TS6 TS7 
Channel0 AB  AC BD BE CE DAP EAP 
Channel1 AB BD CE CD DAP  

(b) Example of superframe 

Fig. 2. Example of a graph route-based superframe 

Based on TDMA, WirelessHART uses 10ms time-slots, in which the transmission of 
a packet from a node to its neighbor must be accomplished. A superframe is com-
posed of a number of time-slots. Dang proposed a graph route-based superframe 
scheduling scheme [19]. According to the strategy, the superframe of the graph shown 
in Fig. 2(a) can be illustrated in Fig. 2(b). 

4 The Re-add Routing Algorithm 

4.1 Network Model 

According to WirelessHART standard, we suppose the radiation radius of all nodes is 
R. When nodes are defined as vertices and links are defined as edges, the network can 
be defined as a simple undirected graph G=(V,E), where V denotes the set of vertices 
and E denotes the set of edges. There is an undirected link w(i, j) connecting two 
nodes i and j when the two nodes are within each other’s transmission range. We use 

g to denote the Gateway, APV  to denote the set of Access Points and DV  to denote 

the set of devices. We have {g}U APV U DV =V. 

4.2 Topology Construction 

The following is our process of forming a network, and here we only focus on the 
uplink graph, with downlink similar to this. 
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Firstly, we initialize the network manager to create and initialize the gateway, and 
set the degree of the gateway to be 0. When a new node requests to join the network, 
all nodes which are within the radiation radius R can be recorded as its neighbors. If 
the minimum degree of the neighbor nodes is i, the degree of the new node is i+1. The 
network topology construction finishes until all nodes form links with other nodes and 
have their degrees. In the network graph shown in Fig. 3(a), the degree of node g is 0; 
the degree of node AP1, AP2, AP3 and AP4 is 1; the degree of node A, B, C and D is 
2; the degree of node E, F, G, H, I and J is 3. 

Industrial networks have stringent real time requirements, so minimum possible 
paths should be preferred. After all nodes’ degrees are marked, remove the links be-
tween nodes with the same degrees and establish the simplified topology with the 
shortest path to the gateway. In Fig. 3(a), the links between AB, BC, CD, EF, FG, GH 
and HI will be removed. The simplification graph is shown in Fig. 3(b). 

However, the simplification may cause some nodes lose their redundant links, and 
only have one neighbor to transmit. To enhance the route reliability, we re- add a link 
for these nodes. The re-added link is obviously between the node and its neighbor 
with same degree, and we choose the shortest link to ensure the least transmission 
energy. In Fig. 3(b), the node F only has one neighbor B to transmit. As G is closer to 
F, we re-add the link from F to G. According to the algorithm, we also re-add links 
for B and E. The Fig. 3(c) is the final topology graph. 

 

   
     a) Origin topology       (b) Simplification graph        (c) Re-add graph 

Fig. 3. Graph routing topology structure  

Algorithm 1 Constructing Uplink Graph G’(V’,E’)

Input: 

G(V,E): the origin graph 

'vh : the minimum number of hops of node v’ 

', 'v ud : the distance between node v’ and node u’ 

Output:  

G’(V’,E’): the Re-add graph 

1: G’(V’,E’)=G(V,E) 

2: for all node v’ ∈V’ do 

3:     for all edges ', 'v ue  from E’ about v’ do 
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4:        if( 'vh == 'uh )

5:             Delete ', 'v ue  from E’ 

6:         end if 

7:     end for 

8: end for 

9: Find S’ ⊆ V’ and ∀ v’∈S’, v’ has only one neighbor to transmit 

10: if S’ ≠ ∅  then 

11:     for all node v’ ∈S’ do 

12:         Sort its edges ', 'v ue  according to ', 'v ud  and 'vh = 'uh  

13:         Choose the first edge and add it to E’ 

14:     end for 

15: end if 

4.3 Link Selection 

This part will introduce out link selection approach. The residual energy and the ener-
gy consumption for transmission are obviously two determinants, and we also consid-
er the link quality to enhance the reliability of transmission. 

The network manager maintains the following information： 

1. Degree: 

During the construction of the routing graph introduced in Section4.2, every node i 

can know the minimum hop as its degree iD . 

2. Residual Energy:  

We assume that N nodes in a WirelessHART network have the same initial ener-

gy 0E , and node i knows very well about its real-time residual energy iE . Each node 

can also know all its neighbors’ location and residual energy. 

3. Link Quality: 

Link quality, denoted by Q, means the ratio of the number of packets received to 
the number of packets transmitted. The low quality link can result the decline of effi-
ciency of the shortest path and incur significant energy expenditure due to retransmis-
sion [20]. To reduce the cost of the control message for link evaluation, Woo et al. 
proposed an estimator, window mean with exponentially weighted moving average 
(WMEWMA) [21]. The link quality can be expressed as 
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  ( )1 1k k
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Q mQ m

received failed+ = + −
+

,                      (1) 

where  kQ and  1kQ +  respectively denote the link quality evaluation at time k and 

k+1, received means the number of packets received in t (which is the time window 
represented in number of message opportunities), failed means the number of packets 

lost in t, and [ ]0,1m∈  controls the history of the estimator. 

Information about the residual energy and the number of packets sent and received 
change with time. The devices will deliver a health report like Fig. 4 periodically to 
the network manager to update the information. After sending the health report, the 
device will reset the number of packets sent and received. 

 
Device 

ID 
Neighbor_ID 

Number of packets sent 
to the neighbor 

Number of packets re-
ceived from the neighbor 

…… 

Fig. 4. The format of the health report 

4. Energy Consumption of Every Transmission：  

We use ijd  to denote the linear distance between nodes i and j. In [22], it was 

proved that the energy consumption for transmission from node i to node j can be 
expressed as 

( )
( )

0
0

0

2 1

log

R
ij

ij s

N d
E

p

α−
=

−
,                                (2) 

where α  indicates the path loss exponent and 0R  and 0
sp  denote the transmission 

rate and the desired probability of successful transmission, respectively. 

5. Link Selection Priority 

Based on the above information, we define the priority of the link between node i 

and node j as ijP . And it can be estimated by 

1 2 3
02

i j ij i j
ij ij

i

E E E D D
P x Q x x

E D

+ − −
= ⋅ + ⋅ + ⋅

⋅
,                  (3) 

where 1x  , 2x and 3x  are weight coefficients. The three parameters are all vary 

between 0 and 1. The priority increases with all of them. The combination of the three 
parameters can well balance their importance in routing. The determination of the 
weight coefficients is based on the analytic hierarchy process [23]. Firstly, we con-
struct the comparison matrix 
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Then we construct the judgment matrix 
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. bc is a constant 

which is always assumed as 9. max minR r r= −  is called range, and 

{ }max 1 2 3max , ,r r r r= , { }min 1 2 3min , ,r r r r= . Through the consistency check, we 

get the weight coefficients ( ) ( )1 2 3, , 0.29,0.56,0.15x x x = . 

By periodically collecting the routing graph, the residual energy and the link quali-
ty, the network manager can calculate the priorities of the links and update the link 

selection. When a node sends a packet, the link with the highest ijP  is selected prefe-

rentially for the transmission. In some cases, a link with more hops may be chosen. 
But the high link quality and more residual energy can guarantee higher success pos-
sibility of transmission to avoid the retransmissions and balance the energy in the 
network. 

5 Experimental Result 

In the simulations, we use the superframe schedule introduced in Section3.3. The 
detailed simulation parameters are listed in Table 1. We compare JRMNL[17], 
RUG[11] and our algorithm under the simulation environment. 

The first experiment compares the edges in the graph by these three approaches. 
Fig. 6 shows that there are more edges in the graph constructed by our approaches. 
With retransmission mechanism and the channel hopping technology in the schedule, 
the advantage of the redundancy will be highlighted. 

ix  is more important than jx
ix  is as important as jx  
jx  is more important than ix . 
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In the second experiment, we measure the number of transmissions and average re-
sidual energy when the first dead node appears without considering the retransmis-
sion. We also measure the number of transmissions and the number of packets re-
ceived by the gateway when no more packets can get to the gateway. Fig. 6 and Fig. 7 
record the results. The results show that our approach can make more transmissions 
and substantially extend the network lifetime longer. 

Table 1. Simulation parameters 

Square area 450m×450m 
Communication radius 100m 
Number of nodes 50,75,100,125,150 

Initial energy 0E  1 

Noise variance 0N  -70dBm 

Path loss exponent α  2 

Transmission rate 0R  2 b/s/Hz 

Desired probability of successful transmission 0
sp  0.95 

 
In the third experiment, we evaluate the average latency. As shown in Fig. 8, when 

the number of nodes is 75, the average latency in our algorithm is around 4.4% higher 
than JRMNL. That means the latency brought by the re-add links in our algorithm can 
be tolerated. 

 

 

Fig. 5. Number of edges in the network 

      
(a) Number of successful transmissions                         (b) Average residual energy 

Fig. 6. Lifetime of the network (when the first dead node appears) 
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(a) Number of successful transmissions             (b) Number of packets received 

Fig. 7. Lifetime of the network (when the gateway can’t receive packets) 

      

Fig. 8. Average latency                     Fig. 9. Packet lost ratio 

The fourth experiment records the packet lost ratio with the three algorithms. Fig. 9 
expresses our algorithm has lower packet lost ratio. When the percentage of failed 
links is 50%, the packet lost ratio in our algorithm is around 48% lower than RUG. It 
states the link selection can increase the successful rate of transmission and reduce the 
number of retransmission. 

Considering both reliability and lifetime of the network, our approach shows an 
obvious improvement. 

6 Conclusion 

Industrial wireless network needs more reliability than other wireless sensor networks 
because of the rigid environment. Our approach is a multilink-based graph routing 
protocol and selects links with higher priority according to energy efficient, quality of 
links and the number of hops. The graph construction and link selection algorithm are 
described in detail. Redundant links and link selection can increase the successful rate 
of the transmission and decline the number of retransmission for energy saving. Simu-
lations show that our approach is more reliable, and prolongs the lifetime of network. 
It is feasible for industrial wireless network. In the future work, we shall continue to 
further study the superframe schedule to decrease the network delay. 
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Abstract. In recent years the developments of wireless and mobile networks are 
particularly prominent. In order to provide users with better services over these 
heterogeneous networks, QoS needs to be considered. In this paper, we analyze 
the QoS features of LTE and WLAN respectively. Then we propose a DSCP-
based method of QoS class mapping between WLAN and EPS network, and 
simulate the QoS class mapping method in OPNET. By analyzing the experi-
ments, we consider that this method is feasible and effective. Finally we present 
the conclusion. 

Keywords: QoS, Class Mapping, EPS, WLAN, QCI, 802.11ç, EDCA, DSCP. 

1 Introduction 

The trend of forthcoming Next Generation Network (NGN) is an all-IP network over 
heterogeneous networks. The networks are composed of different network technolo-
gies, such as IEEE 802.11 WLAN, IEEE 802.3 Ethernet, 3GPP EPS, traditional  
Internet, etc.  

Among these network technologies, the developments of wireless and mobile  
networks are particularly prominent in recent years. The mobile communication tech-
nology has entered the era of 4G, which can provide conversational and multimedia 
services, with the advantages of large coverage and global roaming. WLAN can pro-
vide high data transmission rate, with the advantages of flexibility and low cost.  

In order to improve the quality of service (QoS) provisioning, IEEE has specified 
the 802.11e protocol [1], which provides the mechanisms to support the applications 
with QoS requirements. 3GPP also has standardized the PCC architecture [2],  
which supports the fine-grained QoS and dynamic control of the QoS and charging 
requirements for IP Multimedia Subsystem (IMS) and non-IMS services. 

Good service quality is an important factor for users, so QoS is one of the impor-
tant problems to be solved in the heterogeneous networks. However, different net-
works have different and probably incompatible QoS provisioning methods. 

There are many studies that considered the end-to-end QoS provisioning over  
heterogeneous networks. In general, the previous studies can be categorized into two 
approaches: mapping between QoS parameters or mapping between QoS classes. 
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The QoS parameter mapping converts the QoS parameters among the heterogene-
ous networks. The QoS class mapping converts the QoS service classes which are 
defined for each service requirement among the heterogeneous networks. 

The AQCM-ASM framework to support class mapping and fine-granular QoS over 
the heterogeneous networks was proposed in [3]. The QoS class mapping for hetero-
geneous QoS domains using flow aggregation was discussed in [4]. The QoS mapping 
between WLAN and UMTS networks was considered in [5]. The mapping of QoS 
classes between UMTS, WiMAX and DiffServ/MPLS networks was discussed in [6]. 
An end-to-end LTE QoS signaling protocol was presented in [7], which supported 
LTE QoS model mapping to QSPEC objects. A QoS mapping scheme for MPLS-
DiffServ and label forwarding was proposed in [8]. The method of mapping the LTE 
QoS parameters was discussed in [9]. And we proposed a QoS class mapping in 
WLAN (using HCCA mechanism) and 3GPP LTE interworking network [10]. How-
ever, few studies discussed the complete method of QoS class mapping between 
WLAN and EPS network. 

The goal of this paper is to provide a DSCP-based method of QoS class mapping 
between WLAN and EPS network, which are interworked with Internet. For this 
study, we analyze the QoS features of LTE and WLAN respectively. Then we pro-
pose a dedicated method of QoS class mapping, which is based on DSCP, between 
WLAN and EPS network, and simulate and analyze the QoS class mapping method in 
OPNET. Finally we present the conclusions. 

2 QoS Mechanisms of EPS and WLAN 

2.1 QoS Mechanisms of EPS 

In order to provide the dynamic service-aware QoS and charging control, the Policy 
and Charging Control (PCC) was proposed and included in EPS [2]. The PCC archi-
tecture focused on QoS is composed of PCRF, PCEF, BBERF, SPR/UDR, TDF and 
AF, shown in Fig. 1. 
 

 

Fig. 1. The PCC architecture focused on QoS 

• The Policy and Charging Rule Function (PCRF) is the central entity in PCC. It 
makes the PCC decisions (PCC rules) based on many information received from 
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PCEF, BBERF (if used) and SPR, and operator configuration in the PCRF. The 
PCC rules will be sent to the PCEF, and the subset of PCC rules (QoS rules) will 
be sent to the BBERF if the off-path model is used. 

• The Policy and Charging Enforcement Function (PCEF) located in the PDN-GW 
receives PCC rules from PCRF, and enforces the decisions. Meanwhile, the user-
specific and access-specific information will be provided to the PCRF. 

• The Bearer Binding and Event Reporting Function (BBERF) located in the access 
GW if the off-path model is used, provides a subset of the functionalities of the 
PCEF. 

• The Subscription Profile Repository (SPR) is the PCC-related subscription data-
base, and the User Data Repository (UDR) is another alternative database. 

• The Application Function (AF) is an application entity, which corresponds to the 
P-CSCF for IMS or an application server (e.g., a streaming server) for a non-IMS 
service. Its applications or services need dynamic PCC. The AF provides session 
information extracted from application signaling to the PCRF. Meanwhile, it rece-
ives the PCC-related events at traffic-plane level. 

• The Traffic Detection Function (TDF) is an application detection entity, which 
uses deep packet inspection and reports the results of detection to the PCRF. 

In Evolved Packet System (EPS), every EPS bearer is assigned to a QoS Class 
Identifier (QCI) which is a numerical scalar (1-9). The QCI is used to represent the 
packet forwarding behavior. 3GPP defined the QCI characteristics [2], and [11] de-
scribed it in more detail. The standardized QCI characteristics are shown in Table 1. 

Table 1. Standardized QCI characteristics 

QCI Resource 
Type 

Priority Packet 
Delay 

Budget 

Packet 
Error 

Loss Rate 

Example Services 

1  
 

GBR 

2 100 ms 10-2 Conversational Voice 

2 4 150 ms 10-3 Conversational Video (Live Streaming) 

3 3 50 ms 10-3 Real Time Gaming 
4 5 300 ms 10-6 Non-Conversational Video (Buffered 

Streaming) 
5  

 
Non-
GBR 

1 100 ms 10-6 IMS Signalling 

6 6 300 ms 10-6 Video (Buffered Streaming), TCP-based 
(e.g., www, e-mail, chat, ftp, p2p file shar-
ing, progressive video, etc.) 

7 7 100 ms 10-3 Voice, Video (Live Streaming), Interactive 
Gaming 

8 8 300 ms 10-6 Video (Buffered Streaming), TCP-based 
(e.g., www, e-mail, chat, ftp, p2p file shar-
ing, progressive video, etc.) 

9 9 
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2.2 QOS Mechanisms of WLAN 

The original WLAN MAC layer doesn’t support QoS, therefore, the IEEE proposed 
802.11e protocol [1], which provides two channel access mechanisms to support the 
applications with QoS requirements: Enhanced Distributed Channel Access (EDCA) 
and HCF Controlled Channel Access (HCCA). In general, HCCA mechanism is not 
widely used at present. 

In EDCA mechanism, the traffic with high priority is easier to be sent out than traf-
fic with low priority. The traffic priorities are Access Categories (ACs), which are 
defined in EDCA to support the delivery of traffic with 802.1D User Priorities (UPs). 
The mapping between EDCA AC and 802.1D UP is shown in Table 2. 

Table 2. The mapping between EDCA AC and 802.1D UP 

Priority 802.1D UP 802.1D Designation EDCA AC Designation 
Highest 
 
 
 
 
 
 
Lowest 

7 NC (Network Control) AC_VO Voice 
6 VO (Voice) 
5 VI (Video) AC_VI  Video 
4 CL (Controlled Load) 

3 EE (Excellent Effort) AC_BE Best Effort 
0 BE (Best Effort) 
2 N/A AC_BK Background 
1 BK (Background) 

3 The DSCP-Based Method of QoS Class Mapping  

Differentiated Services Code Point (DSCP) is defined by IETF [12] [13], used in 
DiffServ. The DS field in the IP header contains a 6-bit DSCP value to classify the 
different traffic. Generally, most networks use the four kinds of Per Hop Behaviors 
(PHBs) which is determined by DSCP.  

• The Default PHB is used for the typically best effort traffics.  
• The Expedited Forwarding (EF) PHB is used for the traffics with low loss and 

delay.  
• The Assured Forwarding (AF) PHB provides the traffics with guaranteed delivery.   
• The Class Selector (CS) PHB is used to be compatible with the IP Precedence field 

in the TOS byte.  

Compared with IntServ, DiffServ has the advantages of scalability and simpleness, 
and it is discussed more in the heterogeneous networks at present. 

In order to simplify the complexity of end-to-end QoS across heterogeneous net-
works, the GSM Association recommended using the DSCP, and specified the map-
ping between EPS QCI and DSCP [14], shown in Table 3. 
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Table 3. EPS QoS information and the mapping to DSCP values 

EPS QoS Information IP Transport 
QCI Traffic Class THP Signalling Indication Diffserf PHB DSCP 
1  

Conversational 
 
N/A 

 
N/A 

 
EF 

 
101110 2 

3 
4 Streaming N/A N/A AF41 100010 
5  

Interactive 
1 Yes AF31 011010 

6  No AF32 011100 
7 2 No AF21 010010 

8 3 No AF11 001010 
9 Background N/A N/A BE 000000 
 
Additionally, IEEE also considered the importance of QoS over WLAN inter-

worked with the external networks, and proposed an example mapping of DSCP to 
EDCA ACs. The mapping table is shown in Table 4. 

Table 4. Mapping of DSCP to 3GPP QoS information and EDCA ACs 

3GPP QoS 
Information 

DiffServ 
PHB 

DSCP QoS Requirement 
on GPRS Roaming Exchange 

EDCA 
AC 

UP 

Traffic Class THP   Max 
Delay 

Max 
Jitter 

MSDU 
Loss 

MSDU 
Error Ratio

  

Conversa-
tional 

N/A EF 101110 20ms 5ms 0.5% 10-6 AC_VO 7/6 

Streaming N/A AF41 100010 40ms 5ms 0.5% 10-6 AC_VI 5/4 
Interactive 1 AF31 011010 250ms N/A 0.1% 10-8 AC_BE 3 

 2 AF21 010010 300ms N/A 0.1% 10-8 AC_BE 3 
 3 AF11 001010 350ms N/A 0.1% 10-8 AC_BE 0 
Background N/A BE 000000 400ms N/A 0.1% 10-8 AC_BK 2/1 

• QCI 1/2/3, used for conversational traffic, should be mapped to PHB EF (from 
Table 1 and Table 3), and should be mapped to EDCA AC_VO and UP 7/6 (from 
Table 4). However, according to Table 2, UP 7 is designated for NC (Network 
Control), so we suggest QCI 1/2/3 should be mapped to UP 6. 

• QCI 4, used for streaming traffic, should be mapped to PHB AF41 (from Table 1 
and Table 3), and should be mapped to EDCA AC_VI and UP 5/4 (from Table 4). 
Considering QCI 4/5/6 together, we suggest QCI 4 should be mapped to UP 5 to 
keep the priority order of UP shown in Table 2. 

• QCI 5, used for signalling, should be mapped to PHB AF31 (from Table 1 and 
Table 3), and should be mapped to EDCA AC_BE and UP 3 (from Table 4). How-
ever, signalling has the highest priority in Non-GBR traffic, so QCI 5 should be 
mapped to EDCA AC_VI and UP 4. 

• QCI 6, used for interactive traffic, should be mapped to PHB AF32 (from Table 1 
and Table 3). However, QCI 6 is not included in Table 4. Considering QCI 5/6/7 
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together, we suggest QCI 6 should be mapped to EDCA AC_VI and UP4 to keep 
the priority order of UP. 

• QCI 7, used for interactive traffic, should be mapped to PHB AF21 (from Table 1 
and Table 3), and should be mapped to EDCA AC_BE and UP 3 (from Table 4). 

• QCI 8, used for interactive traffic, should be mapped to PHB AF11 (from Table 1 
and Table 3), and should be mapped to EDCA AC_BE and UP 0 (from Table 4). 

• QCI 9, used for background traffic, should be mapped to PHB BE (from Table 1 
and Table 3), and should be mapped to EDCA AC_BK and UP 2/1 (from Table 4). 
However, according to Table 2, UP 2 is not designated, so we suggest QCI 9 
should be mapped to UP 1. 

Considering the above, we present the DSCP-based method of QoS class mapping 
between WLAN and EPS network, listed in Table 5. 

Table 5. QoS class mapping between EPS QCI, DSCP, 802.1D UP and EDCA AC 

EPS 
QCI 

Resource 
Type 

Diffserv 
PHB 

DSCP 802.1D 
UP 

EDCA 
AC 

Services 

1 GBR EF 101110 6  AC_VO Conversational Voice 

2 GBR EF 101110 6  AC_VO Conversational Video 
3 GBR EF 101110 6  AC_VO Real Time Gaming 
4 GBR AF41 100010 5  AC_VI Buffered Streaming 
5 Non-GBR AF31 011010 4  AC_VI Signalling 
6 Non-GBR AF32 011100 4  AC_VI Buffered Streaming 
7 Non-GBR AF21 010010 3  AC_BE Interactive Gaming 

8 Non-GBR AF11 001010 0  AC_BE WWW, etc. 
9 Non-GBR BE 000000 1  AC_BK FTP, E-mail, etc. 

 
Analyzing the QoS parameters (e.g., the IP packet delay, IP packet jitter and IP 

packet error/loss rate) of different QoS classes over the heterogeneous networks, we 
consider that the method of QoS class mapping is feasible and effective. Because the 
end-to-end QoS class mapping is concave (shown in equation (1)), generally its gra-
nularity is subject to the network with coarse-grained QoS. Therefore, the granularity 
of this method is depended on WLAN. The simulations and experiments are discussed 
in the following section.  

 c(u, v) = min{c(u, u1), c(u1, u2), · · · , c(uk, v)} (1) 

4 Simulation and Analysis of QoS Class Mapping 

4.1 Simulation Scenarios  

The OPNET is an excellent simulation platform, which is used to analyze and design 
communication networks, devices, protocols, and applications. However, the current 
version of OPNET does not support PCC architecture, so we design and implement 
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Abstract. Due to the limitations of power consumption and memory capacity, 
the past few years have observed a strong trend of using heterogeneous envi-
ronment equipped with accelerators, such as GPU (Graphic Processing Unit) 
and FPGA (Field Programmable Gate Array), and even MIC (Many Integrated 
Core), to help the traditional SMP (Symmetric Multi-Processing) CPU to speed 
up applications. In this paper, we choose the Intel MIC architecture coprocessor 
as the accelerator and design HostoSink, a runtime system for collaborative 
scheduling based on Pthread task. With the help of runtime characteristics of 
the application and the heterogeneous environment for scheduling the Pthread 
tasks between CPU and MIC automatically and dynamically, HostoSink pro-
vides MIC users with an easier way to gain high performance in heterogeneous 
CPU-MIC environment without the need of optimizing the original Pthread-
based multi-threaded applications manually too much. Experimental results 
show that by using HostoSink, the overall speedup can achieve more than 3x 
speedup compared with the original performance by using CPU only and the 
average amount of data transmission between CPU and MIC is also reduced. 

Keywords: Heterogeneous Environment, Runtime System, Task Scheduling, 
MIC. 

1 Introduction 

Due to the limitations of some physical factors, such as power, interconnection delay 
and chip complexity, the scalability of traditional SMP CPU architecture faces great 
challenges. This situation makes the usage of variety of accelerators more and more 
popular. GPU implements new programming models and languages for high perfor-
mance computing, such as CUDA (Compute Unified Device Architecture) mainly 
developed for the NVIDIA series [1] and OpenCL (Open Computing Language) 
charged by the Khronos Group [2]. Some examples of these works are Quantum 
Monte Carlo, Artificial Intelligence [3], and Ray Casting Simulation on GPU [4]. 
FPGA is another choice due to its flexibility and high performance over the years, 
even though it is not such a common hardware as GPU. FPGA itself is semi-
programmable because it is composed of many logic blocks, which are configurable 
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and interconnected by a reconfigurable general routing structure [5]. Although these 
accelerators are widely used, there are still some obstacles that hinder the efficient 
application design and development in heterogeneous environment equipped with 
such accelerators. 

Traditional accelerators and SMP CPU are built based on very different philoso-
phies. To pack a huge number of cores (or processing units), traditional accelerators 
abandon some advanced features, such as branch prediction, out-of-order execution 
and super scalar, to make cores (or processing units) much simpler [6]. Therefore, 
they are completely different in architecture, instrument type (or flow) and hardware, 
which do not allow existing executable binaries run directly on them. To generate 
correct executable binaries, application designers should learn one or more program-
ming models, languages and some other special skills as it may be even devoted for 
very experienced users. Moreover, as most of traditional accelerators are just designed 
for some specific areas, the limited range of their usage is also a big problem. In addi-
tion, how to make full use of the heterogeneous system’s capacity is another chal-
lenge. First, traditional accelerators are not designed for general purpose computing, 
and only parts of the application are suitable for running on the accelerators. In order 
to guarantee the high performance, we should have a glimpse of both the application’ 
and the accelerators’ features before redesign them for the heterogeneous environ-
ment. Second, to utilize the potentialities of the heterogeneous environment maximal-
ly, it is very important to schedule the suitable parts properly to the accelerators, but 
the traditional scheduling strategies are always static solutions which mean that they 
determine the scheduling during design time and generate the same scheduling result 
at run time when run the application every time. Though these strategies can remove 
some transient task switching and data transmission overhead, the scalability and 
flexibility are greatly affected.  

To overcome the aforementioned obstacles, there is a growing demand of explor-
ing new heterogeneous environment equipped with new accelerator and correspond-
ing programming models and languages to make the application design and develop-
ment easier and more efficient. Our approach is to use the Intel SMP CPU (Intel Xeon 
Product Family) and the Intel MIC architecture coprocessor (Intel Xeon Phi Product 
Family) as the accelerator to construct the heterogeneous hardware environment. For 
convenience, we also call SMP CPU as host-side and accelerator as sink-side in our 
system. Furthermore, based on this environment, we design and implement an abso-
lutely new runtime system, HostoSink, which can schedule the Pthread task between 
host-side and sink-side at runtime automatically and dynamically under the premise of 
ensuring high speedup and high resources utilization rate of the overall system. On 
the whole, there are three basic principles to achieve the targets above. 

1) Statically analyzing and marking the source code of the application to tag the 
potential tasks and initialize the scheduling strategy. Then, generating and managing 
the executable binaries of each potential task both for host-side and sink-side. 

2) Carefully handling the data transmission between host-side and sink-side in or-
der to reduce the overall overhead of the system. 

3) Dynamically and automatically scheduling the tasks between host-side and sink-
side according to the runtime characteristics of the application and the heterogeneous 
environment. 
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With some preliminary configuration, HostoSink does not require application de-
signer to modify the original Pthread-based multi-threaded applications codes too 
much in order to run the application on this heterogeneous CPU-MIC environment 
efficiently. Meanwhile, through using the improved data transmission strategy, the 
amount of data transmission between host-side and sink-side is also reduced. 

The rest of this paper is organized as follows. Section 2 discusses the related 
works. The detail designation and design principles are described in Section 3. Sec-
tion 4 describes the construction of our original system HostoSink and presents the 
performance evaluation. Then, we conclude this work in Section 5. 

2 Related Works 

In this section, we give a brief overview of the related technologies including the 
development of accelerators, typical programming models and languages, and differ-
ent runtime systems in heterogeneous environment. 

The Top500 list in November 2013 [7], as well as recent announcements by the 
TACC (Texas Advanced Computing Center) and ORNL (Oak Ridge National La-
boratory) [8], shows that the next generation supercomputers will use accelerators to 
speed up computing instead of using traditional SMP CPU only. Besides the typical 
accelerators mentioned above, there are still many other novelty attempts. Fan [9] has 
proposed a kind of accelerator for multiple similar loops through high level of custo-
mization and semi-programming to achieve power efficiency and computing speedup. 
Platune [10] is an open source and parametric multicore accelerator, which allows 
designers to parametrically configure it to achieve the goals of performance and pow-
er, etc. Furthermore, simulation results of the application are also available. Tan [11] 
leads the research and development of a heterogeneous platform RAMP (Research 
Accelerator for Multiple Processors) using FPGA, which is used to study multicore 
accelerators (more than 16 physical cores) based on FPGA. 

In early 2013, Intel releases its commercial MIC architecture product, codenamed 
Knights Corner, the branding of the processor product family as Intel Xeon Phi [12]. 
It is worth mentioned that there are 13 of 53 heterogeneous supercomputers in the 
Top500 list, which use MIC architecture including China’s Tianhe-2 Supercomputer 
until November 2013 [7]. Built on simple x86 cores and some customized compo-
nents, the design of MIC allows using standard and existing programming models and 
languages. 

At the beginning, the heterogeneous environment refers to CPU-GPU environment 
mainly and uses Brook or Cg as its programming language [13]. Then, NVIDIA pro-
motes CUDA for its GPU products in order to support them much better. CUDA pro-
vides a software environment in which developers can use C language as the main 
programming language. Moreover, its programming model supports not only auto-
matically extending the C language style source code to heterogeneous CPU-GPU 
environment, but also transparently scaling the existing CUDA application with the 
increasing number of processing units provided by GPU. Just not too long after 
CUDA, Apple develops OpenCL initially, and refines it in collaboration with many 
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technical teams from AMD, IBM, Intel and NVIDIA, and then submits it to the Khro-
nos Group as an open and royalty-free standard. In July 2013, Khronos Group re-
leased OpenCL 2.0 specification, which shows the standard is becoming more and 
more mature and acceptable. Essentially, OpenCL compiles and manages kernels, 
which are actually functions to be executed on GPU at runtime to enable the applica-
tion to make full use of the computing resources. With Intel’s promotion of MIC ar-
chitecture, they provide the corresponding programming models and languages for 
heterogeneous CPU-MIC environment simultaneously. Using extended C, C++ and 
FORTRAN language, we can use the environment in five forms from CPU-centric 
style to MIC-centric style including multicore hosted style, offload style, symmetric 
style, reverse offload style (not supported yet) and MIC hosted style according to the 
applications’ characteristics (serial, highly parallelized, or partially parallelized). 
Based on IA (Intel Architecture), the MIC architecture supports all programming 
models for traditional IA CPU, such as Pthread (POSIX thread), OpenMP (Open Mul-
ti-Processing), MPI (Message Passing Interface) and TBB (Intel Threading Building 
Blocks) [14]. In spite of the differences between instruction sets, we can efficiently 
generate MIC executable binaries by #pragmas primitive, array syntax (used for  
vectorization) or intrinsic functions manually. 

In addition, many other commercial solutions, such as MDC (Microsoft’s  
DirectCompute) and Intel’s ArBB (Array Building Blocks) and many valuable re-
search attempts, such as DSL (Domain Specific Languages) [15] and explorative 
programming model [16] are also available. 

Essentially, the runtime systems are mainly responsible for deciding how and when 
to generate, manage and schedule the tasks.  

From the perspective of function design, there are a variety of runtime systems.  
Farooqui [17] presents a real-time binary translation system for heterogeneous CPU-
GPU environment, which is not suitable for newly proposed platforms. Sujeeth [18] 
presents OptiML, which parallels application implicitly and automatically through 
machine learning. However, it is only suitable for specific DSL as they provide. Gela-
do [19] designs a runtime system for memory sharing between CPU and GPU which 
allow CPU to read GPU’s memory directly, not vice versa, which shows that it is still 
an exploratory work. There are some other similar works, which also design the run-
time system from memory management area [20][21]. Besides, Qin [22] presents a 
dynamic virtual execution system for executing existing general-purpose binaries 
without any modification and recompilation over heterogeneous CPU-GPU environ-
ment, but they just care the functionality, not the overall performance. 

From the perspective of performance goals, many task-scheduling strategies in the 
heterogeneous runtime systems are studied. Augonnet [23] presents a unified plat-
form, StartPU, used for unusual heterogeneous multicore environment. Winter [24] 
schedules thread for heterogeneous many-core environment to achieve power effi-
ciency, but the system’s overall performance is not their emphasis. Their sample-run 
model brings too much overhead. Besides, to make full use of the environment’s re-
sources, Song [25] focus on the load balance between the heterogeneous components. 
Similarly, Bartzas [26] presents their own data management strategy in heterogeneous 
multicore environment to improve their system’s performance. 
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3 Design of HostoSink 

3.1 System Overview 

As shown in Figure 1, the system is designed for large workloads and each of them can 
be split into one or more tasks. Before an application runs in the environment for the first 
time, the original source code of the application is analyzed briefly and automatically to 
generate the potential tasks and the initial strategy for the first scheduling. Respectively, 
we need to record the basic task information, such as total task number, start time and 
characteristics of each task, in each step for the later use. At runtime, we monitor and 
analyze runtime characteristics for both the application and the heterogeneous environ-
ment at first, and then record them similarly time-to-time. According to the information 
recorded by the profiler, we regenerate and reschedule each task to ensure high speedup 
and high resource usage of the whole system. Meanwhile, we also use some improved 
ways to reduce the amount of data transmission between host-side and sink-side. 
 

 

Fig. 1. System architecture overview 

Overall, the entire system is a closed loop system, which can maximize its perfor-
mance as much as possible through self-regulation and self-adjustment. 

3.2 Task Generation and Management 

Task Granularity. The first factor we have to decide is what kind of task granularity 
we should choose for our task generation later. Generally speaking, we can classify the 
granularity into application level, process level, thread level and instruction level from 
top to down. In our system, we choose the thread level granularity for three reasons: 

1) Application level or process level granularity is too coarse for task scheduling, 
therefore the flexibility and accuracy of the system is undetermined. On the contrary, 
instruction level granularity is fine-grained, but it is not practical since we must con-
duct real time binary translation to bridge the gap between the instruction sets. 
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2) Thread level parallelization is much more common as it not only demands much 
less resources than application or process level parallelization but also is more opera-
tional than instruction level parallelization which meets our original goal of efficient 
scheduling. 

3) Thread is the basic scheduling unit of the operating system and the basic func-
tional unit of the processor. So, multi-threaded application is much easier to be scaled 
with more computing resources. 

As we have chosen thread level granularity, the next step is to decide which kind of 
thread we should choose in our system. Pthread and OpenMP are the two typical li-
braries that support multi-threaded programming. However, the scheduling scheme of 
threads is controlled by runtime system when using OpenMP library. So, we choose 
the Pthread-based thread to generate our target tasks. 
Task Generation: As Intel has stated, MIC is mainly designed for scientific applica-
tion of highly degreed parallelism. Correspondingly, we should extract the suitable 
parts of the application and run them on sink-side. In our system, we mainly focus on 
two types of typical parallel-style codes, which are used to generate our Pthread task. 
One is the typical Pthread style code as shown in Figure 2(a). The other is the  
common for-loop style code as shown in Figure 2(b). 

 

 
                   (a)                                 (b) 

Fig. 2. Typical code for generating tasks 

For codes like Figure 2(a), the system just simply extracts the pthread_create func-
tion and other codes it depends on, packs them into a separate sourcefile. To support 
runtime scheduling, the function ifMigrate is inserted before pthread_create function 
to make the decision. At compiling time, the system compiles these source codes into 
two binary versions, one for host-side and the other for sink-side. For codes like  
Figure 2(b), if the inner loop can be vectorized well and its iteration time is large 
enough, the system will divide it into many parallel for-loops and pack them into 
separate threads to generate similar style codes as Figure 2(a). Then, the system will 
deal with it in the same way as Figure 2(a).  
Task Management: As mentioned above, our system is designed for large scale of 
workloads, so a large number of tasks exist in the system simultaneously. To manage 
these tasks correctly and orderly, we use a tuple <ID, TYPE, BF, TP, ST, LRT1, LRT2, 
CT, STATE> to represent a task in the system. Detailed meaning of each element in 
the tuple is as follows: 
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 ID: Unique identifier of a task; 
 TYPE: Type of the task (Pthread or for-loop); 
 BF: Binary file path of the task; 
 TP: Target side to run the task; 
 ST: Start time of the task; 
 LRT1: Last run time on host-side; 
 LRT2: Last run time on sink-side; 
 CT: CPU time on host-side; 
 STATE: State of the task. 

3.3 Data Transmission and Management 

It is known that, the application is a combination of code and data. In previous sec-
tion, we have proposed our task generation and management methods, which solve 
the problem of code management. Correspondingly, we also need to solve the prob-
lem of data management. That is, before we start the task, we have to place the data 
the task needed in the right place, and after the task has done, we have to write back 
the result to the right place, too. Here, the data refers to memory data in our system. 

Using the x16 Gen2 PCIE interface, Intel claims that the data transmission capabil-
ity between CPU and MIC can reach as fast as 6.7GB/s from CPU to MIC and 
6.9GB/s from the contrary direction. Nevertheless, we still need to manage the data 
operation carefully to improve the data transmission efficiency and avoid the unex-
pected mistakes caused by data synchronization as far as possible especially when the 
data transmission is frequent and dramatic. In our system, we use a tuple <ID, T_ID, 
FROM, TO, SIZE> to represent a data transmission. Detailed meaning of each ele-
ment in the tuple is as follows: 

 ID: Unique identifier of a data transmission; 
 T_ID: ID of the corresponding task; 
 FROM: Source of the data transmission; 
 TO: Destination of the data transmission; 
 SIZE: Size of the data to be transmitted. 

For simplicity, our system treats host-side as the master device and sink-side as the 
slave device which means that data is stored in host-side originally and can be trans-
mitted from host-side to sink-side before the task starts and is written back to host-
side after the task finishes. This simplification makes data management more intuitive 
and easier. When a task is scheduled to sink-side, the typical data transmission situa-
tions are shown in Figure 3. 

Figure 3(a) represents the most common and easiest situation. Task i is scheduled 
to MIC and read Data m from host-side, then write data back to host-side as Data n. 
Task j acts in the same manner and is independent of Task i. For this case, we just 
simply transmit data of each task at the right time. Moreover, if the amount of data 
transmission is small and the two tasks are close in time, we can do the transmission 
together to reduce communication overhead. Besides, to avoid the situation that a task is 
blocked for data transmission, we can appropriately transmit data in advance according to 
the task’s ST attribute. Figure 3(b) represents a situation in which Data n is not only the 
output of Task i, but also the input of Task j. To reduce data transmission time, we do not 
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Fig. 3. Data transmission situations 

write back Data n actually if Data n is just an intermediate result. For example, when an 
array is partitioned for several tasks, we just need to transfer the whole array to sink-side 
for the first task and write back the result for the last one. Figure 3(c) shows a typical 
situation of data conflict, we do not do any optimization for this situation. 

3.4 Runtime Task Scheduling 

Generally speaking, the main purpose of task scheduling is to decide when and where 
(host-side or sink-side) to run the task. Specifically, task scheduling is responsible for 
considering all conditions used to comprehensively make scheduling decision. After 
task scheduling, our system loads and starts the task at the right time and the right 
side. Similar to the problem of data transmission, we also treat host-side as the master 
device and sink-side as the slave device. So, the tasks tend to run in host-side original-
ly and be scheduled to sink-side if needed. 

Motivation: As shown in Figure 4, the main advantage of MIC is its high thread sca-
lability. As it can provide up to 60 physical cores and 240 logical threads, application, 
which can be extended to more than 120 threads, can achieve significant performance 
improvement. Besides, the VPU (Vector Processing Unit) of each core is  
extended to 512 bits wide, which is much wider than Intel’s previous products as 
shown in Figure 5. However, simple physical core means low processor frequency 
and poor single-threaded capacity. Each core’s frequency of MIC is as low as 
1.05GHz. In view of these, collecting characteristics of the application and scheduling 
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the suitable tasks the application generating at sink-side and leaving the unsuitable 
ones in host-side at runtime can provide considerable performance. Moreover, we also 
use the heterogeneous environment’s runtime characteristics as an auxiliary schedul-
ing condition to ensure an acceptable load difference between host-side and sink-side. 

Task Scheduling Strategy: Before we introduce our task scheduling strategy, we 
need to do some brief preparations.  

First, to facilitate task scheduling, we organize all the tasks in a FIFO queue. Two 
operations can be performed on that queue: task acceptation (push) and task submis-
sion (pop). All the tasks are generated at host-side and pushed to the queue. Then, we 
schedule the tasks at the beginning of the queue before it is popped out and started. 
The whole procedure of task scheduling is shown in Figure 6. 

 

 

Fig. 6. Main procedure of task scheduling  

Second, we abstract the structure of the application for simplification as shown in 
Figure 7. In order to collect runtime characteristics of the application, the application 
should own multiple kinds of thread and each kind should run multiple times. Be-
sides, each task contains one or more threads with the same style. 

 

 

Fig. 7. Simplified structure of application 
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Third, to describe our task scheduling strategy better, we make some conventions 
as follows: 

Definition 1: Computation Complexity (CC). We calculate CC as (1). We also as-
sume that the lower acceptable limit of CC for sink-side is minCC. 

 CC = CT

LRT1
 (1) 

Definition 2: Vectorization Degree (VD). We assume that the ith vectorized code 
segment’s predicted speedup of a task is Si, the elapsed time is Ti and the task contains 
n similar segments. We calculate VD as (2). We also assume that the lower acceptable 
limit of VD for sink-side is minVD. 

 VD =  

S
i
*T

i
i=1

n



T
i

i=1

n


 (2) 

Definition 3: Workload of Host-side (WoH). We assume that utilization rate of 
host-side cores is Uc and the memory utilization rate is Um. We calculate WoH as (3). 
We also assume the upper acceptable limit of load difference is maxW. 

 WoH  =  
1

(1−U
c
)*(1−U

m
)

 (3) 

Definition 4: Workload of Sink-side (WoS). We calculate WoS in the same way as 
WoH. 

We describe our scheduling strategy as shown in Figure 8. After the default confi-
guration for task scheduling, we pop a task from the queue. Then we compare the CT 
attribute of the task with zero to determine if we run the task for the first time (CT > 
0) or not. If yes, we just schedule it to host-side to collect its runtime characteristics; 
else we extract its runtime characteristics that have been recorded for subsequent 
scheduling steps. Specifically, we schedule the task whose CC attribute is less than 
minCC and VD attribute is less than minCD to host-side. Similarly, we also schedule 
the task whose CC attribute is greater than minCC and VD attribute is greater than 
minVD to sink-side. Then, we schedule the other types of task through the magnitude 
relationship between the current WoH and WoS of the heterogeneous environment. If 
the difference between WoH and WoS is greater than maxW, we schedule the task to 
sink-side. Otherwise, we schedule it to host-side. After the task finishes, if we receive 
the termination signal to stop the scheduling service, we should close the system; 
otherwise we pop a new task and schedule it as above. 

Experimental results show that the scheduling strategy can work correctly and effi-
ciently in heterogeneous CPU-MIC environment. 
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Fig. 8. Runtime task scheduling strategy  

4 Evaluation and Experimental Results 

4.1 Experimental Environment 

The experiments are run in a real heterogeneous CPU-MIC environment and the 
hardware configurations and software requirements are shown in Table 1. We use 
Intel Xeon E5-2620 CPU as our host-side processor and Intel Xeon Phi 5110p as our 
sink-side coprocessor. Besides, we use Intel C++ compiler to generate MIC version 
binaries and install Intel MPSS (Many-core Platform Software Stack) to support un-
derlying interaction. 

Table 1. Parameters of experimental setup 

Host-side 
Hardware Intel Xeon E5-2620, Processor: 12 cores, 24 threads, 

2.10GHz, 256 bits VPU, Memory: 128GB (DDR3) 
OS Redhat Enterprise Linux 6.0 (2.6.32-x86_64)

Software Compiler: Intel icpc (14.0.0), MPSS: mpss-3.1.1-rhel-6.0  

Sink-side 
Hardware Intel Xeon Phi 5110p, Processor: 60 cores, 240 threads, 

1.05GHz, 512 bits VPU, Memory: 8GB (DDR5) 
OS Intel μOS (Linux)

Benchmark Customized applications with hybrid thread types of different computation 
complexity and vectorization degree 

4.2 Speedup 

As Intel has declared, the heterogeneous CPU-MIC environment can provide up to 3x 
greater performance on some highly parallel applications through manual optimiza-
tion compared with Intel Xeon E5 series servers. The experiments show that our sys-
tem can achieve approximate performance without manual optimization. Specifically, 
our benchmark contains three kinds of thread. Thread1 is suitable for MIC. Thread2  
is suitable for CPU. Thread3 works as the background workload and is scheduled 
according to the load difference. 



 HostoSink: A Collaborative Scheduling in Heterogeneous Environment 225 

 

10 20 30 40 50 60 100 120 150 200 300
0

50

100

150

200

250

300

350

S
pe

ed
up

T
im

e(
s)

Thread Number

 CPU                                     
 MIC
 CPU+MIC

10 20 30 40 50 60 100 120 150 200 300

0

1

2

3

4

 MIC
 CPU+MIC

 

Fig. 9. The impact on performance of the number of thread1  

Figure 9 shows the relationship between the number of thread1 and the correspond-
ing performance improvement. We can see that, with the growing number of thread1, 
the heterogeneous CPU-MIC environment can achieve more than 3x greater speedup 
compared with using CPU only. Although the performance declines slightly when 
there are too many threads, the scalability of heterogeneous CPU-MIC environment is 
still better than using MIC only because of CPU’s strong control capacity. 

Figure 10 shows the relationship between the number of thread2 and the corres-
ponding performance improvement. We can see that, with the growing number of 
thread2, the heterogeneous CPU-MIC environment can achieve more than 60x greater 
speedup compared with using MIC only although the performance declines. We can 
also find that the performance of the heterogeneous CPU-MIC environment is still 
much better than just using CPU only because MIC can also take over parts of tasks 
belong to CPU original. 

In short, the experiments prove not only the efficiency of our system but also the 
importance of scheduling the tasks to where they are suitable. 
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Fig. 10. The impact on performance of the number of thread2  

4.3 Data Transmission 

To prove the efficiency of our improved data transmission strategy, we conduct a 
1024x1024 matrix multi-threaded multiplication test (element of the matrix is double 
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precision floating point number). As shown in Figure 11, our improved data transmis-
sion strategy can reduce a large amount of data transmission compared with the origi-
nal strategy. 
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Fig. 11. Test of the efficiency of our improved data transmission strategy 

5 Conclusions 

This paper aims to provide a collaborative scheduling system, HostoSink, based on 
Pthread task in heterogeneous CPU-MIC environment. We schedule the Pthread tasks 
between CPU and MIC automatically and dynamically by using the runtime characte-
ristics of the application and the heterogeneous environment. Our work is imple-
mented in a real heterogeneous CPU-MIC environment and the experimental results 
show that by using HostoSink, the overall speedup can achieve more than 3x greater 
compared with the original performance by using CPU only and the average amount 
of data transmission between CPU and MIC is also reduced through using the im-
proved data transmission strategy of our system. 

In the future, we will optimize our system in following fields: first, we will extend 
our system to support more than one MIC coprocessors to make it more practical. 
Second, we will take more runtime characteristics of application such as cache miss 
ratio into consideration for task scheduling. Third, the future version will support task 
live migration improve the flexibility of our system. 
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Abstract. With explosive growth in data size at era of information,
MapReduce - a programing mode, which can process data in parallel,
has been widely used. However, the original system gradually exposes
some shortcomings. For example, handling skewed data can cause the
imbalance of the system loads. After mapper processes data, the result
will be sent to reducer by partition function. An inappropriate partition
algorithm may result in poor network quality, the overloading of some
reducers and the extension of the execution time of job. In summary,
using an inappropriate algorithm to process skewed data will form a
negative impact on the system performance. In order to solve load im-
balance problem and improve performance of cluster, we plan to design
an effective partition algorithm to guide the process of assigning data.
Therefore, we develop an algorithm named CLP - Cluster Locality Parti-
tion, this algorithm consists of three parts: Preprocess part, Data-Cluster
part and Locality-Partition part. The experimental results illustrate that
the algorithm proposed in this paper is better than the default partition
algorithm in the aspects of execution time and load balancing.

1 Introduction

With rapid growth of information and data, it becomes more and more important
for companies and research institutions to possess a computing system that can
analysis and process large-scale data quickly and efficiently. In this background,
MapReduce[1] has been well known by more and more people. MapReduce, which
presented by Google Company, is a popular programming model for parallel
processing massive data set, and it has been used to multi-field and various
purposes[2][3][4][5].

Hadoop is an excellent open-source implement platform about MapReduce,
such as Facebook and The New York Times are using the platform. MapRe-
duce consists of two stages - Map stage and Reduce stage, data can be pro-
cessed on the two phases in parallel, so it can effectively reduce the runtime
of processing large-scale amounts of data. However, MapReduce is not perfect.
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This method may cause the imbalance of the system loads in some applications,
especially when skewed data are processed. Skewed data appears not only on
the map phase but also on the reduce phase, and can weaken the overall perfor-
mance of the system. In this paper, we propose to use a partition algorithm to
weaken the impact of skewed data on the performance of the system. The process
of partition is that transfer the result from mapper to corresponding reducer.
The common partition method is applying a hash function to each (key, value)
pair and assigning a partition number to each pair. The default hash function
in Hadoop is Hash(HashCode(intermediate key)mod numReducer). This hash
function is efficient when keys equally appear and uniformly distribute. In this
situation, reducers can receive almost the same number of key, valuepairs, and if
reducers own same processing capacity, the runtime of each reducer will almost
same. However, it is not common situation, while the data skew appears. Like
PageRank and join operation, these applications often need to process skewed
data. Therefore, the data cannot be evenly distributed to various nodes. Thus it
is easy to have some negative impacts on the performance of clusters. For exam-
ple, the amount and time of data transmission in the network and the reducers’
loads are increased, and the execution time of job is extended. Therefore, it is
necessary to use an effective and efficient partition algorithm to assign data. In
this paper, firstly, we describe the reason why skewed data causes performance
degradation of MapReduce and then, we present a partition algorithm named
CLP. The CLP partition algorithm includes three main parts. The first part is
preprocess part. In this part, we use random sampling to analyze input data and
use an extra MapReduce job to gather the information we need. The second part
is data-cluster part. This part is to form multiple data-clusters with all data.
The data with the same key will be put into the same data-cluster. The size of
these data-clusters is similar and their number is the same as that the reducers.
The final part is locality-partition that assigns data-clusters to suitable process
node according to data locality. We had tested the CLP partition algorithm, and
it had been proved that the CLP could fix the issue that skewed data caused
and improved performance of cluster very well.

The rest of this paper is organized as follows. We describe the problem which
skewed data caused in detail and take an example in section II. SectionIII talks
about the related work and the solutions about skewed data. In sectionIV, we
present our CLP partition algorithm in detail. Then we use CLP in a real appli-
cation and show the experiments result in sectionV. Finally, we give a conclusion
in sectionVI.

2 Issue Description

2.1 MapReduce Model

There are two main stages in MapReduce - Map and Reduce. In the Map stage,
data is translated into (key, value) format first. Then all data pairs (key, value)
are processed in parallel by Map function and output intermediate values. Fi-
nally, all values associated with the same key will be sent to a same reducer by
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partition function, this process can be called shuffle. In the reduce stage, every
reducer takes partition data as input, and performs the reduce function. Then
reducers output the final results.

Map stage and Reduce stage are connected to the partition part, an important
factor that affects the performance of system. The default partition algorithm
can produce system load imbalance when encounters skewed data[6], because
it only considers key, not their size. The default partition function can equally
distribute keys, so every reducer can process the same number of keys. However,
the input of each reducer is not only key, but a data pair like (key, value) and
the number of values of each key is different, so some reducers may process more
data though keys are equally assigned to reducer. This causes load imbalance of
reducer. In addition, inappropriate partition increases data-transfer volume and
extends transmission time. The output of mapper is sent to the corresponding
reducer according to partition function. Three different locations of node afford
the output of mapper. First, output can be processed at the node where mapper
located. Second, the node that locates in same rack with mapper can be selected.
Third, transmit to the node that locates in different rack with mapper. If the
first condition cannot meet, there is no doubt that this increases the load of
network and the time span of transmitting. Therefore, it is necessary to design
a good partition algorithm.

2.2 Motivation Example

In Fig. 1, there are six keys with data are waiting for processing. The data size of
each key is key1: 6, key2: 8, key3: 10, key4: 13, key5: 20 and key6: 30 respectively,
so the sum of data size is 87. It is load balancing in map part, so each mapper
processes 29 values. After default partition, keys can be evenly distributed to
3 nodes, node 1 processes data set of key1 and key4, node 2 processes data
set of key2 and key5, and the rest data is processed by node 3. Obviously, the
data size that in node 3 is bigger than other nodes. This reveals load imbalance
among reducers and leads to node 3 to be a lagging reducer, so it prolongs the
runtime of the whole job. We use function 4 to measure data locality, so the data
locality about node 1 is 13.8 %, thus 86.2% data transmits from other node or
even in different rack, and so it occupies a mess of network resource and extends
transmission time.

3 Related Work

People have a high requirement against timeliness and resource utilization about
Map-Reduce, so load imbalance ignored before has been paid more and more at-
tention. Kwon et al. [7] made an intensive study of skew. They presented five
types of skew, and proposed five practices to mitigate skew. In paper[8][9], they
give solution to solve the data skew in join operation, but these methods cannot
meet the demand in other applications. When using inappropriate partition al-
gorithm, it can easily cause load unbalance problem among nodes. In the cluster,
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Fig. 1. Issue Description. Keyx: y represent Keyx has y values.

some stragglers will appear. The problem had been described in[1], in this paper,
Jeffrey Dean and Sanjay Ghemawat proposed the backup task that is used to
alleviate the problem of stragglers. However, this method cannot perform well
in heterogeneous environment. Therefore, Zaharia[10] proposed LATE, it defines
fast/slow node and slow/fast task, and evaluates remain completion time of all
task. The method is taking the task that has the longest remain time to fast
node. All previous methods are passively to solve data skew after appearing load
imbalance, which may result in a lot of issue. On one hand, finding a node to in-
stead of straggler will lengthen the runtime. On the other hand, data is processed
again when the task is assigned to a new node. It wastes previous computing
resource. To solve this problem, SkewTune[11] was developed. It repartitions the
unprocessed input data of a task with the greatest expected remaining process-
ing time to an idle node and fully utilizes it. It can achieve good load balance,
but dynamic load balancing method needs more system resource. In addition,
network is transmission media from mapper to reducer, so the network load
is also important essential should to be considering[12][13][14]. Faraz Ahmad
proposed Tarazu[15] algorithm that focuses on network load and reducer load.
There are three parts in Tarazu, 1. CALB is used to estimate network load. 2.
CAS is used to avoid bursty network traffic. 3. PLB to distribute data to reduce
node according to computing power of reduce node. The shortage about Tarazu
is that making process of map discontinuously. It also wastes system resource.

4 The CLP Algorithm

4.1 Design Overview

The default partition algorithm is suitable for the condition that keys equally
distribute and their data size is almost same. If the data set cannot meet this
condition, it is easily to make network congestion and load imbalance. In order
to fix these issues, we develop CLP partition algorithm. The CLP partition al-
gorithm uses a three-parts partition algorithm to handle data skew. The three
stages are preprocess, data-cluster and locality-partition, and it needs to run
two MapReduce phases. The CLP partition algorithm can improve cluster per-
formance in two aspects, one is reducing data volumes that transmit in network,
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and the other is balancing reducer load. We improve network condition based on
data locality, it means that try best to let immediate data stay in original process
node. It not only reduces the transmission data volume, but also shortens the
transmission time. In order to balance system load, the CLP combines the data
set of keys into a number of larger data-clusters, then sends these data-cluster
to reducers. The data size of every data-cluster is nearly equal, so every reducer
processes the nearly equally data volume. It can achieve our goal about load
balance of each reducer.

4.2 CLP Implementation

Preprocess. This is an important part in CLP partition algorithm. In this part,
we use random sampling to sample input data, and get the data distribution
information by using extra MapReduce. The process is shown in Fig. 2. This
part is used to help make partition.

 

                                 Data Set  
    
 
                                       Sample Data 
 
 
                                             Map  
 
  
                                                 
                                          Reduce 
                         
                                                               
                                                                                
                                                                           Make Partition Strategy 

Fig. 2. Extra MapReduce about Sampling

Sampling is used to choose a representative sample from a target collecting
data. It can help us understand the distribution of the overall data after the
completion of analysis of only a fraction of the data, so it can reduce analysis
time. At first, we get the sample by random sampling. Then we use an extra
MapReduce job to analyze the sample data. Finally, we get the information about
data distribution. The preprocess starts before practical MapReduce application.
The CLP partition algorithm is proposed base on this information.

Using sampling instead of asynchronous to gather data distribution infor-
mation has many advantages for Map and Reduce. In MapReduce operating
mechanism, the execution of reduce phase begins after 5% of the map phase
does (5 % is by default)[16]. Like[17], it used asynchronous Map and Reduce to
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get data distribution information. However, we choose using random sampling
to analyze the data size. It doesn’t break the MapReduce process, and doesn’t
need to wait for completing all Map tasks, because we use an extra MapRe-
duce job to gather information before practical MapReduce application. In real
MapReduce application, the intermediate (key, value) pairs can be immediately
assigned to the corresponding reducer. Thus, it saves a lot of waiting time to
reducer. We just need to assign a little resource for sampling MapRedcue job,
which compare with the resource about original MapReduce system consumes
when process skewed data is very little. Therefore, sampling can be used to help
make a partition algorithm.

Although random sampling cannot give us very accurate data distribution
information compare with real data, the sampling error is limited. We use the
unbiased estimator to prove its reasonability, because the unbiased estimator
is often used to evaluate sampling. We assume that Set A is the whole data,
which is sampled by our extra MapReduce job. In this paper, the whole data
is N keys. We do A(k) that presents Set A Bernoulli experiments. Set B is a
sample which sampling from the whole data. Each key has the same probability
(denoted by p) of being chosen in sample. Every key in Set A may be selected by
sampling, it means every key will appear in Set B with probability p, so every
key has two choices, key is selected or is not selected. This condition meets
binomial distribution. We can use formula 1 to present, and use S(k) to present
the process of sampling set B experiments.

S(k) ∼ B(n, p) (1)

If Â(k) satisfies formula 2, it means that Â(k) is unbiased estimator.

E(θ̂) = θ (2)

The process of proof is as follow.
Â(k) = 1

pS(k), so E( Â(k))=E( 1pS(k))=
1
p E(S(k)) = 1

p A(k)p=A(k). Therefore,
we can get a relatively satisfying result.

Data-Cluster. Based on the sampling result, we can gather the approximation
data size (the number of values) of a key. Then we use this information to make
partition algorithm. In this section, we assume that the performance of every
node is same, and every node starts their task at the same time. The node which
has largest data need to process decides the finish time. Uniform distribution
data to each node will fasten the completion time. We use formula 3 (Impact
Factor) to show how each key and their values impact nodes. The greater the SP,
the greater impact on load, and the more processing time it takes the process
node.

In MapReduce, all (key, value) pairs that associated with same key will be
sent to one reducer by partition algorithm, and the number of (key, value) pair
decides data size which need to process. The default partition algorithm is using
a hash function, it just considers how to distribute equally keys while ignores
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the data size of each keys. So it can cause load imbalance among reducers.
In order to balance the load of each reducer when process skewed data, we
design the partition algorithm consider both keys and the number of values.
We design several big data-clusters whose quantity is same with reducer. These
data-clusters are formed by combining some data set of keys, and data size of
each data-cluster is almost same. Then one data-cluster is sent to one reducer.
Therefore, it can balance the load of reducer, because the size of data-cluster is
nearly same. However, it is NP-Hard problem to combine data into data-clusters
and make every data-cluster have similar data size. It is expensive to obtain the
optimal assignment. Therefore, we provide a heuristic partition method to form
several data-clusters; it can achieve sub-optimal load balancing. There are three
steps in data-cluster part. At first, sort keys in descending order base on SPi,
we use SPi to represent the impact to load imbalance. The key with the biggest
SPi is selected at first, and it is send to the smallest data-cluster. The smallest
data-cluster means that the sum of SPi that has been put in is smallest. The
data-cluster part algorithm is as shown in Alg. 1.

ImpactFactor : SPi =
keyiCount

T/RCount
(3)

RCount is the number of reducer. T indicates total number of data:(0<i<the
number of Key). The range of SP is SP≥0. As SPi with small value has a little
impact on processing time, so we sort the keys in descending order according to
their impact factor.

Algorithm 1. CLP Algorithm: Data-Cluster Part

Input:
KSP={(Key1, SP1), (Key2, SP2) . . . (Keyx, SPx)};
RP={RP1, RP2, , RPy};
y=the number of reduce node
RP indicates data-cluster
Initial value=0
One data-cluster send to one reduce node

Output:
RPnew={RP1, RP2, · · · , RPy}

1. Sort SPx //Sort SP in descending order
2. i = 1
3. while i ≤ x do
4. Sort(RPy) //Sort RPj in ascending order
5. Select(Keyi, SPi)max → (RPy)min
6. Calculate(RPy) //RPy =

∑
SPZ

7. i ← i+ 1
8. end while
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Locality-Partition. The data locality is determined by the storage locations
of task and the data. There are three levels about how good the locality is. The
locality is best when the locations of the task and the data are on the same node.
The locality is average when their locations are on the same rack, not on the
same node. The locality is worst when their locations are not on the same rack.
The common rule is that transmit task to the node prefer to transmit data. The
reason is task is smaller than data, so transmit task will reduce wasting network
resource. In Map stage, the computing system uses the method. However, in
reduce part, the system has to transmit data to reduce node, so cannot promise
data locality. Therefore, we hope use the character of data locality to make most
data leave in the original process node, so it just needs to transmit a small part
of data. So, it cannot only shorten network delay, but also reduce occupying
network resource.

After data-cluster part, the step is that assign data-cluster to appropriate
reduce node. Chose an appropriate node can reduce communication traffic and
reduce network transmission time. In our partition algorithm, partitioning data-
cluster to reducer is based on data locality, and we use formula 4 to measure the
data locality.

KLj
i =

KeyjiCount∑j
i=1 KeyjiCount

(4)

KeyjiCount indicates the number of values in Map node j. indicates total
number of data in node j. The bigger value of means better data locality. Then
select the best node according to formula 5, the data-cluster will be sent to the
reducer with the biggest KR values.

KRj =
∑

(SPi ∗KLj
i ) (5)

The locality-partition part is presented in Alg. 2.

CLP Example. In Fig. 3, it shows that the improvement and result when
using CLP partition algorithm to process skewed data. It uses same data with
issue example. At first, using random sampling and an extra MapReduce job
analyze data distribution information. If we ignore sampling error, we can get
accurate information about keys and their values size. Then it will be formed
some data-clusters according to the data-cluster part of CLP. In our example,
it forms three data-clusters, we use c1, c2 and c3 to represent these data-cluster.
One data-cluster sends to one reducer. It is obviously shown that key1, key3
and key4 make up c1, key2 and key5 form another data-cluster c2 and key6 will
in data-cluster c3. Therefore, each data size of data-cluster is 29, 28 and 30.
Although the keys cannot equally appear among reducer, the values that each
reducer needs to process is very closely. It is more fairness to distribute data to
reducer than before, so data-cluster can balance load of each reducer. Finally,
these data-clusters will be partitioned to suit reducer according to KRj. We
partition data-cluster that has max total value of KRj. It is easily find that the
max value is 50% of c3, so c3 is sent to reducer2 at first. In same procession,
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Algorithm 2. CLP Algorithm: Locality-Partition Part

Input:
RP={RP1, RP2, , RPy};
Ry : Reduce node set

Output:
RP={RPy, Ry}

1. Calculate KLj
i

2. Sort RPy //Sort RPy in descending order
3. i = 1
4. while i ≤ y do
5. Calculate KRj //SP from data-cluster RP
6. Sort(KRj) //Sort KRj in descending order
7. RPy → Ry(max KR) //PR
8. Remove node Ry

9. i ← i+ 1
10. end while

c1 is assigned to reducer1 and c2 is partition to reducer3. The worst value of
data locality is 31% and this value is better than the best data locality in issue
example, so it is proved that using CLP reduces the volume of transmission data.
In summary, the CLP partition algorithm meets our requirement, and it can fix
the issue which data skew caused.

 
             Key1: 4 Key3: 5 Key5: 10 Key6: 10 

             Key1: 2 Key2: 2 Key4: 10 Key6: 15 

                Key2: 6 Key3: 5 Key4: 3 Key5: 10 Key6: 5 

               Key1: 6 Key3: 10 Key4: 13  

               Key2: 8 Key5: 20   

               Key6: 30 

Node1 

Node2 

Node3 Node3 

Node2 

Node1 

Fig. 3. CLP Algorithm Example

5 Performance Evaluation

Our test bed runs on Ubuntu 10.10 Server and Cloudera Hadoop 0.20.2. The
test bed contains 12 slave nodes and 1 master nodeand each node has two AMD
Opteron 2212 2.00GHz CPUs, 8GB RAM, and 80GB HDD.

To evaluate CLP against default Hadoop partition algorithm (DP), we use the
WordCount benchmarks without combiner to process real files. The processed
data size of files varied from 1GB to 8GB. We evaluate the CLP partition al-
gorithm from three aspects: 1. Execution time. It is the most basic measurable
standard for a good algorithm, because the purpose of developing algorithm is
reducing processing time. 2. Data locality. We want to reduce the transmit data
and shorten transmission time by using CLP. Better data locality means less
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data will be transmitted in network, so we use data locality to judge the im-
provement of network condition. 3. Skew degree. It is used to judge the fairness
of the distributing data. We use the standard deviation to measure data skew.
The less value of standard deviation means the better fairness.

5.1 Execution Time

As shown in Fig. 4, the execution time of two algorithms increases with the
growth of the data size. The reason is the larger the amount of data, the longer
the execution time of task, it doesn’t relate to algorithm. Compare DP and CLP,
when data size is 1GB, CLP spends more time than DP. The reason is that the
data skew is not obvious (data size of each key is closed) when data size is 1GB.
So the default partition function can nearly equal distribute data to reducer
like using CLP algorithm. Besides, the CLP need preprocess to analyze data,
so it increases the process time. Therefore, CLP spends more time. However,
CLP can decrease the process time when data size from 2GB to 8GB against
DP algorithm. The phenomenon of data skew is more and more obvious, the
shortages of default partition algorithm gradually exposed. Default partition
algorithm cannot make sure that each reducer process equal data size of data,
so some reducers process bigger data size than others. It makes load imbalance
among reducers and produces some lagging reducers, and these lagging reducers
spend more time finishing task. Therefore, the completion time of a whole job
will be prolonged. While the CLP can fix issue that skewed data caused. It
can analyze the data size of each key, and balance load of reducers. So it can
efficiently reduce the process time of whole job.
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Fig. 4. Execution Time

5.2 Data Locality

Fig. 5 and Fig. 6 show the data locality about using different partition algo-
rithms. We regard the standard deviation as standard of judgment. As is shown
in Fig. 5, the average value of data locality that comes from 12 reducers. When
data size is 1GB, we can find that DP can achieve good data locality. The reason
is that data size of each key is small and closed, so each reducer can be assigned
nearly equal data size. It takes a little influence on partition result. Therefore, it
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is closed to data locality of using CLP. But data locality of CLP is still better.
When data size reach 2GB, the data locality of DP is very bad. It exposes the
shortage when using default partition algorithm to process skewed data. While
the CLP partition algorithm shows its outstanding performance. Comparing the
data locality between DP and CLP, we can find that DP improves the data lo-
cality a lot. We can get same result at 4GB and 8GB data size, and the best data
locality appears in 4GB. Better locality data signifies more data stays in original
process node and is processed. It proves that data-clusters are assigned to right
reducer, so more data stays in original node and data size that transmitted in
network is reduced, thus transmission time is shortened. In addition, we make a
presentation about data locality of 12 process node between DP and CLP when
data is 4GB. As shown in Fig. 6, it is easily to find that the highest value of
data locality is beyond 60% by using CLP partition algorithm, but the highest
value of data locality in DP partition algorithm is only beyond 25%. Besides,
the lowest value of data locality in CLP is also more than the highest value of
DP, it is very clear that CLP partition algorithm can make more data stay in
original process node to be processed, so it can decrease the transmission data
among nods during shuffle phase. In a summary, the CLP partition algorithm
can help improve the network condition of whole cluster.
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5.3 Skew Degree

As is shown in Fig. 7, in the smallest data set, the data skew degree between DP
and CLP are closed, because the number of values of each key is much closed,
keys can nearly equally be distributed to reducer by DP, so reducers process

Fig. 7. Skew Degree
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nearly equally data size of input. However, with the growth of data skew, the
CLP can improve the data skew degree more and more efficient. While it also
shows a trend of weakening the improvement, because some keys with very big
data affect the performance of CLP.

6 Conclusions

In MapReduce, network condition and system load are very important factors
affecting the performance of cluster. In this paper, we show the issue that skewed
data caused, and present a partition algorithm that based on data locality. The
CLP partition algorithm consists of three parts. In preprocess, we use random
sampling to gather useful data information. Data-Cluster part is in order to
make sure balancing load of each reducer. Locality-Partition part is used to
partition data to right reducer. Three parts work together can solve the problem
that skewed data caused, so it can improve the cluster performance well. In
the future work, we intend to conduct more experiments to evaluate CLP with
different applications and take a comprehensive study on how to perfect our
partition algorithm.
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Abstract. Dynamic Transportation Information Service has penetrated into 
residents’ travels. The current problems that transportation information services 
face are variable such as real-time traffic forecasting, traffic managing and traffic 
induction. The above problems are related to the quality of historical traffic 
condition data. Due to a limited of GPS data collecting, the collected GPS data 
which scarcely covers the whole road network leads to incomplete and error 
traffic condition data. In consequence, two serious problems of traffic condition 
data quality manifest in incompleteness and low accuracy. This paper extends 
RD-PCA method which preliminarily focuses on the accuracy of imputing to 
prevent the estimating results from being impacted by outliers and aims at 
guaranteeing the completeness of imputing. The method excludes error data 
taking data quality measurement criterions. By adopting a measure factor, this 
method detects outliers and standardizes them, then constructs a robust feature 
space and imputes the missing data. The experimental results show that the 
proposed method can guarantee a high completeness and high accuracy under the 
condition of different missing rates.  

Keywords: Imputing missing data, robust feature space, outliers detecting, 
accuracy. 

1 Introduction 

Dynamic transportation information service (TIS) has penetrated into many aspects of 
citizens’ travel. The more travel demands arise, the more demands for good 
transportation information services will be produced. Current problems that 
transportation information services face are variable such as real-time traffic 
forecasting, traffic managing and traffic induction[1]. The above problems are related 
to historical traffic condition data quality. High-quality traffic condition data can 
outstandingly supplement transportation information services. However, due to a 
limited number of GPS data collecting devices, as well as accidental data transmission 
failure and imperfect data processing systems, collected GPS data which scarcely 
cover the whole road network leads to incomplete and error traffic condition data. 
These data are output by traffic condition data computing system (TCDCS) [3]. In 
consequence, two serious traffic condition data quality problems are represented as 
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incompleteness and low accuracy. The problems are urgent to be resolved to support 
superb TIS. 

Some notable imputation methods include historical mean method(Li L et al.2013), 
Kalman filter method(Guo J et al. 2014), time series modeling(Tan H et al.2013) , 
non-parametric regression method (Chen C. et al 2003), classical PCA method(Qu L. 
et al. 2009), and PPCA method(Qu L. et al. 2009). These have been shown to perform 
well in their respective context, it turns out that their fatal defects in detecting and 
handling outliers will affect the accuracy of imputing and lead to another problem of 
data quality. In addition, they are not suited to impute missing values when the 
missing rate is high.  

This paper extends a new effective method called Principal Component Analysis 
based on Robust Distance (RD-PCA) to detect outliers and impute missing values. 
RD-PCA method excludes error data by taking data quality measurement criterions 
and detects outliers by adopting a measure factor called robust distance. Missing 
values are finally imputed by constructing a robust feature space. Three experiments 
were conducted to analyze and discuss the accuracy and completeness of imputing. 
The experimental results show that RD-PCA is superior on accuracy compared with 
existing methods and can guarantee a low missing rate after imputing. Three main 
contributions can be made as below:  

─ Continuous and intermittent missing values partition. This method adopts  
three measurement criterions to exclude error data. To impute missing data, we 
partition missing values into continuous and intermittent missing values, and adopt 
different algorithms to impute them relying on their respective missing data  
features. 

─ An algorithm to detect and standardize outliers. The algorithm preliminarily 
adopts a measure factor to detect outliers and constructs a robust feature space to 
minimize the impacts of outliers. The method guarantees a high accuracy of 
imputing and completeness of imputing when the missing rate is not quite high.  

─ A supplementary of high accurate and complete traffic condition data. 
RD-PCA method has been used to impute missing data in application domain. It is 
proved to have the ability to support TIS by a supplementary of high accurate and 
complete traffic condition data.  

The rest of this paper is organized as follows: In section 2, we summarize some 
previous works. In Section 3, we present the RD-PCA method. Section 4 reports 
experimental results and related discussions, and finally, we conclude in Section 5.  

2 Related Work 

There are plenty of imputing techniques proposed in literature (King et al.2001, 
Graham et al. 2003, Schafer and Kam 2003). Amount of missing data imputation 
methods have been proposed specifically for traffic missing data (Schafer J L, 
Graham 2002, Smith and Conklin 2002, Fabritiis and Ragona et al. 2008). Some 
methods specifically discussed for traffic condition data have attracted great 
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attentions. These include historical mean method(Li L et al.2013), Kalman filter 
method(Guo J et al. 2014), time series modeling(Ye Q, et al.2012), non-parametric 
regression method (Chen C. et al 2003), classical PCA method(Qu L. et al. 2009), and 
PPCA method(Qu L. et al. 2009). Here we will only review some notable work due to 
space limitation.  

Historical mean method (Du B et al. 2008) advocated for the first time is popular in 
that it imputes missing traffic condition data of one road-link with means of all known 
historical depending on traffic periodicity. This method can guarantee the 
completeness of imputing because outliers will be balanced as long as the amount of 
historical data is large enough. However, imputing values may deviate from ground 
truth values in consideration of that the contemporary traffic conditions are not alike 
but similar. Chen C. et al. (2008) put forward non-parametric regression-based 
method (NPR) which further imputes missing data by finding a data sequence from 
historical data sequences that proximately partly matches the current missing data 
sequence. Hence this method prefers to impute missing data directly from historical 
data rather than estimate an approximate value. However, the imputation method is 
terrible under normal traffic conditions. What’s more, accumulating errors will exist 
when performing and the accuracy of imputing will be affected.  

Although historical mean imputation method and non-parametric regression 
imputation method are frequently taken for missing value imputation, they both suffer 
from some defects. They neglect the fact that traffic flows may fluctuate significantly 
from day to day and contain stochastic variation within the same day. While the 
classical PCA-based method (Howard W. J. 2012) and PPCA-based method (Qu L.  
et al. 2009) consider an adaptive fusion of historical and in-a-day information, they 
outperform the historical imputation methods. CPCA method tries to explain the 
covariance structure of data by means of a small number of components. These 
components are linear combinations of the original variables, and often allow for 
interpretation and better understanding of different sources of variation. 
Unfortunately, both the classical variance and the classical covariance matrix are very 
sensitive to outliers. So the disadvantage of this method is that the first components 
may not capture the variation of the regular observations once outliers are  
presented. 

Therefore, the above imputation methods above relying on historical traffic 
condition data have their fatal defects respectively. Estimate results of HM, CPCA 
and PPCA methods will be impacted severely by those outliers that cannot be 
neglected when adopting historical data. NPR method effectively adopts historical 
data in abnormal traffic conditions to minimize the gap between estimate values and 
ground truth values prominently. However, it performs terribly in imputing missing 
data under normal traffic conditions. 

Hence, we are motivated to propose a new method to detect outliers effectively and 
improve accuracy and completeness of imputing. Afterwards, we conduct 
experiments to compare our proposed method against them. 
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3 RD-PCA Method 

In this section, we firstly summarize the quality of original traffic condition data and 
classify abnormal data into error data, outliers and missing data. Then, three parts of 
this method are described which are extracting traffic condition data feature, 
excluding error data and imputing missing data in detail. 

3.1 Traffic Condition Data Quality 

Definition 1. Missing Rate ε [8] ε  is defined as the degree to which missing values 

are presented in the attributes as required. Here we parametrically denote

100%imp

total

n

n
ε = × , where impn  represents number of missing values, and totaln  

represents number of measured values.  

Traffic condition data quality can be affected by many uncertain factors such as 
broken GPS devices, accidental data transmission failures and abnormal data. In this 
paper, we classify abnormal data into error data, outliers and missing data.  

Error Data. Suppose that GPS data collected by GPS devices can accurately reflect the 
traffic condition of one road. Due to defects of TCDCS, those outputting data which 
cannot reflect the traffic condition at that time are called error data. To prepare eligible 
data for imputing, error data have to be excluded from historical data with a measure 
criterion which is validity σ [8]. 

Outliers. Abnormal traffic conditions like traffic accidents, traffic congestions and 
traffic controls lead to data’s deviation from those data in normal. These data are 
called outliers, which are output by TCDCS based on collected GPS data and 
accurately reflect traffic condition at that time.  

Definition 2. Robust Distance[9] 

Suppose that the original data matrix

11 12 1 1
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t
p

t
i i ip i

t
n n np n

x x x x

x x xX x

x x x x

  
  
  
  = =
  
  
  

   


    


    



, t
ix , n  and 

p  represents respectively the ith vector, number of vectors and number of variables. 

Then robust distance ( ) ( ( )) (cov( )) ( ( )), 1,2,T
i i id x x med x x x med x i n+= − − = 

[10], where ( )med x  is the classical mean vector of x  and 

1 2( ) ( ( ), ( ), , ( )) , 1,2,T
j j jpmed x med x med x med x j n= =  . 
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If 2
0.025( ) ( )id x pχ≥ [10], ix  is an outlier, otherwise it is a normal one. 

Missing Data. Due to a limited number of taxis and uneven distribution of taxis, not 
all the GPS data can be collected and traffic condition data cannot be obtained 
entirely through TCDCS based on the incomplete GPS data. These existing data 
which are not output by TCDCS are called missing data. In order to impute the 
missing part of data, here we divide missing data into two types: continuous missing 
values and intermittent missing values. 

3.2 Extracting Traffic Condition Data Feature 

Definition 3: Road-link Missing Data Feature Area of 0link  

Suppose that 0link  is a link of road-network nR , the 2nd adjacent road-link set[4] 

of 0link  is 2Sl
adj .As shown in Fig. 1, assume that data of 0link in m days are stored in

TD . The data of n  timestamps in the thi  day are denoted as 

1 2( ) ( , , , , , ) ,1 ,1T T
i i i ij ing i m j nα α α α= ≤ ≤ ≤ ≤  .
'
, , 1 , 2 , ,( ) ( , , , , , )T T

k i k i k i k ij k ing α α α α=    , 1 k m≤ ≤ , 1 i l≤ ≤ , 1 j n≤ ≤ where 
'
,( )T

k ig  represents data of n  timestamps in the thi  day ,and l represents 

0

2( )linkCard LS  . The traffic condition feature data are denoted as

1 2( , , , , , ) , (1 )T T
k mD G G G G k m= ≤ ≤  . 

 

 

Fig. 1. Road-link Missing Data Feature Area of 
0

link  

3.3 Excluding Error Data  

Original traffic condition feature data matrix TD consists of error data, outliers and 
missing data. To impute missing data, we have to exclude error data from the matrix 
by the following steps.  
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Step 1:Exclude error data by calculating stability μ [8] and validity σ [8] of ( )T
ig  

and to construct 'TD .For each 'T
ij Dα ∈ and i Dβ ∈ , replace the inconformity values 

with 0 and reconstruct 'TD  and D . 

Step 2: Merge missing data segment described as '
0 1 2 1( ) ( , , , , , , ) ,(1 )T T

q q ng q nγ γ γ γ γ+= < < 
.Let 1 2( )T

qA γ γ γ=   1 2( ) ,1T
q q nB q nγ γ γ+ += < < , ( )T T TG A B= . 

A and B  are missing data segment and complete data segment. G represents the 
matrix of traffic condition data of 0link . 

Step 3: Assume that 'X  is a data matrix of historical traffic condition data made up of 

historical traffic condition data of 0link  and its adjacent road-links. 
' ' ' ' ' ' '

1 2 1,1 1,2 1, ,1 ,2 ,( , , , , , , , , , , , , )T
d l m m m lX g g g g g g g g g=     .It is formalized as ( )' ' '

A B
X X X= , 

where ( )'

1 2 1 2 2 1 1 2 ( 1)B d l l l ml ml l mX f f f f f f f f f+ + + + + +=     . '( )T
AX  consists 

of the first q  vectors of '
,( )T

k ig . '( )T
BX  consists of the last ( )n q−  vectors of '

,( )T
k ig . 

After the above steps, data matrix 'X is constructed by vectors of missing data, 
vectors of complete data in feature days and vectors of complete feature data of 
adjacent links.  

3.4 Imputing Missing Data 

After excluding error data, the process of imputing missing data consists of four parts: 
imputing intermittent missing data, detecting outliers, constructing robust feature 
space and imputing continuous data. The following section describes those methods 
in detail. 

• Imputing Intermittent Missing Data   

For intermittent missing data which can be described as 
0 1 2

( ) ( , , , , , ) ,(1 )
T T

j n
g j nβ β β β= ≤ ≤  , 

we suppose that the value of jβ  is missing, then 
1 1

2
j j

j

β β
β + −+

= . 

• Detecting Outliers 

To detect outliers effectively, we regard robust distance ( )id x (mentioned in 
Definition 2) as a measure factor. Outliers are detected by gradually increasing 
calculation data points into data point set and extracting normal and outliers from the 
whole data set. The algorithm detects and standardizes outliers as below:  

Step 1: Create an original data point set BM of B (mentioned in 3.3), which contains 

m samples taking from '
BX , where 1 2{ , , , , , }, 1,2, ,B s mM f f f f s m= =   . n  and 

p  represent row and column of '
BX .When n p> , 1m p= + , otherwise 3 5m≤ ≤ . 

Calculate ( , ), ( 1,2, , )s Bd M B s m=   which is the distance between sf  and B ; 
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Step 2: Sort , )( ), ( 1,2, ,B Bs Md s m=   in ascending order; 
Step 3: Let 1m m= + ，if m n= ，go to Step 7; otherwise go to Step 4; 

Step 4: Sort 
s

f on basis of ,( )
Bs

BMd  in ascending order and create '
BM , which is 

' ' ' ' '
1 2{ , , , , , }, 1,2, ,B s mM f f f f s m= =   ; 

Step 5: Create 
B

Q  which contains the first k vectors of '
BM ,

' ' ' '
1 2{ , , , , , },1B i kQ f f f f i k= ≤ ≤  ,where mk α= ×   . Calculate ,( )s B BMd again 

between 
s

f and B . ,( ) ( ( )) (cov( )) ( ( ))
T

s B s B B s BB QM f med M f med Md += − − , where 

)( Bmed M  is the mean of 
B

M  and cov( )
B

Q  is the covariance deviation of BQ ; 
Step 6: Go to Step 2; 

Step 7: If 2
0.025( , ) ( , )s Bd M B m pχ≥ , sf  is the outlier and add sf  to outlier set XN , 

otherwise add it to normal set XA . 

Finally, 
1n pXN ×  and 

2n pXA ×  are constituted where 1 2n n n+ = . 

• Constructing Robust Feature Space[11]  

To constitute robust feature space, the normal matrix 
2n pXA ×  has to be 

standardized firstly. The operation is reducing the data space to the affine subspace. A 
convenient way to standardize it is to make a singular value decomposition of

1n pXN × . 
The steps are described in detail as follows. 

Step 1: We firstly get R descending eigenvalues after SVD,

11 2 ,1 ( )i p n pi rank XNλ λ λ λ ×≥ ≥ ≥ ≥ ≥ ≤ ≤  , and calculate accumulating 

contribution rate[9] η  of the first k  values. k   is meeting the demands only if 

1

1

1

90%,1 ( )

k

i
i

n pp

j
j

k rank XN
λ

η
λ

=
×

=

= ≥ ≤ ≤



. 

Step 2: Calculate the mean vector 1 2( , , )T
pμ μ μ  of 

1n pXN ×  and standard 

deviation 1 2( , , )T
ps s s by

1

1

2

1
1

1 1

( )
, ,1 ,1

1

n

n ij j
i

j ij j
i

XN
XN s i n j p

n

μ
μ =

=

−
= = ≤ ≤ ≤ ≤
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Step 3: Standardize 
2n pXA ×  by 1 2( , , )T

pμ μ μ  and 1 2( ), , T
ps s s . Standardized 

matrix can be represented as
2n pZ × , so we can get 

2 ,n pZ  where 

2,1 ,1ij j
ij

j

XA
z i n j p

s

μ−
= ≤ ≤ ≤ ≤ . 

'Z is the first k (Step 1) vectors of 
1 1,n nS  described as 

1

'

n kZ × .
2n kZ ×  consists of 

the first k vectors of 
2n pZ × . n kZA ×  can be described as 

2n kZ ×  and 
1

'
,n kZ . So '

AX  

can also be standardized like this and complete data matrix ( )n q kZA × + . Finally, the 

robust data matrix is ( )n q n kZ ZA ZA× ×= . 

• Imputing Continuous Missing Data 

Suppose that the robust feature space matrix is Λ , then 

1 2 1 2

1,1 1,2 1, 1, 1 1, 2 1,

2,1 2,2 2, 2, 1 2, 2 2,

,1 ,2 , , 1 , 2 ,

q q q n

q q q q k

q q q q k

A B

n n n q n q n q n q k

Z Z Z Z Z Z
A BG

Z Z Z Z Z Z
Z ZZ

Z Z Z Z Z Z

γ γ γ γ γ γ+ +

+ + +

+ + +

+ + +

 
 
      Λ = = =        
 
 
 

 
 
 

       
 

 

where AZ  consists of the first q column of Z and BZ consists of the last k column of

Z .Let 
~ ~ ~ ~

T
1 2 qx = ( x ,x , ,x ) ,

~ ~ ~

1 2

T

1 2 q q
B x + x + + xγ γ γ≈  . 

Then the problem of imputing the missing part transforms to that of resolving the 
best-fit curve through the least-square curve fitting algorithm [12].  

Finally we can get A  by 
~

T
x A B 2

x = min Z x - Z  and Ax B= . 

4 Experimental Results and Discussions 

In this section, we propose a measurement criterion to verify the performance of our 
method. Afterwards, we conduct three experiments to verify the accuracy and 
completeness of RD-PCA method, and discuss the experimental results as well. 
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4.1 Performance Measurement Criterion 

The accuracy of imputing is measured by Root Mean Square Error (RMSE)[8], which 

is a frequently adopted error measurement criterion reflecting an average performance 

of imputing. It is defined as

2

1

( )
M

i i
gro est

i

t t
RMSE

M
=

−
=


, where M , i
estt and i

grot  are 

data quantities, estimated missing dataset and original dataset. 

4.2 Comparison on Accuracy of Four Methods 

Experiment 1 was done to make a comparison on accuracy of four imputing methods, 
i.e. HM, CPCA, NPR and RD-PCA. The experiment randomly selected a road link 
‘59567200853’ of Grade 2 located in 4th outer-ring. The missing rate of its traffic 
condition data was 1.77% on 3rd Dec, 2012. These data of 288 timestamps were 
evacuated in six kinds of missing rate, i.e. 10%, 20%, 30%, 40%, 50% and 60% 
respectively on basis of the changing trend of taxi quantities. Fig. 2 manifests six results 
of evacuated data. In Fig. 2, each abscissa represents 288 timestamps and each ordinate 
represents speed of the link in that day. Red curves (points) stand for existing traffic 
condition values and blue curves (points) stand for the missing traffic condition values. 
 

 

Fig. 2. Data distribution of different missing rate 

We adopted the four methods above to impute six groups of missing data. The 
imputation results are shown in Fig. 3, which is made up of six blocks representing the 
estimating results of six missing rates respectively. The missing rates from 60% to 10% 
match six blocks respectively from the upper left one to the lower right one. In each 
block, the abscissa and ordinate represent 288 timestamps of the day and average speed 
of the link. 
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Fig. 3. Results of different missing rates(10%～60%) 

 

Fig. 4. RMSE of four methods 

In accordance with the imputation result, RMSEs of imputation results were 
calculated and shown in Fig. 4. The results indicate that imputation accuracy of four 
methods varies with different missing rates. RD-PCA method is better than the other 
three methods whatever the missing rate is. In Fig. 4, the abscissa and ordinate stand 
for missing rate and RMSE. When missing rate is between 10% and 40%, NPR is the 
worst. The result also implies that when missing rate is higher than 50%, CPCA is 
better than HM and NPR. Besides, it is obvious that RMSE of our method varies at a 
certain curvature and it is still lower than 8% even if the missing rate is 60%. 

Considering the experimental results of various missing rates, we confirm that 
RD-PCA method is superior to the other three. When the missing rate is low, four 
methods perform similarly. However, HM method performs terribly when the missing 
rate is high because it almost entirely neglects the specific features of traffic 
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conditions. NPR method is impacted by accumulated error during the performance. 
We assume that the accumulated error amplifies along with increasing missing rate.  

The result that RD-PCA method is better than CPCA method is attributed to that 
the feature space constructed by CPCA method will be impacted by outliers while 
RD-PCA method will not be.  

4.3 Analysis on Imputation Completeness 

In Experiment 2, 381 road-links of the 4th inner ring were selected to impute the missing 
data in the whole month of December, 2012. The experiment chose missing rates of 3rd 
Dec(Monday),4th Dec(Tuesday),7th Dec(Friday) and 8th Dec(Saturday) and then 
showed the distributions of missing rates before imputing in Fig. 5.  

 

 

Fig. 5. Distribution of missing rates (before) 

In this figure, the abscissa represents the missing rate which is divided into 10 
sub-intervals defined as 0.1 0.1 ( 1)], ( , 0 10)( ,iRI i i N ii × + ∈ ≤ <= × .The ordinate represents 
proportion of number of links in each sub-interval.  

The result implies that various missing rates affect completeness of imputing.  
Fig. 5 shows that most missing rates of experimental links are between 10% and 40%. 
We adopted RD-PCA method to impute the missing data of all these road links. The 
missing rate distribution after imputing is shown in Fig. 6. The result indicates that 
the missing rate after imputing is lower than 5%. 
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Abstract. An effective virtual machine allocation and scheduling al-
gorithm can improve the utilization of physical servers, lower energy
cost and improve the overall performance of datacenters. Current virtual
machine scheduling algorithms mainly focus on the initial allocation of
VMs based on the CPU, memory and network bandwidth requirements.
However, Caused by finish of jobs or expiration of lease, related virtual
machines would be shut down and leave the system which generate plenty
of resource fragments. Such fragments lead to unbalanced resource uti-
lization and the communication performance may decline significantly.
This paper studied the network influence on some typical applications
in datacenters and proposed a self-adaptive network-aware virtual ma-
chine re-scheduling algorithm to maintain an optimal system-wide sta-
tus. Our algorithm had two stages. In the first stage, we checked whether
re-scheduling was necessary and in the second stage perform a heuris-
tic re-scheduling to lower communication cost among VMs. We use two
benchmarks in a real environment to examine network influence on dif-
ferent tasks. To evaluate the advantages of the proposed algorithm, we
also build a cloud computing testbed. Real workload trace-driven simu-
lations and testbed-based experiments show that, our algorithm greatly
shortens the average finish time of map-reduce tasks and reduced time
delay of web applications. Simulation results showed that our algorithm
considerably reduced the amount of high-delay jobs, lowered the average
traffic passed through high-level switches and improved the communica-
tion ability among virtual machines.

Keywords: Data Center, Network-Aware, Virtual Machine Re-
Scheduling.

1 Introduction

With the development of virtualization technology and promotion of the con-
cept of cloud computing, a growing number of users, especially small and medium

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 255–269, 2014.
c© Springer International Publishing Switzerland 2014



256 G. Luo et al.

enterprise users choose to lease computing resources from large cloud comput-
ing providers like Amazon and Google instead of building their own computing
facilities. Increasing demand for cloud computing resources poses a challenge to
efficiently managing users’ request and physical resources.

Traditional researches usually focused on improving resources such as CPU
and memory utilization by introducing intelligent virtual machine placement al-
gorithms [2][3] and periodically virtual machine consolidation [4]. These studies
often turned the problem into multi-dimensional classical bin-packing problem
which is known to be NP-hard and solved by heuristic algorithms. Recently,
more studies paid their attention to improving communication ability of virtual
machines since numerous of distributed computing tasks like map-reduce have
been deployed into datacenters. Such distributed computing tasks involve mas-
sive data transfer among VMs which require high network bandwidth guarantee.

Since distributed tasks require high bandwidth to guarantee their perfor-
mance, cloud managers have to assign VMs with large mutual bandwidth
usage to host machines in close proximity. However, though a variety of network-
aware virtual machine placement algorithms have been proposed, at the best
of our knowledge, none of these researches considered a specific network-aware
re-scheduling algorithm. Caused by finish of jobs or expiration of lease, related
virtual machines would be shut down and leave the system which generate plenty
of resource fragments. Such fragments lead to low resource utilization as well as
increased network delay. Therefore, we designed a self-adaptive network-aware
virtual machine re-scheduling algorithm which automatically detects resource
fragments and high cost network communication VMs and then re-schedules
them through appropriate live migrations. The target of our algorithm is to
maximize communication ability among VMs to improve their performance with
relatively low cost.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 introduces the datacenters’ architecture and analyzes the network in-
fluence on typical application in datacenters. Section 4 formulates the virtual ma-
chine placement and re-scheduling problem and proves the complexity. Section 5
explains the proposed self-adaptive network-aware virtual machine re-scheduling
algorithm. After that, Section 6 presents the experimental results in simulation
and in our cloud computing testbed and Section 7 gives the conclusion of this
paper.

2 Related Work

Meng Wang et al. [1] formulated the virtual machine consolidation into a
Stochastic Bin Packing problem and proposed an online packing algorithm. Zhu
Jiang et al. [17] studied the problem of virtual machine allocation under the con-
sideration of providing bandwidth guarantees and proposed an online allocation
algorithm for tenants with homogeneous bandwidth demand, which aimed to
improve the accuracy of existing algorithms. Meng et al. [5] proposed a traffic-
aware virtual machine placement algorithm to improve the network scalability
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which tried to allocate VMs with large mutual bandwidth usage to host ma-
chines in close proximity. Alicherry et al. [6] extends the network-aware virtual
machine placement problem into distributed Cloud. They divided the problem
into two stage, firstly choosing datacenter and then choosing rack and server
and proposed a 2-approximation algorithm. And Jiang et al. [7] study a joint
tenant (e.g., server or virtual machine) placement and routing problem and gave
an approximation to minimize traffic costs. Ofer Biran et al. [9] proposed a
heuristics Network-Aware VM Placement algorithm which trying to allocate a
placement that not only satisfied the predicted communication demand but was
also resilient to demand time-variations. Wilson et al. [14] studied influence of
bandwidth on web applications in datacenter and proposed a deadline-aware
control protocol to lower flow latency and improve burst tolerance.

Breitgand et al. [16]studied the cost of reconfiguring virtual machines in re-
sponse to workload variations. they observed that live migration requires a
significant amount of spare CPU on the source server and if spare CPU is
not available, it impacts both the duration of migration and the performance
of the application being migrated. Alexander et al. [12] introduced network
topology aware scheduling models which took workload characteristics, net-
work bandwidth requirements of migrations and network topologies into account.
Shrivastava et al. [10] studied the inherent dependencies between VMs and the
complex load interactions between the underlying physical server. They intro-
duced an application-aware virtual machine migration algorithm which incorpo-
rated inter-VM dependencies and the underlying network topology into virtual
machine migration decisions.

3 Datacenter Architecture and Typical Application

The most typical network structure in datacenter is a tree or tree-like topology
which can be described in Fig.1(a). Fig.1(b) is our cloud computing testbed. In
datecenter, each physical server directly connects to one rack switch and each
rack switch connects to a group switch (aggregate switch). Finally, each group
switch connects to top level switch. In the tree structure, the bandwidth of
higher level switch is shared by lower level switch which leads to decrease of
bandwidth in inter-group communications. However, two typical type of appli-
cations in datacenters, distributed computing and 3-tier web application, both
involves large data transfers which apparently requires high network bandwidth
guarantee. Therefore, in this section, we researched on the communication influ-
ence on these two applications. We use phrase tree-level as the meaning of the
level of network tree which traffic passed through.

3.1 Distributed Computing Scenario

Leasing datacenter’s resources to run temporary distributed computing task is
one of most popular applications in cloud computing and map-reduce is a typical
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(a) Abstract Network Architecture (b) Experimental Cloud Comput-
ing Testbed

Fig. 1. Network Architecture

type of distributed computing. Therefore, we choose PUMA 1, a map-reduce
Benchmark, to test the network influence on the performance of MapReduce
Jobs. We did our experiment under two situations, network traffic normal and
overload. We compared job’s finish time in different ways of virtual machine
placement under these two situations.

As left part of Table 1 shows, MapReduce job’s average finish time prolongs
with tree level rises. And when traffic is overloaded, the negative influence on
the performance of MapReduce jobs becomes more conspicuous.

Table 1. Network Influence on Tasks’ Performance

Finish Time
Tree Level

1 2 3

Normal 1145 1262 1457

Overload 1174 1337 1807

Response Time(ms)
Tree Level

1 2 3

Normal 45 46 48

Overload 53 64 92

3.2 Web Application Scenario

Current Web Applications normally use 3-tier architecture. Considering the per-
formance, the manageability and the robustness, developers would choose to de-
ploy each tier into different physical machines or virtual machines. Therefore, the
communication ability between VMs affects the overall performance of Web Ap-
plication. RUBiS 2 is an auction site prototype modeled after eBay.com which is
used by us to evaluate the performance of application servers (virtual machines).

As right part of Table 1 shows, in normal situation, average response time
almost stay same when tree level rises. However, when traffic is overloaded,
average response time increases quickly with tree level rises. The response time
in worst case nearly doubled compared with the best case.

1 Purdue MapReduce Benchmarks Suite
http://web.ics.purdue.edu/~fahmad/benchmarks.htm

2 Rice University Bidding System, http://rubis.ow2.org/

http://web.ics.purdue.edu/~fahmad/benchmarks.htm
http://rubis.ow2.org/
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4 Virtual Machine Placement and Re-Scheduling

In the previous section, we found that the tree level where inter virtual machine
traffic passed through have a strong impact on the performance of distributed
computing and web application tasks. In addition, after a long time running,
some virtual machines would be shutdown or deactivated because of the job
on them has finished which may lead to resource fragments. These fragments
will lead to scattered task phenomenon (eg. a task’s virtual machines have been
allocated into different racks even different rack groups). As Fig.2 shows, as time
goes on, the amount of scattered task rises.
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4.1 Virtual Machine Placement

To decrease the amount of scattered tasks, firstly, we give the formal definition
of the virtual machine placement problem.

Suppose a datacenter has kRG rack groups, each rack group has kRi servers.
The total amount of physical servers is kP . We denote each server as pi and the
physical resource which belongs it as a vector Hi. If pi is running, then S(i) = 1,
otherwise S(i) = 0. RG(i) = iRG and R(i) = iR means that server pi belongs to
iRGth rack group and iRth rack in this group. hij is the min tree level between
pi and pj which could be computed by RG(i) and R(i), and we define hii = 0.

Consider the situation that a user uk initiate a task and this task request
for a group of VMs Gk and the amount of Gk is wk. Each virtual machine vki
in the Gk has its specific requirement for CPU cycles and memory sizes which
denotes as vector Rk

i , and Rk
i could be extended to include other resources

such as I/O operations and outlet bandwidth according to specific application.
Tk is the wk × wk traffic matric of Gk and each item tkij in Tk is the traffic

between vki and vkj during time Δt. The traffic matric could either be given by
user or be calculated by service provider through the collected data. We denote
Zk
i (m) = 1 if virtual machine vki is hosted on a physical server pm, otherwise

Zk
i (m) = 0. Therefore, a feasible decision space for virtual machine placement

is characterized by



260 G. Luo et al.

Z =

{ {
Zk
i (m)|Zk

i (m) ∈ {0, 1},
∑
m=1

Zk
i (m) = 1, ∀(i, k);

∑
k=1

wk∑
i=1

Zk
i (m) ·Rk

i ≤ Hi · S(m), ∀m
}} (1)

where the first equation guarantees that each virtual machine is placed on exactly
one host, and the second equation ensures that the total resource consumptions
of virtual machines on a physical server should not exceed their host’s physical
capacity in the condition that the machine is turned on. HVZ(v

k
i , v

k
j ) is the min

tree level between vki and vkj in the placement Z.

HVZ(v
k
i , v

k
j ) =

∑
m=1

∑
n=1

[
hmn · Zk

i (m) · Zk
j (n)

]
(2)

4.2 Traffic Pattern Modeling

Since we have the specific position of each virtual machine and the traffic matrix
between virtual machines, we could calculate the total traffics of each switch
and then judge whether it is overloaded. We mark all switches in the datacenter
as {s0, s1 · · · }. L(m,n) = (b0, b1, b2 · · · ), bi ∈ {0, 1} is a route function between
pm and pn, bi = 1 means traffic between pm and pn would pass through switch
si, otherwise traffic would not pass through switch si. After we defined L(m,n)
between pm and pn, we could define LM(vki , v

k
j ) as the route function between

vki and vkj .

LM(vki , v
k
j ) =

∑
m=1

∑
n=1

[
L(m,n) · Zk

i (m) · Zk
j (n)

]
(3)

Therefore the total traffic of a task on all switches could be calculated as follow.

D(k) =

wk∑
i=1

wk∑
j=1

[
LM(vki , v

k
j ) · tkij

]
(4)

4.3 Measurement of Network Benefit

As showed in previous sections, an overloaded switch has a strong negative effect
on the performance of virtual machines which have large traffic passing through
it. Since we have already got all tasks’ traffic and their route, we could get the
total traffic of switch si,

DS(i) =
∑
k=1

D(k) · 1i (5)

where 1i means a vector where only ith bit equals 1, other bits equal 0. If
DS(i)/Δ t ≥ C(i), C(i) is capacity of switch si, si is overloaded. However, it
is obviously too late to re-schedule while a switch is overloaded. Therefore, we
introduce parameter α, if DS(i)/Δ t ≥ α · C(i), α ∈ (0, 1] and si is not the rack
switch, it will trigger re-scheduling.
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Assume at time t0, the placement of virtual machines was
{
Xk

i (m)
}
,{

Xk
i (m)

}
∈ Z; and after re-scheduling, the new placement of virtual machines

is {Y k
i (m)}, {Y k

i (m)} ∈ Z.
Our target is to improve the communication capability among VMs in each

group Gk,thus, a practical and effective way is to keep all VMs of a group in
a close position(eg. schedule them into the same server or the same rack). It
has three advantages. Firstly, the lower tree level traffic has to pass through,
the higher bandwidth it may shared. Secondly, if traffic only pass through low
tree nodes (switches), it could save the network capacity of high tree nodes
which means more bandwidth could be shared by lower nodes. Thirdly, as Ta-
ble 1 shows, overload occurs in lower level switches has less influence on tasks
compared with overload occurs in higher level switches.

Therefore, we define a Benefit function to estimate network influence quan-
titatively.

BenefitZ(Gk) =

wk∑
i=1

wk∑
j=1

tkij

B(HVZ(vki , v
k
j ))

(6)

where B(HVZ (v
k
i , v

k
j ) is a bandwidth function of min tree level. To simplify

the computation, we define B(x) = (N)
x
, N is the oversubscription rate.

According to Cisco’s Datacenter Infrastructure Design Guide3, a typical network
design of datacenters has a oversubscription rate of 2.5:1 to 8:1. Here we use 4:1
as our oversubscription rate in experiment and it should be modified to real
oversubscription rate on the basis of specific datacenter architecture.

4.4 Re-Scheduling Optimization

Suppose at time t0, the placement of virtual machines was
{
Xk

i (m)
}
,{

Xk
i (m)

}
∈ Z; and after re-scheduling, the new placement of virtual machines is

{Y k
i (m)}, {Y k

i (m)} ∈ Z. We can formulate our Network-Aware Re-Scheduling
(NARS) problem as follows:

NARS(Y)

Maximize
∑K

i=1 BenefitY (Gk)

Subject To {Y k
i (m)} ∈ Z, ∀i, k, m

BenefitX(Gk) ≤ BenefitY (Gk), ∀k

The first equation is to optimize overall communication ability of the datacen-
ter. The following equations guarantee that the new placement would be valid
and for each group of virtual machines, it would benefit from re-scheduling.

3 http://www.cisco.com/univercd/cc/td/doc/solution/dcidg21.pdf

http://www.cisco.com/univercd/cc/td/doc/solution/dcidg21.pdf
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5 Re-Scheduling Algorithms

Since Benefit function is non-linear and virtual machine placement is a inte-
ger programming problem, NARS is a non-linear integer programming problem.
Murty et al. [15] proved that non-linear programming is NP-Hard. Therefore,
non-linear integer programming, as a sub-problems of non-linear programming,
is NP-Hard either. Since current datacenters usually have more than 10,000
physical servers and 100,000 virtual machines running on them, to get the ex-
act solution of the above NP-Hard problem in such a large scale is extremely
time-consuming which is unacceptable in real applications. To solve the above
optimization in a feasible time, we design a heuristic algorithm.

5.1 Network-Aware Re-Scheduling

Before introducing our algorithm, we give three important observations first.

– Since live-migration is a costly operation which will generate large burst
traffic, moving all virtual machines of a group to new servers or rack is too
expensive.

– Traffic between virtual machines is irregular, therefore, virtual machine pair
which generates large traffic should have priority to be re-schedule.

– Communication through high level switch has higher delay and lower band-
width. Therefore, virtual machine pair which communicates through high
level switches should be re-scheduled in priority.

Due to these observations, we defined a priority function,

Priority(Gk) =

wk∑
i=1

wk∑
j=1

tkij · [B(HVX(vki , v
k
j ))] (7)

The value of Priority(Gk) reflects the order of urgency. Thus, our algorithm
firstly calculate Priority value of each virtual machine group and sort them in
descending order. Then we select virtual machine group to do our re-scheduling
in order. While processing each virtual machine group, we trying to move virtual
machine pair which has large mutual traffic into the same rack with minimum
operations. The detailed algorithm is described as follows.

To avoid burst traffic from live migration which may congest the network, we
keep the migration speed under vi which satisfies DS(i)/Δ t+vi ·L(j, k) ≤ C(i).

5.2 Self-Adaptive Mechanism

We adopt two different ways to execute our re-scheduling algorithm, regularly
and self-adaptively. Regular way means we do our re-scheduling algorithm peri-
odically. Short period achieves better performance but brings more cost. Large
period is more efficient but may miss the best time to do re-scheduling. Self-
adaptive method resorts to a more intelligent way. It checks switches’ current
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Algorithm 1. Network-Aware Greedy Re-Scheduling

Input: {Xk
i (m)}

1: Calculate each VM group’s priority value, {(G0, pri0), (G1, pri1), · · · (Gk, prik)}
2: Sort by priority value in descending order, process VM group from beginning.
3: for Each VM group Gi do
4: Partition Gi into small parts {SG0, SG1, · · · } according to which rack they be-

long to.
5: For each two parts in {SG0, SG1, · · · } , calculate their total traffic tpjk.
6: Sort tpjk in descending order.
7: for Each tpjk do
8: if VM amount of SGj ≤ SGk then
9: Get Rack Info Rackk of SGk

10: if Rackk have enough space to
accommodate VMs in SGj then

11: Migrate VMs in SGj into Rackk, Update {Y k
i (m)}.

12: end if
13: end if
14: end for
15: end for
16: return {Yk

i (m)};

status and traffic history then judges whether re-scheduling is necessary. Self-
Adaptive Re-Scheduling algorithm described as follow.

As Self-Adaptive Trigger described, we calculated the total traffic of each
switch and compared it with their capacity. If the total traffic approaches the
capacity, it denotes that the switch is overloaded or will be overloaded in near
future. When switch is overloaded, we compare the current traffic of each virtual
machine group with their history data. If current traffic conspicuously declines,
this virtual machine group may have a strong possibility of suffering insufficient
bandwidth. In such condition, re-scheduling is necessary.

Algorithm 2. Self-Adaptive Trigger

Input: Each Switch’s Capacity {C0,C1..}
1: Initiate each VM group’s traffic to Tk(t0) = 0,
2: for Each Δt do
3: Calculate average traffic of each switch DS(i)/Δ t
4: Calculate each VM group’s traffic Tk(tj).
5: if DS(i)/Δ t ≥ α · Ci then
6: Calculate average traffic of each VM group relates to this Switch i in history
7: if Average traffic in history ≤ current traffic multiply β then
8: Trigger Re-Scheduling
9: end if
10: end if
11: end for
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6 Experiments

To evaluate the effectiveness of the proposed approach, we firstly conducted ex-
periments on our experimental datacenter with small data set. After proving the
effectiveness on small data set, we conducted a group of simulation experiments
with large data set. Data set was based on the log of real parallel workload4.
Small data set was derived from a small part of above data set and was modified
to fit the scale of our experimental datacenter. Since this log only includes start
time, end time, amount of machines, CPU requirement, Memory requirement,
we have to generate a random traffic matrix for each task to fit our simulation.

6.1 Experiments in a Cloud Computing Testbed

Our experimental cloud computing testbed, see Fig.1(b), contains two rack
groups and each rack group has two five-server racks. All the servers are con-
nected by tree-like network.
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Fig. 3. Experiment results in Cloud Computing Testbed

As Fig.3(a) shows, four lines represents the performance of map-reduce tasks
of barely using FF (First-Fit), Network-Aware [6] and using them along with
our re-scheduling algorithm respectively. Performance deteriorated quickly when
barely using FF algorithm. Using our re-scheduling algorithm with FF could
significantly promote the performance of FF algorithm. Due to constraint of
the scale of our experimental environment, our re-scheduling algorithm didn’t
bring much improvement to Network-Aware allocation algorithm. However, in
long-time simulation with large data set which would be shown in next sub-
section, our re-scheduling algorithm brought much improvement to Network-
Aware allocation algorithm either.

Fig.3(b) is the result of comparing the performance of Web Applications in
four different algorithms. Same as map-reduce scene, delay increased quickly

4 http://www.cs.huji.ac.il/labs/parallel/workload/logs.html

http://www.cs.huji.ac.il/labs/parallel/workload/logs.html


Network-Aware Virtual Machine Re-Scheduling 265

when barely using FF algorithm. And Using our re-scheduling algorithm with FF
also could achieve good performance. Due to the reason mentioned in previous
sub-section, our re-scheduling algorithm didn’t bring much help to Network-
Aware allocation algorithm in this situation.

6.2 Simulation Experiments

In this part, we use large data set to conduct our simulation experiments. Since
it is hard and inaccurate to compute a task’s finish time in simulation, we use
the amount of scatterdtasks and the sum of benefit to indicate the performance
of tasks. Scatterdtask means that virtual machines which belong to this task
has been allocated to different racks. If a task is scattered, its communication
ability would be weaken which may lead to decline in performance. Benefit
function defined in equation (6), which indicates the communication ability more
accurately. According to the document of Thunder Linux Cluster5, we construct
a virtual datacenter which contains 21 rack groups, 269 racks and 3224 physical
servers. Workload includes 120, 000 tasks in a month.
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Fig. 4. Results of Simulation Experiments

Fig.4(a) shows the comparison of barely using First-Fit algorithm and First-
Fit algorithm with re-scheduling.We can see that the amount of scattered tasks
increase quickly with First-Fit algorithm. When we add our re-scheduling algo-
rithm to First-Fit, the amount of scattered tasks decrease significantly. Fig.4(d)
uses benefit value as an indicator of network performance of tasks which had
the same tendency of Fig.4(a).

5 https://computing.llnl.gov/?set=resources&page=index

https://computing.llnl.gov/?set=resources&page=index
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Fig.4(b) shows the comparison of barely using Network-Aware algorithm[6]
and Network-Aware algorithm with re-scheduling. We can see that, although
barely using Network-Aware VM allocation algorithm could achieve good per-
formance in scattered tasks, it could do better when it coordinated with our
re-scheduling algorithm. Fig.4(e) uses benefit value as an indicator of network
performance of tasks. It also shows that our re-scheduling algorithm could pro-
mote performance of original Network-Aware algorithm.

Fig.4(c) shows the comparison of barely using Traffic-Aware algorithm[5] and
Traffic-Aware algorithm with re-scheduling. We can see that, Traffic-Aware algo-
rithm achieved good performance as Network-Aware algorithm. However, it also
achieved better performance when it coordinated with our re-scheduling algo-
rithm. Similar as previous results, Fig.4(f) uses benefit value as an indicator of
network performance of tasks and shows that our re-scheduling algorithm could
promote performance of original Traffic-Aware algorithm.
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Fig. 5. Top Level Switch Traffic

Fig.5 shows the average traffic passed through top-level switches. We attached
our re-scheduling algorithm with First-Fit allocation, Network-Aware allocation
algorithm and Traffic-Aware allocation algorithm. Results shows that in all situ-
ations, using allocation algorithm with our re-scheduling algorithm could reduce
top-level switch traffic significantly. Compared with First-Fit, Network-Aware
allocation and Traffic-Aware allocation had much less top-level switch traffic.
However, Network-Aware and Traffic-Aware allocation in company with our re-
scheduling algorithm can make top-level switch traffic decreased further more.

Fig.6 shows the average traffic passed through middle-level switches. Due to
space constraints, we only displayed the traffic of first four groups. And since
the differentiation of traffic between Traffic-Aware virtual machine algorithm
and Network-Aware algorithm is not significant, we only displayed the result
of Network-Aware algorithm. Similar with top-level switch traffic, results show
that no matter we use First-Fit or Network-Aware allocation algorithm, when
we use our re-scheduling algorithm to assist them, the middle-level switch traffic
would be reduced tremendously. And since live migration renders large traffic
in short time, there were some leaps in Fig.6(e),Fig.6(f),Fig.6(g),Fig.6(h) . And
because the total traffic was low, these traffic leaps will not cause side effects.
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(c) Group2

0

100000

200000

300000

400000

500000

600000

1 21 41 61 81 10
1

12
1

14
1

16
1

18
1

20
1

22
1

24
1

26
1

28
1

30
1

32
1

34
1

36
1

38
1

40
1

42
1

Tr
affi

c

Time

FF FF+ReScheduling
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Fig. 6. Middle Level Switch Traffic

7 Conclusion

Virtual machine allocation and scheduling are key issues of management in data-
centers. In this paper, we analyzed the network influence on distributed comput-
ing tasks and web applications and proposed a network-aware virtual machine
re-scheduling algorithm with self-adaptive mechanism. Our algorithm focused on
lowering communication cost among virtual machines through conditional and
automatic virtual machine live migrations. We used two benchmarks, RUBiS
and PUMA, in our experimental cloud computing testbed to examine network
influence on tasks. And by using real workload data both in simulation and
our experimental testbed, we compared the result of with and without using
our algorithm with different virtual machine allocation algorithms. Results in
real experiments showed that our algorithm reduced the average finish time of
map-reduced tasks and reduce time delay of web applications. Simulation results
showed that our algorithm considerably reducing the amount of high-delay jobs,
decreased the average traffic of high-level switches and improving the communi-
cation ability among virtual machines.
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Abstract. This work proposes an extended Petri-Nets for resource constrained 
project scheduling problem (RCPSP). Several important issues about Petri-Nets 
on RCPSP are discussed in this paper. Firstly, the most important elements in 
Petri-Nets on RCPSP, including waiting place, activity place, resource place 
and final place, are designed. At the same time, three kinds of transitions are 
designed. They are coordination transition, resource allocating transition and re-
source releasing transition. Secondly, the Petri-Nets are improved according to 
the varying with increase or decrease of the number of resource acquisition. In 
this extended Petri-net, for the foremost difference with conventional Petri-Nets 
is to add a place and replace a releasing transition by the delaying transition and 
the firing rules of transition. Extensive experiments are performed to evaluate 
the performances of the proposed Petri-Nets against the state-of-art algorithms. 
The simulation experimental results of difference sides showed that extended 
Petri-Nets provides a more efficient way to solve RCPSP and produces compet-
itive results compared with other methods investigated in this works. 

Keywords: RCPSP, Petri-Nets, Simulation, modeling. 

1 Introduction 

RCPSP is widespread in engineering fields, such as job shop scheduling, flexible 
manufacturing systems and so on. In real engineering projects, there are usually mul-
tiple projects in parallel and competition for resources among projects, which increase 
the complexity of project scheduling. The resources allocation is necessary to consid-
er the project itself and among projects. In addition, there is competition among the 
executed duration of projects, which leads to use some scheduling methods of the 
single project problem to the multi-project very difficultly. So how to model and 
solve multi-project in the environment of resource constrained is the key point of this 
research field. This paper will focus on the modeling technology and do some re-
search on the RCPSP solution performance.  

In order to minimize the maximum completion time of the RCPSP, the approach 
based on the integer programming (IP) with Lagrange multiplier has attracted great 
attention where some multi-constraints in RCPSP. Although IP is an effective  
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method, the RCPSP formulation is not easily made for feasible solution, since RCPSP 
is inherently the IP function with dynamically changing resources constraint. So many 
constraint properties have been ignored in this method. Meta heuristics such as Genet-
ic Algorithm [1], Tabu Search [2], Particle Swarm Optimization [3] and Bee Swarm 
Optimization [4] have also been used for the RCPSP. Although all of these algorithms 
have been easily formulated, they often leaded to infeasible answer or not good solu-
tions, taking generally very long optimizing search time. These would be more re-
markable when the scale of RCPSP becomes more and more big and more and more 
constrains are taken into consideration. The heuristics algorithms have defects to 
solve these problems. Artificial intelligent algorithms can often generate a feasible 
solution, and sometimes it is difficult to know whether there is a better solution. 

Petri-Net is an ideal modeling tool to establish system constraints, to provide sys-
tem information by mathematical analysis and provide guide line for the scheduling 
process. In recent years, Petri-Net was used to model and analyze various types of 
scheduling problems and had achieved good results. Gradisar [5] classified scheduling 
rules and established colored Petri-Nets Model for simulation of different scheduling 
rules. Ramirez [6] presented interpreted Petri-Nets to model the events and states of 
RCPSP system behaviour. It proposed a scheme utilizing a solution of a programming 
problem for RCPSP based on the interpreted Petri-Nets derived from an on-line me-
thodology. Note that all papers in this topic focused on the discrete events modelling 
technology of RCPSP, but not considering the resources constraint and uncertainty 
duration. A series of papers have been recently presented that are based on the as-
sumption that the duration is certainty.  

From the summary of current research, many kinds of Petri-Net models were used 
to solve RCPSP. They focused on some key technologies of RCPSP and got better 
results. How to simulate the actual RCPSP system clearly is the most important goal 
for all researchers. There are many uncertainty duration PCPSP in actual engineering 
project. Some researchers used fuzzy [7], probability [6] technologies to transform 
uncertainty duration problem into certainty duration problem. But all of them couldn’t 
express the detail of the states changing of all processes. In this paper, we use appro-
priate methods to extend Petri-Net that is able to simulate the actual system clearly 
according to the characteristics of practical problems. Because of the characteristics 
of certain duration and variable duration in RCMPSP, we take the extended Petri-Net 
to model certain duration problem, which divide token into logical token and resource 
token, and token changing represents the execution of processes and allocation of 
resources. Through the classification of places and transitions and adding time to 
places, the places are divided into activity place (AP), resource place (RP), waiting 
place (WP) and final place (FP). The transitions contain coordination transition (CT), 
resource dispatching transition (RDT) and resource releasing transition (RRT). WP 
and AP reflect the timing relationship among tasks by taking a balance of transaction 
connection. The resources competition is reflected by taking up and release for re-
sources among tasks by RP, RDT and RRT. According to the uncertainty problem’s 
characteristics, we add the place and transitions type, modifying rules of transition of 
triggering to the extended Petri-Nets. The novel strategy is presented in the extended 
Petri-Nets to describe the actual system of uncertainty duration problem. Through the 
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investigation of the transition between Petri-Net models with the EM-Plant simulation 
models, we primarily associate the three basic elements of Petri net including name, 
properties and behavior.  

2 Modelling of RCPSP 

2.1 Ready for Modelling  

2.1.1 Building of the Project Network Diagram 
The logical structure of projects can be determined by analyzing the project tasks. We 
take virtual nodes to combine multi-projects, thus form the project network diagram. It 
supposes that there are P projects, which are numbered i ( i =1, 2, 3, ..., P ), the task 

number of project i is Ni , in which project process is numbered ( i  = 1, 2, 3, ..., Ni ). 
Set two virtual task nodesTstart andTend , which take no time to implement and don’t 
need resources.Tstart represents the beginning of all tasks, and Tend represents the 
ending of all tasks. So we can put multiple projects into a large network diagram by 
setting the virtual task nodes. The multi-projects network diagram is shown in Fig.1. 

 

T s t a r t T e n d

T 1 1

T 1 3

T 1 2

T 1 4 … T 1 N 1

T 2 1 T 2 3 T 2 N 2

T 2 2

T 2 4 …

T P 1 T P N P…

T P 4

T P 3

T P 2

…

…

 

Fig. 1. Multi-projects network diagram 

2.1.2 Scheduling Process of Multi-projects 
There are 4 task sets in the schedule of multi-projects, which are (1) Finishing task set 
(Fs); (2) Going task set (Gs); (3) Waiting task set (Ws) (They are the collection of 
tasks to satisfy the timing constraints but not satisfy the resource needs.); (4)  
Non-executable task set (Ds). The task sets are shown in Fig.2. 

F inishing  task  set
Fs

G oing task  set 
(occupied  resource)

G s

W aiting  task  set
W s

N on-executable task  
set
D s

S upplying  resources

 

Fig. 2. Task sets of multi-project scheduling processes 
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2.2 Certainty Duration Problem Modelling 

2.2.1 Problem Description and Modelling Assumptions 
For RCPSP with certain duration, it can be described: there are R kinds of shared 
resources for the projects. It assumed that there are P projects. The implementation of 
task is based on occupying one resource. The daily supply of all resources is limited. 
The competition for resources is not only reflected among tasks in projects, but also 
reflected between different projects. So the goal of management is: how to allocate 
these shared resources to different tasks in projects by effective resource scheduling in 
order to complete all these projects in a shortest makespan. 

Before mathematical modelling, it is necessary to make a reasonable simplification 
for the complex practical problems. For the research convenience, we set several 
model assumptions as following. 

(1) Projects are not independent, which means there is no predecessor relationship 
among projects.  

(2) In each project only one shared resource is needed to execute the task.  
(3) The execution time of each task is determined when the resource supply is sa-

tisfied.  
(4) All shared resources are renewable resources that mean the occupied resources 

will be released after the ending of task.  
(5) The daily supply for each shared resource is fixed, including the type and quan-

tity. 
(6) Executing task cannot be interrupted. 

2.2.2 Mathematical Description of Model 
Symbol definitions in the description: 
 

X represents project, iX represents the i-th project, the number of projects is P , 
iM represents the total number of items in the i-th project. 
j  represents task number in each project. 

ijd represents duration of j-th task in i-th project. 
iMiT represents completed time of the last task in i-th project. 
ijB represents starting time of j-th task in i-th project. ijE represents ending time of 

j-th task in i-th project. 
ijF represents predecessor task set of j-th task in i-th project. 

t represents time serial number, ( )G t represents execution status of tasks set in 
time t. 

k represents resource serial number, K represents the total number of resources re-
quired by projects. 

kR  represents k-th resource daily supply. 
ijkr  represents number of k-th resource required by j-th task in i-th project. 

 
The mathematical representation of decision-making goal is that the total duration 

to execute projects P  is shortest: 
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                          { }{ }1
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                          (1) 

Mathematical representations of the decision-making constraints are as follow. 
(1) Timing constraints between the internal task executions of project: 

                  , , ,
ih ih ij ij

B d B h F i j+ ≤ ∀ ∈ ∀                        (2) 

(2) Resource constraints, the demand for resources can't be greater than the supply 
of resources in every moment: 

             
1 1

, , ( )
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i j k k
i j

r R i j G t
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2.2.3 Petri-Net Modelling 
According to the characteristics of RCPSP with certainty duration, this paper  
constructs extended Petri-Nets with the object of multi-project tasks set. The  
extended Petri-Nets can be described by 9-tuple. 

        
0

, , , , , , , ,EXPN P T TYPEP TYPET A W ET resourceAmount S=  

{ }
1 2
, , ...,

m
P P P P=  represents limited places set, { }

1 2
, , ...,

n
T T T T=  represents li-

mited transition set. TYPEP  and TYPET  represent type of place and type of transi-
tion. We mainly construct three types of places and types of transition. The place type 
and transition type are shown in Fig.3 and Fig.4. 

 

A ctivity  Place
（A P）

R esource Place
（RP）

W aiting P lace
（W P）

Finial Place
（ FP）  

Fig. 3. Four kind of places 

One activity of project is represented by two places. One is named waiting place 
(WP), the other is named activity place (AP). WP is front of AP. EXPN  is also de-
fined by two token types, which called logical token (LT) and resource token (RT). LT 
in AP represents that task is running. LT in WP represents that task is waiting re-
sources. The resources will be diverted to AP once they occupy the resources. 

In addition, a resource pool (RP) represents a type of resource. The RP token is a 
resource token. It represents the number of available resources. Final place (FP) 
represents ending of project. FP has a logical token when all of projects have ended. 
In addition to RP, each place only belongs to one of the projects.  

Coordination transition (CT) is used to connect to WP, AP and FP. CT is equivalent 
to the process of coordinating project running. RDT is used to connect the input RP, 
WP, output RP and schedule resources. Resource release transition (RRT) is used to 
connect AP, RP and recycle resources. 
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C o o r d i n a t i o n  
T r a n s i t i o n
（ C T ）

R e s o u r c e  S c h e d u l e  
T r a n s i t i o n
（ R D T ）

R e s o u r c e  R e l e a s e  
T r a n s i t i o n
（ R R T ）

 
Fig. 4. Three kinds of transition 

A  represents the collection of arcs between places and transitions. W represents 
the collection of weight on these arcs and the number of tokens I/0, which is set to 
default 1 for simplify. When weight is 1 it is not impossible to mark weight on arcs. 

resourceAmount  represents the number of resources in RP that is the number of 
resource tokens. 

0S  represents the initial status of EXPN , which is described by three-tuples 

0 0 0, ,M AET RA , M represents places' (in addition to RP) token status. In addition to 

RP, other places can only have one token (logical token), so the token status of each 
place can be represented by {0, 1}. AET  represents projects' continued time. AET  
represents the time spent by all projects implementation when the token status of FP is 
1. RA  represents the number of resources in RP. 

In RCPSP, there is always competition for some resources among projects. The re-
lationship is shown in Fig.5. 

 
T 1 T 2 T 3W P a A P a

T 4 T 5 T 6W P b A P b

R D T 1

· R P 1

R P a

R P b

R R T a

R R T b

0

0

0

0

...

...

0

0

n

n a

n b

n a

n b

d a

d b  

Fig. 5. Resource competition of certainty duration problem 

Fig.5 shows that the execution of task a and task b need to compete for resource
1RP . Task a needs an  resources. Task b needs bn  resources. The number of 1RP  is

n . When aWP  and bWP  get tokens (logical token), it represents that task a and task b 
satisfy the predecessor relationship. When resources are satisfied, tokens of aWP  or 

bWP  will immediately be transferred to aAP  and bAP . There are four situations as 
following. 

(1) a bn n n≥ + . It represents that resources is enough and can satisfy task a and 
task b. when 1RDT  is triggered, an tokens and bn tokens of RP were transferred to 

aRP and bRP . Once aRP  and bRP  have tokens, 2T and 5T  is triggered. aWP  and 
bWP  is transferred to aAP  and bAP . 
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(2) an n≥  but bn n< ; or bn n≥  but an n< . It represents only task a or task 
b is satisfied. It assumed that task a is satisfied. When 1RDT  is triggered, only an to-
kens in 1RP  is transferred to aRP . Once aRP  has tokens, 2T  is triggered and tokens 
of aWP  is transferred to aAP . Task a is implemented. On the contrary, if bRP  cannot 
get tokens, 5T  can't be triggered, and task b can't be implemented, so task b will be 
waiting resources. 

(3) an n≥  and bn n≥  but a bn n n≤ + . It represents resources can satisfy task 
a and task b, but can't satisfy both together. 1RDT  is triggered and takes a random 
strategy. Tokens in RP transferred randomly, so it is possible an  tokens is transferred 
to aRP  or bn  tokens is transferred to bRP . In other words, it is random to execute one 
task and the other task will wait for resources to be released. 

(4) an n<  and bn n< . It represents task a and b can't both be satisfied, so 
1RDT  can't be triggered and task a and task b can't be implemented. 

In addition, ad  and bd in Fig.5 represent execution time of tokens in aAP  and

bAP . When aAP tokens enter it and spend ad  time, aAP ' token is transferred to other 
places. aRRT  is triggered. 1RP  is added an  tokens. These situations represent task a 
is completed, and resources of task a are recycled. That is the same reason for bAP . 

2.3 Uncertainty Duration Problem Modelling 

2.3.1 Problem Description and Assumptions in Modelling 
In the uncertainty duration problem, the task duration of projects is uncertain, which 
is always related to the number of shared resources occupied. The more allocated to 
tasks, the less task execution duration, which tend to more realistic. In other words, 
when the amount of resources allocated to tasks are different, the duration of tasks is 
different, which is referred to the uncertainty duration. It can be described as: there 
are R kinds of shared resources, which are supplied to all projects waiting to start. It 
assumes that there are P kinds of projects, in which tasks' execution depends on occu-
pying amount of one resource. All of resources are supplied limited. This competition 
for resources is not only reflected between each task in project, but also reflected 
between different projects. Besides, task execution duration of projects is uncertain, or 
variable, if a project (task) gets more of resource, then other projects (tasks) will ob-
tain fewer resources. Which project gets more resources will accelerate the comple-
tion, and others will postpone completion. Management objectives are: under the 
condition of this variable duration, how to allocate these shared resources to different 
tasks in projects and make the completion duration of these projects be shortest by 
effective method of resource coordinated allocation. 

Compared with the certain duration, this problem adds an assumption, that is,  
within a certain range, the duration of tasks, which use shared resources, is inversely 
proportional to the number of resources. 

2.3.2 Mathematical Description of Model 
In addition to the definitions of certainty duration problem, the following symbol 
definitions are changed and added. 
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ijd , is changed. It represents the execution time of someone task, which does not 
need shared resources. 

ijkH , is changed. It represents the daily maximum demand of k-th resource for j-th 
task of i-th project. 

ijkQ , is changed. It represents the total demand of k-th resource for j-th task of i-th 

project. 
ijD , is changed. It represents the actual execution time of j-th task of i-th project. 

Mathematical representation of decision objective is also that the total duration for 
P  projects being executed is shortest: 

                      { }{ }1
min max

i

P

iM
i

T
=

                               (4) 

Mathematical representation of decision constraint condition is the relationship 
among task execution time, total amount demand of someone resource and daily as-
signed amount of this resources: 
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(2) Timing constraints between the internal task executions of project: 

                    , , ,ih ih ij ijB D B h F i j+ ≤ ∀ ∈ ∀              (6) 

(3) Resource constraints, the demand for resources can't be greater than the supply 
of resources in every moment: 
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(4) The daily demand of shared resources of tasks is limited: 

                 ijkijk Hr ≤≤0                                (8) 

2.3.3 The Improvement on Petri Net Model 
According to the characteristics of the variable project duration, it improves the ex-
tended Petri-Nets model on certainty duration. It refines the repository and divides it 
into Global Repository Place (GRP) and the Local Repository Place (LRP). And then, 
the GRP represents a type of global resources, and the inside token (resources token) 
indicates the number of a certain resource that is the number of the current available 
resource. The LRP represents the current situation about the resource occupied by a 
task, which need share resources, and the number of token indicates the amount of a 
certain resource occupied by the task execution. In addition, the local repository pool 
contains two properties, which are the maximum amount of a certain resource can be 
assigned every day when task executes and the total amount of a certain resource 
required by the task execution. The number of transferring to the inside token is de-
termined by the scheduling transition of the resource connected to it. Thus, five types 
of the place are shown in Fig.6.   
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A ctiv ity  P lace
（ A P）

G lo ba l R eposito ry  P lace
（ G R P）

W aitin g  P lace
（W P）

U ltim ate  P lace
（ F P）

L ocal R ep osito ry  P lace
（ L R P）

 

Fig. 6. Five types of the place 

The classification of the transition is also improved. Three types of transition are 
shown in Fig.7. 

In the Resource Constrained Multiple Project Scheduling problem under the environ-
ment of the variable project duration that kind of the variable project duration is reflected 
in the task requires sharing resources. Thus, the execution time of the task, which is not 
need sharing resources, is sure so that every place is given to the concept of time in the 
extended Petri-Nets. The ET manifests that time and is called execution time. If the ET in 
the Activity Place is zero, it indicates that the execution of that activity requires sharing 
resources and its execution time is determined by the Delay Transition connected to it. 
Otherwise, it indicates that the execution of that activity is not need sharing resources so 
the ET represents the time takes by the activity from begin to the end. In that improvement 
Petri net model, the competitive relation between tasks is shown in Fig.8. 

 

C o o r d i n a t e  T a n s i t io n
（ C T）

R e s o u r c e s  S c h e d u l in g  T r a n s i t io n
（ R D T）

D e la y  T r a n s i t i o n
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Fig. 7. Three types of the transition 

Fig.8 shows four tasks a, b, c, d, where the execution of c and d does not require 
sharing resources and their execution time are dc and dd. On the contrary, the  
execution of task a and b requires the competitive resource RP1. And a new concept is 
proposed. It means that every task requires resources has a maximum amount of re-
sources that it can obtain every day. When the task obtains over those resources, the 
task execution time is shortest.           
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Fig. 8. the resource competitive relationship of the variable project duration  
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The Resource Scheduling Transition 1RDT  mainly responses the assignment of the
1RP resource. As shown in Figure 8, that aWP  and bWP  obtain the tokens indicates that 

task a and b satisfy the tight conditions. At present, 1RDT will take the allocation strategy 
that it randomly produces two values ax and bx ( 0 a ax n< ≤ , 0 b bx n< ≤ ) according 
to the attributes an and bn of the Local Repository aRP and bRP to which it connects back-
ward. And the attributes means the task a and b can obtain the maximum amount of the 
resource 1RP every day. Then it allocates the resources according to the number of the 
Global Repository Place 1RP to which it connects backward. The type of the assignment 
is similar to the 1RDT shown in Fig.4 except the competitive objects ax and bx .   

3 Numerical Experiments 

The experiments simulate the Single Mode Sets Cases in PSPLIB [8] library, these cases 
consist of 30-120 activities. The experiments verified the certainty duration RCPSP are run 
for benchmarks with j30, j60, j90, and j120 case studies. The numbers of schedules are set 
as 1000, 5000 and 50,000. Because the durations of the cases in PSPLIB library are cer-
tainty, in order to verify the usefulness of the extended Petri-Nets of this paper, we change 
the certainty durations of cases j30, j60, j90 and j120, and get the new benchmarks j’30, 
j’60, j’90 and j’120 which lose the duration constraints. The experiments verified the un-
certainty duration RCPSP are run for benchmarks with j’30, j’60, j’90 and j’120 case stu-
dies. The numbers of schedules are also set as 1000, 5000 and 50,000. 

3.1 Success Rate of Solution  

Ziarati [4] showed the success rate of BSO, ABC, BA, BS0-FBI, ABC-FBI and BA-FBI 
for cases of PSPLIB library. Table 1 shows the comparison of the proposed extended 
Petri-Nets of this paper with Ziarati [4] and common Petri-Nets. Table 1 shows that the 
proposed extended Petri-Nets of this paper have high success rates on the all problems. 
The performance of the proposed extended Petri-Nets increase as the complexity of the 
case studies increases. Table 2 shows the certainty duration problems have higher success 
rates than uncertainty duration problems. The performance of uncertainty durations prob-
lems decrease as the complexity of the case studies increases. 
 

Table 1. Average success rate for all cases of PSPLIB 

Solution  Reference 1000 5000 50,000 
(1) the average success rate of j30 
BSO-FBI Ziarati[4] 83.55% 90.21% 96.25% 
ABC-FBI Ziarati[4] 82.50% 90.00% 95.63% 
BA-FBI Ziarati[4] 83.96% 91.50% 97.09% 
PNS  99.09% 100% 100% 
Extended PNS This study 100% 100% 100% 
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Table 1. (Continued) 

Solution  Reference 1000 5000 50,000 
(2) the average success rate of j60 
BSO-FBI Ziarati[4] 72.08% 73.34% 77.09% 
ABC-FBI Ziarati[4] 71.67% 73.34% 76.67% 
BA-FBI Ziarati[4] 72.30% 73.96% 78.13% 
PNS  90.24% 96.78% 96.89% 
Extended PNS This study 99.43% 100% 100% 
(3) the average success rate of j90 
BSO-FBI Ziarati[4] 72.30% 74.17% 75.42% 
ABC-FBI Ziarati[4] 71.88% 73.96% 75.00% 
BA-FBI Ziarati[4] 72.30% 74.60% 76.25% 
PNS  89.12% 91.47% 92.98% 
Extended PNS This study 97.09% 98.87% 99.81% 
(4) the average success rate of j120 
BSO-FBI Ziarati[4] 29.17% 30.84% 33.00% 
ABC-FBI Ziarati[4] 29.34% 30.34% 32.67% 
BA-FBI Ziarati[4] 29.84% 31.17% 33.84% 
PNS  65.78% 77.56% 81.75% 
Extends PNS This study 90.00% 93.36% 94.46% 

Table 2. average success rate of extended Petri Nets for certainty duration and uncertainty 
duration  

Cases 1000 5000 50000 
j30 100% 100% 100% 
j’30 97.76% 99.65% 100% 
j60 99.43% 100% 100% 
j’60 92.76% 96.77% 99.34% 
j90 97.09% 98.87% 99.81% 
j’90 88.80% 90.12% 90.67% 
j120 90.00% 93.36% 94.46% 
j’120 72.25% 77.89% 80.00% 

3.2 Solution Speed for Certainty and Uncertainty Duration 

This section discusses the solution speed of common Petri-Nets and extended Petri-
Nets for PSPLIB. The solution speed is defined as the number of iterations a method 
requires to solve a PSPLIB instance. Fig 9 shows the solution speed of common Petri-
Nets and extended Petri-Nets for certainty duration of each case in j30, j60, j90, j120 
of PSPLIB. Fig10 shows the solution speed of common Petri-Nets and extended Petri-
Nets for uncertainty duration of each case in j’30, j’60, j’90 and j’120. 

Fig 9 and Fig 10 show the results that the extended Petri-Nets in this paper have 
the faster solution speed than common Petri-Net both in certainty duration and uncer-
tainty duration of PSPLIB. 
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Fig. 9. Certainty duration solution behaviors of PNs and extends PNs for PSPLIB  

 

  

  

Fig. 10. Uncertainty duration solution behaviour of PNs and extends PNs  

3.3 Evaluation of Adaptability for Unexpected Change of Uncertainty 
Duration 

In order to investigate adaptability for the unexpected change of the uncertainty  
duration for extended Petri-Nets in this paper, we set the PSPLIB cases where only 
half of the total resources are committed to RCPSP after some time intervals from the 
beginning. We take four cases of PSPLIB (j303-5.sm, j608-9.sm, j903-5.sm, and 
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j12010-3.sm) as testing cases. The schedules for these four cases by using extended 
Petri-Nets in this paper are list in Table 3. We see that there is no significant  
difference in the solution schedules for each case. The experiment results show that 
extended Petri-Nets in this paper has good performance to the unexpected changes of 
uncertainty duration. 

Table 3. Evaluation of adaptability for unexpected changed of uncertainty duration 

Unexpected changed  Schedule of solution 
Case of j’303-5.sm 
All processes are executed from the beginning  1479 
Half of processes are executed at 400 step 1480 
Half of processes are executed at 500 step 1483 
Half of processes are executed at 600 step 1489 
Case of j’608-9.sm 
All processes are executed from the beginning  3960 
Half of processes are executed at 1000 step 3966 
Half of processes are executed at 1200 step 3990 
Half of processes are executed at 1400 step 4001 
Case of j’903-5.sm 
All processes are executed from the beginning  7853 
Half of processes are executed at 2000 step 7910 
Half of processes are executed at 3000 step 7922 
Half of processes are executed at 4000 step 7958 
Case of j’12010-3.sm  
All processes are executed from the beginning  60129 
Half of processes are executed at 10000 step 60298 
Half of processes are executed at 20000 step 60332 
Half of processes are executed at 30000 step 60398 

3.4 Comparative Study 

In this subsection we compare the performance of extended PNs method with other 
approaches published in scientific literature. The objective of this experiment is to 
compare the performance to find the schedule with the least makespan. The experi-
ments are conducted j60 case with 500 instances, j90 case with 600 instances. As far 
as this paper is concerned we have found other heuristic and meta-heuristic algo-
rithms, including simulated annealing (SA), tabu search (TS), genetic algorithm (GA), 
ant colony optimization (ACO), particle swarm optimization (PSO) and bee algorithm 
(BA). All these methods are regarded as effective proofed and widely adopted me-
thods to solve the RCPSP. The performances of these methods are obtained from the 
original literature. 

Table 4-5 displays the average deviations for main methods over the j30, j60 and 
j120 case study. It can be observed that the extended PNs have better performance 
than other literature method. In general, the extend PNs method provides competitive 
results compared to other meta-heuristic methods investigated in this work. 
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Table 4. Average deviation of optimal makespan for j60 case 

method Reference 1000 5000 50000 
SA-activity list Bouleimen, [9] 12.75 11.9 --- 
TS Baar etal., [10] 12.97 12.18 11.58 
GA-priority rule Hartman,[1] 13.30 12.74 12.26 
ACOSS Chen etal,. [11] 11.75 10.98 10.67 
BA-FBI Ziarati etal., [4] 12.55 12.04 11.16 
Common PNs This study 9.88 9.03 8.76 
Extended PNs This study  5.27 5.04 4.06 

Table 5. Average deviation of optimal makespan for j90 case 

method Reference 1000 5000 50000 
SA-activity list Bouleimen, [9] 42.81 37.68 --- 
TS Nonobe [12] 40.86 37.88 35.85 
GA-activity list Hartman,[1] 39.37 36.74 34.03 
ACOSS Chen etal,. [11] 35.19 32.48 30.56 
Sampling-LFT Kolisch [13] 42.84 41.84 40.63 
BA-FBI Ziarati etal., [4] 37.72 36.76 34.55 
Common PNs This study 39.14 38.66 38.05 
Extended PNs This study  29.19 27.06 24.09 

4 Conclusions 

There are many variable project duration problems in the multiple projects scheduling 
problem. And the different point for the sure project duration problem is that the 
project duration of the task execution is determined by the amount of resources as-
signed every day. It is not sure but ranges in an area. The project duration of the task 
execution is an inverse proportional relationship with the amount of the resources 
assigned every day. When using the Petri net model to model the problem, it mainly 
makes some improvement on the extent resources assignment Petri net establishing on 
the sure problem and it also refines the previous resources place into the Global Re-
pository Place and the Local Repository Place added the attributes in the classification 
of the place. In the classification of the transition, it cancels the previous resources 
releasing transition, increases the delay time of the transition. The Delay Transition on 
one hand manifests the procedure for the task execution and on the other hand res-
ponses the resources releasing. Besides, the resources releasing transition on the way 
of resources assignment is different from the previous. It reflects the variable charac-
teristics of resources assignment on variable project duration. At the same, when  
discussing the conversion between the Petri net model and EM-Plant model, its con-
version way is similar to the sure project duration problem and is slight different from 
some behaviors in the conversion. In the end, the effectiveness of the method is veri-
fied by the optimal results which are obtained from the modeling simulation on the 
realistic examples. 
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Abstract. Effective fault-tolerant techniques are essential for improv-
ing the reliability of multiprocessor systems. This paper investigates the
fault-tolerance of torus-connected VLSI array using pre-integrated spare
processing elements (PEs), by reconfiguring the interconnection network
among all PEs. We model the problem of whether all faulty PEs can
be replaced by spare ones as the problem of finding maximum indepen-
dent set for a contradiction graph, which is constructed from the original
physical arrays with faulty PEs. Each node of the graph represents an al-
ternative of a faulty PE, while an edge denotes that different alternatives
cannot coexist. We propose efficient algorithms to construct contradic-
tion graphs from physical arrays with faulty PEs and redundant PEs. We
then customize an ant-colony algorithm to find independent set as large
as possible. We develop an efficient algorithm to generate logic arrays
based on the produced independent set. Three different distributions of
redundant PEs are discussed in this paper, and satisfactory results have
been achieved in simulation.

Keywords: torus-connected VLSI array, reconfiguration algorithm,
fault-tolerance, contradiction graph.

1 Introduction

With the rapid development of VLSI/WSI technology, it is possible to integrate
hundreds to thousands of processing elements (PEs) on a single chip. At the same
time, the reliability of multi-processor system becomes an increasingly serious
problem with the increasing density of VLSI. Therefore, efficient fault-tolerant
techniques must be developed to improve the reliability of multiprocessor sys-
tems. It is verified that with the ever-increasing circuit density, obtaining high
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fabrication yield solely through improving the manufacturing process (for single
PE) is increasingly difficult and will become unaffordable in the near future [1].
Thus, one promising method for fault-tolerance is to reorganize fault-free PEs
to a new regular interconnection network, which ensures well-controlled electri-
cal parameters, by changing the interconnection among PEs. In this paper, we
investigate the fault tolerance at PE level, i.e., constructing logical VLSI arrays
which contain no faulty PEs from a physical array by changing the interconnec-
tion networks among all PEs. The following two types of fault-tolerant strategies,
i.e., the redundancy strategy and the degradation strategy, have attracted great
research attention. The main difference between the two strategies is that the
redundancy strategy generates logical arrays with given size in order to meet the
requirement of particular applications while the degradation approach constructs
logical arrays with size as large as possible.

For degradation strategy, many reconfiguration algorithms have been pro-
posed under three different rerouting constraints, they have proved that most
problems that arise under the three constrains are NP-complete [2]. The work
in [3] simplified the general reconfiguration problem to reconfiguration on se-
lected rows with limitation on routing distance and it is optimally solved by an
algorithm named GCR (Greedy Column Rerouting). An efficient algorithm is
introduced to reduce power dissipation of a logical array in [4], combined with
GCR algorithm by reducing the number of long-interconnects. In addition, the
work in [5], [6] extends the reconfiguration problem to three-dimensional proces-
sor arrays with efficient reconfiguration algorithms.

In practice, some particular applications require a processor array of a certain
size. The redundancy strategy aims at constructing a logical PE array of a cer-
tain size to provide the same functionality with no slowdown. For redundancy
strategy [7], a certain amount of redundancy PEs are integrated in physical ar-
ray. If some PEs in circuit fails to work, these faulty PEs are replaced by the
reserved redundancy PEs. The work in [8] proposes a self-repairing circuit based
on mesh-connected processor array, and uses advanced integrated redundancy
PE to replace the faulty PE. And the work in [9] showed the feasibility of the
redundancy strategy. This paper also follows the redundancy strategy for the
reconfiguration problem.

There are still different switching mechanisms in the redundancy reconfigura-
tion, such as the work in [10] by selecting the multi-track switch to improve the
reconfigurable rate of the array. Here multi-track means more than one commu-
nication path along each horizontal/vertical channel (The communication path
includes both the data and control signals between two adjacent PEs). However,
the single-track switch [4] is obviously save the area of hardware, so this paper
also uses the single-trick switch like most previous studies.

In recent years, torus network is attracting more and more attentions [11],
[12], [13]. It is utilized in designing on-chip networks (NoC), reconfigurable sys-
tem, etc. Moreover, torus network based routing algorithms are widely investi-
gated. However, to the best of our knowledge, we are not aware of any reported
work on fault-tolerance of torus connected processor arrays. Motivated by this,
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we applied the contradiction graph approach to the reconfiguration of torus con-
nected processor array. In this paper, we model the problem of replacing faulty
PEs with spare ones as the maximum independent set problem on contradic-
tion graph. We also design efficient algorithms for constructing contradiction
graphs from physical arrays with faulty PEs, finding maximum independent set
on contradiction graphs, and generating logic arrays based on the maximum
independent set.

2 Preliminaries

This section presents definitions and important theories that will be useful for
subsequent sections.

2.1 Fault-Tolerant Architecture

We introduce two kinds of arrays: physical array and logical array. A physical
array H is the original array after manufacturing in which some of its PEs are
defective. Let Nf be the number of faulty PEs in physical array H with size of
m × n. A logical array T is a subarray of H after reconfiguration such that T
contains no faulty PE. The rows (columns) in the physical array and logical array
are called the physical rows (columns) and logical rows (columns), respectively.
Throughout this paper, (r, c) indicates a PE of physical array H where r is its
row index and c is its column index in H , and the physical array is indexed from
[0, 0] to [m− 1, n− 1].

switch elementfault-free PE spare PEfaulty PE

Switch states

r

c

c+ direction

r+ direction

r-

c-

Architecture Directions

Fig. 1. The reconfigurable multiprocessor system architecture

The physical array used in our discussion consists of PEs, switching elements
and interconnection wirings. Fig. 1 shows a 3×4 torus-connected processor array
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with one row and one column of spare PEs. Each square box in the host array
represents a PE, while each circle represents a configuration switch. Adjacent
PEs are connected by links with four-port switches. There are three states for
each switch, and these states can be switched according to the needs of the array.
The fault-tolerant reconfiguration is achieved by inserting several switches and
connections in the network allowing the network to dynamically change the
connections among PEs. Such as [14], all switches and interconnects in an array
are assumed to be fault-free as they form very simple structure in relation to the
PEs. By the way, all spare PEs are considered to be fault-free and faulty PEs
can be converted into connecting elements in this paper.

(r1, c1)

(r2, c2)

(a) (b)

(c) (d)

Fig. 2. Two kinds of replacement paths (a) not considered near-miss, (b) near-miss,
(c) not in same row and column, (d) in same row

To better understand this paper, we introduce the following definitions.

1) Replacement path. If a PE, say (r, c), is detected to be faulty, then it might
be replaced by a fault-free PE, say (r1, c1), which will in turn be replaced
again by another PE (r2, c2), and so on. Eventually this replacement pro-
cess terminates when a spare PE is used. This process defines the replace-
ment path as the ordered sequence of physical PE, (r, c), (r1, c1), (r2, c2),
· · · . And the direction of the replacement path is defined to be the direc-
tion from faulty PE to spare PE in the replacement path. A faulty PE
may have 4 possible replacement paths, in directions of upward, leftward,
downward and rightward, respectively. As shown in Fig. 1, r (c) means the
rows (columns) of the array. If PE (r1, c1) is replaced by a upward PE i,
then the corresponding replacement path is denoted by [r−1 , c1], and [r−1 , c1]
represents the number of rows to reduce while the number of columns un-
changed, i.e., the replacement paths along with the r− direction. For the
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u

v

Fig. 3. The near-miss of replacement path with opposite directions

distribution of spare PEs shown in Fig. 1, each faulty PE, say (r, c), has
four possible replacement paths, which are denoted as [r−, c], [r+, c], [r, c−]
and [r, c+], respectively.

2) Near-miss. Two horizontal replacement paths, [r1, c
−
1 ] and [r2, c

+
2 ], are

called near-miss if |r1 − r2| = 1 and c1 > c2 (see Fig. 2(b)). The near-
miss caused by two vertical replacement paths of opposite direction can
be similarly defined. Be noticed that the first row (column) and the last
row (column) are adjacent rows (columns). All the other situations are not
considered near-miss, as shown in Fig. 2(a).

3) Intersection. The intersection is defined to be the overlap of two replace-
ment paths. As shown in Fig. 2(c) and (d).

4) Contention. The contention relation is caused by two replacement paths on
the same row or on the same column, the two paths directed to the same
spare PE thus cannot coexist.

2.2 Problem Description

Problem R. Given a m×n torus-connected processor array H with spare PEs,
some PEs of H are defective due to fabrication or system usage, construct a
logical torus array of given size by replacing faulty PEs using spare ones.

In order to construct a feasible logic array, any faulty PE of the original phys-
ical array must be able to be replaced by a spare PE (directly or indirectly)
through replacement paths without conflicts. In a feasible logical array, neither
intersection nor near-miss among replacement paths is allowed, because they
can not be implemented using multi-track switches. Fig. 3 shows an example of
near-miss, the two replacement paths are rightward and leftward, respectively.
In comparison to mesh array, the torus network has smaller diameter without
increasing the node degree, due to the wraparound edges in the horizontal di-
rection and vertical direction. Also, because of the same reason, the replacement
path could be bent. However, a faulty PE cannot be replaced by a spare PE
if the faulty one and the spare one are neither on the same row nor on the
same column. We model the problem of whether all faulty PEs can be replaced
by spare ones as maximum independent set problem on contradiction graphs
which are constructed from the original physical array with faulty PEs. We next
present the methods of generating contradiction graphs, then we present the al-
gorithm for finding maximum independent set and the algorithm for calculating
the logical array based on the independent set.
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3 Generating Contradiction Graphs

We now present how to construct contradiction graphs from physical arrays with
faulty PEs. In this paper, we consider three types of distribution of spare PEs.
For a fauty PE i, it can be replaced by a non-faulty PE from left, right, top
or down direction, respectively. We denoted the replacement path of PE i by a
left-side (right-side, top-side or down-side) fault-free spare PE as vli (v

r
i , v

t
i or v

b
i ).

In another word, vti , v
b
i , v

l
i and vri indicates that the directions of replacement

paths are up, down, left and right, respectively. It is evident that vti , vbi , vli
and vri cannot coexist because each faulty PE i can only be replaced in one
direction in a feasible logical array. Moreover, replacement paths with near-miss
relation, intersection relation or contention relation cannot coexist. Let Vi be the
set of all possible replacements of PE i. We construct the contradiction graph
G(V,E) where vertices set V = {Vi | i ∈ H ∧ i is faulty}, and edge set E
={(u, v) | u ∈ V, v ∈ V, u and v can not coexists }.

3.1 On Array with Two-Row Spare PEs

Fig. 4(a) shows the physical array with two-row spare PEs where gray boxes
represent spare PEs. Since the two redundant rows of spare PEs are located at
the top and bottom of the physical array, thus each faulty PE i has two possible
replacement paths, i.e., vti or v

b
i . The array in Fig. 4(a) contains 5 faulty PEs and

each faulty PE has two possible replacement paths, thus there are 10 vertices in
the contradiction graph.

The contradiction graph can be generated as follows. For every faulty PE i in
H , the two vertices vti and vbi are added into the vertices set V , where vti and vbi
denote the replacement of PE i by a fault-free PE from up-side and down-side,
respectively. Edge set E is initialized to ∅, and is then constructed as follows.

1) There exists an edge between the two possible placement vertices of a faulty
PE, i.e., there is an edge between vertices vti and vbi for 1 ≤ i ≤ Nf .

2) For any near-miss between two replacement vertices u and v (u ∈ V , v ∈
V ), we add an edge between vertices u and v. Here we only need to consider
the near-miss among two vertical replacement path, including the situation
of two faulty PEs in the first column and the last column, respectively.

3) Let Pu and Pv denote two replacement paths, and u and v are two cor-
responding replacement vertices. If Pu overlaps with Pv, i.e., there is a
intersection between Pu and Pv, we add an edge between vertices u and
v. Here we only consider the intersection of two faulty PE on the same
column.

3.2 On Array with One-Row-One-Column Spare PEs

Fig. 5(a) shows a physical array with one-row-one-column spare PEs, thus each
faulty PE has four possible replacement paths. The array in Fig. 5(a) contains
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Fig. 4. The array with two-row spare PEs (a) physical array, (b) contradiction graph
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Fig. 5. The array with one-row-one-column spare PEs (a) physical array, (b) contra-
diction graph

four faulty PEs, thus the constructed contradiction graph comprises 16 replace-
ment vertices, as shown in Fig. 5(b).

For each faulty PE i of H , four replacement vertices vti , v
b
i , v

l
i and vri are

added into the set of vertices set V . The edge set E is initialized to ∅, and is
then constructed as follows: There is an edge between any two vertices of vti ,
vti , v

t
i and vbi for 1 ≤ i ≤ Nf . Let Pu and Pv denote two replacement paths,

and u and v are two corresponding replacement vertices. If there is intersection,
near-miss or contention relation between Pu and Pv, we add an edge between u
and v.

3.3 On Array with Cross-Distributed Spare PEs

Fig. 6(a), the physical array with cross-distributed spare PEs. The physical array
is distributed into four zones by the spare PEs. We denote the zones as I, II, III,
IV. The contradiction graph contains 16 nodes as shown in Fig. 6(b).

We construct the contradiction graph in the following way. For each faulty
PE i of H , the four vertices vti , v

b
i , v

l
i and vri are added to the vertices set V .

Edge set E is initialized to ∅, and is then constructed as follows. Let P1 and P2
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Fig. 6. The array with cross spare PEs (a) physical array, (b) contradiction graph

denote two replacement paths for two faulty PE (r1, c1) and (r2, c2), and u1 and
u2 are the two corresponding replacement vertices in the graph.

1. If PE (r1, c1) and (r2, c2) are in a same zone (I, II, III or IV), we add edges
using the same methods as in previous section.

2. Otherwise, if PE (r1, c1) and (r2, c2) are not in a same zone, we should
pay attention to near-miss and intersection. The near-miss about two faulty
PEs are not in the same zone can be similarly defined, such as when two
faulty PEs, (r1, c1), (r2, c2), are not in the same zone, and if |r1 − r2| = 1
and c1 < c2, then two horizontal replacement paths, [r1, c

−
1 ] and [r2, c

+
2 ] are

called near-miss. And the following combinations of zone should be consider
about the intersection: two faulty PEs respectively in zones of (I, II) or (III,
IV); two faulty PEs respectively in zones of (I, IV) or (II, III); two faulty
PEs respectively in zones of (I, III); two faulty PEs respectively in zones of
(II, IV).

4 Generating Logic Array Using Independent Set

4.1 Find the Maximum Independent Set

For a contradiction graph constructed from a physical array with Nf faulty PEs,
if an independent set of Nf elements can be find, then all faulty PEs can be re-
placed by spare PEs (directly or consequentially), thus a feasible logical array
can be formed. To find the maximum independent set of a contradiction graph,
we customized a max-min ant system (MMAS) [15] algorithm in this subsection.
MMAS have three key elements: heuristic information, probabilistic decision
and pheromone update. MMAS starts from an empty solution and then iter-
atively chooses the best solution from all ants’ solutions until the number of
iterations is satisfied. In each iteration, after all ants generate their feasible
solutions, we choose an ant with best solution. Then the ant deposits more
pheromone on solution components which are used in constructing its solutions.
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Solution components with larger amount of pheromone are more likely to be
used by ants in constructing feasible solutions. The process repeats for a certain
number.

In this paper, the solution components are the vertices of the contradiction
graph, and the pheromone of a solution component corresponds to the proba-
bility that the solution component will be used by ants in constructing feasible
solutions. We next present how to produce an independent set of a contradiction
graph for an ant t. The sets are utilized: candidate set Ct and independent set
St. Ct is initialized as all vertices of the contradiction graph and St is initialized
as empty set. Algorithm MMAS randomly selects a vertex and removes it to
St, then all its adjacent vertices of Ct will be deleted. Then MMAS repeatedly
removes a vertex, say v, from Ct to St based on the probabilistic decision of
each solution components, and deletes all neighbors of v from Ct. This process
continues until Ct is empty, then the set St is the independent set for ant t.

– Heuristic information. Let degree(vi) be the degree of vertex vi in the
graph G. Then the heuristic information of vertex vi is defined as η(vi) =
1/degree(vi). The vertex with small heuristic information are more likely to
be selected and removed from Ct to St.

– Probabilistic decision. Let pt(vi) denotes the probability of vertex vi being
selected by ant t. The pt(vi) is calculated as follows, based on pheromone
trail τ(vi) and heuristic information η(vi), where τ(vi) will be defined later.

pt(vi) =
[τ(vi)]

α[η(vi)]
β∑

vj∈Ct
[τ(vj)]α[η(vj)]β

(1)

where α and β are two parameters which determines the relative importance
of the pheromone trail and the heuristic information.

– Pheromone update. At the end of each iteration, the pheromone trail is up-
dated after all ants have generated their solutions. In order to simulate the
pheromone evaporation, the pheromone on each vertex are multiplied by a
residual concentration factor (1 − ρ), where ρ is the evaporation coefficient
(0 ≤ ρ ≤ 1). In addition, the ant with iterative best solution, say tib, will
release pheromone on all vertices of its maximum independent set Stib . The
updated pheromone for each vertex vi ∈ Stib is calculated as

τ(vi) = (1− ρ)× τ(vi) + 0.1× degree(Stib) (2)

where 0.1×degree(Stib) indicates the pheromone deposited by tib. And vertex
vj outside Stib is calculated as

τ(vj) = (1− ρ)× τ(vj) (3)

And after a few iterations, such as 5 iterations, the global best ant tgb released
pheromone on the vertices of its maximum independent set Stgb , and the
updated pheromone is defined as follows.

τ(vi) = (1− ρ)× τ(vi) + 0.1× degree(Stgb) (4)

where 0.1× degree(Stgb) denotes the pheromone deposited by tgb.
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4.2 Generating the Logic Array

Algorithm 1. LogArr(H , Nf , path dire)

Input: physical array H ; the number of faulty PE Nf ; the directions of
replacement paths path dire;

Output: logical array T .

begin
T := H ;
for each non-spare PE (i, j) ∈ H do

ip := i; jp := j;
if (i, j) on a replacement path, say pk then

if path dire(k) is upward then
il := (ip − 1 +m)%m;

else if path dire(k) is downward then
il := (ip + 1)%m;

else if path dire(k) is leftward then
jl := (jp − 1 + n)%n;

else
jl := (jp + 1)%n;

else
the logical index of (i, j) is its physical index;

return T ;
end

Let path dire(k) be the direction of replacement paths pk, we initialize the
path dire(k) for each replacement path pk according to the maximum indepen-
dent set produced in previous stage. The proposed algorithm for generating logic
arrays, denoted as LogArr, works in the following way. The LogArr starts by ini-
tializing the logic array as the physical array. Then, for each non-spare PE, say
(i, j) (0 ≤ i ≤ m − 1, 0 ≤ j ≤ n − 1), which is not located on a replacement
path, LogArr sets the logical coordinate as the physical index of the PE (i, j).
Otherwise, (i, j) located on a replacement path pk, and we calculate the logical
coordinate of the PE (i, j) as following. In order to distinguish, the row (column)
index of a PE (i, j) in physical array H and logical array T is denoted as ip (jp)
and il(jl), respectively.

1. If the direction of pk is upward, il := (ip − 1 +m)%m, jl := jp;

2. If the direction of pk is downward, il := (ip + 1)%m, jl := jp;

3. If the direction of pk is leftward, jl := (jp − 1 + n)%n, il := ip;

4. If the direction of pk is rightward, jl := (jp + 1)%n, il := ip.
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Fig. 7. The one-row-one-column distribution (a) the direction of replacement path,
and (b) the connection of array

Due to all algorithms discussed in this paper are based on the torus-connected
network, and the wraparound edges in the horizontal direction and vertical di-
rection, we need to consider the modulo operation when calculating logical co-
ordinate. Note that, for the two-row distribution of spare PEs, we only need to
consider replacement paths of vertical direction.

To better understand how LogArr works, we employ an example that gener-
ating a logic array where the distribution of spare PE is one-row-one-column as
shown in Fig. 7. In Fig. 7(a), the PE r is in the replacement path Pu of PE u,
and u is replaced by r. The states of switches are shown in Fig. 7(b).

5 Experimental Results and Analysis

In this section, we evaluate the efficiency of the proposed reconfiguration ap-
proach for the fault-tolerance of torus array. The proposed algorithms were im-
plemented in C language and ran on a Pentium IV 3.0GHz computer with 2GB
RAM. The experiments are conducted on randomly generated data sets where
the faults of a host array were generated by a uniform random generator the
same as [3], [4]. In the experiments, the distribution of spare PEs are two-row
distribution (case 1), one-row-one-column distribution (case 2) and the cross dis-
tribution (case 3), respectively. In order to evaluate reconfiguration performance,
the Reliability is calculated as follows.

Reliability =
num of successful reconfigurations

num of total reconfigurations
(5)

Table 1 shows the comparison of Reliability between mesh-connected ar-
ray and torus-connected array with fault densities range from 0.5% to 5%.
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The array size is set to be 16×16 and 32×32, respectively. Generally, for case
2 and case 3, the Reliability of torus-array is clearly higher than mesh-array.
This is due to the fact that a spare PE can be utilized to replace more faulty
ones in torus-array due to the wraparound edges, in comparison to mesh-array.
In case of 16×16 host array with fault density 4%, the Reliability of torus-array
is 1.000 while it is 0.567 for mesh-array in case 2, and the Reliability of torus-
array is 0.967 while it is 0.833 for mesh-array in case 3. For case 1, not much
improvement in Reliability is achieved in torus-array over mesh-array, because
the more constraints is utilized in generating contradiction graphs for torus-array
than mesh-array. For example, on 16×16 host array with fault density 5%, the
Reliability of mesh-array is 0.367 while it is 0.333 for torus-array in case 1. In
addition, few unexpected results are observed, such as the case on 32×32 host
array with fault density 3%, the Reliability of mesh-array and torus-array are 0
and 0.033 in case 1. This is because, we find the maximum independent set by
MMAS and MMAS with stochastic.

Table 1. The Impact of Fault Density to Reliability

Host Array Reliability

size
faulty
density

case1 case2 case3
Mesh Torus Mesh Torus Mesh Torus

16×16

0.5% 1.000 1.000 1.000 1.000 1.000 1.000
1% 1.000 1.000 1.000 1.000 1.000 1.000
2% 0.933 0.933 1.000 1.000 1.000 1.000
3% 0.767 0.767 0.800 1.000 0.967 1.000
4% 0.700 0.700 0.567 1.000 0.833 0.967
5% 0.367 0.333 0.200 0.900 0.800 0.967

32×32

0.5% 1.000 1.000 1.000 1.000 1.000 1.000
1% 0.967 0.967 0.733 1.000 0.967 1.000
2% 0.333 0.300 0.033 0.833 0.500 0.833
3% 0 0.033 0 0 0 0.033
4% 0 0 0 0 0 0
5% 0 0 0 0 0 0

For low fault densities, the Reliability of the three cases are all high. However,
the Reliability of three cases decreases with the increasing fault densities. For
example, for 32×32 host torus-array with fault densities increases from 2% to
3%, the Reliability of three cases decreases from 0.300 to 0.033, from 0.833 to 0,
and from 0.833 to 0.033, respectively. This is because, the number of spare PEs
is fixed, while the increased fault densities increases the number of faulty PEs,
which increases the hardness of replacing all faulty PEs with spare ones.

Table 2 shows the comparison of Reliability between mesh-array and torus-
array with array size ranging from 4×4 to 20×20. The fault densities of tested ar-
rays are set to be 4% and 8%, respectively. It can be observed that the Reliability
of torus-array is higher than that of mesh-array for case 1 and case 2. Also, few
number of unexpected results are observed for case 1, due to the same reason as
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analyzed in Table 1. For small array size, the Reliability of the three cases are
all very high, and the Reliability of the three cases are all decreases with the
increasing array size. For example, on physical torus-arrays with fault density
of 8%, Reliability of three cases decreases from 0.900 to 0.333, 1.000 to 0.767,
1.000 to 0.933, when the array size scales up from 8×8 to 12×12. It is because,
with the increasing array size, but the number of faulty PEs increases quicker
than the spare ones due to the distribution of spare PEs.

Table 2. The Impact of Array Size to Reliability

Host Array Reliability

faulty
density

size
case1 case2 case3

Mesh Torus Mesh Torus Mesh Torus

4%

4×4 1.000 1.000 1.000 1.000 1.000 1.000
8×8 0.967 0.967 0.900 1.000 1.000 1.000

12×12 0.733 0.733 0.833 1.000 0.967 1.000
16×16 0.700 0.700 0.567 1.000 0.833 0.967
20×20 0.300 0.300 0.100 0.833 0.200 0.900

8%

4×4 1.000 1.000 1.000 1.000 1.000 1.000
8×8 0.900 0.900 0.867 1.000 1.000 1.000

12×12 0.367 0.333 0.067 0.767 0.633 0.933
16×16 0 0.033 0 0.167 0.033 0.267
20×20 0 0 0 0 0 0

In comparison of the three cases, the distribution of case 2 and case 3 have
higher Reliability than case 1, because each spare PE in case 1 can replace two
faulty PEs at most, implying that the reconfiguration ability of case 1 is poorer.
Combined Table 1 with Table 2, it can be concluded that, when the quantity of
spare PEs is as much as twice of faulty ones, the two spare distribution patterns,
the one-row-one-column pattern and the cross pattern, can provide stable fault-
tolerance ability for torus-connected VLSI array.

6 Conclusions

In this paper, we have studied the fault-tolerance reconfiguration for torus-
connected VLSI arrays. The reconfiguration problem is transformed into inde-
pendent set on contradiction graph such that a physical array containing k faulty
PEs can be reconfigured if an independent set of k elements can be found. We
also presented efficient algorithms for constructing contradiction graphs from
physical arrays with faulty PEs, for finding maximum independent set and for
producing the target logical arrays based on the independent set. Simulation
results indicate that, the PE array is of high reliability if the spare density is
nearly twice as much as fault density of the physical array. In addition, the re-
configuration ability of the three proposed distribution patterns decreases with
the increasing fault density and array size, thus new distribution pattern of spare
PEs should be investigated for large arrays with dense faulty PEs.
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Abstract. Virtual network embedding that embedding virtual network in sub-
strate network is usually mentioned as resource allocation problem in network 
virtualization. Virtual network embedding can be employed to solve the prob-
lems like resource constraint, access control, request online and diversity of to-
pology. This paper develops an ant colony optimization algorithm of virtual 
network embedding (ACO-VNE). The ants secrete and update pheromones in 
node mapping according to the cost of link mapping. Based on feedback infor-
mation, the ants move to find good solution through learning from each other. 
Simulation results suggest that the algorithm can map the virtual network with 
low rejection rate and high revenue of substrate network. 

Keywords: Network virtualization, virtual network embedding, path splitting, 
ant colony optimization. 

1 Introduction 

Network virtualization has been one of the most promising technologies for the future 
Internet [1]. Network virtualization allows coexistence of multiple virtual networks on 
the same physical network so that it can provide user with rich end-to-end custom 
services. Each virtual network (VN) in a network virtualization environment (NVE) is a 
collection of virtual nodes and virtual links. Essentially, a virtual network is a subset of 
the physical network (PN) resources. Network virtualization has been applied to the 
data center to solve problems such as extensibility, complexity, resource utilization, 
etc[2]. In addition, in order to achieve the sharing, separation and aggregation of 
computing resources and resource manageability in cloud computing environment, 
network virtualization becomes the key technology[3]. 

Virtual network embedding problem is core problem of network virtualization in 
resource allocation[4]. VNE focuses on the efficiency of embedding virtual network in 
physical network[5, 6]. Node resource usually includes CPU, memory, geographic 
location and link resource includes latency, bandwidth, jitter, etc. The aim of VNE is 
that embeds virtual network to the physical nodes and links appropriately and supplies 
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enough resource for the virtual network. Under the guarantee of VN requests, VNE 
should reduce the rejection rate of virtual network request as much as possible and 
improve the revenue of physical network resources at the same time. VNE need to 
solve many problems, such as resource constraints, access control, online request and 
diversity of topology. VNE has been proven to be NP-hard problem[5]. 

As we know, virtual network embedding problem is very hard to find the optimal 
solution. However, ant colony optimization (ACO) as heuristic algorithm is powerful in 
solving NP-hard problem. ACO has been applied to multiple field like TSP, vehicle 
routing problem and multicast routing problem[7]. In this respect, we proposes ant 
colony virtual network embedding algorithm based on multi-constraints, denoted by 
ACO-VNE. ACO-VNE builds solution gradually by mapping virtual node to substrate 
node with low cost of mapping its adjacent links. The ant secretes and updates phe-
romone in the mapping of from virtual node to physical node according to the cost of 
embedding virtual network. From the learning between ants according to pheromone, 
the ant will gradually move closer to the optimum solution. 

This paper consists of five sections. Section 1 briefs the background of the virtual 
network embedding. The related work of VNE is reported in section 2. The Mathe-
matical Model is depicted in section 3. Section 4 briefs the ant colony virtual network 
mapping algorithm. The results of simulations and discussion of the performance are 
reported in section 5.  

2 Related Work 

The research of scholars in the past years has proposed many mapping scheme ac-
cording to different direction. According to the difference of virtual network request 
(VNR) arriving, virtual network mapping problem can be divided into two cases: 
online and offline. Online VNE algorithm like [8-10] refers to that the virtual network 
request arrives at any time. PN will recover the network resources after the virtual 
network request leaves. While offline VNE algorithm like [11, 12] supposes knowing 
the arriving time, endurance and depart time of VNRs in advance. From the order of 
virtual node mapping and virtual link mapping, the VNE can be two stage VNE which 
virtual nodes are mapped before virtual links like[9, 10] or one stage VNE which 
virtual links are mapped at the same time as virtual nodes like [13, 14]. 

Early studies on VNE, greedy algorithm is one stage VNE mentioned in [9]. The 
algorithm always maps the virtual node with high resource demand to the substrate 
node with abundant resource. Then algorithm uses K-Shortest-Path (KSP) in link 
mapping. This algorithm can be accomplished simply, but it is difficult to obtain good 
solution because it can’t make the utmost of the substrate resources of path with nar-
row bandwidth. So, another algorithm is proposed by [9] which sustained path splitting. 
Path splitting is that the virtual link can be mapped to multi-path in substrate network 
which is similar with multi-commodity flow[9]. The author proposed another way 
called path migration in link mapping for these VN requests with long hold-up time. 
Path migration allows a path to migrate from one substrate path to another path in order 
to save enough resource for the demand of current VN. But, it is difficult to determine 
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which path to be migrated is best. Most methods of path migration is map VN again 
until the new VNR can be embedded into PN. Though path migration VNE can get a 
better solution than ordinary algorithm, but it needs higher time complexity. 

For two stages VNE, the link mapping relies on the node mapping mostly. Based on 
the greedy idea of node mapping, [10] proposed VNE algorithm through topolo-
gy-aware node ranking. Based on the Markov Random Walk model, the algorithm 
ranks the network node based on its resource and topological attributes. It computes the 
Node-Rank value for each virtual node and substrate node and then sorts virtual nodes 
in non-increasing order according to their Node-Rank values. Then the author proposed 
the link based breadth first search(BFS) based on backtracking. Once the failure of link 
mapping occurred, then it will go back to map the previous node. This algorithm leads 
to a good solution with a low time complexity. But when the network size is large, the 
solution of the algorithm is bad. 

Above, we find that link mapping of VNE relies on node mapping largely. They are 
influenced with each other. One stage VNE can get better mapping result, but it using 
backtracking always results in bad time complexity. Two stages VNE, it is important to 
design a good node mapping algorithm. It is difficult to find optimal solution when the 
network scale is large because VNE is NP-hard problem. So, we propose an ant colo-
ny optimization for virtual network embedding. 

3 The Mathematical Model of Virtual Network Embedding 

Undirected graph ( , , , ) denotes substrate network, where  denotes 

the node set of graph, each substrate node ∈ , i={1,2,  m}, m equals to | | 
means the number of nodes and  denotes the link set of graph, each substrate link ∈  , = 1,2, ,  and  demotes the property of  ( ∈ ) and  

( ∈ ) respectively. The property of  may be CPU, memory or location, while the 

property of  may be bandwidth.  denotes the path without loop. 

Similar to the substrate network, the virtual network can be denoted =( , , , ), where  denotes the node set of graph, each virtual node ∈  

j={1,2,…n}, n equals to | | meaning the number of virtual nodes and  denotes the 

link set of graph, each virtual link ∈  ,  and  demotes the resource de-

mand of  ( ∈ ) and ( ∈ ) respectively. Generally, we can use ( )( , , ) to sign a VNR, where  denotes the time of VNE arrives and  

denotes0 the time of VNE continues. The substrate network should provide enough 

resource like CPU, bandwidth to VNR when it arrives and take back resource when  

it departs. What’s more, substrate network will deny the VNR without enough  

resource. 

We define the mapping of VNE: : ( , ) ( , ), where ∈ , ∈ . Further on, we use ∈ 0,1  to indicate if the virtual node  mapped into 
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the substrate node  that means it is true if = 1, and vice versa. In the same way, 

we use  denote the path which virtual link  mapped, and use  denote the 

resource demand ratio that substrate link ∈  occupied by ∈ . At first, we 

supposed each virtual node can only be mapped into one substrate node, in other words 

each virtual node can be supplied resource by one substrate node. Each substrate node 

can only supply one virtual node in the VNR. So, we get a constraint as follows: ∀ ∈ 1, 2, . . . , ，∑ ≤ 1    (1) ∀ ∈ 1, 2, . . . , ，∑ = 1   (2) 

The substrate node which mapped by a virtual node must have enough resource. The 
constraint as follows: ∀ ∈ 1, 2, , , ∀ ∈ 1, 2, , , ( − ) 0   (3) 

The substrate link which mapped by a virtual link must have enough resource as 
well. The constraint as follows: ∀ ∈  , ∀ ∈ , ( − ∗ ) 0       (4) 

The goal of VNE is take full advantage of the physical network resource and reduce 
the reject rate of VNR as much as possible. That is, we should use resource as few as 
possible to fulfill the demand of VN. We only consider the link resource occupying 
because of the node resources occupying same from different mapping algorithm. So 
we define objective function as follows: min (∑ ∑ ∗∈∈ )          (5) 

From the above, we get the mathematical model of VNE as follows: 

 

The mathematic model of VNE  

Minimize:               ∑ ∑ ∗∈∈  

Subject to:            ∀ ∈ 1, 2, , , ∑ ≤ 1                     ∀ ∈ 1, 2, . . . , , ∑ = 1 ( − ) 0 ∀ ∈  , ∀ ∈ , ( − ∗ ) 0 ∈ 0,1 , ∈ 0,1  ∀ ∈ 1, 2, . . . , , ∀ ∈ 1, 2, . . . ,  ∀ ∈ 1, 2, . . . , , ∀ ∈ 1, 2, . . . ,  
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4 ACO-Virtual Network Embedding Algorithm 

In ACO-VNE, we suppose that one virtual node in same VN is not allowed to be 
mapped to the multiple substrate nodes in PN, while one virtual link can be mapped to 
multiple substrate links. Moreover, one substrate node only supplies one node in the 
same VN. In other words, different node from different VN can be embedded to the 
same substrate node. We suppose that the substrate network supports path splitting and 
uses multi-commodity flow algorithm to embed the virtual links to the substrate 
links[10]. 

The ACO-VNE algorithm based on ant colony optimization is a kind of one stage 
VNE that node mapping and link mapping are preceded simultaneously. For each VN, 
the ant will calculates transition probability to every substrate node for each virtual 
node through accumulating pheromone and heuristic factor. The probability will be 
zero if the substrate node has no enough resource or it has been mapped into anther 
virtual node in the same VN. Then, the ant selects the suitable node to be mapped using 
roulette algorithm. At last, the ant embeds the virtual links which adjoined the virtual 
node it mapped just now. The ant handles link mapping stage using multi-commodity 
flow(MCF) [9].  

As shown in the fig 1, when a new VNR denoted  arrives,  marks the 
physical network. The numbers in parenthesis are the available CPU resources at the 
nodes and the numbers over the links represent available bandwidths. We only consider 
the CPU resource, geographic location of node and bandwidth resource of link. Con-
sidering the difference of resource demand of virtual nodes, the node with high demand 
can’t be mapped successful when the substrate network is resource exhaustion. Ob-
viously, the virtual node with high resource demand should be embedded prior. So, we 
sort virtual node according to their resource demand using the formula as formula (6), 
where  identify all adjacent links of virtual node . = ( ) + ∑ ℎ( )∈     (6)     

In the light of sequence of virtual node mapping {a,b,c,d} in Fig1, we map fist vir-
tual node a with no virtual link to be mapped now. Then, the ant maps the second 
virtual node b and its appending link (a,b) which connected with virtual node mapped 
before. The ant maps all the virtual nodes and virtual links in this way.  

The ant selects candidate substrate nodes for a virtual node. The candidate node 
should be within the circular geographic area defined by the location of virtual node 
and its radius distance demand. Then, the ant will calculates transition probability to 
every substrate node for each virtual node through accumulating pheromone and heu-
ristic factor through formula(7), where ( ) denotes the quantity of  pheromone if  mapped into  in time t and  is heuristic factor and ,  controls the influ-
ences of pheromone, heuristic factor. 

 
 

( ) = ( )∑ ( )∈ , ∀ℎ ∈0, ℎ        (7) 
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Fig. 1. The process of embedding VNR in ACO-VNE 

In Fig1, if the ant maps virtual node a in substrate node D then the heuristic factor is 
the cost of mapping virtual link (a, b). The ant calculates heuristic factor using the 
formula(8), where  marks all adjacent virtual link to be embedded if virtual node  
have been embedded to node . We define ( ( )) as the resource occupied 
by the virtual link  using multi-commodity flow algorithm. Such as virtual link (a, 
c) in Fig1 is mapped to substrate link (A, B), (B, C) and (A, C). The bandwidth re-
source of (A, B), (B, C), (A, C) are occupied 10, 10, 20, by virtual link (a, c) with 
bandwidth demand of 30, respectively.  = ∑ ( ( ))∈                  (8) 

We keep the best ant denoted  till all ants get result. The pheromone is stored 
in matrix p[n][m], where n is defined the number of the virtual nodes and m is defined 
the number of substrate nodes. For each ant, we use the formula(9) update pheromone, 
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where  denotes the heuristic factor and ( ) denotes the quantity of pheromone if 
 embedded into  in time t. We use formula (10) calculate  where n denote the 

number of ants.  ( + 1) = (1 − ) ( ) + ∑ ∆    (9) = ∑ ( ( ))∈     (10) 

When a virtual network request comes, we use ACO-VNE algorithm as follows: 

Algorithm 1: ACO-VNE algorithm 

1. Construct the sequence list of virtual node to be embedded in VN. 
2. Initialize the pheromone matrix, transition probability matrix, the best ant 

=+∞. 
3. Input maximum iteration maxIte and the number of ants n 
4. for i=0 to maxIte do 
5.    for j=1 to n do 
6.       Construct the mapping results  through algorithm 2 
7.       if Res( ) > ( ) then 
8.          
9.    end for 

10.    Update pheromone matrix 
11.    if converge then 
12.      break; 
13. end for 
14. return  

For each ant, we use the algorithm to embed VN as follows: 

Algorithm 2: ACO-VNE Mapping algorithm 

1. Define the node, link mapping results of VNE NodeMap, LinkMap respectively 
2. Select the first virtual node  in sequence list 
3. Select the substrate node with most resources 
4. Update the NodeMap with < , > 
5. for  in \  do 
6.    Find the vLinks which adjacent to  will be mapped 
7.    Find the candidate substrate nodes  which located in constraint location of  
8.    for  in  do 
9.       Map vLinks through GLPK and get edge mapping edgeMap( ) and the 

cost  
10.       Calculate the factor and update transition probability matrix 
11.    end for 
12.    Select  through Roulette algorithm 
13.    Update NodeMap, LinkMap 
14. end for 
15. return the solution of Embedding NodeMap and LinkMap 
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5 Simulation and Results Analysis 

5.1 Simulation Environment 

The simulation tool we use is Alevin that is a Java project with well-defined interfaces 
to implement new VNE algorithms and metrics. Alevin use Waxman generator to 
create random network topologies. ACO-VNE we proposed is appropriate for VNR 
offline. That is, we have known all VNRs before we run the algorithm. So, VNRs in 
our simulation environment is offline. 

5.2 Evaluation Metrics 

The goal of virtual network mapping is make full use of limited the underlying network 
resources and improve the revenue of infrastructure providers. So we define the for-
mula (11) to evaluate revenue of VNR, where  denotes the resource demand of link 

 and  denotes links of all VNR. = ∑ ∈                         (11) 

What's more, we use the formula(12) to evaluate utilization rate that virtual net-
work mapped to substrate network, where  denote the set of links of VNR and  
denote the substrate path which embedded by virtual link .  denotes the resource 
demand of link  and  denotes the ratio of resource demand applied by the sub-
strate link . R/C reflects the relation between the profit and the cost of VNR. 

R/C = 
∑ ∈ ∑ ∑ ∗∈∈                (12) 

We use the evaluation metric rejection rate (RA) of VNR as follows: =          (13) 

Where  denotes the number of VNRs which mapped into substrate network 
failed. N denotes the number of all the VNRs. 

5.3 Evaluation Results 

In Alevin, we implement the ACO-VNE. In order to test performance of the algorithm, 
we implement K-Shortest-Path algorithm(KSP-VNE) , sustaining path splitting algo-
rithm(SPL-VNE)[9]. 

From Fig2, we find that the three algorithms get a low RA when the number of 
VNRs is few. However the RA of KSP-VNE increased quickly along with more VNRs. 
Because KSP-VNE do not allowed path splitting when there are many VNRs. The RA 
of ACO-VNE is not higher than SPL-VNE in any case. But it can’t search solution 
globally although SPL-VNE allows path splitting. Whatever, ACO-VNE based on 
swarm intelligence, it tend to search good results from the whole solution space. 
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From the Fig3, we find that the revenue of ACO-VNE is higher than KSP-VNE 
and SPL-VNE. Because of ACO-VNE embed virtual network to substrate network 
considering the embedding of future virtual network by feedback. It is obvious when 
there are more VNR from Fig3. 
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Fig. 4. Comparion of the R/C of the algorithms 

From the Fig4, we find that the R/C of all three algorithms is high when there are few 
VNRs. When there are more VNRs, the R/C decreases because SPL must expend more 
resource such as long path, multi-path to satisfy the demand of new VNR. The R/C of 
ACO-VNE, SPL-VNE is higher than KSP-VNE because of path splitting. Furthermore, 
the R/C of ACO-VNE is higher than SPL-VNE. Because of ACO-VNE can find 
cheaper multi-path than SPL-VNE according to their learning from each other. In the 
fourth point, we find that the R/C of SPL-VNE is lower than KSP-VNE when there are 
more VNRs because KSP-VNE can’t accept more VNR. While, SPL-VNE can accept 
more VNRs but it consumes more resource. 

6 Conclusion 

We propose ACO-VNE based on the ant colony optimization for virtual network embed-
ding algorithm in this paper. The algorithm uses swam evolution idea and sustains splitting 
path as well. The ant embed virtual node according to the cost of embedding its adjacent 
links. The ant finds solution towards optimal solution stimulated by pheromone secreted 
by other ants. Simulation results indicate that ACO-VNE can get a better solution for VNR 
than traditional algorithm with lower rejection rate and higher revenue. 
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Abstract. As power density increases with high technology, the high 
temperature has threatened the system performance, reliability and even system 
safety. In this paper, we propose a temperature-aware task scheduling approach 
which combines low-overhead Time-Slice Scaling (TSS) with Alternative 
Scheduling schemes to reduce temperature. Through fine-grained thermal 
characterization based on task behavior, dynamically determine Time-slice 
Scaling factor (TSF) for each task on real-time. Besides, combining alternative 
scheduling scheme based on boosting thermal model. Experimental results 
demonstrate our proposed policy can reduce the chip average and peak 
temperature maximums by 3.1°C and 2°C with negligible performance loss. 

1 Introduction 

Thermal problem in modern microprocessor is becoming more and more serious with 
continuing decrease of device feature size, which results in more computation being 
processed in smaller area. If the cooling device can’t efficiently scatter the generated 
heat, chip temperature will rise which causing more power dissipation and the thermal 
state will fall into a feedback loop and eventually leads to thermal runaway [18]. 

Although many architecture-level Dynamic Thermal Management (DTM) 
techniques have been proposed to alleviate processor’s thermal emergency, these 
power-aware techniques control runtime thermal states at the cost of high 
performance loss and based architecture support. System-level DTM methods provide 
higher flexibility and scalability in solving thermal problems. Temperature-aware task 
scheduling is one of the most popular and well-studied system-level DTM methods. 
Such as R. Jayaseelan et al. proposed Temperature-aware task sequencing and voltage 
scaling policy [5], which combined alternative scheduling of hot and cool task with 
architecture supported Dynamic Voltage Frequency Scaling (DVFS) after the chip 
temperature exceeds threshold, and so on [7, 20]. All these policies control 
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temperature using time-slice as the basic smallest unit. Therefore, if chip temperature 
exceeds threshold temperature within one time-slice, only two circumstances will 
happen: 1) use DVFS technology to decrease temperature but with considerable 
performance loss; 2) increase radiating to decrease chip temperature but with 
considerable more energy consumed.  

In this paper, we propose a temperature-aware task scheduling approach based on 
more fine-grain unit of less than one time-slice. According to task thermal behavior 
characterization, dynamically determine Time-slice Scaling factor (TSF) for each task 
on real-time which hotter task will have less TSF, therefore, allocated less time-slice 
for original time-slice multiplied by TSF, and cooler task will be allocated more time-
slice. Time-Slice Scaling can reduce temperature with neither performance nor energy 
overhead. Moreover, we design a boosting thermal model which predicts the 
temperature of the chip. Based on the boosting thermal model, determine the 
alternative scheduling scheme to reduce temperature further.  

We implement the proposed scheduling approach in Linux 2.6.22 running on an 
Intel Core 2 Solo Processor. We choose 15 heterogeneous benchmarks from Mibench, 
SPEC 2000 and 2006, divide them into 14 experimental groups according to varied 
CPI characteristics combination. The experimental results show that our technique 
can reduce chip average and peak temperature maximums by 3.1∘C and 2∘C, and 
greatly shorten the time length of temperature peak with negligible performance loss. 

The rest of this paper is organized as follows: in section 2, introduce some related 
work. Section 3 explains the method we used to characterize task’s thermal 
characterization. Section 4 describes the temperature-aware scheduling based on 
Time-Slice Scaling and Alternative Scheduling schemes. We report the experiment 
setups and results in section 5 and conclude in section 6. 

2 Background 

Much previous work had explored various methods utilizing DVFS, DPM or other 
system-level policies to achieve dynamic power, energy and thermal management. The 
optimization objectives of these approaches can be classified into three categories:  
1) runtime chip average and peak temperature minimization [4-6, 8, 9, 14, 16];  
2) performance maximization under certain thermal/energy constraint [13, 14, 17, 19]; 
3) energy or power minimization under certain thermal constraint [1-3, 10, 12, 18]. 

Jayaseelan and Mitra [8] observed that different task execution sequences produce 
different chip peak temperatures and then they propose a task sequencing and voltage 
scaling algorithm to reduce the runtime chip peak temperature for a set of periodic 
tasks on embedded system. Chantem et al. [4] formulate the problem of task 
scheduling and assignment into mixed-integer linear programming and propose peak 
temperature minimization approach for hard real-time application on MPSoCs. In [14], 
Liang Xia et al. implement a thermal-aware scheduler which leverages the temporal 
and spatial heat slack among cores to migrate task from hot core to cooler core and 
assign a cool task to hot core or let it idle to balance the heat between these cores. 
Temperature-aware scheduling based on calculation of the post-thermal map has been 
done in work [6]. Choi et al. [5] propose another temperature-aware scheduling 
approach which changes the runtime workload timely to reduce the on-chip unit 
temperature. Considering the situation when CPU is full-loaded, a chip temperature 
reduction technique is proposed in [9]. 
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In [15], Zhang et al. introduced the thermal-aware performance maximization 
problem. They provided approximation algorithm to minimize the completion time 
for a set of periodic tasks under thermal constraints. [13] deal with the problem of 
performance optimization under thermal constraints for real-time system. [1] utilize 
the makespan as measure to design speed scaling algorithm for energy and power 
reduction. Liu et al. [10] considers several optimization objectives for embedded 
system under real-time constraints, such as energy optimization, thermal optimization 
and thermal constrained energy optimization. Wang et al. [12] propose a analytical 
model to characterize the thermal and workload features and then present a thermal-
aware scheduling approach to reduce power dissipation and temperature in data center. 
[3] solve the problem of energy minimization through temperature-aware dynamic 
voltage selection technique. 

All of these proposed techniques aim to manage system energy, power and thermal 
states and achieve a tradeoff with performance loss. These temperature-aware 
approaches basically utilize a general guideline, the so-called hot-out and cool-in 
scheme, to achieve online thermal management. Although they are more or less 
effective to reduce the chip average or peak temperature, off-line and task-level 
scheduling [8] can’t leverage the temporal heat slack inside a task or between tasks 
thoroughly. 

The primary contributions of our work are as follows:  
1) Control temperature in more fine-grain, within time-slice. Propose time-slice 

scaling factor for each task, which represents the thermal behavior of the task. 
According to the TSF, allocate time-slice for task; 

2) Design a boosting thermal model which predicts the temperature of the chip 
based on sequence of the scheduling; 

3) Combine Time-Slice Scaling and Alternative Scheduling in our temperature-
aware scheduling, which reduces chip average and peak temperature with 
negligible performance loss. 

3 Thermal Characterization 

Thermal characterization is the foundation for temperature-aware task scheduling. The 
execution flow of task is composed of alternative cpu-intensive and memory-intensive 
phases. In memory-intensive phases, the CPU obtains more opportunities for cooling. 
Therefore, the workload variation can cause chip temperature change. We perform 
experiments on Intel Core 2 Solo platform to observe task’s workload characteristics 
and achieve thermal characterization through fine-grained workload characterization. 

We run susan circularly and record the chip temperature and CPI every millisecond. 
Figure 1(a) shows the chip temperature and CPI variation over time under susan’ 
steady temperature state. The variation of CPI (such as 50ms, 300ms and 340ms  
points) directly causes chip temperature change, although we can’t observe more 
precise temperature change over time for the sensitivity limitation of on-chip 
temperature sensor supported by Intel Core 2 Solo process. High CPI normally implies 
low workload or utilization of CPU. Much prior work utilizes CPI and IPC or cache 
miss events to characterize and predict workload, which is inaccurate especially when 
predicting task’s thermal characteristics in the near future. We run tiffmedian circularly 
and record the total number of cache miss and chip temperature every millisecond.  
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We intercept two execution phases (50ms) under stead temperature state and show 
them in figure 1(b) and 1(c). Table 1 shows the total number of cache miss in several 
10ms-intervals and the temperature variation caused by cache misses. We observe that 
large number of cache miss cause temperature drop in the near future. In figure 1(b) 
and 1(c), if time 41ms is the scheduling point and we use CPI for workload prediction, 
the resulting predictions are the same in these two situations for that the CPIs are close 
(26.2 and 25.8 normalized). However, the actual situation is opposite that the 
temperature drops in Figure 1(b) after time 45ms point while rises after time 48ms 
point in Figure 1(c), which means that the workload characteristics of tiffmedianin the 
near future from prediction points are different in those two situations. CPI is not 
accurate enough for workload or thermal characterization and prediction because that it 
reflects the workload on phase-level while the lowering of chip temperature is mainly 
aroused by event-level cache miss. Therefore, the different cache miss distributions in 
a execution phase can indicate different workload features of a task in the near future, 
such as the large number of cache miss at time 41ms point in figure 1(b) indicates that 
it is extremely possible that there can be also large number of cache miss events in the 
near future. Therefore, for more accurate prediction, we need to investigate the cache 
miss distribution in the target time interval. 

CPI is the average number of clock cycles needed for execution of one instruction. 
Ideally, the CPU commits per cycle while CPU usually stalls for various reasons such 
as cache miss, TLB miss and branch prediction miss. Therefore the actual CPI is usual 
larger than the ideal CPI. The ideal CPI can be calculated through formula 1.  

 

 

(a) susan: CPI vs. Temp               (b) tiffmedian: CM vs. Temp 

 

(c) tiffmedian: CM vs. Temp 

Fig. 1. Thermal Characterization 
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 (1)

We collect the cache miss distribution information of the target time interval 
through online statistics supported by performance counters. We target the length of a 
scheduler quantum to calculate CPI and characterize cache miss distribution feature. 
The scheduler quantum (2n ms) is in the order of tens of milliseconds such as default 
10ms in Linux. We use an array d=[d1, d2, ..., d2n] to record the cache miss number of 
every millisecond in the latest scheduler quantum. The cache miss distribution 
(represented by ) is expressed through formula 2. Now we combine CPI and cache 
miss distribution to characterize the thermal behavior for tasks. The thermal behavior 
(represented by ) is calculated based on the formula 3. 

φ = 1 − ∑ =1∑2= +1 , ∑ =1∑2= +1 ≤ 1∑2= +1∑ =1 − 1 , ∑ =1∑2= +1 > 1   (2)

Ψ =  min( ∗ (1 − φ), 1)
  

(3)

 is a value between -1 to 1, which adjusts the value of CPIideal/CPIavg dynamically. 
The larger the value of  is, the cooler the target task is in the near future. The value of  can be set between 0 and 1, the method for value setting is presented in [4]. 

Table 1. Tiffmedian: Temperature change after cache misses in 10ms-interval 

 
Time intervals (ms)

0-10 40-50 65-75 79-89 112-122

CMtotal 110 89 43 54 1225

Tvar +1 +1 +1 +1 -2
 

 
Time intervals (ms)

124-134 160-161 221-231 239-249 265-275

CMtotal 637 596 45 6 18

Tvar -1 -1 +1 +1 +1
 

 
Time intervals (ms)

281-291 312-322 373-383 407-417 421-431

CMtotal 1034 328 5 32 527

Tvar -2 -1 +1 +1 -2

4 Temperature-Aware Scheduling 

4.1 The Boosting Thermal Model 

We formalize the problem of temperature-aware scheduling into a boosting thermal 
model as algorithm 1 shows. The boosting thermal model adopts the online learning 
theory. Online prediction is a continuous process, and at each trial point the online 
algorithm makes decision after receiving an N-component instance. Each component is 
a suggested prediction from an online learner. The learner’s prediction is based on the 
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input information and internal state of itself before the trial. The online algorithm 
evaluates each suggested prediction based on a loss function and chooses the learner’s 
prediction with minimized loss. 

In our boosting thermal model, we keep  learners and each one actually represents 
a task pool with the same scaled thermal behavior. At each scheduling point, the online 
learning algorithm evaluates each learner’s suggestion (selecting one of the tasks 
represented by the learner who gives this suggestion) based on a loss function and 
choose the suggestion with minimized loss. We scale task’s thermal behavior through 
formula 4 and associate a value j for learner  and let 1 = 1/(2 ), 2 = 3/(2 ), ...,  
= (2 −1)/(2 ). Therefore, we associate learners to task pools with different scaled 
thermal behavior. We also associate and maintain an internal state weight vector for 
these learners, vt =< t

1 , 
t
2, ..., 

t >,weight vi
j represents the internal state of learner  

at time . 

Ψs = 2NΨ2N   
(4)

 

Algorithm 1: Temperature-aware scheduling algorithm 
Parameters: Tamb=T’a, Tw=T’w, c=c’, Ttr=T’tr, N=N’, 

(i+1)/2N’ 
Initialize: weight vector v1(vi

1 [0, 1]) 
At scheduling point (time t): 
1: Calculate  
2: Loss evaluation: 

  
′  

 
3: Update the weight vector: 

  
4: Choose suggestion: 

  

′

 
 

5: Task selection:     

′  
 

6: if not in time-slice scaling: 
if Tc>T’tr 

St*=c 
do time-slice scaling 

else St=Sdefault 
7: t=t+1 

l i i b d h l i hi  
 
The loss evaluation process is based on the real-time chip temperature at scheduling 

point and a heuristic rule (step 2 in algorithm 1). For leverage temporal thermal slack, 
temperature-aware scheduler chooses an appropriate cool task for execution when the 
chip temperature is high and vice verse. Non-temperature-aware scheduler may choose 
a hot task for execution when the chip temperature is high and a cool task when chip  
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temperature is low. We identify these two situations as heat slack loss. Our online 
learning algorithm evaluates the loss factor lti (0≤ltk≤1) at time  for learner  according 
to the formula 5. 

lit = |ρ − −− |
  

(5)

Where Tt is the real-time chip temperature at time , Tamb is the ambiance 
temperature and Tw is warning chip temperature or the temperature when running the 
hottest task. Once the loss factor is evaluated for each learner, the algorithm updates 
the weights of all learners through the formula 6 (step 3 in algorithm 1). The 
temperature at a time point is a function of all previous temperature states. Our online 
learning algorithm takes all previous temperature states into consideration to update the 
weights of learners. The value of  can be set between 0 and 1.  vit+1 = ∗ (1 − (1 − ) ∗ )   (6)

For choosing the suggestion with minimized loss, we need to scale learners’ internal 
states. The algorithm maintains a vector wt=<wt

1, wt
2, ..., wt > to record the scaled 

value. The scaling process as formula 7 shows. 

wjt = ∑ =1   
(7)

At each scheduling point, the algorithm chooses the suggestion with highest 
probability factor among the all learners (step 4 in algorithm 1). Once the suggestion 
was taken, we obtain a candidate task pool to choose from for the next execution. In 
the actual situation, our scheduling is priority-based (such as the priority scheme in 
Linux), so the algorithm chooses the task (Pt) with highest priority (prioh) in the task 
pool for execution in the next scheduler quantum (step 5 in algorithm 1). If the 
associated task pool is empty, the algorithm will choose a task with closest scaled 
thermal behavior.  

4.2 Time-Slice Scaling (TSS) 

Through experiments, we observe that the alternative execution of a hot task and an 
arbitrary cooler task for several short time intervals produces lower chip peak 
temperature than execution alone of the hot task for an extended time interval. We 
design a Time-Slice Scaling (TSS) scheme to adjust the length of time slice 
dynamically. When the chip temperature reaches the predefined temperature warning 
value, TSS scheme will be triggered (step 6 in algorithm 1). The Time-slice Scaling 
Factor (represented by c in the algorithm 1) is according to the thermal behavior of the 
task which is the formula 8. Because TSS scheme shortens the time slice of the hot task, 
therefore, we lengthen the time slice of the cool task for reducing both temperature and 
overhead of more switching frequency.  

c = ∑2= +1∑ =1   
(8)
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5 Experimental Results 

We implemented our temperature-aware scheduling in Linux 2.6.22 on an Intel Core 
2 Solo processor. The algorithm frame is showed in figure 2. We modify the process 
control block task_struct to add a data field to record the scaled thermal behavior. We 
substitute the original multi-priority task queues with multi-priority 10-bucket hash 
tables and each bucket lists a task set with the same scaled thermal behavior. The 
internal state vector for online learners is implemented as a global array inter_state 
and we also create another global array cm_distr to record the number of cache miss 
in every millisecond of a scheduler quantum (default value is 10ms in Linux). 

We use the on-die digital thermal sensor and interrupt mechanism supported by the 
Intel Core 2 Solo processor to report CPU temperature. In order to reduce overhead, 
we migrate the temperature sampling code of CoreTemp into kernel context 
(scheduler_tick()). In order to dynamically characterize thermal characteristics, we 
use the performance monitor units (PMU) supported by Intel Core 2 Solo Processor to 
record the number of cache misses, executed instructions and clock cycles. 

 

 

Fig. 2. Temperature-Aware Scheduling frame 

We choose 15 benchmarks from Mibench and SPEC 2000 and show the 14 
experimental groups in table 2. The third row in table 2 shows the CPI levels of these 
benchmarks where l<l+<m<ℎ<ℎ+. We run each benchmark in a group under the same 
initial chip temperature and compare the results under three cases (without TAS, TAS 
without TSS and TAS with TSS) in table 3. Tb, Ta, Tp, n, t denote the initial, average, 
peak temperature, number of occurrence of temperature peak and the length of 
execution time. 

Table 3(a, b, c) displays our experimental results. We classify the 14 groups into 
three categories, g1∽g4, g5∽g10 and g11∽g14. In category g1∽g4, the chip average 
temperature is reduced by average 1.3 (case 2) and 1.7 (case 3) and the chip peak 
temperature is reduced by maximum 1 degree (g1, g2 and g4) or the time length of 
temperature peak is largely shortened (g3). In category g11∽g14 which is hybrid, the 
chip average temperature is reduced by average 2.1 (case 2) and 2.8 (case 3) and the 
chip peak temperature is reduced by maximum 2 degree (g11). All benchmarks in 
category g1∽g4 are from Mibench, which have shorter execution time and lower  
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run-time temperature than benchmarks from SPEC 2000. And each group in category 
g1∽g4 only includes 3 benchmarks. We observe task organization on priority hash 
tables in the runtime, it is usual that there is only one or two tasks in a priority hash 
table, which means that the temperature-aware task selection result has almost no 
difference with that of Linux default scheduler. The gains in chip average and peak 
temperature reduction is relatively smaller than case of category g11∽g14. From the 
column of delay(%), we can see that the performance loss is relatively higher in 
category g5∽g10 and g11∽g14 than g1∽g4. Longer execution time (more tasks or 
longer time of a single task) and higher runtime temperature can give more 
opportunities for temperature-aware scheduling and Time-Slice Scaling and 
Alternative Scheduling but introduce more extra activities then the higher delay. The 
delay in g14 reaches 11.3% while only 2.1 degree temperature reduction. High 
workload does not always mean positive effect on temperature reduction. The 
heterogeneity of workload is another important factor to affect our temperature-aware 
scheduling. The g6 is a combination of l, m and h+ and g7 is a combination of m, h 
and l, the average CPI of mcf(ℎ+) is 19.07 which provides good heterogeneity for g6. 
The g6 reduces 1.5 degree more than g7. 

Table 2. benchmark groups 

Group Mibench, SPEC2000 and SPEC2006 Description 

g1 bitcount, tiff2rgba, dijkstra h+, m, l 

g2 rsynth, blowfish, sha m, h, l+ 

g3 bitcount, dijsra, blowfish, sha h+, l, h, l+ 

g4 bitcount, tiff2rgba, dijkstra, rsynth, blowfish, sha h+, m, l, m, h, l+ 

g5 gzip, wupwise, art m, l+, h 

g6 gcc, mesa, mcf l, m, h+ 

g7 eon, bzip2, apsi m, h, l 

g8 gzip, wupwise, gcc, mesa, art, mcf m, l+, l, m, h, h+ 

g9 gzip, wupwise, art, eon, bzip2, apsi m, l+, h, m, h, l 

g10 gzip, wupwise, gcc, mesa, art, mcf, eon, bzip2,apsi m, l+, l, m, h, h+, m, h, l 

g11 bitcount, tiff2rgba, dijkstra, gzip, wupwise, mcf h+, m, l, m, l+, h+ 

g12 
bitcount, tiff2rgba, dijkstra, rsynth, blowfish, sha, 

gcc, mesa, art 

h+, m, l, m, h, l+, l, m, h 

g13 
bitcount, tiff2rgba, dijkstra, rsynth, blowfish, sha, 

gzip, wupwise, gcc, mesa, eon, apsi 

h+, m, l, m, h, l+, m, l+, l, 

m, m, l 

g14 
bitcount, tiff2rgba, dijkstra, rsynth, blowfish, sha, 

gzip, wupwise, gcc, mesa, art, mcf, eon, bzip2, apsi 

h+, m, l, m, h, l+, h+, m, l, 

m, l+, h+ 

 
The delay is caused by several extra activities serving to our temperature-aware 

scheduling frame, such as online statistics, temperature sampling. We analyze the 
effect of these factors in the later section. The TSS mainly brings effect of two aspects, 
reducing the peak temperature directly or shortening the time length of temperature 
peak (g3’s temperature peak length is shortened from 224 to 8). We turn off TAS and 
turn on TSS alone, and show the effect of TSS on peak temperature reduction in 
figure 3. The sub-figure above is in single task environment and the below one is in 
multi-task environment. 
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Table 3. (a) chip average/peak temperature and delay 

Group Tb 
Case 1 (baseline) 

Ta Tp n t(s) 
g1 37 43.5 45 243 20.94 
g2 38 45 47 44 72.79 
g3 37 44.9 46 224 26.93 
g4 38 45.7 47 1085 93.63 
g5 38 47.7 50 583 180.06 
g6 36 47.1 49 28 185.88 
g7 39 47.2 49 2 33.36 
g8 40 49.9 51 5191 362.68 
g9 39 49.4 51 1499 228.52 

g10 38 49.6 51 5574 428.89 
g11 37 48.1 50 3075 202.69 
g12 37 47.1 49 457 272.38 
g13 37 48.1 50 4832 389.17 
g14 38 49.1 51 1 55.69 

Table 3. (b) chip average/peak temperature and delay 

Group Tb 
Case 2 (TAS without TSS) 

Ta Tp n △Ta delay(%) 
g1 37 42.4 45 1 1.1 2.5 
g2 38 44.1 46 29 0.9 3.2 
g3 37 43.5 46 160 1.4 2.1 
g4 38 43.8 47 10 1.9 4.4 
g5 38 45.5 48 2144 2.2 6.7 
g6 36 44.6 48 72 2.5 4.9 
g7 39 46.1 49 1 1.1 3.9 
g8 40 47.3 50 16529 2.6 6.8 
g9 39 46.8 49 4515 2.6 7.1 

g10 38 47.5 50 12 2.1 8.8 
g11 37 45.8 49 684 2.3 5.9 
g12 37 45.0 48 545 2.1 7.1 
g13 37 45.7 49 4988 2.4 7.6 
g14 38 47.5 50 17805 1.6 10.1 

Table 3. (c) chip average/peak temperature and delay 

Group Tb 
Case 3 (TAS with TSS) 

Ta Tp n △ delay(%) 
g1 37 42.1 44 391 1.4 2.7 
g2 38 42.3 46 3 1.3 3.6 
g3 37 43.3 46 8 1.6 2.6 
g4 38 43.2 46 708 2.5 4.9 
g5 38 45.2 48 1867 2.5 6.4 
g6 36 44.0 47 4350 3.1 5.4 
g7 39 45.6 48 395 1.6 4.3 
g8 40 46.8 50 138 3.1 7.7 
g9 39 46.4 49 1662 3.0 7.3 

g10 38 47.1 49 8211 2.5 9.4 
g11 37 45.1 48 2596 3.0 6.5 
g12 37 44.2 48 98 2.9 7.8 
g13 37 45.1 49 1811 3.0 8.2 
g14 38 47.0 50 6562 2.1 11.3 
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Fig. 3. mcf (Ttr=35∘C) and mcf+bzip (Ttr=39∘C) 

 

         (a) Overhead                (b) Triggering Temperature 

Fig. 4. overhead and triggering temperature 

Overhead Analysis. The extra activities serving to our temperature-aware frame 
introduce overhead. Such as temperature sampling, CPI and cache miss collection, 
thermal behavior online characterization. In our implementation, we sample the chip 
temperature per 10 milliseconds and the number of cache miss per millisecond in 
clock interrupt handler scheduler_tick(). When CPU is idle, we sample temperature 
and cache miss number per 1, 10, 20, 50, 80 and 100 milliseconds and show the 
average temperature in figure 4(a) (sub-figure above). The overhead brought by 
temperature sampling and cache miss number collection is negligible relative to the 
reduction of chip temperature. Figure 4(a) (sub-figure below) also displays the 
average temperature under different scale levels. The overhead introduced by the time 
slice scaling is also negligible for bringing no more switching. We collect CPI and 
characterize thermal behavior in the order of tens of millisecond and the related code 
is short. Compared with cache miss number sampling and temperature sampling, the 
overhead of them is also negligible. 
 
Parameters Analysis. Time-slice scaling can reduce peak temperature or shorten the 
time length of temperature peak. But the parameter of triggering temperature Ttr 
affects results. We analyze the effect using different Ttr. We run g1, g2 and g3 under 
different triggering temperature and show the average temperature in figure 4(b). 
When the triggering temperature is low, time-slice scaling scheme is triggered 
frequently, which reduces more temperature. As figure 4(b) shows, different groups 
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have different optimal triggering temperatures. In our experiment, we determine the 
triggering temperature according to the peak temperature of a benchmark. 

6 Conclusion 

In this paper we propose a temperature-aware task scheduling approach based on 
more fine-grain unit of less than one time-slice. According to task thermal behavior 
characterization, dynamically determine Time-slice Scaling factor (TSF) for each task 
on real-time which hotter task will have less TSF, therefore, allocated less time-slice 
for original time-slice multiplied by TSF, and cooler task will be allocated more time-
slice. Time-Slice Scaling can reduce temperature with neither performance nor energy 
overhead. Moreover, we design a boosting thermal model which predicts the 
temperature of the chip. Based on the boosting thermal model, determine the 
alternative scheduling scheme to reduce temperature further. Our proposed techniques 
achieve chip average and peak temperature maximums by 3.1∘C and 2∘C with 
negligible performance loss. 
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Abstract. Excessive energy consumption has become a critical issue in high 
performance computing. Task scheduling algorithms affect not only schedule 
length but also energy consumption. To shorten schedule length of parallel 
tasks with precedence constraints, scheduling algorithms could duplicate tasks 
on critical paths to avoid communication delay caused by inter-task depen-
dence. However, task duplications incur more energy consumption. In this pa-
per, we propose a heuristic Processor Reduction Optimizing (PRO) method to 
reduce the number of processors used to run parallel tasks, thereby decreasing 
system energy consumption. The PRO method can find appropriate time slots to 
accommodate tasks immigrated from low-utilized processors. The PRO method 
can be combined with existing duplication-based scheduling algorithms, such as 
Task Duplication Scheduling (TDS), Energy-Aware Duplication (EAD) sche-
duling and Performance-Energy Balanced Duplication (PEBD) scheduling. Ex-
perimental results show that the proposed PRO method can effectively decrease 
the number of used processors and save energy while maintaining schedule 
length.  

Keywords: cluster, energy consumption, DAG, task dependency. 

1 Introduction 

Computer clusters bring high performance as well as large energy consumption.  
For example, the Environment Protection Agency reported that the total energy  
consumption of servers and data centers in the United States in 2006 was 61.4 billion 
KWh [1], which was almost equal to the total energy cost of 5.8 million US house-
holds. Energy conserving techniques appear to be important for high performance 
computing. 

Task scheduling problems on multiple processors have been proved to be NP-hard 
[2]. Many heuristic scheduling algorithms have been proposed to reduce schedule length 
(i.e., makespan) or energy consumption. For example, task duplication scheduling [3] 

                                                           
* An abstract containing some preliminary results of this paper appeared in the Chinese Journal of 

Computer, 2012, 35(3): 591-602. This paper is an extended English version based on the same study. 
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2 Related Work 

Generally, parallel scheduling strategies can be classified into three primary catego-
ries, namely priority-based scheduling, cluster-based scheduling, and duplication-
based scheduling [4]. Priority-based scheduling [6] assigns a priority level for each 
task, and maps tasks to processors according to assigned priorities. Cluster-based 
scheduling [7] allocates a group of tasks which have much intercommunication to one 
processor, thereby dropping communication overheads. Duplication-based scheduling 
[3] replicates some common predecessor tasks in critical paths to shorten schedule 
length. In most cases, the performance of duplication-based scheduling is superior to 
non-duplication scheduling, especially when communication time dominates the  
execution time of parallel applications. However, executing multiple copies of repli-
cated tasks on different processors may increase energy consumption of cluster sys-
tems if execution energy is greater than saved communication energy. To solve this 
problem, Zong et al. [4] proposed two energy-efficient duplication-based algorithms, 
in which Energy-Aware Duplication (EAD) scheduling set an energy increment thre-
shold for judging whether critical tasks should be replicated or not, while Perfor-
mance-Energy Balanced Duplication (PEBD) scheduling set a cost ratio of energy 
increment to reduced schedule length as the threshold. To improve the EAD and 
PEBD, our method moves tasks on low utilized processors to heavy or medium uti-
lized processors with appropriate time slots for these moved tasks. Our method reduc-
es the number of processors, thereby reducing energy consumption. This paper is 
similar to our past publication in [8] that was written in Chinese. This is an extended 
version based on the same work. 

The duplication-based algorithms mentioned above get a high schedule perfor-
mance on unbounded processors, but it is unreasonable in real world. Gerasoulis et al. 
[8] proposed a multi-stage mechanism to schedule parallel tasks to a multiprocessor 
system with a bounded number of processors. In [9], a reverse clustering approach 
tried to find the minimum parallel time for DAGs on a system with a given number of 
processors. Sarkar [10] used a clustering procedure as its first step, with the assump-
tion of unlimited number of completely connected processors, and then the task clus-
ters were merged and scheduled on a multiple processor system. Two list scheduling 
heuristics [11] used critical path information and ready list priority scheduling to 
group tasks. Our method can be combined with these algorithms to decrease the num-
ber of used processors. 

3 Mathematical Model 

In this section, we describe mathematical models used to represent homogeneous 
clusters, precedence-constrained parallel tasks and energy consumption. 

3.1 Task Model 

Parallel applications with precedence-constrained tasks can be represented in form of 
a Directed Acyclic Graph (DAG) [12]. A parallel application running in clusters is 
modeled as a vector pair (V, E), where V= {vi|1≤ i≤ n} denotes a set of n parallel 
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tasks, and E= {eij| vi,vj∈V} represents a set of message communications and prece-
dence constraints among tasks. It is assumed that every task is a non-preemptive and 
indivisible work unit. The execution time of task vi is represented as ti. We assume 
that there is only one entry task and one exit task in a DAG. The assumption is rea-
sonable because in case of multiple entry or exit tasks existing, a dummy entry task or 
exit task will be added. Fig. 2(a) shows a DAG example of 5 tasks. Task 6 is a dum-
my exit task. The number in a vertex is task number. The value around a vertex 
represents task execution time t. Value cij on edge eij indicates the communication 
time of passing the messages eij if the task i and j are not executed on the same pro-
cessor. The cost cij is set to zero if the task i and j run on the same processor. 

A task execution path l (termed as path for short) includes one or more sequential 
tasks with linear precedence. All tasks on one path must be executed under prece-
dence constraints. The path with the largest sum of task execution time is called a 
critical path. A critical path has an entry task and an exit task. In Fig. 2 (a), the path 
<v1, v4, v5> is the only critical path, in which task v4 must be executed after v1 and 
before v5. All paths are generated by a duplication-based algorithm that will be dis-
cussed in the subsection 4.3. 

 

 

Fig. 2. An example of parallel task scheduling 

3.2 Cluster Model 

A cluster in this study is characterized by a set {P1, P2,..., PM} of homogeneous com-
putational nodes connected by high-speed interconnects. It is assumed that each node 
has a single core processor and its frequency is fixed. 

Task allocation matrixes X and Y are defined as below: 
X = {xij|1≤ i ≤ n, 1≤ j ≤ M }, 

in which, xij is set to 1 if task i is assigned to processor j; otherwise, xij is set to 0. One 
execution of task i running at processor j is called a job wij.  All executions of task i 
can be denoted as {wij| xij=1, 1≤ j ≤ M }. 
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Fig. 2(b)-(d) show schedule results using three schedule algorithms, in which ar-
rows denote the message communications if two precedence-constrained tasks do not 
run on a same processor. The details will be discussed in section 4. 

3.3 Energy Consumption Model 

The processor is the most energy-intensive part of a cluster system [4]. Energy con-
sumption of switches accounts for 80% of the total energy consumption in network 
equipments [13]. Therefore, in this study, we only count energy cost of processors, 
network cards and switches as the system energy consumption. 

3.3.1 Processor Energy 
We assume that each processor core has two operating modes: a busy mode and an 
idle mode. The processor power in the busy mode is denoted as PCbusy and the power 
in the idle mode is PCidle. One processor will cost some energy to run a task. We use 
Evi to denote the energy cost by a processor to run task vi. 

i busy iEv PC t= ×                              (1) 
Since multiple jobs of one task may run on different processors to shorten  
schedule length, the energy of all processors consumed in the busy mode (ECbusy) is 
computed as: 

1 1

m n

busy busy ij i

j i

EC PC x t
= =

= ⋅                      (2) 

The energy of processor j in its idle mode is equal to 

1

( )
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EC PC L x t
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                      (3) 
in which 

1
( )

n
ij i

i
x t

=
⋅  is the sum of execution time of tasks executed on processor j, 

and Lmax is the schedule length, i.e., the completion time of the last task. 

Lmax= 1 1max max ( )n m
iji j f= =                        (4) 

in which fij depicts the completion time of job wij. 
The energy consumed by all processors in their idle modes (ECidle) is equal to, 

1 1

( )
m n

max ij iidle idle
j i

EC PC m L x t
= =

 
= ⋅ − ⋅ 

 
                   (5) 

The total energy used by processors is defined as: 

busy idleEC EC EC= +                         (6) 

This energy consumption model is compatible with the DVFS technology, in 
which processors may have several voltage and frequency levels.  Scheduling algo-
rithms may choose the best fit frequency to conserve energy. In that case, PCbusy can 
be replaced with PCbest-fit in the model. 



328 X. Li et al. 

 

3.3.2 Network Energy 
Energy consumption of network interconnections is expressed as EL=EN+ES, in 
which EN denotes the energy consumption of network interface cards, and ES 
represents the energy consumption of switches. 

max
1 1

2 ( ) ( (1 ) )
ki

n M

idle busy idle ij kj ki
i j e E

EN M PN L PN PN x x c
= = ∈

= ⋅ ⋅ + ⋅ − ⋅ ⋅ − ⋅ 
  

(7) 

PNbusy and PNidle represent the busy and idle power of network cards, respectively. 
xij is set to 1 if vi is assigned to processor j; otherwise, xij is 0. ckj is the communication 
time from task k to task j. We calculate the energy consumed by a sender and a re-
ceiver, so the second term in Eq.(7) includes a multiplier of two. 

In [14], it is indicated that a network interconnection equipment (e.g., switch) has 
the same power in the idle mode and the busy mode, so we set a unified parameter PS 
as the power of one switch. Energy consumption of switches (ES) is defined as  
following: 

maxswitchES N L PS= ⋅ ⋅                       (8) 

where Nswitch denotes the number of switches. It is assumed that all processors are 
connected to a two-layer cascade switch network. Nport represents the number of ports 
of every switch. Nswitch is decided by two parameters: M and Nport. 
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1         ,                       

 1, ( )
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port port
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M N

N M
N M N
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≤

 =  + < ≤ 
  

              (9) 

The energy consumption of a homogeneous cluster can be expressed as: 
 

E EC EN ES= + +                    (10) 

4 Task Assignment and Optimization 

In this section, we present a duplication-based task assignment and optimization pro-
cedure to create task execution paths and re-group the paths to reduce the processor 
count. The entire procedure consists of five steps delineated in the subsection 4.1-4.5. 

4.1 Generate Original Task Scheduling Sequence 

Precedence constraints of DAG tasks have to be guaranteed by executing predecessor 
tasks before successor tasks. To achieve this goal, the first step is to generate an or-
dered task sequence using the concept of level. The level of a task is defined as the 
sum of computation time from the task to the exit task. We use a bottom-up approach 
proposed in [3] to define the level of vi. 
 

, ( )
( ) max{ ( )} , otherwise

ik
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i k i
e E
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Level v Level v t

∈

= Φ=  +
         (11) 
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The Succ(i) denotes as a set of successor tasks after task i. The level of an exit task is 
its execution time and the levels of other tasks can be calculated by recursively apply-
ing the second term in Eq. (11). All tasks are sorted in an ascending order of their 
levels and the sorted tasks form the original task scheduling sequence. 

4.2 Parameter Calculation 

The second step is to calculate task schedule parameters, which are used to make 
duplication decisions by the path generating algorithm (discussed in the subsection 
4.3). The important parameters include the Earliest Start Time(EST), the Earliest 
Completion Time (ECT), the Latest Allowable Start Time (LAST), the Latest Allowa-
ble Completion Time (LACT) and the Favorite Predecessor (FP). The similar parame-
ters were first proposed in [15].  

The EST of a task can be calculated in a top-down manner by Eq. (12): 

( )
( ),

0,                              ( ) ,

,( )
min max , otherwise

ji ki k j

ji

e E e E v v k ki

Pred i

ECT vEST v

ECT v c∈ ∈ ≠

= Φ
   =       +   

              (12) 

in which, the Pred(i) denotes as a set of predecessor tasks before task i.  
The Earliest Completion Time (ECT) of task vi is expressed as the sum of its earli-

est start time and execution time. Thus, we have: 
( ) ( )i i iECT v EST v t= +                       (13) 

The Favorite Predecessor (FP) of vi is one of predecessors of vi which will pass the 
message to vi at latest if they are not on a same processor. FP(vi) is defined as below: 

( ) , , , | ( ) ( )i j ji ki j ji k kiFP v v where e E e E j k ECT v c ECT v c= ∀ ∈ ∈ ≠ + ≥ +  (14) 

The Latest Allowable Completion Time (LACT) of a task is calculated in a top-
down manner by recursively applying the second term of Eq. (15). 

}, ( ) , ( )

( ), ( )

( )
min min { ( ) }, min { ( )} ,

ij i j ij i j

i

i
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∈ ≠ ∈ =

= Φ
=   − 

(15) 

The Latest Allowable Start Time (LAST) of task vi is derived from its latest allowa-
ble completion time and execution time. 

( ) ( )i i iLAST v LACT v t= −                          (16)  

4.3 Generate Initial Execution Paths 

After obtaining the original task sequence and the important parameters, we use a 
duplication-based scheduler (TDS[3], EAD[4] or PEBD [4]) as the path generating 
algorithm to produce the initial execution paths. The objective of this step is to assign 
task vi and its FP to an execution path to reduce the communication cost. For the ex-
ample in Fig. 2, TDS will create three initial paths, i.e., l1=<v1, v4, v5>, l2=<v1, v3>, 
and l3=<v2>. Task v1 will be executed for two times, because its replications can  
reduce the schedule length from 7 to 6. 
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4.4 Update Task Schedule Time 

UpdateTaskScheduleTime(vi) 
1. for each wij∈vi 
2.  if Pred(i)=Φ  then 
3.    EST(wij)=0 
4.  else then 
5.     startTime= -1 //lower boundary 
6.     for vk∈Pred(i) 
7.        if xkj=1 then 
8.           preECT=ECT(wkj) 
9.        else then 
10.           temp1=+∞ // Upper boundary 
11.           for Pl∈{Pj|xkj=1} 
12.              if ECT(wkl) is unknown then 
13.                  UpdateTaskScheduleTime(vk)  
14.              temp2=ECT(wkl)+cki 
15.              if temp2<= temp1 then 
16.                 temp1=temp2  
17.           preECT = temp1  
18.        if preECT > startTime then 
19.           startTime=preECT  
20.     if wij is not the first task on Pj then  
21.        z=the job just before wij 
22.        if ECT(z) is unknown then 
23.           UpdateTaskScheduleTime(z) 
24.        if ECT(z)>startTime then 
25.           startTime=ECT(z) 
26.     EST(wij)=startTime 
27.     ECT(wij)=startTime+ti 

Fig. 3. Pseudo code of the function to update task schedule time 

Because a task may run more than once at different processors in a duplication-
based scheduler, the EST and ECT of every task should be updated.  We traverse 
each task of the DAG in a breadth first manner to calculate its parameters. If task i is a 
entry task, i.e. Pred(i)=Φ, its EST is equal to 0; otherwise, the ESTij is equal to the 
latest one  of the arrival time (i.e. completion time + communication time) of all 
processors and the completion time of the task before task i on processor j. The pseu-
do code of the update function is given in Fig. 3. The local variable startTime is used 
to store the temp value of the EST during the function runs. 

4.5 Processor Reduction Optimization 

Compared with TDS, EAD and PEBD reduce low energy-efficient task duplication to 
decrease energy consumption. However these three algorithms ignore low utilized 
processors which waste a lot of energy, especially when tasks have many execution 
paths. 
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To reduce more energy, we propose a processor reduction optimization (PRO), 
which moves tasks in low utilized processors to other processors. This method tries to 
use fewer processors to run all tasks while maintaining the same or less schedule 
length. 

The main idea beside the PRO method is to find appropriate slack time slots in 
medium or heavy utilized processors to accommodate tasks assigned to low utilized 
processors. Thus the low utilized processors will not be used and the energy will be 
conserved. 

The PRO method is shown in the following: 
 

ProcessorReductionOptimizing()
1. sort the processor sequence {P1,P2,…,PM} in a descending order of |Pi|, 

the number of jobs in Pi. 
2. for i←M to 2// preferably optimize less utilized processors  
3.    if Pi has immigrated tasks then 
4.       continue  
5.    for k←|Pi| to 1//try to move tasks in Pi. 
6.       w=the k-th job on Pi 
7.       bTag=false 
8.       for j←1 to i-1 //try to find an appropriate slot 
9.          if TryMoveJob(w, Pj,Pi) then 
10.              bTag=true 
11.              break 
12.       if bTag=false then 
13.          break//if one task cannot be moved, stop optimizing Pi 

Fig. 4. Pseudo code of the processor reduction optimizing method 

The TryMoveJob function (line 9) is an important part in the PRO method. The 
TryMoveJob function tries to move the job w from Pi into the slack slots in Pj. We 
assume the job w is a copy of task i. Since a task may run multiple copies on different 
processors in duplicated scheduling, the function checks whether the task i is assigned 
to processors except Pi. If so, it is not necessary to execute the job w again on Pj. The 
function will return true and the job w will be deleted directly from Pi. If the job w is 
the only copy of the task i, the function will try to assign to job w an appropriate time 
slot on Pj.  We show the function in Fig. 5. 

The PRO method can be used to improve the performance of TDS, EAD and 
PEBD. The improved scheduling are termed TDS-PRO, EAD-PRO and PEBD-PRO. 
For example, Fig. 2 (b)-(d) show the results of three scheduling algorithms, including 
parallel scheduling without duplications, task duplication scheduling (TDS) and TDS 
with our method (TDS-PRO). Parallel scheduling without duplications allows v2, v3, 
v4 and v5 to run at the same time on three different processors. In Fig. 2(d), TDS 
shortens the schedule length, as it executes redundant tasks v1 on the processor P1 and 
P2, and avoids the message passing time from task v1 to v3. TDS saves communica-
tion cost between processors, while it may increase energy consumption of the system 
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if the execution energy of the redundant task is greater than the reduced communica-
tion energy. In Fig. 2(d), the improved scheduling TDS-PRO moves the third execu-
tion path <v2> to processor P2. The PRO method reduces the number of used proces-
sors under the constraint of no increment in the schedule length, thus the method can 
save more energy. 

 
TryMoveJob(w , Pto , Pfrom) 

1. if w runs at one or more times in other processors then 
2.    delete w from Pfrom 
3.    return true 
4. for preTask∈Pred(w) 
5.    if Pto has no preTask then 
6.       if Pfrom  has preTask then 
7.          return false //if w is delayed, do not move w 
8. for i←0 to |Pto| 
9.    if i=0 then 
10.       STslot=0//start time of the slot 
11.       ETslot=EST(the first job in Pto) 
12.    else if i=|Pto| then//in the end of job queue 
13.       STslot=ECT(the last job in Pto) 
14.       ETslot=Lmax //not greater than the schedule length 
15.    else 
16.       STslot= ECT(the i-the job in Pto) 
17.       ETslot =EST(the i-1 the job in Pto) 
18.    if STslot≤ EST (w) and ECT(w)≤ ETslot then 
19.       delete w in Pfrom 
20.       move w to Pto 
21.       return true 
22.   else return false 

Fig. 5. Pseudo code of the TryMoveJob() function 

4.6 Time Complexity Analysis 

In this subsection, we analyze the time complexity of the whole procedure of task 
assignment and optimization. 

Theorem 1. Given a parallel application with multiple precedence-constrained tasks, 
the time complexity of the PRO scheduling is O(h2n2), where n is the number of paral-
lel tasks, h is the height of the DAG. 

Proof. The whole strategy performs five steps, described in subsection 4.1-4.5. In the 
first step, all tasks of the DAG are traversed to compute their levels. And then, some 
important parameters like EST, ECT, FP, LACT, and LAST are calculated. In the third 
step, all tasks are assigned to one or more initial task paths by a duplication-based al-
gorithm. The overall time complexity of the first three steps is O(2|E|+n(lgn+1)+hn) 
[4], in which |E| is the number of edges in the DAG. The fourth step is performed to 
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update task schedule time. In the worst case, all jobs will be visited. Its time complexi-
ty is O(hn(|E|+n)). In the last step, the sort complexity is O(nlgn) and the TryMove-
Job function has a complexity of O(hn). The function is called for hn times at most. 
Thus the complexity in the last step is O(h2n2). 

Consequently, the overall time complexity is the sum of those in all steps, i.e. 
O(2|E|+n(lgn+1)+hn+ hn(|E|+n)+ h2n2). Since |E|<hn, the complexity is O(h2n2). 

5 Performance Evaluation 

In order to evaluate the performance of the proposed method, we developed a soft-
ware simulator using C++ and implemented three baseline algorithms and three im-
proved algorithms. In this section, we give experiment settings and results. 

5.1 Experiment Settings 

5.1.1 Hardware Configuration 
We assume that computers are connected by Gigabit Ethernet and switch power is 
equal to 75W and NIC power is 5W. We use four models of processors from AMD 
and Intel corporations in the experiment. Table 1 shows busy power and idle power 
[23] of every processor.  

Table 1. Parameters of CPUs 

Processor Busy power  Idle power 

AMD Athlon 4600+ 85W 104W 15W 

AMD Athlon 4600+ 65W 75W 14W 

AMD Athlon 4600+ 35W 47W 11W 

Intel Core 2 Duo E6300 44W 26W 

5.1.2 Task Sets 
In the experiment, we simulate two real-world parallel applications—the Robot Control 
application (with 88 tasks and 131 edges) and the FPPPP application (with 334 tasks 
and 1,145 edges). The detailed parameters of the task sets from [5] are listed in Table 2. 

Since there are precedence constraints among tasks in these two task sets, a  
Communication-Computation-Ratio (CCR) is used to create communication costs. 
The communication cost from vi to vj is calculated by following: 

 
ij ic CCR t= ⋅                                   (17) 

Table 2. Two task sets used in the experiments 

Task set Task count Edge count Avg. out-degree Avg. execution time EAD_Th PEBD_Th 

Robot 88 131 1.5 28.2 200 80 

FPPPP 334 1145 3.6 21.3 1500 150 
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CCR may change when an application runs on different processors and interconnects. 
Thus, we varied CCRs in a reasonable range of 0.1 to 2. All tunable parameters in our 
experiments are listed in Table 3. 

Table 3. Tunable Parameters used in the experiments 

No Processor Task Set CCR 

Test 1 AMD 35W Robot/FPPPP 0.1

Test 2 AMD85W/65W/35W/E6300 Robot 0.1

Test 3 AMD 35W Robot 0.1-2

5.1.3 Baseline Algorithms 
Three duplication-based algorithms, i.e., TDS [4], EAD [7] and PEBD[7], are tested 
as the baseline algorithms. The goal of TDS is to shorten schedule lengths, whereas 
EAD and PEBD aim to achieve tradeoff between schedule length and energy con-
sumption. These algorithms allocate all tasks in an execution path to one processor. 

The thresholds (EAD_Th and PEBD_Th) used in the experiments are listed in  
Table 2. Please note that we set different thresholds for the two task sets to achieve 
their best performance.  

5.2 Test 1: Impact of Different Task Sets 

In test 1, the Robot task set and FPPPP task set are used to evaluate the impact of 
different task sets on algorithms on in the experiment. The result is shown in Fig. 6. 
 

 

Fig. 6. Impact of task sets 

Figure 6(a) shows the schedule length of all the algorithms. Because the PRO me-
thod moves a task only when its successor task will be delayed, three improved algo-
rithms have similar schedule length to the baseline algorithms. Figure 6(b) shows the 
processor count required by the Robot and FPPPP task set. On the Robot task set, 
TDS-PRO, EAD-PRO, PEBD-PRO decrease the processor count by 27%, 5.4% and 
24% in comparison with TDS, EAD and PEBD respectively, while on the FPPPP task 
set they decrease 51%, 52% and 40% over their baseline algorithms. It can be found 
that the task set with more paths (such as FPPPP) requires more processors. Proces-
sors have lower processor utilizations on FPPPP, so that more processors can be 
saved. 
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5.3 Test 2: Impact of Different Processor Models 

 
Fig. 7. Total energy consumption of different CPUs 

Fig. 7 shows that, TDS-PRO, EAD-PRO and PEBD-PRO consume less energy than 
their corresponding baseline algorithms. TDS-PRO can save 15%, 16.5%, 18% and 
24% energy over TDS on four processor models respectively, while EAD-PRO can 
save 12%, 13%, 6% and 7% energy over EAD and PEBD-PRO can save 28%, 20%, 
17% and 22% energy over PEBD. 

5.4 Test 3: Impact of Different Communication-Computation-Ratios 

This test shows the impact of different CCRs. The value of CCR changes from 0 to 2, 
stepping 0.1. 
 

 

Fig. 8.   Impact of different CCRs 

When the CCR changes from 0.4 to 2 gradually in Fig. 8(a), the schedule length of 
all the algorithms increases as well. It is because higher CCR causes higher network 
latency, and thus the schedule length increases. Meanwhile, the total energy consump-
tion increases for higher transmission energy consumption.  

When CCR varies from 0 to 0.3 in Fig. 8(b), the number of processors required in 
TDS, EAD and PEBD is slightly reduced. And the PRO algorithms reduce the num-
ber of processors obviously, which shows that CCR not only affects the network 
communication time between processors, but also affects the optimization effect of 
the PRO algorithms. 
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In Fig. 8(c), the total energy consumption of all the algorithms grows with the in-
creasing CCR. And the PRO algorithm performs slightly better than the baseline algo-
rithm. 

5.5 Experiment Summary 

According to the three tests above, we know that the improved algorithms can reduce 
the number of used processors and energy consumption greatly while the schedule 
length is the same or less than that of original algorithms. The TDS-PRO, EAD-PRO 
and PEBD-PRO decrease average energy consumption by 23.7%, 21.3% and 23.5% 
and reduce average number of processors by 21.2%, 22.8% and 20.9%, respectively. 

6 Conclusions 

In this paper, we formalized the energy-efficient task scheduling problem on homo-
geneous clusters. A duplication-based algorithm was employed to create initial execu-
tion paths. Then we proposed a heuristic Processor Reduction Optimizing (PRO) 
method to reduce the number of processors used to run parallel tasks, thereby decreas-
ing system energy consumption. The PRO method can find appropriate time slots to 
accommodate tasks immigrated from low-utilized processors. Compared with three 
existing algorithms, TDS, EAD and PEBD, the improved algorithms can significantly 
reduce energy consumption for homogeneous clusters, especially for communication-
intensive tasks sets. 
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Abstract. Dynamic system is a recent hot research topic in theoretical 
distributed computing. The dynamicity caused by process join and leave bring 
new challenges in fundamental distributed computing problems, such as 
eventual leader election. In this paper, we consider leader election in dynamic 
systems with cluster-based hierarchy. Clustering based hierarchy has been used 
in fundamental distributed algorithms to achieve scalability and low 
communication cost, but, to the best of our knowledge, it is not considered in 
eventual leader election, especially in eventual leader for dynamic systems. We 
firstly define new system models to describe the dynamicity of clusters, and 
then based on these models, we design an algorithm to elect an eventual leader. 
With cluster hierarchy, leader election is basically conducted in two layers. In 
the lower layer, cluster-heads are elected with each cluster. Then, in the upper 
layer, election is conducted among cluster-heads so as to elect the eventual 
leader of the whole system. Several key challenging issues caused by cluster 
dynamicity have been addressed in our design, including blocking in election 
within a cluster and multiple cluster-heads in election of upper layer. The 
proposed algorithm is proved to be correct rigorously. 

Keywords: Eventual leader, consensus, distributed algorithms, dynamic 
systems. 

1 Introduction 

In the recent years, dynamic system [11] is attracting more and more attentions from 
researchers in distributed computing. Dynamic system1 refers to a distributed system 
with processes entering and leaving the system dynamically. Dynamic system is in fact 

                                                           
1  Please notice that “dynamic network" focuses on the topology change due to node mobility and 

sometimes is also called “dynamic system". However, in this paper, “dynamic system" refers to system 
with changing process set.  
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the abstraction of many instance systems, including peer-2-peer systems [6][7] and 
wireless ad hoc network systems [8]. Study of dynamic systems provides theoretical 
support for the development of these instance systems.  

The research on distributed system mainly includes two aspects. Dynamic system 
models [11][12] focus on the definition and assumptions about the behaviors of a 
dynamic system, especially the dynamicity of processes. System model is the basis of 
other distributed computing problems. More efforts on dynamic systems have been 
made to design algorithms for fundamental distributed problems, e.g. information 
dissemination [9][10].  

Eventual leader election[4] is also a fundamental problem in distributed 
computing. An eventual leader in dynamic systems can be generally defined as [11]: 
    Definition 1. Eventual leader: Eventually all the stable processes are provided 
with a single leader that is a stable process. The meaning of "stable" will be defined 
later. 

Eventual leader election can be used as an oracle to solve coordination problems 
such as consensus [21]. People have done much work to eventual leader election, and 
many good algorithms have been proposed for static distributed systems [1][2][3][15]. 
Recently, eventual leader in dynamic systems has also attracted much attention from 
researchers, and several algorithms have been proposed [4][5][11]. 

In this paper, we consider cluster based hierarchy in dynamic leader election. 
Clustering based hierarchy has been used in fundamental distributed algorithms, 
including consensus [23][24] and information dissemination [18], to achieve 
scalability and low communication cost, but, to the best of our knowledge, it is not 
considered in eventual leader election, especially in eventual leader for dynamic 
systems. 

With the help of cluster hierarchy, election of an eventual leader can be realized in 
two layers. In the lower layer, election is conducted to select cluster-head inside a 
cluster. In the upper layer, election is conducted among cluster-heads to select the 
globally unique leader. With such a hierarchical design, the cost of leader election 
will be significantly reduced.  

Intuitively, hierarchical election can be achieved by combining two election 
algorithms in the lower layer and upper layer respectively. However, due to the 
dynamicity of the cluster  hierarchy, it is far from trivial to combine the elections in 
two layers, and existing eventual leader algorithms, either dynamic or static, cannot 
be directly adopted. More precisely, there are three key challenges to be addressed to 
realize a hierarchical election in dynamic systems.  

Firstly, the dynamicity models for general dynamic systems is not feasible in a 
cluster, because a cluster is only part of the whole system. This may cause the election 
in the lower layer blocked forever.  

Secondly, due to the eventual property of the leader, the cluster-head set may 
change from time to time and there may be multiple cluster-heads existing in a single 
cluster during algorithm execution. This makes the upper layer also a dynamic set of 
part of the whole system.  

Thirdly, since only cluster-heads participate in the upper layer election, the 
member process of a cluster may not be able to get the result of the upper layer. 
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Especially, how those processes  blocked in a cluster with not enough processes can 
obtain the leader information is not easy. 

Our design is conducted with respect to the challenges described above. We firstly 
propose models/assumptions to define the dynamicity of clusters and processes in a 
cluster, and then design algorithms to elect an eventual leader. Our work in this paper 
is based on the models and algorithms in [11] and [15]. More precisely, we extend  
the α model to be workable both inside a cluster and among cluster-heads; we modify 
the algorithms in [11][15] and design new additional mechanism to address the 
challenges aforementioned. 

The rest of the paper is organized as follows. Section 2 reviews existing works on 
the eventual leader election, especially those for dynamic system. We describe system 
models and assumptions on dynamicity in Section 3, and present the hierarchical 
algorithm in Section 4. The correctness proof is provided in Section 5. Finally, 
Section 6 concludes the paper with further directions. 

2 Related Work 

Most of existing eventual leader election algorithms are proposed for static systems 
[1][2][3][13][15][20], where the set of processes is fixed and known.  

Time based algorithms differ in the degree of synchrony. The first approach 
investigated in [1][2] considers that all the links connecting the processes are 
eventually timely. This means that after some time  τ, each message reaches its 
destination in at most  δ units of time. This approach has been refined to obtain 
weaker constraints. It has been shown in [16] that Ω can be implemented in a system 
where at least one correct process has at least s  eventually timely outgoing links (this 
is defined as s-source).  

Interestingly, a step ahead has been taken in [20], where the notion of eventual  s-
accessibility is introduced. Informally, a process  p  is  s-accessible at some time if 
messages sent by  p  at that time are received within  δ  units of time by a set  Q of 
at least s processes. The interest of this notion lies in the fact that the set Q  of 
processes that “witness”  p  can be different at different time.  

A time-free approach [15][19] implements the eventual leadership using a query-
response based mechanism. There are totally  n  processes in the system and at most  
t  of them can fail (by crashing only). The solutions in [15][19] rely on an assumption 
on the behavior of the flow of message exchange. More precisely, processes broadcast 
queries and then wait for responses from other processes. The first  n-t  responses 
received are winning responses (the other responses, if any, are called  losing  
responses; they can be slow or never sent due to the crash of the sender never sent due 
to the crash of the sender). It is shown in [15] that  Ω can be built if the following 
behavioral property is satisfied: "there is a correct process p  and a set  Q  of t+1 
processes such that eventually each response of  p  to each query issued by any  
q∈Q  is always a winning response." Intuitively, this means that for q∈Q, the link 
connecting  q  to p  is not among the  t  slowest links of  q. 
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In dynamic system, A. Mostefaoui [11] defines new system model,  and proposes 
a new notion α to define the number of stable processes, where α is similar to n-f in 
static system. It guarantees that a process can receive at least α responses after it has 
issued a query. It modifies a static election algorithm [15] to work in this new model. 
M. Larrea [5] specifies what conditions should be satisfied to elect an eventual leader 
in a dynamic system. It defines the stability and synchrony condition, points that if no 
more processes join in or no more processes leave out, an leader should  be elected. It 
proposes an election algorithm based on entering time stamp comparing.  To elect an 
eventual leader in a system with bounded concurrency,  it [4] firstly builds a failure 
detector. However, this failure detector cannot guarantee that all good processes are 
sorted in the same sequence in different processes. So it extends to add a message 
exchange procedure to make sure that eventually all good processes are sorted in 
same order in failure detector modular. 

3 System Model and Assumptions 

3.1 Processes and Clusters 

We consider a dynamic distributed system with a changing set of processes Π={p1, p2, 
...}. Processes can join and leave the system freely. A process may also fail by crash. A 
process that may join the system is unknown to the system before it joins, and it 
becomes known to the system immediately after its joining.  

There are a number n of clusters, denoted by C={C1, C2, ..., Cn}. Each process 
must be in some cluster during the time it is in the system. A process may change its 
cluster from time to time due to system dynamicity. Each process knows the set C and 
knows which cluster it is currently in, but it does not know what other processes are in 
the same cluster.  

Please notice that, we assume the existence of clusters but how to define and 
construct such cluster based hierarchy is out of the scope of this paper. One possible 
method is to define clusters based on geographical grids or cells as in cellular phone 
systems. That is, the processes are distributed in a geographical area, clusters can be 
defined according to physical coordinator or coverage of signals.   

Since processes may switch among clusters, the number of processes in one cluster 
may change from time to time. There is no bound (either upper or lower bound) on 
the number of processes in one cluster.  

3.2 Asynchrony and Stability 

The system is asynchronous and there is no time bound on the operation execution 
time and message delay. The processes can communicate with each other by message-
passing. The communication channel is reliable and no message will be lost due to 
channel failures. A process can receive only messages sent after the join of the 
process. 
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As discussed in existing works [11][14], if the system is completely asynchronous 
and dynamic, no valid operation and computing can be done. To make hierarchical 
election possible, we need the following notions and assumptions. 

Faulty process: a process that may crash. 
Good process: a process that never crashes. 
Stable process: a good process that never leaves a cluster after it joins the 

cluster. 
Unstable process: a process that is not stable. 

Please notice that, a good process is in fact a process that will not crash during the 
execution of the protocol. A stable process may change its cluster from time to time 
as unstable processes, but it will eventually keep stay in some cluster until the 
termination of the leader protocol execution.  

Obviously, the number of processes in a cluster may change from time to time, and 
there is neither upper nor lower bound. Similarly, the number of stable processes also 
changes as time goes on. Especially, we denote the set of stable processes in a cluster 

Ci at some time t as ( )CiSTABLE t . To ensure the possibility of an eventual leader, we 
assume that the system (not each cluster) starts with at least one stable process .  

To cope with the dynamicity of clusters, we define the following assumption about 
the cluster hierarchy:  

Eventual Cluster Stability: eventually (after some time CST and CST is 
unknown), at most f of all the n clusters are empty, i.e. no processes in such 
clusters; and at most s of the clusters are not empty but with less than α 
members(s<n-f).  

Accordingly, a cluster that eventually has α or more members is called a stable 
cluster, and the set of stable clusters in the system is denoted by STABLE. We require 
that, after some time, a stable cluster have no more process joining.  
Another assumption is about the communication asynchrony. As proved in [14], if the 
system is fully asynchronous, eventual leader is impossible. To cope with such 
impossibility, we assume the partial asynchrony within a cluster: 

Eventual Cluster Synchrony: after some time EST, all the message among 
processes among the same cluster are delivered within a bound of d time 
units. 

Please notice that, although we assume the existence of EST and d, their values are 
not known by processes. This assumption is similar to the definition of partial 
synchrony proposed in [25]. 

3.3 The Query-Response Primitive and Associated Assumptions 

Following the existing works on leader election in dynamic systems [11], we adopt the 
query-response communication primitive suited to a dynamic system, which is usually 
expressed by the following sequence of basic statements: 

• broadcast a query message to all the processes; 
• wait until responses have been received from a specific number α of processes. 

With the cluster-based hierarchy in this paper, query-response is issued in two 
different layers.  
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In the lower layer, a process queries processes within the same cluster. In order to 
ensure that a process issues a query-response is not blocked forever, we require it to 
wait for only α responses. This is consistent with the α in the definition of Eventual 
Cluster Stability. 

winningi(t): the set of processes from which pi has received a winning response 
to its last query terminated before or at time t. A winning response is the 
response that is among the α responses pi accepts.  

Then, following [11], we have the assumption on query-response pattern:  
MPcluster: In a stable cluster Cl, there are a time QST, a stable process pl, and a set 

Q of processes (QST,  pl and Q are not known in advance) such that, 
t QST∀ ≥ , we have 

  (1) ( )ClQ STABLE t⊆  

  (2) ))(( twinningl jQj ∈∈    

  (3) ( ) : ( )xClx STABLE t Q winning t null∀ ∈ ≠  
In the upper layer, query-response is conducted among clusters (in fact by cluster-

head processes elected by the lower layer election). With respect to the cluster 
hierarchy, we define the query-response primitive in the upper layer as below:  

• broadcast a query message to all the cluster-heads (in fact to all the processes 
because cluster-heads do not know each other); 

• wait until responses from (n-f) clusters (i.e. from cluster-heads of (n-f) clusters). 
Since the number of clusters is static and known, based on the definition of 

eventual cluster stability and the assumption on query-response in [15], we have:  
MPsystem: There are a time SST, a stable cluster Ci and a set G of clusters (t, Ci and 

G are not know in advance) such that, t SST∀ ≥ , we have 

  (1) 1+= fG and 

  (2) ( ( ))D G DiC winning t∈∈  . 
Here, the notation winningD(t) is the same as winningi(t), except that the former is 

defined in terms of clusters. 

4 The Hierarchical Eventual Leader Algorithm 

4.1 Algorithm Overview and Key Issues Addressed 

The algorithm has two layer, corresponding to the cluster hierarchy, and each layer 
itself is in fact an eventual leader election algorithm. The lower layer is used  to elect 
cluster-head for each cluster, while the upper layer is used to elect the global eventual 
leader from cluster-heads. Both the two layer algorithms adopt the query-response 
primitive.  

In the lower layer, each cluster itself can be viewed as a dynamic system, and a 
dynamic leader election is conducted. However, a cluster is in fact only a part of the 
whole system, the assumptions and models to define dynamicity of the whole system 
do not hold for a single cluster, and consequently existing dynamic eventual leader 
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algorithms cannot be applied.  This is why we define new assumptions for a cluster 
in Section III. Even so, there is no guarantee that each cluster can correctly elects a 
stable and unique cluster-head. Additional mechanism is definitely necessary to 
handle such situations (in Task 4). 
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Algorithm 1-1: The lower layer election

/ /Code for each process i
Init:

rec_fromi = Π;   log_datei = 0;    trusti = Π;
leaderi = i;   CH = i;
set Timer = timeout =Δ;
reci = Π;  seqnumi = 0;   accepti = Π; 

/////////////Task 1:  Query-response within a cluster////////////////
while (true)

broadcast QUERY( i, leaderi )  to the whole cluster;
wait until RESPONSE(rec_from)  received from α processes;
rec_fromi =the set of the senders of RESPONSE  at line 103
RECFROMi = the union of all the  rec_from in RESPONSE
trusti = trusti ∩ RECFROMi
if trusti is modified at line 106 then

           broadcast TRUST(trusti ,log_datei) to the whole cluster;
*************update the cluster-head*********  
if  trusti = = null or trusti ==II  then CH=i;
else CH=min(trusti );

endwhile

////////////Task 2: Dealing with QUERY message ///////////////
upon QUERY( j, leaderj ) is received from j

send RESPONSE( rec_fromi ) to j
if  CH= =j then leaderi =leaderj; 

       
////////////Task 3:Dealing with TRUST message//////////////////

upon reception of TRUST( trustj , log_datej) from j
     if log_datej = =log_datei then

          trusti = trusti ∩ trustj ;
if log_datej  >  log_datei then

trusti = trustj ;  log_datei =log_datej ;
if trusti = null  then

trusti = Π;     log_datei =log_datei +1;

 
 
In the upper layer, the number of clusters is known and unchanged, so it is similar 

to a static system with a fixed set of processes, if each cluster is viewed as a process 
in the election (by letting only the cluster-heads participate in upper layer election). 
However, before a cluster become stable and generate one unique cluster-head, more 
than one cluster-head may exist in the same cluster. This makes existing algorithm for 
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static system not workable. By addressing such difficulty, we design our new 
algorithm.  

The operations of our algorithm are divided into six tasks. The first four tasks 
compose the lower layer algorithm, while the upper layer algorithm consists of the 
other two tasks.  

4.2 The Lower Layer Algorithm 

The lower layer algorithm consists of four tasks. Task 1 to Task 3 are used to do the 
basic query-response operations, while Task 4 is specially designed to handle the 
blocking upon response messages in clusters that are not eventually stable.  Algorithm 
1-1 shows the pseudo code of Task 1, Task 2 and Task 3, and Algorithm 1-2 shows the  
pseudo code of Task 4. 

To execute the lower layer protocol, each process needs to maintain the following 
data structures.  

rec_fromi : The set of processes from which pi receives a RESPONSE message. 
trusti: candidate cluster-head set. 
log_date: a logical time defines the age of trusti . 
leaderi : the current global leader process. 
CHi : The local cluster-head of pi. 
timeout: The timeout value of a Timer to detect whether pi is blocked. 
RECFROMi :  The union set of rec_from. 

Two different Types of messages are used to exchange information in the lower 
layer. 

     QUERY(i, leaderi): A message to query cluster-members 
   RESPONSE(rec_from): The response message to QUERY. 

Task 1 is the basic query-response part for processes to exchange their information 
and update their cluster-head candidates. At the beginning, a process pi broadcasts a 
QUERY message, which contains its id and its global leader's id, to all the members in 
the same cluster. Then pi waiting for response messages from other cluster members.  

The QUERY message is handled by Task 2. When some process j receives the 
QUERY message from i, it will send back a RESPONSE message to share its rec_from 
list . Furthermore, if i is j's cluster-head, j will update its global leader by following i. 
That is, a cluster member will accept the leader elected by its cluster-head.  

Again in Task 1, after i receives RESPONSE( rec_from ) from α processes, it will 
stop waiting. The data structure rec_fromi contains the ids of such α processes. On the 
other hand, pi unites all the rec_from carried by the RESPONSE messages into a set. 
If a process is in RECFROM , it means that it is still be trusted by at least one process. 
Then, pi updates its trusti against RECFROM to get the processes which are trusted by 
all the processes in the cluster. If trusti is changed, pi broadcasts TRUST(trusti 
,log_datei) to the whole cluster.  

Task 3 handles the TRUST message. When a process j receives TRUST(trusti, 
log_datei) from i, it will compare log_datej  with log_datei, which are logical ages of 
the trust sets at pj and pi respectively. If the two set are the same old, pj will update its 
own trust set to the intersection. If the trust set of pi is newer, pj will accept trusti 
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directly. After this, if trustj becomes empty, pj resets its trust set to the whole process 
set and increase log_datej by one. 
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     Algorithm 1-2: Handling unstable clusters 

/ /Code for each process i 
Task 4:Dealing with process blocked  
   upon timeout for line 103 occurs 
      if not enough RESPONSE messages received then 
          timeout=timeout+1; 
          CH=i; 
          set Timer = timeout and goto line 102 
      else if CH changes at line 109 or 110 then 
          timeout=timeout+1; 
      set Timer = timeout; 
 

 
Task 4 is a special task to handle clusters that are not eventually stable, i.e. clusters 

with less than α member processes, even after the system becomes stable. In such a 
cluster, a process cannot receive α RESPONSE messages at line 103, and it will keep 
to be blocked. Then, the process cannot execute election successfully, and cannot 
getting leader information from upper layer processes.  

To address such a problem, we add the following operations. A timer is set for line 
103. When timeout occurs, the process will check whether it has received RESPONSE 
messages from α processes. If it has not got enough RESPONSE, it will increase its 
timeout value by one, and elect itself as the cluster-head. It will then start a new round 
a query-response and at the same time join the election in upper layer. On the other 
hand, if pi has got enough RESPONSE when timeout occurs but its cluster-head is 
changed at line 109 or line 110, it still needs to increase the timeout value by one. 

With the Task 4 above, the processes in clusters with not enough processes will 
eventually become cluster-heads and they will participate in the upper layer election. 
Then, these processes will eventually elect the global leader. 

Although Task 4 is designed for not stable clusters to avoid blocking at line 102, 
all clusters (i.e. processes in all clusters) need to execute Task 4, because no one can 
detect whether a cluster is stable or not. Fortunately, executing Task 4 in stable 
clusters will not affect the normal execution. This is achieved by the eventual cluster 
synchrony property. Please refer to the proof section for details.   

4.3 The Upper Layer Algorithm 

The upper layer algorithm has two tasks, i.e. Task 5 and Task 6, as shown in Algorithm 
1-3. The steps are similar to, but not the same as those in the lower layer algorithm 
because both layer do election using query-response primitive. However, they two 
layer algorithms are not the same.  
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Algorithm 1-3: The upper layer election

/ /Code for each process i
/////////////Task 5:The query and response of upper layer//////
while (true)

if CH==i then
        broadcast ALIVE(Ci , i, accepti ,seqnumi );

    wait until RES(Ck , k , reck) from (n-f) clusters;
        reci= the set of Ck  from which pi received a RES at line; 
        let CLUSTER = of all the reck;
        accepti= accepti  ∩ CLUSTER ;
        if cluster j has more than one cluster-heads (by checking the 
        RES received at line 504 then
             accepti=accepti-{j};
        if accepti==null then
             leaderi =i;
        else 
             leaderi =the cluster-head of min(accepti);
endwhile

///////////Task 6:The upper layer message dealing////////
upon reception of ALIVE(Cj, j, acceptj ,seqnumj ) from j
     if seqnumj ==seqnumi then

          accepti= accepti∩ acceptj ;
if seqnumj >  seqnumi then

accepti= acceptj ;  seqnumi =seqnumj ;
if trusti = null  then

          accepti= Π;     seqnumi =seqnumi +1   
       if Cj==Ci && j!=i then
          accepti=accepti-{Ci};
       else
          send RES(Ci, i , reci) to j

 
 
In the upper layer algorithm, the following data structures are used: 

   accepti: the set of candidate leaders. 
   seqnumi: a logical time defines the age of accepti . 
   reci: the set of (Ck ,k) from which pi received a RES message. 
     CLUSTER: the union set of Ck . 

Also, two messages are used to exchange information in the upper layer. 
   ALIVE(Ci , i, accepti ,seqnumi ): a message to gossip with other cluster-heads. 
   RES(Ck , k , reck): the response message of ALIVE. 

If a process i finds itself to be a cluster-head, it will participate in upper election by 
executing Task 4. It firstly broadcasts an ALIVE message . For the other hand, as Task 
5 describes, if process j receives an ALIVE message, firstly it will do the same 
operation as Task3 to modify accept and seqnum values. And then it will check 
whether this message is from some other cluster-head of the same cluster. If they are 
from the same cluster, process j will erase its cluster id from accept. Otherwise, it will 
send back a RES message.  
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After receiving RES messages from n-f clusters, process i records the set of cluster 
id it has received a RES message so that null cluster will not be considered. Then it 
calculates the union of these n-f reck and intersects it with accept. It also erases those 
clusters with more than one cluster-heads from the set of accept. Finally ,it will elect 
its leader according to accept.  

Compared with Algorithm 1-1, there are two major differences in Algorithm 1-3. 
In Task 1, a process waits to receive messages from enough processes. In Task 5, 
because a cluster may have more than one cluster-heads, we use cluster id to represent 
a process. That is, a process waits to receive messages from enough clusters rather 
than enough processes. If a process receive messages from different cluster-heads 
which are from a same cluster, we simply accept the first message received.  

Another difference is that, the query message ALIVE contains more information 
than QUERY in Task 1. The value accept is similar to trust and seqnum is similar to 
log_date of Task 3. Then, in Task 6, when a process receives an ALIVE message, it 
will check and update its accept and seqnum information, which are not necessary in 
Task 2.  

5 Correctness Proof 

In this section, we prove that the algorithm described in the previous section is 
correct, i.e. it can eventually elect a unique and stable process as the leader.  

In the following proof, we will use the assumptions defined in Section III. In the 
assumptions of eventual cluster stability, eventual cluster synchrony, MPcluster and 
MPsystem, there is a time moment after which the stability or synchrony holds. 
Although the stabilization time is different for these assumptions, there is a time GST, 
after which all the assumptions hold.  We call GST the global stabilization time. 
 
Lemma 1. For each stable cluster Cl, there is a time t and a stable process pl in the 
cluster such that, after t, very RECFROM contains pl. 
 
Proof: With MPcluster , after GST, pl is a winning process for all processes in Q and 
each stable process in Cl will receive a winning RESPONSE from some process in Q. 
Then, pl will be included in one of winning RESPONSE at each stable process in Cl, 
the lemma holds.                                                                   □ 

Now, we define the relationship "association", and give a claim based on 
association, which will be used in later proof. The proof of the claim is omitted.  

Association: if a process pi has log_datei=log_date and trusti=trust, we call trust 
is associated with log_date. Please notice that a log_date may be associated 
with multiple processes' trust. 

Claim 1. Let us assume that null is associated with log_datemax. Then: (1) a process pi 
executes the reset statement at line 307, and (accepti, log_datemax)=(Π, 
log_datemax+1); (2) the pair (Π, log_datemax+1) is broadcasted to all processes of the 
same cluster. 
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Lemma 2. For each stable cluster Cl, M, t, ∃ ∃ such that, t' t, i∀ ≥ ∀ ∈  

Cl iSTABLE (t') trust M = . 

Proof: Let t1 be the time mentioned in Lemma 1, after which no more processes will 
join in Cl, t2 be the time that all the faulty processes have crashed and all the messages 
sent by faulty processes have been delivered.  

Let t = max(t1, t2), and log_datemax be the max log_date value of the processes in   
STABLECl(t). We then prove M=log_datemax or M=log_datemax+1. 
Suppose trust is associated with log_datemax. Let pi has log_datei=log_datemax and trusti 
=trust. There are two different cases.  

Case 1): All trusti is never equal to null. Then, no process executes the reset 
statement, and trusti cannot be null and log_datemax cannot be increased. With the 
communication in Task 3, all stable processes of Cl will have log_date=log_datemax. 
Obviously, M=log_datemax. 

Case 2): Some trusti is set to null. Then, pi resets trusti to Π increases log_datei by 
one, and broadcasts it to all the processes. After receiving such a message, other 
processes will reset their trust to Π and update log_date to log_datemax+1. By Lemma 
1, pl is contained in RECFROM of each stable process, then trust will not be null any 
more. So, no log_date will be larger than log_datemax+1, and M=log_datemax+1.     □ 
 
Theorem 1. For each stable cluster Cl, by the assumption MPcluster, all stable 
processes in Cl eventually elects the same cluster-head.  
 
Proof:  Let PL= {trusti, pi∈STABLECl(t), trusti is associated with M}, where t and 
M is mentioned in Lemma 2. 

By Lemma 2, after time t, log_date will not increase, so no trust is null. Then, 
PL != null. By Lemma 2, after time t, all the faulty processes already crash and they 
cannot be contained in trust set any more. Then, PL ⊆ STABLECl(t). With the 
communication and update pattern of trust in Task 3, for process pi, trusti = =PL.  

Since each stable process in Cl has the same trust set, and select min(trusti) as its 
cluster-head, the lemma holds.                                                      □ 
Lemma 3. There is a time t and a stable cluster Cl such that,  after t  every 
CLUSTER contains Cl. 
 
Proof:  Similar to Lemma 1, With MPsystem, after SST, it holds.□ 
 
Claim 2. Let us assume that null is associated with seqnummax. Then: (1) a process pi 
executes the reset statement at line 607, and (accepti, seqnummax)=(Π, seqnummax+1); 
(2) the pair (Π, seqnummax+1) is broadcasted to all cluster-heads. 
 
Lemma 4.  For each cluster-head pi of any cluster, Nt,seqnumt't,N, i =≥∀∃∃ . 

 
Proof: Let t1 be the time mentioned in Lemma 3, t2 be the time all processes of any 
unstable cluster become cluster-heads. Let t=max(t1, t2). Then, by Claim 2, the proof 
is similar to that for Lemma 2.                                                     □ 
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Theorem 2. In any execution that satisfied MPsystem assumption, the protocol 
described in Algorithm 1-3 implements a leader facility in a dynamic system.  
 
Proof: Given a run that satisfies MPsystem, let PL= {accepti}, where pi is a cluster-
head of cluster Ci, accepti is associated with N, t and N is mentioned in Lemma 4. 
Then, like in the proof of Theorem 1, we have PL!=null and PL ⊆ STABLE. The 
difference from Theorem 1 is that, after time max(CSTCi), where STABLECi ∉ , 
accept will not have any cluster that is not in STABLE. Then, accepti=PL, and 
min(accepti) is a stable cluster with only one cluster-head. So, a unique and stable 
process is elected as the leader. The theorem holds.                                 □ 

6 Conclusion and Future Works 

In this paper, we study the problem of eventual leader in dynamic systems with 
processes joining and leaving dynamically. Different from existing works, our design 
adopts a cluster based hierarchy in electing an eventual leader. Hierarchical design is 
efficient to reduce communication cost and improve scalability. After defining new 
assumptions and models on cluster dynamicity, we design a two-layer election 
algorithm, which address several challenging issues caused by the instability of  
cluster constitution. The algorithm is proved to be correct by rigorous proof.  

Since this work should be the first attempt for hierarchical eventual leader election, 
further study on this topic is obviously necessary. Possible directions include 
hierarchical election using other message exchange patterns in non-hierarchical 
eventual leader election, timestamp based election, and so on. 
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Abstract. This paper presents an efficient resource allocation model
that dynamically and optimally utilizes virtual machine (VM) resources
to satisfy QoS requirements of mobile media traffic in a media cloud
environment. It additionally maintains high system utilization by avoid-
ing the over-provisioning of VM resources to services or applications.
The proposed VM allocation is mapped into the multidimensional bin-
packing problem, which is NP-complete. To solve this problem, we have
designed a Mixed Integer Linear Programming (MILP) model, as well as
heuristics for quantitatively optimizing the VM allocation. The simula-
tion results show that our scheme outperforms the existing VM alloca-
tion schemes in a media cloud environment, in terms of cost reduction,
response time reduction and QoS guarantee.

Keywords: Mobile media traffic, cloud computing, resource allocation,
linear programming, heuristics.

1 Introduction

In recent years, multimedia cloud computing [1] is becoming a promising tech-
nology to provide a flexible stack of computing, storage and software services in
a scalable and virtualized manner for media-rich mobile applications [2][3][4]. In
this mobile media cloud environment, the virtualization technology is applied
to package the required CPU, memory, GPU (graphics processing unit), storage
and network bandwidth resources of servers into virtual machines to manage
and provision heterogeneous multimedia services and applications at lower cost
with minimal efforts. These services include but not limited to image/video re-
trieval, video transcoding, streaming, video rendering, media analytics, sharing
and delivery [5][6][7].

Due to the heterogeneity and mobility of the media services and users, mobile
media cloud has brought up the need for an efficient VM resource management
to satisfy the QoS requirements of the media services, especially when differ-
ent atomic media services such as streaming service, video transcoding services,

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 352–363, 2014.
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rendering services and so on are composed to meet the customer demands [8].
These services have different QoS requirements, and need dynamic VM resource
capacity at run-time [1]. In addition, the processing delay of both the atomic
and composite media services at server side under different network conditions
makes it difficult to efficiently manage VM resources, while fulfilling QoS de-
mands [1][9][10].

Although there are many researches going on to study various VM resource
management techniques in cloud environment [11][12][13][14][15][16][17][18][19],
very few of them are suitable for mobile media cloud enthronement (Section 2
provides a detailed survey of these works related to current paper). This is due to
the dynamic nature of the multimedia services (atomic and composite) in terms
of source dynamicity (time-varying rate-distortion characteristics of the encoded
multimedia content), channel dynamicity (time-varying channel conditions), and
topology dynamicity (where clients can join or leave in the system at any time).
Currently, there exist few researches [20][21][22][23][7] related to VM resource
allocation in a multimedia cloud environment. However, most of them [20][23][7]
do not take into account the composite mobile media service scenario, which can
affect the response time as well as the overall utilization of the physical resources.
In addition, they do not consider the multiple VM resource dimensions (i.e.
CPU, GPU, memory, storage and network bandwidth) in the resource allocation
problem.

In this paper, we tackle the aforementioned challenges of VM resource
allocation in a mobile media cloud environment. We propose a VM resource
allocation model that optimally allocates VM resources to a set of physical ma-
chines/servers by considering the dynamic VM resource requirements for atomic
and composite mobile media services. It also ensures the minimum QoS require-
ments of the mobile multimedia services, while maintaining high system utiliza-
tion by avoiding over provisioning the VM resources for the services. Several
experiments were carried out to validate the efficiency of our proposed VM re-
source allocation model in mobile media cloud platform. These experiments were
conducted for different request patterns of mobile media services in various en-
vironments. We have also compared our proposed algorithm with three other
existing algorithms in media cloud platform, which comprised of load balanc-
ing model [23], queuing model [20], and a round-robin allocation. The results
include the performance of cost reduction, response time reduction and a QoS
guarantee.

The rest of the paper is organized as follows: Section 2 presents the related
work. Section 3 describes our VM resource allocation model and heuristics for
the current multi-dimensional problem. Section 4 presents experimental results
and performance comparisons. Finally, Section 5 concludes the paper.

2 Linear Programming Formulation

The proposed VM resource allocation problem is mapped to the multidimen-
sional bin-packing problem [24], which is NP- complete. In this problem, we
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have to map several items into the smallest number of bins as possible. Here,
each item denotes a tuple, which contains its dimensions. In our scenario, we
consider each VM as an item and the dimensions like CPU, memory, storage,
network bandwidth and GPU, as its capacities. The target is to find a set of
physical machine to host the VMs in an optimized way. The basic concern of a
VM allocation is that a physical machine must have enough capacity for hosting
the VMs. To reduce the hosting cost, the number of active physical machines
needs be minimized. To avoid frequent VM migration, certain amount of CPU
capacity needs to be preserved as backup resource for handling workload burst.
To reduce the response time, the delay of the composite service needs to be
controlled. According to above considerations, we design a linear programming
(LP) model for quantitatively optimizing VM allocation into physical servers.
The input parameters and variables used in the linear programming formulation
are presented in Table 1.

Table 1. Parameters and variables for the VM allocation problem

Parameters

S set of physical servers

M set of virtual machines

R set of resources (CPU, memory,
storage, GPU, network etc.)

C = {m1,m2, ..., mn} composite video surveillance service
from m ∈ R VMs

umr ∈ R utilization for virtual machine m ∈
M of resource r ∈ R

csr ∈ R capacity for physical server s ∈ S of
resource r ∈ R

Utlcsm resource utilization on physical
server

PerCPUsm percentage of CPU utilization on
physical server

delCompI delay of composite video surveil-
lance service I

δs ∈ {0, 1} equals to 1 if physical server s ∈ S
is used, 0 otherwise

ϕsm ∈ {0, 1} equals to 1 if virtual machine m ∈
M is allocated to physical server s ∈
S , 0 otherwise

For any composite video surveillance service I that needs to be allocated in
the cloud, the LP model is presented in Eq. (1) to (6).

min
∑
s∈S

δs (1)
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s∈S

ϕsm = 1 ∀m ∈M (2)

∑
m∈M

umrδsm ≤ csrϕs ∀s ∈ S , ∀r ∈ R (3)

delCompI ≤ T ∀I ⊆M (4)∑
s∈S

Utilcsmδsm ≤ T1 ∀m ∈M (5)

∑
s∈S

PerCPUsmδsm ≤ T2 ∀m ∈M (6)

The objective function in 1 aims at minimizing the number of required physical
servers. The constraint in 2 guarantees that each virtual machine is mapped to a
single physical server. Equation 3 guarantees that the virtual machine demands
allocated in each physical server do not overload its capacity. The constraint
in 4 guarantees that the delay of composite video surveillance service I does
not exceed a certain threshold value T . Equation 5 helps to improve the overall
resource utilization. The constraint in 6 can reduce the chance of CPU overload
and can potentially balance the CPU utilization among all physical servers.

The delay of composite video surveillance service delCompI is defined differ-
ently in different scenarios as follows: 1) In the asynchronous composition case,
where the VMs have no inter-communication with each other, delCompI ≤ T
can be viewed as the combination of delay constrains provided by all VMs. 2)
In the synchronous composition case, where the screen update from m VMs is
synchronized, delCompI ≤ T means that the most strict delay constraint among
all VMs is applied to every VM. 3) In the sequential composition case, where
the output of the service running on a predecessor VM is the input of the service
running on a successor VM, delCompI ≤ T denotes that the delay constraint on
the predecessor VM is incrementally applied to the successor VM.

The resource utilization condition Utilcsm is defined as the standard deviation
of the percentage of free CPU, memory, GPU and network bandwidth capacities
on physical server s ∈ S after allocating virtual machine m ∈ M . Applying
constraint on resource utilization condition can avoid overuse of any resource.
It can greatly improve the optimization results when the workload is highly
heterogeneous. The value of T1 should be periodically updated if the arriving
workload varies time to time.

A common constraint on free CPU T2 is 0.7-0.75, which means the maximum
CPU utilization on each physical machine is 70%-75%. The remaining CPU
capacity is used to handle unexpected burst. T2 can be also specified according
to the profiling of each application. The applications having frequent burst may
require a small T2 value.

2.1 Heuristics

The proposed VM resource allocation problem can also be solved using heuristics.
Although heuristic solutions will not guarantee an optimal solution, the required
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time to obtain a feasible solution is much shorter than LP. We utilize the best-fit
decreasing (BFD) heuristic [24] and modify it to fit into our situation. In this
heuristic, a lexicographic order is utilized to sort each VM demand. Following
the heuristic definition, the mapping of each VM will then be performed. In the
BFD heuristic, the VM will be mapped to the physical server that leaves the
least left over space after the mapping between all available physical servers.

Algorithm Description. In this section, we explain the entire procedure of
our proposed allocation algorithm.

Step 1 : Check whether it is necessary to re-select the threshold value. If it is
necessary, then run the threshold selection algorithm; Otherwise, use the previ-
ous threshold value.

Step 2 : Use the three heuristics FFD, BFD and WFD with the threshold value
to generate three allocation schemes.

Step 3 : Choose the best allocation scheme and enforce allocation.
Step 4 : Update the physical server information for next allocation.

Complexity Analysis. The time complexity of the proposed allocation algo-
rithm is denoted by O(3 × n2m+ 9 × log2 100× pn2m). n denotes the number
of service request, m denotes the number of physical servers, and p denotes the
probability that the threshold will need to be re-selected. The time complexity of
heuristic allocation algorithm is O(3×n2m), since it calls FFD, BFD and WFD
functions where each function takes O(nm) to allocate one service request, and
O(n2m) for the entire allocation. The threshold determination algorithm con-
sists of log2 100 rounds, and heuristic allocation algorithm is called three times
in each round. Thus, each execution of threshold determination algorithm takes
O(9× log2 100×n2m). As it is executed with probability p, the total complexity
of threshold determination part is O(9 × log2 100× pn2m)

3 Performance Evaluation

In this section, we have presented simulation setup description and conducted
several experiments to validate the efficiency of our proposed VM allocation
approach as done in. These experiments were conducted for different cases, such
as low/high heterogeneity of media tasks, and a large/small media task set.
We compared our proposed algorithm with three existing algorithms: a load
balancing model [23], a queuing model[20], and a round-robin allocation. The
results include the performance of cost reduction, response time reduction and
scalability guarantee.

3.1 Simulation Settings

For the simulation, we have created two major simulation components: work-
load generator and cloud simulator. The workload generator takes responsibil-
ity of generating atomic, synchronous and sequential workload for simulation.
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The two sub-components are designed to generate individual multimedia service
workload and to generate delay constraints for three types of service composi-
tion, respectively. The cloud simulator receives multimedia service requests from
workload generator and creates VMs with pre-configured CPU capability, mem-
ory, GPU and bandwidth. The cloud resources and network environment are
simulated by generating physical machines/servers with identical capacity and
network latency matrix indicating the network latency between the physical ma-
chines/servers, respectively. Finally, seven different resource allocation schemes
including proposed method are tested. The results such as the number of ac-
tive physical machine/server and average delay are collected from PM (physical
machine) monitor and network monitor.

Table 2. Details of workload group

Heterogeneity Number of traces HI ACU AMU AGU ANU

Low 50-200 0.17 25.2% 28.36% 30% 30%
High 50-200 0.63 47.28% 48.67% 50% 50%

Table 2 shows simulation parameters, where HI, ACU , AMU , APU , ANU
represents heterogeneity index, average CPU utilization(%), average memory
utilization(%), average GPU utilization(%), and the average network bandwidth
utilization(%) respectively. HI,ACU and AMU were retrieved from the Techni-
cal University of Berlin (TU-Berlin) workload [25], which are normally used by
researchers and students to execute computational experiments. To address mul-
timedia service issues in our simulation, we generate the workload by considering
several representative multimedia service cases. The first case is Discrete Co-
sine Transform/Inverse Discrete Cosine Transform (DCT/IDCT), which is very
CPU intensive and mostly used in the MPEG and JPEG encoding/decoding.
Secondly, image rotation has relatively low demand on CPU capacity, but needs
more memory and bandwidth. We also consider video rendering workload with
high demand on GPU capability. As the size of image/video can be different
between the service instances, the workload should not be generated in an iden-
tical way even for the same multimedia service case. Using the above simulation
parameters and the patterns of multimedia service, we randomly generate mul-
timedia service requests in each workload. Initially, the capacities of physical
servers were assumed to be identical. In this simulation, the number of physical
server was fixed to 100.

Table 3 specifies the delay settings, where IDC, SDC, IDT , and SDT rep-
resents the individual delay constraint on atomic media service, the sequential
delay constraint on adjacent media services, the individual delay time on a sin-
gle server, and the sequential delay time on connected servers respectively. The
variation of heterogeneity only affects the delay constraint on media services.
While allocating the services, two types of allocation scheme are adopted. In
large group allocation case, all media service requirements are assumed to be
generated and submitted at one time. On the other hand, small group allocation
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allows only 1-5 media service requests submission. When the current allocation is
done, the following 1-5 media service requests will be created. In both cases, each
group of composite media services contains 1-5 services, which can be atomic,
synchronous or sequential. The service composition does not introduce more
resource consumption, but can change the delay constraint on the services.

Table 3. Details of delay

Heterogeneity IDC SDC IDT SDT

Low 25ms-35ms 25ms-35ms 5ms-30ms 5ms-15ms
High 15ms-45ms 25ms-45ms 5ms-30ms 5ms-15ms

3.2 Experiments

Several sets of experiments were conducted in the simulation. Firstly, we adopted
different request patterns of mobile media services/applications in the exper-
iment (i.e. large/small media service group at Low/high heterogeneous envi-
ronment) to measure the cost optimization capability. The number of media
requests was fixed to 100. Fig. 1 shows the simulation results derived from the
large task group at low heterogeneity environment. From the results, we have
found that our proposed approach and the load balancing method have the same
performance. The optimal allocation sequence is applied by the load balancing
method as well as our proposed approach. Since the low heterogeneity requests
do not overuse any type of resource, the resource utilization condition threshold
we used in our proposed approach does not provide further optimization in this
environment. The queuing model performs worse than any other solution as it
does not consider virtual machine. Thus, each service request must occupy one

Fig. 1. Cost optimization in large task group at low heterogeneity environment
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Fig. 2. Cost optimization in large task group at high heterogeneity environment

physical server. The round-robin method randomly chooses physical server for
each request. Since it does not provide any optimization method, we have found
that 65 physical servers need to be launched according to the allocation results
of round-robin method. The original FFD, BFD and WFD are also tested in
this simulation environment. The results suggest that those original heuristics
considering one dimension (CPU capacity) have inefficient performance while
dealing with the cloud resource allocation problem on multimedia service. The
original WFD, since it always puts VM on a physical server with highest CPU
capacity, actives 100 physical servers to handle 100 service request. The alloca-
tion result of original FFD and that of original BFD cause 42 physical servers
and 38 physical servers to be active, respectively.

In Fig. 2, we present the results retrieved from the large task group and high
heterogeneity environment. Due to the resource utilization condition threshold,
our proposed approach outperforms existing algorithms by avoiding overuse of
any resource. The performance of load balancing method does not degrade so
much, as allocating a large group of requests is easier than allocating several
small groups of requests. While allocating a large group of requests the load
balancing method can always choose the best allocation among all the possible
allocations. As the requests consumes more resources, the results of round-robin,
original FFD and original BFD increases to 68, 48 and 41 active servers, respec-
tively. The performance of queuing method and that of orignal WFD remains
same as what we present in Fig. 1 due to the reasons we explained before.

In order to validate the scalability of our proposed approach, we varied the
number of service requests to test the cost in the small task group and a high het-
erogeneity environment. Fig. 3 shows the results of the scalability test. When the
total number of service requests equaled 50, the performance of our proposed ap-
proach was slightly better than that of the load balancing method. By increasing
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Fig. 3. Scalability Test Results

the workload, a significant difference can be found in the graph. Compared with
the load balancing method, our proposed approach demonstrates better scalabil-
ity. The queuing method and the round-robin method have obvious drawbacks
regarding scalability.

In the second set of simulations, we explored the actual response time in differ-
ent environments. We varied the number of video surveillance service requests
from 1-150. In Figs. 4 and 5, the average delay (response time) of the video
surveillance services achieved by each solution are illustrated. As can be seen

Fig. 4. The response time in low heterogeneity environment
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Fig. 5. The response time in high heterogeneity environment

from these figs. the proposed LP and heuristic approaches show their superiority
in both low and high heterogeneity environment. The reason why the FracKnap
and round-robin performs worse than our proposed approaches is because they
do not consider the delay optimization during the VM allocation process. Since
we clearly define the delay model for both atomic and composite video surveil-
lance services, we are capable to address the dependency issue among the services
and the physical machines. Consequently, we can conclude that our delay model
is effective in the composite video surveillance service allocation.

4 Conclusion

The mobile media cloud is emerging as a remarkable technology that can facil-
itate effective processing of complex multimedia services and provide QoS pro-
visioning for multimedia service or applications from anywhere, anytime and at
any device at lower costs. One major challenge for a cloud provider in such mo-
bile media cloud environment is to find an efficient VM resource allocation model
for processing media service tasks. This paper presents a VM resource allocation
model that dynamically utilizes VM resources to satisfy QoS requirements of
media- rich mobile cloud services or applications. In order to do VM resource
allocation effectively, we have presented a MILP model, as well as heuristics.
Performance comparisons show that our resource management/allocation ap-
proach performs very competitively while satisfying users? QoS demand. This
work does not include QoE, media play-back quality, media service profiling and
benchmarking. As for the future works, we would incorporate some of above as
a part of the future work. We believe that our proposed allocation approach can
adapt such settings.
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Marcelo Dutra Ős and Graça Bressan

LARC, University of São Paulo, São Paulo, Brazil
mdutraos@usp.br, gbressan@larc.usp.br

Abstract. Nowadays, Cloud Computing is appealing for both IT busi-
nesses, which have a new opportunity to lower costs and expand its
computing capacity, as for the scientific community, which has a scalable
and elastic computer infrastructure at disposal. The research regarding
cloud environments has been a theme of growing interest in the last few
years as this new distributed computing paradigm poses challenges for
both the application developers and the infrastructure providers. In this
paper, it is presented a financial real-time application and a cloud archi-
tecture which can address the real-time requirements of this application
through the adoption of real-time scheduling techniques. This architec-
ture is based on the concept of a community cloud, where the participants
share resources to each other dynamically in a decentralized manner.

Keywords: community cloud computing, real-time distributed schedul-
ing, quality of service.

1 Introduction

Cloud Computing is a distributed computing paradigm which has been exten-
sively applied to many fields of interest in the last few years [6], [18], ranging
from ordinary web architectures to very particular scientific applications. The
pay-per-use model and ubiquitous access methods have made Cloud Comput-
ing an interesting alternative to high-scale and parallel computing as well [12],
[18]. As it has been primarily designed to maximize throughput and utilization,
some applications, among them real-time ones, poses difficults to cloud environ-
ments. In this paper, it is presented a financial real-time application which can
take advantage of the benefits offered by cloud environments but which must
overcome its real-time limitations. It is proposed a cloud architecture which can
address the real-time requirements of this application through the selection of
real-time scheduling techniques. Also, it is adopted the concept of community
clouds, where one participant can borrow resources to/from another depending
on the utilization and the agreements between each one. The rest of this paper
is organized as follows: in Sect. 2 it is presented the concepts regarding cloud
computing, real-time systems, the relations between them and the limitations
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and advantages of using cloud environments for real-time applications. In Sect.
3 it is described the real-time financial application - trading securities in stock
exchanges - which is the case study for this paper. In Sect. 4 it is presented
the concept of community clouds and its applicability to the cloud environment
proposed; also, the services envisioned to be offered by this infrastructure are
listed. In Sect. 5, mechanisms such as scheduling and QoS (Quality of Service)
are proposed to be adopted in this environment. Finally, we conclude with a
positioning of this architecture in relation to other works and propose future
developments.

2 Concepts

2.1 Cloud Computing

The Cloud Computing paradigm is derived from other computing fields such as
Grid Computing [18], Distributed Systems [33], Networks and Operating Sys-
tems. Cloud Computing is defined by NIST [20] as ”...a model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of config-
urable computing resources ... that can be rapidly provisioned and released with
minimal management effort or service provider interaction”. Cloud environments
present some common properties such as: elasticity - which is the ability to shrink
or expand its computational capacity on demand, multi-tenancy - which is the
ability to create different environments for distinct customers in the same shared
infrastructure, processing of huge amounts of data, loosely-coupled distributed
processing, ability to survive hardware failures, virtualization and heterogeneity
of both physical and virtual resources and applications [6], [18], [34]. Typically,
the service model offered by providers can be classified into the following cat-
egories [32], [26]: IaaS - Infrastructure as a Service, where low level resources
such as CPU, memory, storage and network are offered for consumption; PaaS
- Platform as a Service, where development platforms are available in the cloud
for the creation of applications; and SaaS - Software as a Service, where the
software itself is offered through the cloud infrastructure.

2.2 Real-Time Systems

A real-time system is constrained by timing deadlines and integrity checking.
Also, it should present the following desirable features as described by Gior-
gio C. Buttazzo in [13]: timeliness - which is the property of executing tasks
correctly and within a required deadline, capacity to handle peak loads, pre-
dictability, fault-tolerance and modularity. Further, a real-time system can be
classified into two types [14]: hard - which presents the property that if one
deadline fail a catastrophic condition will occur - and soft - where if one dead-
line is missed the system will not perform adequately but no damage will affect
the surrounding environment. In order to meet deadline constraints, real-time
systems employ a wide variety of real-time scheduling algorithms, such as EDF
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(Earliest Deadline First) [22]. Examples of real-time applications are as broad
as: flight control systems, military systems, robotics, industrial automation and
financial applications, among others [14], [28].

2.3 Limitations of Cloud Environments for the Support of
Real-Time Applications

Cloud environments were primarily designed to maximize throughput and the
utilization of resources. Currently, they present limitations to support real-time
applications such as: scheduling algorithms which do not take time into account
[31], [29], [19], no support for a real-time clock as an internal time reference [13],
delay to provision resources and virtual machines [36], no predictability of the ex-
ecution of tasks [6] and rudimentary QoS mechanisms [21]. Also, the suboptimal
physical topology and connectivity commonly adopted in order to accomodate
a large number of applications brings performance penalties in comparison with
other distributed systems, as described by R. Aversa in [7].

2.4 Advantages of Adopting Cloud Environments for the Support
of Real-Time Applications

Despite these limitations, cloud environments are indeed attractive to the de-
ployment of real-time applications as they present features such as: elasticity,
multi-tenancy, ability to survive hardware failures, virtualization support and a
layer of abstraction where many different applications could execute its own orig-
inal code with no knowledge of the underlying platform of software and hardware
- which provides flexibility and portability.

3 Real-Time Financial Application

The case study in this paper is a trading application, where the so-called partic-
ipants - financial institutions, brokerage houses - use to send orders of purchase
or sale of securities (most commonly equities, futures and options) to stock ex-
changes on behalf of their customers. The decision to send orders to buy or sell
securities is done on real-time, based on a particular strategy - realized by an
algorithm - whose inputs are the prices of the securities at an instant in time.
These prices are received by the participants by means of a continuous flow of
information called market data [4], which is generated by the stock exchanges
and it advertises the absolute and relative prices of the securities being traded.
Market data is comprised of two data channels: incremental channel, which pro-
vides the delta in prices for the securities since the last trading done and the
snapshot channel, which advertises the absolute prices of all the securities. The
incremental channel is aperiodic and updates the prices of all securities in real-
time. The snapshot channel sends its information in a periodic rate and it adds
some delay in comparison with the incremental channel.
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At the stock exchange, the orders sent by the participants are stored in a
table called the order book, which lists all bids (purchase) and asks (sale) for all
the securities. Finally, a matching engine will verify if there is a match between
these bids and asks in order to confirm or not a deal. This is illustrated in
figure 1.
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Fig. 1. Trading environment

As the conditions of the market fluctuate, so does the number of orders traded.
On busy days, the number of orders can increase to a very high rate. At the stock
exchange side, every order should be processed in real-time. The same is true for
the participant side, where the decision to generate a new order of buy or sell
should be done in real-time.

For instance, consider a particular security X which is traded by a stock ex-
change, whose price might be increasing during the first hour of a trading day.
Conversely, in the following hour, its price might decrease because of a partic-
ular market condition. Participant A developed a strategy where it will make
money if the price of this security is increasing. On the other hand, participant
B developed a strategy where it will make money if the price of this security
is decreasing. They do not know about each other’s strategy. Some other par-
ticipants might have the same strategy as participant A or B. The aim of both
participants A and B is to be the fastest to send orders to the stock exchanges
trading system if the price of the security X is increasing or decreasing, respec-
tively, so they can realize their strategies. Also, they want to do that with the
minimal possible investment on infrastructure.

3.1 Typical Parameters of Stock Exchanges

Typically, jobs that need to be run in real-time at the participant side in order
to send orders to stock exchanges have the following characteristics: they are
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aperiodic (event-triggered) as their input is based on market data’s incremental
channel, they allow parallel execution, they allow preemption for some tasks
(depending on its priorization) but not for others, their computation time may
vary as well as their deadlines and they might present precedence contraints.
Overload conditions (as described in [13]) may occur both because jobs may
arrive more frequently than expected or because their computation times might
exceed their expected value. Commonly, trading is available during business
hours, but there are variations between the opening and closing hours of the
market for each product.

The parameters below are of interest for trading:
- Market data’s bandwidth: typically in the order of Mbits/s
- Market data’s number of messages: the rate can reach thousands of messages
per second and millions per day
- Time to process orders at the stock exchange side: typically in the order of
microseconds
- Latency from participants to stock exchange venues: typically in the order of
microseconds to milliseconds
- Jitter from participants to stock exchange venues: minimum, typically in the
order of microseconds
- Number of orders sent by a participant to a stock exchange: typically in the
order of thousands per second. Limited by participant
- Numbers of orders that can be processed by a stock exchange system: typically
in the order of hundreds of thousands per second and millions a day
As an example, table 1 shows some values measured in three different stock ex-
changes. BMFBovespa is the stock exchange which is responsible for the trading
of equities, futures and options in Brazil. Its statistics can be found at [1] and
the numbers in table 1 are related to equities traded on 2014.01.07. BATS Trad-
ing is the third largest US equities market (after NYSE and Nasdaq) and its
statistics can be found at [9]. The numbers for BATS in table 1 are related to
the BZX Exchange on 2012.01.03. CME (Chicago Mercantile Exchange) is the
stock exchange in the US responsible for the trading of commodities, futures and
options and its statistics can be found at [16]. Its numbers in table 1 are related
to the Futures and Options market in June-2012.

Table 1. Typical values for stock exchanges

Parameter / Stock Exchange BMFBOVESPA BATS CME
Market Data - Total Number of Messages 10,779,788 N/A N/A
Market Data - Peak of messages/s 8,045 361,739 37,000
Market Data - Peak of messages/ms N/A 6,184 N/A
Market Data - Peak Bandwitdh in Mb/s 5.3576 124 32
Market Data - Peak Bandwitdh in Mb/ms N/A 0.639 N/A

What can be concluded from these data from different stock exchanges, de-
spite the contrasting order of magnitude that each market deals with is:
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1. The number of market data messages has a large variation over time. Stan-
dard deviation is high and it depends on the ”conditions of the market”. So most
of the time the hardware allocated by participants are idle. On the other hand,
some participants might be prevented from sending orders during overloads be-
cause of the lacking of resources’ processing
2. The variation of traffic happens as fast as a millisecond (or lower) interval
3. The lowest the latency between the participants and the trading system the
better
4. The lowest the jitter between the participants and the trading system the
better
5. Customers pay different prices for different physical distances to the trading
systems. That’s why colocation spaces are the most valuable ones at the stock
exchanges’ premises. Typically, each customer will deploy its own infrastructure
in these colocation spaces, with the price for rental being proportional to the
number of rack units allocated. As of today, NYSE (New York Stock Exchange)
claims to deliver the lowest latency connection from colocated customers to its
trading system - 75 microseconds round-trip time [30]

3.2 Typical Infrastructure Deployed at Colocation Facilities

Typically, a participant will deploy the following infrastructure at a colocation
facility: a network connection to the stock exchange which provides low latency,
servers with multi-core CPUs, a relatively small storage system which will store
all the orders sent and deals done and a number of backdoor connections to
other venues which can use mixed information in order to have a global (or
partially global) strategy of trading - which is called market arbitration. The
participant’s system must work in real-time, on the order of microseconds to
milliseconds. As each customer deploys its own infrastructure, the stock exchange
has to provide enough physical space and power supplies. The same market
data information should be received by all customers. Typically, in order to
save bandwidth, this is done based on multicast techniques. Figure 2 depicts a
typical infrastructure deployed by participants in a colocation rental space at a
particular stock exchange’s premises. Each participant deploys its own dedicated
servers/CPUs, storage and backdoor connections to other venues as well. There
is one (sometimes two for the sake of redundancy) network connection to the
stock exchange by participant, whereby it will receive market data, send orders
of purchase/sale and receive confirmations whether the deals were done.

4 Description of the Cloud Environment Proposed

4.1 Requirements

Given the financial application described, a cloud environment is proposed for
participants at colocation spaces in order to provide a real-time infrastructure
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Fig. 2. Typical infrastructure at a stock exchange’s colocated rental spaces for trading

to trade securities at stock exchanges. It should meet real-time systems’ require-
ments such as: timeliness, capacity to handle peak loads, predictability, fault
tolerance and modularity. Also, it should allow the preemption of tasks.

4.2 Architecture

The cloud environment proposed in this work adopts the concept of community
clouds as described by Briscoe and Marino in [10]. Community clouds derive
from the concept of digital ecosystems [11] and present properties of adaptation,
self-organization, scalability and sustainability, inspired by natural ecosystems,
which are robust and scalable too. In this type of architecture, the infrastructure
is shared by different companies which present a common goal [32]. In the case
of this research, the common goal is trading in real-time. These companies can
provide resources to each other in order to increase processing capabilities during
peak times, taking on the roles of consumer, producer and (or) coordinator [10].
These resources might be servers which provide CPU cycles, network bandwidth
or storage areas which are connected locally to each other in a certain physical
topology, which could assume many logical forms. It is envisioned that part-
ner companies might establish community clouds depending on their economic
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interests; conversely, public ou private clouds do not provide this level of flexi-
blity and adaptation as they possess a centralized controller or arbitrer who is
the owner of the scheduling decisions for the whole system.

The primary goal of such communities is to provide a better performance in
terms of orders sent and completed to a stock exchange trading system con-
strained by a certain deadline for its members in comparison with a standalone
deployment. Also, another goal is to have a lower infrastructure cost versus per-
formance ratio, therefore allowing them to save money but still being able to
achieve performance goals. Each member in the community cloud must possess
a gateway which would be responsible for the negotiation of resources between
other members, which might occur dynamically.

We adopt probability values, just as described by Briscoe and Wilde in [11],
as the chance that company A might offer resources to company B as demanded.
This probability values vary over time. Participants will make agreements with
other trusted participants in a dynamic fashion and the probability values chosen
will reflect these agreements. So, company A will borrow resources as demanded
from company B based on these probability values.

In this way, as depicted in figure 3, participants will form a logical community
cloud in order to mutually cooperate and use resources from each other. In figure
3, Pxy is the probability level that X will offer resources to Y. This value is
unidirectional meaning that not necessarily Pxy equals Pyx. Also, the sum of
Pxi, where i varies from 0 to n-1, equals 1.

It is envisioned that these agreements between participants would follow the
same dynamism of the stock exchange market. Cooperation and trust levels could
be very high during a time interval but fall to very low values during particular
market hours.
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Fig. 3. Community Cloud Environment
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4.3 Services

The service provided by this community cloud is infrastructure as a service for
real time financial applications - which we call, for short, IaaS-RTF. As an IaaS
platform, it should provide: a computer infrastructure which can schedule and ex-
ecute real-time applications in a timely manner, a network infrastructure which
can receive market data traffic and send/receive orders of purchase/sale and a
storage infrastructure which can store the deals made and other relevant data. It
might be deployed through the use of virtual machines or physical machines that
could be allocated depending on the performance expected. Eventually, it could
evolve to a Platform-as-a-Service (PaaS) model, where the interested companies
would use the same platform in order to develop applications to perform trading.

5 Mechanisms

5.1 Scheduling

In order to match the requirements of real-time applications, clearly a scheduling
algorithm which takes into account the deadline of tasks is required. As described
in [13], the scheduling problem for the class of tasks described in this financial
real-time application is NP-hard, and to find a feasible schedule would be too
expensive. To solve this kind of problem, K. Ramamritham and J. Stankovic [23]
proposed an algorithm based on a heuristic function H which was adopted in the
Spring Kernel [24]. This function H is then calculated to each of the tasks that
remain to be scheduled. H can assume many differente values such as: arrival time
(as in first come first served), computation time (as in shortest job first), deadline
(as in EDF) and many others. An ongoing effort of this research is to propose
the most suitable function H for this environment and use the Spring algorithm
[23], [24] to solve it. Despite the fact that a heuristic scheduling approach is
not optimal, this algorithm can have a complexity close to O(n) (even if most
of times reaches O(n2)[13]). Cloud environments present scheduling mechanisms
not suitable to enable real-time applications, as their main target is to increase
the total throughput of tasks executed during a certain time interval [31], [29],
[19].

5.2 Quality of Service

As proposed by John D. Day in [17], the separation of mechanism and policy
is a useful paradigm in the modeling of quality of service. In this section, it is
listed the QoS mechanisms which are relevant for this environment: admission
control - in order to maintain systems’ predictability, priorization of tasks - as
tasks local to a participant’s environment should have more priorization over
tasks not belonging to a local environment and discarding of tasks - in order to
discard tasks which could decrease the system’s overall performance. Last but
not least, the system must provide guarantee of execution of tasks under desired
parameters as delay and jitter. The tasks to be sent to the system should contain
a metadata in order to describe its QoS parameters.
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5.3 Adaptive Topology Mechanisms

In HPC environments, the physical network topology is designed taking the
application’s requirements as the input. So, the physical network does not present
performance problems to the applications. Conversely, it provides no flexibility
as the hardware is tighly coupled with the software. In a cloud environment,
flexibility is the rule. Then, the physical network might become a bottleneck
for the deployment of real-time applications. R. Aversa [7] suggests that the
main performance issue of cloud environments is not the virtualization overhead,
but the poor network connectivity between virtual machines which might bring
latency and jitter issues.

In order to avoid this, it should be developed a mechanism where the physical
or virtual network should be adapted in order to provide the best connectiv-
ity topology for the environment and its applications. It is envisioned that the
concept of SDN (Software-Defined Networking) [5] could be used, where a cen-
tral controller would verify the performance of the applications according to
the topology of the network and rearrange it as necessary. Protocols such as
OpenFlow [8] could be used to control both the physical and virtual topology
improving the applications’ performance as the central controller of the SDN de-
mands. Therefore, tasks sent from one participant to another over the network
in the community cloud at the stock exchange’s colocation space would have
more chance to reach the required performance goals.

5.4 Pre-provisioning of Virtual Environments

The delay involved in the provisioning of virtual machines in cloud environments
has been presented by S. Gorlatch in [19]. This remains a challenge for environ-
ments which require performance, mainly the ones requiring real-time goals. For
the real-time financial application described in this paper, the required time to
provision virtual machines is not acceptable. So, in this work the pre-provisioning
of virtual environments and its virtual machines is considered. Nevertheless, it is
not required that the machines provisioned should be only physical or only vir-
tual. This decision should be done on the behalf of each user and the performance
required and the cloud environment should be able to support both.

6 Related Works

L. Phan et. al [31] analyses the support of current cloud infrastructures for ap-
plications which have strong timing guarantees with strict deadlines. The main
objectives of this work are to minimize soft real-time variables: (i) miss rate (the
fraction of applications that miss their deadlines) and (ii) the maximum tardi-
ness (the maximum elapsed time from deadline to completion time). Therefore,
EDF (Earliest Deadline First) schedulers are adapted to run on cloud environ-
ments. Their adaptations to EDF include [31]: ”data placement, data distribu-
tion (skews), online (potentially bursty) arrival of jobs and data and the inherent
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precedence relationships among MapReduce tasks”. Tasks are constrained by the
following restrictions: (i) only non-preemptable tasks are allowed, (ii) each task
has the same deadline and release time and (iii) there are no failures in the
infrastructure.

S. Liu et. al [29] introduces a ”novel utility accrual scheduling algorithm for
real-time cloud computing services”. The real-time tasks are scheduled on-line
and non-preemptively. A profit time utility function (TUF) and a penalty TUF
are applied together in order to not only reward early completions but to penalize
abortions or missed deadlines as well. The TUF model was first proposed by E.
D. Jensen, C. D. Locke and H. Tokuda [25] and describes the value or utility of
a system when a task is completed. The penalty TUF is calculated because a
missed deadline in a task means wasted resources as network bandwidth, storage
space and processing power. Then, tasks which will have its deadline missed are
discarded as soon as possible. It is shown that this proposal outperforms other
traditional scheduling approaches such as EDF, the Generic Benefit Scheduling
(GBS) [27] and the Profit/Penalty-aware non-preemptive scheduling proposed
by Y. Yu et. al in [37].

J. Wolf et. al [35] developed a flexible scheduling allocation scheme, known
as FLEX. It allows the optimization of a variety of standard scheduling metrics,
such as response time, deadline misses and tardiness. However, FLEX is not
suitable to be used on the scenario described in this paper because it is a clock-
based scheduler, where the instants at which the scheduling decisions should run
are defined a priori [28].

Also, as these works concern improvements in current public cloud infrastruc-
tures, none of them consider the adoption of the concept of community clouds.

7 Conclusions and Future Works

7.1 Conclusions

This aim of this research is to make cloud environments suitable for the task
of executing real-time applications. Using the financial real-time application de-
scribed before as the case study for this research, it provides the following con-
tributions: proposal of a decentralized architecture for the participants of this
environment based on the community cloud paradigm, development of a heuris-
tic funtion H which is the basis of the scheduling algorithm for this environment,
and the researching of mechanisms and policies for the adaptation of the physical
and virtual networks in order to improve the performance of the whole environ-
ment. Below the future works regarding this research are described.

7.2 Scheduling

The scheduling algorithm based on the heuristic function H being researched
considers only the computation of tasks with no precedence constraints. As tasks
with precendence constraints may arrive in this environment, a solution for this
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problem should be studied. In particular, and to make the computation easier
and faster, it is being researched the adoption of the method described by H.
Chetto, M. Silly and T. Bouchentouf [15], where tasks that have precedence
contraints are transformed into tasks that do not. Another advancement would
be to consider the use of resource access protocols in order to control the access
to shared resources. This work still lacks this kind of mechanisms as it is assumed
that no conflict occurs between tasks which attempt to access the same resources.

7.3 QoS

It is being researched which QoS policies should be applied to the QoS mecha-
nisms listed above and under which circumstances. The admission control mech-
anism can adopt different policies depending on parameters such as hour of the
day or occupation of resources. Also, it should be performed a comparison be-
tween the effects of having a uniform QoS policy for all participants against a
model where each participant adopt its own unique policy.

7.4 Simulations

It is being developed simulation scenarios in order to validate the architecture
and the different values the heuristic function H could have as presented in
this paper. These simulations have as input some typical parameters of stock
exchanges as listed before and it will be evaluated taking into account the fol-
lowing variables:
- Workload variables: level of parallelization of jobs, jobs’ typical run-time, jobs’
arrival time distribution, jobs’ deadline (which should be inversely proportional
to market data rates) and priorization between jobs. These variables should be
defined in particular for each participant in the community cloud.
- Environment variables: number of participants in the community cloud (mini-
mum equals 2 participants), number of resources provided by each participant,
processors’ capacity of each participant, different probabilities of borrowing re-
sources between the participants, different logical arrangements between the par-
ticipants and the average latency incurred in a job migration process.
- Scheduling strategy: it will be simulated different values that the heuristic
function H could assume and whether all the participants should adopt the
same value or not.
It is still to be defined which environment is more suitable for these simulations:
CloudSim [2] or SimGrid with extensions for cloud environments [3].
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Abstract. This paper considers the problem faced by a group of evacuees who 
must leave from an affected area as quickly as possible. We seek the strategies 
that achieve a bounded ratio of evacuation path length without any boundary in-
formation to that with. We restrict the affected area to a convex region in the 
plane, and investigate the problem in two scenarios: general plane and plane in 
grid network. In these two scenarios, we first present efficient strategies with 
one or two groups and analyze the competitive ratios of them. In general plane, 
we give a 30.47-competitive strategy for one group evacuation and a 15.58-
competitive strategy for two groups evacuation. In grid network, we give a 33-
competitive strategy for one group evacuation and a 19-competitive strategy for 
two groups evacuation. 

Keywords: Computational geometry, Evacuation strategy, Competitive analy-
sis, Convex region, Grid network. 

1 Introduction 

Motivated by the relations to the well-known searching problem and evacuation  
problem, much attention has recently been devoted to the problem of how to evacuate 
from an affected area efficiently when an emergency occurs. In this paper, the af-
fected area is restricted to a convex region in the plane, but boundary information of 
the area is unknown to affected people. The goal of the evacuees is to reach the boun-
dary of the area as quickly as possible. In some cases, the evacuees may communicate 
with each other during the evacuation. 

In general, the performance of a strategy is measured by a competitive ratio [1], which 
is defined as follows. Let P denote an affected area. The evacuees are modeled as the 
points inside P, whose initial positions are all the same. When a strategy SWI without 

boundary information of P is used to evacuate from P, we denote by ( )SWI P  the 

tour length (cost) of the evacuation groups to evacuate from P by SWI. When the eva-

cuees are divided into several groups, ( )SWI P  denotes the longest one.  
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Let ( )OPT P  denote the tour length (cost) required to evacuate from P in the 

case that the evacuees know the boundary information of P, i.e., ( )OPT P  is the 

shortest distance between the evacuees and the boundary of P. Then, the competitive 
ratio r is defined as follows. 

( )
( )

sup
SWI P

r
OPT P

=  

Previous Work. The evacuation problem has been extensively studied. Chen et al. [2] 
used the methods of system simulation to compare the evacuation efficiency of three 
different networks, which include the grid network that we also consider in this paper. 
Lu et al. [3] and Shekhar et al. [4] studied the shortest path algorithm of evacuation 
with the consideration of capacity constraints and the increasing number of people in 
time and space. Berman [5] surveyed the problems of on-line searching and naviga-
tion. Burgard [6] considered the evacuate ratio with the cost of strategy as the time 
spent, instead of path lengths. 

The previous studies mainly focus on details of evacuation such as flow and other 
constraints, so as to analyze the strategy under complete information on the boundary. 
In a recent work [7], Xu et al. considered a new situation in which the evacuees don’t 
know the boundary information of the affected area. This really occurs in emergency, 
as the affected region is not known to the evacuees in most case. For the convex   
region in the plane, Xu et al. [7] gave an evacuation strategy for k (≥3) groups of the 
evacuees with a competitive ratio of 3/cos(π/k), provided that the evacuees can   
communicate with each other during the evacuation. For the case k=3, Wei et al.   
improved it to             [8]. The evacuation strategies for grid network are also 
studied in [7]. But, their strategies rely on a more parameter R, which is the radius of 
the  largest inner circle of the convex region. 
 
Our Work. In the strategy of Xu et al. [7], it is required that the communication 
among evacuees be always available. In this paper, we further release this restriction, 
and consider this problem for one group evacuation. This model is more practical. We 
first present a 30.47 -competitive strategy for one group evacuation in the plane, and a 
33-competitive strategy in grid network. Our strategy iteratively follow a half of the 
boundary of a circle, whose diameter is the length of the distance traveled by that 
time. The very first diameter is assumed to be on the horizontal line L and of length 
one, which is assumed to be small, as compared to         .  

Also, we give a 15.58-competitive strategy for two-group evacuation in the plane 
and a 19-competive strategy for two-group evacuation in grid network, provided that 
the evacuees can communicate with each other during the evacuation. Note that the 
two-group evacuation strategy was not provided in the previous work [7].  

The rest of this paper is organized as follows. In Section 2, we give some basic   
definitions relevant to this paper. In Section 3, we present efficient strategies and  
analyze the competitive ratio in general plane. In Section 4, we study the evacuation 
problems for one group and two groups in grid network. In Section 5, we conclude the 
paper with a discussion of further research and open questions. 

322 +

( )POPT
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2 Preliminaries 

In this paper, we define a convex polygon as a closed polygonal chain with all interior 
angles equal and less than 180 degrees. Also an edge of a polygon is defined as a line 
segment forming a part of the polygonal chain, a vertex of a polygon as a point where 
two polygon edges meet and the boundary of polygon as a polygonal chain. Let P be a 
convex polygon and O be the origin. The evacuees starting at O in P don’t know the 
boundary information and their location. The evacuees are divided into several groups 
to evacuate, and their goal is to leave from P as soon as possible. Let G={ G1,G2,... Gn} 
denote a divided group set of the evacuees. 

Successful evacuation of the evacuees requires that all of them have reached the 
boundary of the affected area. The cost of the strategy is the tour length (cost) 

( )SWI P  of evacuation group to evacuate from P by SWI (When the evacuees are 

divided into several groups, ( )SWI P  denote the longest one). The performance of 

a strategy is measured by a competitive ratio r which is defined as above. Our objec-
tive is to   minimize the competitive ratio r. 

We now list some properties of the evacuation in this paper: 
1. The evacuees starting at O in P don’t know the boundary information and their 

location, but they can share on-time information all the time. 
2. The evacuees move at the unit speed during the evacuation. In grid network, the 

origin O is a node in P. 
3. When we consider in grid network, assume the network consists of several grid 

units with edge length of 1. Evacuees travel along the edges of network and cannot 
stay on the edge but the node of the network. 

3 Scenario 1: General Plane 

In this section, we study the evacuation problem in the situation of general plane. In 
reality, the evacuees have several choices for grouping in the evacuation. One is that 
all the evacuees converge to a group to evacuate from the affected area. The other is 
that the evacuees are divided into several groups, and choose different routes to    
escape from the affected area with information sharing among them. The evacuation 
strategy of n groups (n≥3) had been studied in [7, 8]. Now, we study the strategies of 
one group and two groups which are more practical in the actual situation. 

3.1 Case 1: One Group 

In this situation, only one group of the evacuees is required to escape from the     
affected area. The main idea of our strategy is to iteratively follow a half of the   
boundary of a circle, whose diameter is the length of the distance travelled by that 
time. The very first diameter is assumed to be on the horizontal line L and of length 
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one, which is assumed to be small, as compared to ( )OPT P . An instance is 

shown in Fig.1, where O denotes the starting position of the evacuees’ group, and Ai 
the point of L intersecting the ith half-circle in our strategy. OA0 is the first diameter, | 
OA0|=1. A0A1 is the second diameter, | A0A1|=        . A1A2 is the third diameter,  
|A1A2|=        +        . And so on. 

 
One Group Spiral Evacuation Strategy in General Plane (OSEP) 
Step 1: Make a directed line L which pass through O and its direction is arbitrary, as 
shown in Fig.1. Let D = {D1, D2} =                denote the direction set defined by 
L, where      is the direction of L, and       is the direction opposite to     . Let j 
denote the direction and i denote the tour path length that G1 have walked. At the be-
ginning, let i=0, j=1, k=1 (i, j, k∈N) and G1 starts at point O.  

Step 2: Make a segment OA0 with length 1 on L towards D1. Make a circle with   
diameter d0=|OA0| . G1 walks along     .                       .   

Step 3: While j ≤ 2, do the followings 
1) Make a segment Ak-1Ak with length i on L towards Dj . Make a circle with     

diameter dk =  |Ak-1Ak |. G1 walks along         .  
2) j=j+1, i=i+|         |, k=k+1. 
3) if ( j > 2)  let j=1. 
4) if (G1 reach the boundary of P) break. 
 

 

Fig. 1. the strategy OSEP 

Theorem 1. In general plane, the evacuate ratio of OSEP is no more than 30.47.  
 
Proof. As described above, the tour path of OSEP consists of several semicircles. Let 
C={ C0 ,C1 ,... Ck } and d={ d0 ,d1, ... dk } denote the semicircle set and its diameter set, 
respectively. Then, | Ck | and | dk | denote the arc length of Ck and the length of dk, 
respectively. 

{ }LL −+ ,
L+L−L+


0OA 

0| |, 1i i OA j j= + = +


1k kA A−


0| |OA


0| |OA 

0 1| |A A


1k kA A−
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First, consider the relationship between |dk| and |dk -1| as well as that between |Ck| 

and |Ck -1|. With the property of OSEP path, |d0|=1, |d1|= |C0| = 0| |
2 2

d
π π= , |d2|= |C0|+ 

|C1| = 0 1 1| | | | | |
2 2

d d d
π π+ = + 1 1| | (1 ) | | (1 )

2 2 2 2
d d

π π π π= + = + ∗ .  

Assume that 1| | (1 ) | |
2k kd d
π

−= +  holds when k≥2, 1 0 1| | | | | | | |k kd C C C+ = + + +  

             . So,                       holds when k≥2. Then, | |kC =  

1(1 ) | |
2 kC
π

−+ also holds when k≥2 because of | | | |
2k kC d
π= . 

Then, turn to the competitive ratio of OSEP. Let T denote the first intersection 
point between P and the tour path. To get the up bound of the ratio, the shortest dis-
tance from O to the boundary of P must be as small as possible. So, the boundary of P 
which has the shortest distance to O must approaches but does not meet the tour path 
at any point except T, see Fig.1. For T may be on different locations of the tour path, 
we distinguish the following situations. (T will be not on C0 or C1 because of the  
assumption that the first diameter is smaller than           ). 

Situation 1. T is on C2. See, Fig.2(a). Let T denote any point on the tour path from 
A1 to A2. A1K, TM and HA0 are tangent lines to C0 and intersect C0 at point K, M and A0 
respectively. Let F denote a point on C2 such that           =|OA1| when T is at it. 
Next, we analyze the trend of r. If T is on        , from A1 to F,              is a little 
bit longer than |OJ|. The tour path and                 are monotone increasing.     

 

 

 

                      (a)                                                   (b) 

Fig. 2. The proof of Theorem 1. (a) Situation 1. T is on C2. (b) Situation 2. T is on C3. 

Let x and y denote the radian of ∠A1ET and ∠KBM, respectively. When T moves 
from A1 to H, tangent point M moves from K to A0 synchronously. In this process, 

10 x A EH≤ ≤ ∠ and 00 y KBA≤ ≤ ∠ . Because 1 0A EH KBA∠ < ∠ , x y≤ .  

| | | | (1 ) | |
2k k kd C d
π= + = + 1| | (1 ) | |

2k kd d
π

−= +

( )POPT

( )POPT
( )POPT


1A F

( )POPT
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0
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| |
| | 2arccos arccos 1.08

| || | | |
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∠ = = ≈
−

 

When |OJ| ≤ |BM|, 1| | | | | | | | | | *cos( )OJ BM BD BM BO A BK y= − = − ∠ + . Similar-

ly, when |OJ| > |BM|,  

1 1| | | | | | *sin( ) | | | | *cos( )
2

OJ BM BO A BK y BM BO A BK y
π= + ∠ + − = − ∠ + . 

( )
( )

 2
2

0 1 1

0 0
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2
2

0 0

| |
| || C | | C | | | 2

| | | || | cos( )
2 2

| |
| |

2
| | | |

cos(1.08 )
2 2

d
d xSWI P AT

r
d dOJOPT P A BK y

d
d y

d d
y

++ +
= ≤ =

− ∠ +

+
≤

− +

 

( )
( )1

0 1 2
max

| C | | C | | |
( ) (0) 14.93

| | | |A

SWI P d
r y r r

OI OIOPT P

+
= = = ≤ = ≈  

So, when T is on       , 14.93r ≤ . (    denote the ratio that T is at A1 , similarly      
hereinafter.) 

Else if T is on       , from F to A2, the tour path is monotone increasing but         
is always a little bit longer than |OA1|. So, r is monotone increasing. 

2

3 3

1 1 0

| | | |
18.19

| | | | | |A

d d
r r

OA d d
≤ ≤ ≤ ≈

−
. When T is on C2, r ≤ 18.19.  

Situation2. T is on C3. See, Fig.2(b). FA1 are tangent lines to C1 and intersect C1 at 
point A1. A3C is tangent line to C2 and intersects C2 at point C. Next, we analyze the 
trend of r. If T is on        , from A2 to F, the tour path is monotone increasing but   
           is always a little bit longer than |OA1|. So, r is monotone increasing. 

 3
3 1

0 1 2 2

1 1

| |
| | arccos| | | | | | | | 2 30.47

| | | |F

d
d FDAC C C A F

r r
OA OA

+ ∠+ + +
≤ < = ≈  

Else if T is on      , from F to A3, the tour path and             are monotone               
increasing. As analyzed in situation 1, we have Fr r≤ . When T is on C3, r ≤ 30.47. 

Situation3. T is on Ck (k≥4). When k≥3, 
1

| |
(1 ) 2

| | 2
k

k

d

d

π
−

= + > . So, the centre of Ck 

and Ck-1 is on  the left and right side of O, respectively. See Fig.1. From Ak-1 to Ak, the 
tour path and              are monotone increasing. As analyzed in situation 1, we 
have 

1
{ , }

k kA Ar MAX r r
−

≤ . When T is at A3, see Fig.2(b). 

3 1 3 2

2 2
3

| | | | | || ( ) | | | | |
| || | | | | || | | |

2 2

A A d dOPT P OB AO
d dGC AG AG d

−
= = > =

−
  

( )POPT


1A F


2FA


2A F

( )POPT


3FA ( )POPT

( )POPT
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When T is at Ak-1, we have 1 2

2 2
1

| | | || ( ) |
| | 1| | | |

2 2

k k

k k
k

d dOPT P
d d

d

π
π

− −

− −
−

−
> =

+−
.  

1

0 1 1

2

| | | | ... | | | |
17.42

| || ( ) | *
1 2

k

K k
A

k

C C C d
r

dOPT P π
π

−

−

−

+ +
= < ≈

+

   

Similarly, 17.42
kAr < . So, when T is on Ck (k≥4), 

1
{ , } 17.42

k kA Ar MAX r r
−

≤ < .       

All situations had been enumerated above, in term of the intersection point T. The 
proof is thus complete. 

3.2 Case 2: Two Groups 

In this situation, the evacuees are divided into two groups, and the communication 
between the two groups is always available. Both groups follow the same strategy, 
except that they leave in opposite directions at the first step. Once a group reaches the 
boundary of P, another group goes straight to it. The details of our strategy are     
described as follows, see Fig.3. 
 

 

Fig. 3. the strategy TSEP 

Two groups spiral evacuation strategy in general plane (TSEP) 
Step 1: Make a directed line L which pass through O and its direction is arbitrary, as 
shown in Fig.3. Let D = {D1, D2} =             denote the direction set defined by L, 
where       is the direction of L, and       is the direction opposite to     . At the  
beginning, let i=0, j=1, k=1 (i, j, k∈N) and G1, G2 start at point O.  
 
 

{ }LL −+ ,
L+L−L+
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Step 2: Make two segments OA0 and OA0’ with length 1 on L towards D1 and D2 , respec-
tively . Make two circles with diameter d0=|OA0| and d0=|OA0’|, respectively. G1 walks 
clockwise along    , and G2 walks clockwise along     .                  .            
 
Step 3: While j ≤ 2, do the followings 

1) Make two segments Ak-1Ak and Ak-1’Ak’ with length i on L towards Dj and 
the direction opposite to Dj, respectively.  Make two circles with diameter 
dk = |Ak-1Ak | and dk = |Ak-1’Ak’|, respectively. G1 walks clockwise along    

 and G2 walks clockwise along           . 
2) j=j+1, i=i+| Ak-1Ak |, k=k+1. 
3) if ( j > 2) let j=1 
4) if (G1 or G2 reach the boundary of P) break. 

 
Step 4: The group that does not arrive at any boundary of P stop and go straight to the 
intersection point between P and the path of the arrived group. 
 
Theorem 2. In general plane, the evacuate ratio of TSEP is no more than 15.58. 
 
Proof. As described above, the tour path of TSEP consist of several semicircles. Let 
C={ C0 , C1,... Ck }, C’={ C0’ , C1’,... Ck’ } and d={ d0 ,d1 ,... dk } denote the semi circle 
set and the diameter set, respectively. As proved in Theorem 1, we also have 

1| | (1 ) | |
2k kd d
π

−= +  and 1| | (1 ) | |
2k kC C
π

−= + when k≥2. Let T denote the first      

intersection point between P and the tour path. Let T’ denote the position where the 
other group stands when the first group reaches the boundary of P, See Fig.3. Because 
the tour path of G1 and G2 are symmetric, TT’ pass through O and | | | ' |OT OT= . For 

T may be on different locations of the tour path, we distinguish the following        
situations (T will be not on C0 or C1 because of the assumption that the first diameter 
is smaller than          . Suppose that T is on the tour path of G1 , the other case is 
symmetric. ) and also use the analysis method that used in the proof of Theorem 1 to 
compute the competitive ratio r.  
 

    

(a)                                         (b) 

Fig. 4. The proof of theorem 2. (a) Situation 1. T is on C2. (b) Situation 2. T is on C3. 


0OA 

0| |i i OA= +


1k kA A−


0 'OA 1,j j= +


1 ' 'k kA A−

( )POPT
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Situation 1. T is on C2. See, Fig.4(a). T cannot be on      , otherwise G2 will reach 
the boundary of P before. So, T can be on       . Let l1 denote the common tangent 
of C0 and C1’, and l2 denote the common tangent of C1 and C2’. HA0 is a tangent line to 
C0 and intersect C0 at point A0.  

If T is on     , the tour path and |TT’| are monotone increasing but           is al-
ways a little bit longer than the shortest distance from O to l1. So, r is monotone  
increasing. rmax= rE. Else if T is on       , the tour path, |TT’| and           are mo-
notone increasing. 

( )
( )
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As analyzed in the proof of Theorem 1, we have rmax= rE. Else if T is on       , the 
tour path and |TT’| are monotone increasing but          is monotone decreasing. So, 
r is monotone increasing. rmax= rF. Else if T is on     , the tour path, |TT’| and                       
are monotone increasing. rmax= rF.  

As discussed above, when T is on C2, rmax=MAX{ rE, rF }= rF = 15.58.      

Situation 2. t is on Ck (k≥3). When k≥3, 
1

| |
(1 ) 2

| | 2
k

k

d

d

π
−

= + > . So, the centre of Ck 

and Ck-1 is on the left and right side of O, see Fig.4(b). From Ak-1 to Ak, the tour path 
and             are monotone increasing. As analyzed in situation 1, we have 

1kAr r
−

≤ when T is on Ck .                    .                      .  

All situations had been enumerated above, in term of the intersection point T. The 
proof is thus complete. 

4 Scenario 2: Grid Network 

Most urban cities have the structure of road network like a grid one [9], See Fig.5. In 
this section, we study the evacuation problem in the situation of grid network. We 
establish a rectangular coordinate system coincides with grid network with O as the 
origin. Let P(x, y) denote coordinates of a point in grid network. 
 
 

    

Fig. 5. Part of the traffic network of Beijing and Jieyang, China 
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Definition 1[7]. For any points P(x1, y1) and P(x2, y2) in grid network, 

1 2 1 2L x x y y= − + −  is called evacuation path length. 

Let Sab denote the path from a to b on the strategy path, and Lab denote the shortest 
path from a to b. Without loss of authenticity, several situations may occur in the 
evacuation. Obviously, in grid network, the strategy EDES[7] is optimal when the 
group number n ≥ 4. And what is the optimal strategy when the group number n=1 or 
n=2? Now, we studied as follows. 

4.1 Case 1: One Group 

In this situation, all the evacuees leave from the affected area in one group, one path. 
The main idea of our strategy is to iteratively follow a half of the boundary of a 
square, whose edge length is the distance travelled by that time. The side length of the 
first square is two, which is assumed to be small, as compared to        . An  
instance of our strategy is shown in Fig.6. 

 
One Group Spiral Evacuation Strategy in Grid Network (OSEG) 
Step 1: Let D={D1, D2, D3, D4}=                  denote the direction set in grid 
network. Let i denote the edge length of the square, j denote the direction, c denote 
the tour path length that G1 has walked and k denote the path length that G1 walks in 
current move. Let i=2, j=1,c=0,k=0 (i, j, c, k∈ N) and G1 start at point O. 

Step 2: While (G1 do not reach the boundary of P), do the followings 
1)  if (j==1) k=i/2; else if (j==2) k=i; else if (j==3) k= i/2; else k=i.  
2)  G1 walks towards Dj with length of k. c=c+k.  
3)  if ((j==1&&i≠2) || j==3) {i=c, k=i/2, G1 walks towards Dj with length of k. 

c=c+k.} 
4)  j=j+1 
5)  if ( j > 4) let j=1 

 
 

  

             (a)                                          (b) 

Fig. 6. the strategy OSEG  

( )POPT
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Theorem 3. In grid network, the evacuate ratio of OSEG is no more  
than 33. 
Proof. As described above, the tour path of OSEG consist of several semi squares, see 
fig.6. Let C={C0 ,C1 ,... Cm} denote the semi square set. Then, | Cm | and | dm |    denote 
the perimeter of Cm and the edge length of Cm, respectively. 

As proved in Theorem 1, we have the relationship between |dm| and |dm -1| as well as 
that between |Cm| and |Cm-1|.. 1| | 3 | |m md d −=  and 1| | 3 | |m mC C −=  holds when k≥2. 

Then, turn to the competitive ratio of OSEG. For T may be on different locations of 
the tour path, we distinguish the following situations. (T will be not on C0 or C1      

because of the assumption that the first diameter is smaller than           ). 
Situation 1. T is on C2. See Fig.6(a). If T is on SAB, the tour path is monotone in-

creasing but            is always a little bit longer than |OE|. So, r is monotone in-
creasing. r ≤ rB. Else if T is on SBC, the tour path and            are monotone  
increasing. Let x denote |EF|, then |TB|=2x.  

 

( )
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| | | | 1 1
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r is monotone decreasing, r ≤ rB. Else if T is on SCD, the tour path is monotone  
increasing but           is always a little bit longer than |OA|. So, r is monotone 

increasing. r ≤ rD. 
So, when T is on C2, r ≤ MAX{ rB, rD } = rD = 18.  
Situation 2. T is on C3. See Fig.6(b). As discussed in situation 1, we have  

r ≤ rH < 33.  
Situation 3. T is on Cm (m≥4). See Fig.6(b). As discussed in situation 1 and the 

proof of theorem 1, we have r < 24.75. 
All situations had been enumerated above, in term of the intersection point T. The 

proof is thus complete. 

4.2 Case 2: Two Groups 

In this situation, the evacuees are divided into two groups, and the communication 
between the two groups is always available. Both groups follow the same strategy, 
except that they leave in opposite directions at the first step. Once a group reaches the 
boundary of P, another group walks along the shortest path to it. The details of our 
strategy are described as follows, see Fig.7. 
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( )POPT
( )POPT

( )POPT



 Strategies for Evacuating from an Affected Area with One or Two Groups 389 

 

 

Fig. 7. The strategy TSEG 

Two Groups Square Evacuation Strategy in Grid Network (TSEG) 

Step 1: G1 and G2 leave from O in direction y+ and y− , respectively. They follow 

the tour path like that in strategy OESG until one of them reach the boundary of P.  
Step 2: The group that does not arrive at any boundary of P stop and go to the      
intersection point between P and the path of the arrived group. 
 
Theorem 4: In grid network, the evacuate ratio of TSEG is no more than 19. 
 
Proof. In this case, 

( )
( ) ( )

TT '| | | |OTSWI P S L
r

OPT P OPT P

+
= =  

As proved in theorem 2 and theorem 3, we have ( ) 19r r A≤ < . See Fig.7.  

The proof is thus complete. 

5 Concluding Remarks 

In this paper, we study the problem of finding efficient strategies such that the      
evacuees can leave from the affected area as soon as possible without boundary    
information. We first present efficient strategies with one or two groups and analyze 
the competitive ratios of them. In general plane, we give a 30.47-competitive strategy 
for one group evacuation and a 15.58-competive strategy for two-group evacuation. In 
grid network, we give a 33-competitive strategy for one group evacuation and a 19-
competive strategy for two-group evacuation. 

There are some other related questions which may be interesting for further         
research. First, it is an interesting work to improve our competitive ratios. Second, it 
would be interesting to see how new strategies can be developed so as to efficiently 
solve the evacuation problem in concave polygon. 
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Abstract. Trust degree and quality of service are nonfunctional prop-
erties of component service. In dynamic web service composition, trust
degree is variable. It can be changed according to execution logs. In
this paper we establish a novel model of dynamic web service compo-
sition based on variable trust degree and quality of service. Then we
propose one adaptive ant colony optimization algorithm to solve this
multi-objective optimization problem. In the final, a case study shows
that the proposed algorithm can find more Pareto solution than the tra-
ditional ant colony optimization algorithm. And the results also prove
that our novel algorithm has higher efficiency than the traditional one.

Keywords: strust degree, Pareto solution, adaptive ant colony opti-
mization algorithm.

1 Introduction

The purpose of web service composition is selecting functional units from dif-
ferent web service providers, and integrating them to meet customer complex
requirement. In network there exist plenty of services that have the similar func-
tional features and different nonfunctional features. These nonfunctional features
include trust degree, quality of service (QoS), etc. QoS attitudes are provided
for evaluating the quality of service. They are very important parameters of
web service selection. However, due to excessive competition growing, service
provider always exaggerated QoS values [16]. So we should consider the trust
degree of component service. In dynamic web service composition, trust degree
can be calculated through execution logs [15]. This paper establishes a novel web
service composition model based on variable trust degree and QoS.

Ant colony optimization (ACO) is a kind of meta-heuristic search algorithm, it
applies global optimization problem. The basic idea of ACO is to solve the search
for finding a minimum cost food path in a graph [7]. ACO can not only solve
the static single-objective optimization problem but also solve dynamic multi-
objective optimization problems. While more and more improved ant colony
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algorithm are proposed in these years. In this paper we improve the traditional
ACO. According to the variable trust degree we can adjust pheromone evapora-
tion factor dynamically, and make the routing behavior of ants according to the
dynamic change of environment.

The remainder of this paper is organized as follows: this second chapter focuses
on new researches of global optimal web service composition, and introduces
the application of ACO in other areas. The third chapter describes the details
of novel web service composition model. The adaptive ant colony optimization
(AACO) is proposed in fourth chapter. The fifth chapter gives the experiment
that compares AACO with the traditional ACO and analyses the result. The
sixth chapter gives conclusion.

2 Related Works

Recently most of researchers force on QoS-aware component service selection
in service composition. Cardoso et al. [1] establishes a QoS parameter system
including cost, response time, reliability, availability and reputation. Research
of [2,3] use different mathematical methods to achieves QoS-aware component
service selection in composite service. Besides QoS parameters, Trust degree
is very important nonfunctional parameter. But there has been little reported
application of trust degree. Li et al. [4] establishes the trust degree through user
experience and record history.

The majority of existing web service composition optimal is based on the
multiple constraints of QoS parameters. In [5,6] multi-restriction parameters of
service QoS are transformed into single-goal function by weighted linear method.
The exhausted calculation method and the heuristic calculation method are used
for web service composition optimal. Exhaustive calculation method is poor scal-
ability, computationally intensive. The performance of the heuristic calculation
method is better than exhaustion calculation method. Zhang et al. [12] gives
out genetic algorithm for service composition selection. Liu et al. [8] proposes
a global optimizing and multi-objective algorithm based on multi-objection ge-
netic algorithm. Besides genetic algorithm, ACO algorithm is applied to web
service composition optimization [10]. While traditional ACO is widely used,
but still keep some of its own inherent defects such as slow convergence. To
overcome these drawbacks, many researchers have proposed improved schemes
such as Huang et al. [9] proposes MMAS algorithm that avoid stagnation prob-
lems. Jiang et al. [11] estimates the theoretical approach of ACO convergence
time based on mathematical model of Markov process.

3 Web Service Composition Model

3.1 User Requirements Model

RCW denotes the user requirements set as RCW=<input, output, precondition,
result, constriction>, Where input and output are the set of input and out-
put parameters of the composite web service; precondition specifies things that
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must be true before executing the composite web service. Result characterizes
the physical side-effects that execution of the composite web service [14]. These
four service description elements specify the user’s functional requirements. Con-
striction specifies the user’s nonfunctional requirement.

3.2 Abstract Web Service Model

AS denotes abstract web service as AS=<input, output, precondition, result>.
AS is a set of web service instances that have similar functionality. AS consist
of functional elements.

3.3 Web Service Instance Model

WSi denotes a web service instance that consists of abstract service type and
nonfunctional properties as WSi=<AS, QoS, Trust degree>. CW is the collec-
tion of web service instances as CW=< WS1,WS2, · · · ,WSi >.

3.4 QoS Evaluation Score Calculation Model

As we know QoS parameters include cost, response time, reliability, availability
and reputation. Cost and response time is negative attributes. The value of
negative attributes is smaller, the performance is better. So the evaluation score
of negative QoS attributes is:

SQneg =
qmax − qneg
qmax − qmin

. (1)

In which qn represents the value of negative QoS attribute. On the other
hand, reliability, availability and reputation are positive attributes. The value of
positive is bigger, the performance is better. So the evaluation score of positive
attributes is:

SQpos =
qpos − qmin

qmax − qmin
. (2)

In which qp is the value of positive QoS attributes. According to user re-
quirement we can get weight value vector of every service instance as ω =<
ω1, ω2, · · · , ωn > [13]. Through weight value vector we can use (3) to get the
QoS parameters evaluation score of web service instance i.

SQi =

N∑
n=1

ωn ∗ SQin, (1 ≤ n ≤ N) . (3)

3.5 Trust Degree Evaluation Model

We can calculate trust degree through execution logs. Every component service
node can record the number of successful implement in execution logs. The trust
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degree will be changed in dynamic web service composition. So the evaluation
of trust degree is:

TDi(t) =
N(wsi)

N(wsAP )
. (4)

In which, TDi(t) denotes the trust degree of web service instance i at the
t moment. N(wsi) represents the successful execution number of web service
instance i. N(wsAP ) is the total execution number of abstract service type.

3.6 Web Service Composition Model

There is a set of web service instances for each abstract service type on network.
According to the constraint conditions of service composition which includes
functional requirements and nonfunctional requirements (QoS, Trust degree),
create a concrete workflow that stitches together the desired functionality from
the existing service.

4 Adaptive Ant Colony Optimization Algorithm

The multi-objective web service composition selection problem can be concluded
as finding shortest path Pshort from component service instance set on directed
graph. We show the directed graph G=<V,E> as Fig. 1.

AS1

AS6

AS7

WS(1,1)
WS(1,2)

WS(1,N) WS(4,1)
WS(4,2)

WS(4,N)

WS(7,1)
WS(7,2)

WS(7,N)

WS(2,1)
WS(2,2)

WS(2,N)

AS2

AS4

AS3

AS5

WS(3,1)
WS(3,2)

WS(3,N) WS(5,1)
WS(5,2)

WS(5,N)

WS(6,1)
WS(6,2)

WS(6,N)

Fig. 1. The directed graph of workflow web service composition

V represents the set of all service instance node. E is the set of potential links
between the web service instance nodes of the neighbored abstract service types.
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S and D is virtual beginning node and target node. Based on the directed graph
G, P=<S,D> represent a path from the beginning node S to the target node D.

4.1 Distance between Two Instances

The distance between the service instance i and the service instance j is:

dij(t) =
1

TDi(t) ∗ TDj(t)
. (5)

In which, TDi(t) is the trust degree of service instance i, TDj(t) is the trust
degree of service instance j. The trust degree of service instance will be updated
automatically after iteration.

4.2 Pheromone Update Rules

Pheromone in service instance node is initialized as:

τij(0) = (Nδ +Nξ)/

Nδ∑
i=1

Nξ∑
j=1

dij . (6)

Where Nδ is the service instance number of the abstract service type δ, Nξ is
the service number of the abstract service type ξ.

τij(t+NAP ) = ρ ∗ τij(t) + (1− ρ) ∗ τij(0) . (7)

In which NAP is the abstract service type number of service composition.
The ρ is the pheromone strength coefficient in ant colony algorithm. It is used to
prevent to fall into premature and stagnation. But it is almost fixed. Therefore,
in the proposed adaptive ant colony algorithm we adjust pheromone strength
coefficient dynamically as:

ρ(t+ 1) = c ∗ ρ(t) . (8)

In which c is constant. Assumed that M is the total number of ants, after all
ants finish iteration, pheromone will be updated according to global rule:

τij(t+M ∗NAP ) = ρ ∗ τij(t) + (1− ρ) ∗ �τij(t) . (9)

In which, �τij(t) can be present as:

� τij(t) =
M∑
k=1

�τkij(t) =

{∑M
k=1

Q
LP (k)

0
. (10)

In which, k denote the ant index. LP(k) represent the path of the ant k. The
Q is constant.
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4.3 State Transition Rules

The trust degree determines pheromone update process. But the constraint con-
ditions of multi-objective web service composition include QoS requirement. So
we use QoS evaluation score to represent heuristic value in AACO as:

ηij = SQj . (11)

At the t moment, one ant of service instance i find service instance j through
rules below:

Pij(t) =

{
[τij(t)]

α[ηij ]
β

∑
s⊂CNi

[τis(t)]α[ηij ]β
j ∈ allowed

0 j /∈ allowed
. (12)

In which, α is pheromone factor and β is expectation heuristic factor. CNi is
the collection of the web service instances which are the neighborhood of web
service instance i.

4.4 Detail Steps of AACO Algorithm

The detail step of AACO is described as below:

1. Initiate the pheromone according to (6); set iteration counter N = 0; set
the max iterations number Nmax; set the counter of pheromone strength
coefficient k = 0; set ant number is M; put all ants to the beginning node.

2. N = N + 1, if N > Nmax, terminate the program.
3. k = k + 1, if k = K, set k = 0 and adjust pheromone strength coefficient

according to (8).
4. Ant number plus 1.
5. Choose next node for this ant according to (12).
6. If the next node is not target node, turn back to step 5 and put this service

instance node to taboo table of this ant, else go to step 7.
7. If the ant is not the last one, turn back to step 4, else go to step 8.
8. Calculate the trust degree of all service instance node and update pheromone.
9. Get the Pareto solution, turn back to step 2.

5 A Case Study

In this section we design an experiment to compare the performance of AACO
with traditional ACO. We give two groups of different parameters for traditional
ACO which are presented in Table 1.

We use these parameters to test four group data which present in Table 2.
The represents the number of the abstract service type. The represents the
web service instance number of each abstract service type. We assume that
the number of ants is 20. Each group runs 100 and 200 iterations. The QoS
evaluation score values of service instances are varying according to Gaussian
distribution function. The constraint condition for the concrete workflow is
CD=<SQ,TD>=<80,80>.
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Table 1. Parameters of AACO and ACO

Algorithm Parameter

ACO1 α = 1.0, β = 1.0, ρ = 0.8

ACO2 α = 1.0, β = 1.0, ρ = 0.4

AACO α = 1.0, β = 1.0, ρ =
0.95 ∗ ρ(t), ρ(0) = 0.9, K = 10

Table 2. Amount of abstract service type and service instance

Group μ ν

1 10 10

2 20 20

3 40 20

4 40 40

The testing process is described as follow:

1. Every algorithm is run fifty times to calculate an average for one group data.
2. Get the found solution set Palg that include non-dominated solutions and

dominated solutions.
3. Delete the dominated solutions to get the Pareto solution set of every algo-

rithm as Ptrue:
(a) PACO1: Pareto solution which is got with ACO1.
(b) PACO2: Pareto solution which is got with ACO2.
(c) PAACO: Pareto solution which is got with AACO.

4. Obtain the Pareto solution set of each group date as follow: P = PACO1 ∨
PACO2 ∨ PAACO.

5. Calculate the percentage of the accurate rate as AP.
6. Calculate the percentage of the efficiency as EP.

The experiments results is shown in Table 3.

Table 3. Experiments results

Group Iterations Algorithm Ptrue Palg AP P EP

1

100
ACO1 18 18 100% 22 82%
ACO2 22 23.2 95% 22 100%
AACO 22 22 100% 22 100%

200
ACO1 20.2 20.2 100% 22 92%
ACO2 22 24.3 91% 22 100%
AACO 22 22 100% 22 100%

2

100
ACO1 30 33.6 89% 38 79%
ACO2 31 35.5 87% 38 82%
AACO 33 36.7 90% 38 87%

200
ACO1 32 34.1 94% 38 84%
ACO2 35 38.8 90% 38 92%
AACO 37 38.6 96% 38 97%
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Table 3. (Continued)

Group Iterations Algorithm Ptrue Palg AP P EP

3

100
ACO1 41 51 80% 62 66%
ACO2 44 57.9 76% 62 71%
AACO 50 58.1 86% 62 81%

200
ACO1 45 54.4 83% 62 73%
ACO2 52 62.8 83% 62 84%
AACO 56 64 88% 62 90%

4

100
ACO1 48 62.4 77% 79 61%
ACO2 52 70.2 74% 79 66%
AACO 60 72.7 83% 79 76%

200
ACO1 50 65.6 76% 79 63%
ACO2 59 79.1 75% 79 75%
AACO 67 70 84% 79 85%

After analysising the data of Table 3, we can know that the accurate rate of
AACO is better than ACO2 and the efficiency of AACO is better than ACO1
in Group1. We also find that the AACO show better performance than ACO1
and ACO2. In fact, AACO always get more Pareto solutions for all run times in
Group2, Group3 and Group4.

6 Conclusion

This paper introduces trust degree and QoS parameters as nonfunctional prop-
erty, establishes mathematic model of web service composition. And then an
adaptive ant colony optimization algorithm is proposed to resolve the question
of global multi-objective optimization with QoS and trust degree constraints.
The experimental result shows that the proposed algorithm can find more Pareto
solution in unit time. So the proposed algorithm has better performance that
the traditional one.
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feedback and suggestions.
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Abstract. With rapid growth of the demand for computation power, which has 
led to establish plenty of large-scale data centers consuming enormous amount 
of electrical power. Energy consumption has become a critical problem. We 
propose an energy efficient multi-dimension resource allocation algorithm for 
virtualized Cloud datacenters that reduces energy costs and provides required 
Quality of Service (QoS). Our VM deployment algorithm achieves a good bal-
ance between energy and performance by minimizing the amount of provision-
ing servers as well as maximizing time sharing of VMs hosted on the same 
server. Energy saving is achieved by VM deployment, continuous consolidation 
according to current utilization of resources, workload demand and load states 
of computing nodes. Our scheme achieves a good balance between energy con-
sumption and performance. Meanwhile, we adopt DPS (dynamic powering 
on/off servers) techniques to power on/off servers and buffer the change of 
workload, and also adjust consolidation threshold dynamically. The results 
show that our proposed strategies bring sustainable energy saving while  
ensuring reliable QoS. 

Keywords: Cloud Computing, Energy Utility, Virtual Machine Deployment. 

1 Introduction 

Cloud computing[1] has become a consolidated paradigm for delivery of services 
through on-demand provisioning of virtualized resources, and users enjoy infrastruc-
tures, platforms, and software(applications) as a service in a pay-as-you-go manner 
from anywhere and at anytime. Studies have shown that energy waste is very huge 
because servers in many data centers are often severely under-utilized due to over-
provisioning for the peak demand , which typically run at less than 30% of  
their full capacity[2]. The cloud model is expected to offer automatic scale up and 
down in response to load variation. It reduces hardware cost and saves electricity bills 
which contribute to the significant portion of the operational expenses in large data 
centers. 
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Workload fluctuation is a huge challenge not only in system elasticity but also in 
energy efficiency [3]. After the peak, there were plenty of resources left idle. Low 
utilization of servers is one of the most important factors of low energy utility for 
datacenters. To save energy, we should improve the scalability and power off some 
physical machines (PMs) according to dynamic workloads by adopting some certain 
mechanisms. Virtualization techniques such as Xen provide a mapping from VMs to 
physical resources elastically. The key issue is how to decide the mapping adaptively 
to meet the resource demands as well as minimize the number of PMs assigned with-
out compromising QoS. 

The aim of VM deployment is to improve resource utilization and reduce energy 
consumption while meeting QoS of users. To determine which components of critical 
workloads can be packaged together, we must carefully consider the combinations of 
different workloads under common physical suitability of the hosts. This is because 
different combinations will result in different energy utility and performance. The 
proposal in [4] produced plenty of hot spots which would incur more migrations to 
avoid SLA violations. Although the policy proposed in [5] considered multi-
dimension VM deployment, the authors did not consider the impact of service time 
upon the deployment and migration. 

To reduce energy consumption, we need to increase the workload per unit of ener-
gy can perform. Therefore, we use Energy Efficiency Rate to measure the extent of 
saving energy for a data center. This paper focuses on high energy utility resource 
allocation algorithm for virtualized datacenters. Our proposed algorithm is a greedy 
heuristic algorithm based on a novel utility we defined to implement the mapping 
from VMs to hosts to solve energy utility maximum ILP problem. Our policy consid-
ers not only resources efficiency and energy but also the service time of demands 
when deploying VMs. The key point of our algorithm is to achieve a good balance 
between energy and performance when minimizing the amount of provisioning serv-
ers as well as maximizing time sharing of VMs hosted on the same server. Mean-
while, we reduce the number of migrations and present more types of VM candidates 
while needing migration. The DPS techniques we use can dynamically improve ener-
gy efficiency of datacenter with dynamic thresholds. The experiment results show that 
there is significant improvement not only in energy saving but also in workload ba-
lancing and scalability comparing with existing methods such as single-objective 
approaches based on CPU utilization. 

2 Related Work 

Green Cloud computing is envisioned to achieve not only the efficient processing and 
utilization of a computing infrastructure but also to minimize energy consumption[6]. 
Existing energy-efficient resource allocation solutions proposed for various computing 
systems cannot be implemented for Green Cloud computing. They did not emphasize 
autonomic energy-aware resource management mechanisms exploiting VM resource 
allocation which is the main operating technology in Cloud Computing. [7] presented a 
method of VM consolidation management to dynamically reduce the number of nodes. 



402 J. Wang et al. 

However, we consider multiple factors to consolidate VMs such as reducing migration 
is another consolidation during the phase of VM placement. In [8], the researchers 
present a novel pattern-driven application consolidation (PAC) system to achieve effi-
cient resource sharing in virtualized cloud computing infrastructures by employing  
signal processing techniques. [9] proposed an algorithm that allowed multiple applica-
tions to share a single machine, and strived to maximize the total satisfied application 
demand, to minimize the number of application starts and stops, and to balance the 
load across machines. 

Beloglazov et al. [4] proposed an energy-aware allocation heuristics provision data 
center resources to client applications in a way that improves energy utility of the data 
center, while delivering the negotiated Quality of Service (QoS). However, they pro-
posed allocation algorithm the Modified Best Fit Decreasing (MBFD) algorithm only 
considers the CPU utilization, actually, because VMs requested by users are various, 
sometimes, requests are partial to high CPU, but sometimes partial to high memory; 
so that the physical nodes may increase because VMs need more memory to allocate 
when hosted on the server. More hosts may mean more live migration, which cause 
more migration cost. 

L.-T. Lee et al. [10] proposed a dynamic resource management mechanism with 
energy saving, the authors presented a method of dynamic voltage scaling for dynam-
ic adjustment of resources by inspecting CPU utilization in the cloud computing envi-
ronment. However, they didn’t consider the problem of the deployment of VM. Zhen 
Xiao, et al [5] introduced a "skewness" algorithm to measure to unevenness in multi-
dimensional resource utilization of a server. However, they did not consider the effect 
of service time upon energy utility, which may also bring out the increase of migra-
tions. 

Comprehensively considering the aforementioned discussed studies, we propose a 
more efficient resource allocation algorithm for VM deployment and migrations. We 
use dynamic powering on/off servers technique (DPS) to further save energy. Our 
study is different from the existing work in which consider migration reduction when 
deploying VM due to maximizing time sharing of VMs, and effectively handle strict 
SLAs and do not depend on particular workloads and yet not require any knowledge 
about applications running in VMs. 

3 Model Description and Problem Formulation 

3.1 User Instance Model 

In this paper, we present a time-slotted cloud system consisting of many networked 
servers. Each server may host multiple VMs. Each VM requires a set of resources 
including CPU, memory, and so on. Cloud providers offer different types of VMs 
with different QoS and pricing models that help them support various applications. 
We respond user requests using Amazon EC2-style VMs shown in Table 1. For these 
types of virtual instances (e.g., small, medium, large), they may be computation-
intensive, memory-intensive or medium type. We focus on centralized scheduling 
strategies which involve two types of resource mapping: the mapping from  
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application workloads to resource requirements through a global scheduler and the 
mapping from virtual resources to physical resources through local controllers. A 
local manager in local physical node is responsible for determining the amount of 
resources allocated to VMs that can guarantee application performance at minimum 
cost. 

In our scheme, user demand set D is responded by VM instance set. User demand 
set is an N-dimension vector, and each element of D denotes a type of VM request 
during a time period. D=(d1, d2, di, …, dN), di( iv , iL ), id denotes a type of VM re-

quest, vi=(cpu, memory, disk, network)i is a resource set, ( , , )s e
i i i iL l t t= , user i∈I, I is 

a set of users, each user request represents one type of VM. Let , ,s e
i i il t t  denote user 

service time, service start time and end time, respectively. 

Table 1. Virtual machine instances 

Amazon EC2 Cloud Platform--Amazon EC2 instance types 

Server size Configuration Cost/hr $/core 

Small 1 ECU 1.7GB RAM 160GB disk $0.085 $0.085 

Large 4 ECUs 7.5GB RAM 850GB disk $0.34 $0.085 

Med-Fast 5 ECUs 1.7GB RAM 350GB disk $0.17 $0.034 

XLarge 8 ECUs 15GB RAM 1.7TB disk $0.68 $0.085 

XLarge-Fast 20 ECUs 7GB RAM 1.7TB disk $0.68 $0.034 

3.2 Energy Model 

For the computing nodes in data centers, CPU consumes the main part of energy 
comparing to other resource such as memory and disk storage. Hence, in this work we 
focus on managing its power consumption and energy utility. In addition, the CPU 
utilization is typically proportional to the overall system load. Recent studies [11, 12] 
have shown that the application of DVFS on the CPU results in almost linear power-
to-frequency relationship for a server. Energy consumption is approximately

2p CV fδ= , where δ is an activity factor which is a constant for a certain server[6], 

C is the loading capacitance, V is the supply voltage, and f is the clock frequency. In 
the ideal case, the supply voltage and the clock frequency are related in such a way 
thatV f ϕ∝ for some constant 0ϕ > .For ease of discussion, assume the datacenter is 

homogenous and let V af ϕ= (a is some constants). The total power of datacenter is 

 2 2 2 1

1 1 1

M M M

all j j L j j L j
j j j

P p C V f a C f ϕδ δ +

= = =

= = =                  (1) 

where M is the number of active servers. In order to guarantee the Quality of Services, 
the total provisioning frequency cannot be lower than a certain value. Assume 

1

M

jj
f

=
Γ =  be capable of a given workload with certain SLA, in order to reduce 

Pall, we consolidate the VMs to reduce the number of active physical servers (APMs). 
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3.3 Definition of Energy Utility 

Energy utility is an important metric for a cloud datacenter. To comprehensively 
every factor including each resource and service request time of users when deploying 
VMs, we give a novel definition for the energy utility of server as follow. 

 j
j

j

r
u

p
=                            (2) 

where pj denotes the average power during all the time-slots performing all the loaded 
demand on server j, rj is the total average resource utilization for a physical server 
during the same period. Either improving rj or reducing pj can improve energy utility 
of datacenters. The symbols rj and pj is defined as the following formula (3), (4). The 
variable j sr τ denotes the usage percentage of resource τ of server j during time slot s. 

This definition indicates the total resource utilization of system and power consump-
tion over the periods of VM performing. The variable tijs tells whether VM i runs on 
server j during time slot s, and Ij denotes all the users loaded on server j, s

ijt  and e
ijt  

denote the start time of user i and the end time respectively.  
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We define the utility of VM as in (5), which is the sum of resource percentage of 
every resource during the time slots of VM i. The energy utility of a user (VM) is 
defined as  

 
1

( )
k

i
i i j

j

r
u v l p

r
τ

τ τ=

 
=   

 
                       (5) 

where pj is the average power during VM i running on server j, which can be calcu-
lated by (4). 

3.4 Problem Formulation 

To reduce energy consumption, we need to increase the workload per unit of energy 
can perform. Therefore, we use Energy Efficiency Rate to measure the extent of sav-
ing energy for a datacenter. The workload is the processing capacity allocated to VMs. 
Assume the number of VMs is N, and need M servers to respond. R denotes a set of 
resource types (i.e. CPU, memory, disk and network). The formulation of VM  
deployment problem is described as the following maximization that is also an  
optimization ILP formulation. 

 
 
 



An Optimization VM Deployment for Maximizing Energy Utility in Cloud Environment 405 

The objective 
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where aij is an integer variable in the ILP that can take value of 0 or 1. The value of 1 
indicates that the VM i is mapped to server j during the time slot s, and the value of 0 
indicates that it is not loaded during the time slot s. The output of the ILP is set of 
values aij that denotes which VM is placed on which server. In (7), (8) ci and cj denote 
the capacity of server and VM respectively. Constraint (7) guarantees the capacity of 
provisioning resources to handle user demands. Constraint (8) guarantees the capacity 
of each server is not less than the capacity of all the VMs loaded on it. The last con-
straint indicates a VM can only be loaded on a server. 

4 Proposed Strategy 

It is not difficult to see that the aforementioned problem is a NP-hard problem, and, it 
is intractable to find optimal solution when the system size is large. In this work, we 
adopt greedy heuristics to find a feasible near-optimal solution by the definition of 
energy utility in section 3.3. 

4.1 Illustration of Deployment 

To achieve high degree of VM consolidation, we must find a viable deployment using 
the minimum number of nodes. Fig.1 shows the motivation of our scheme. Suppose 
that there are 2 PMs (PM1 and PM2) each one with 12 available ECUs and four VMs 
(VM1, VM2, VM3 and VM4) with different execution time (6 hours, 6 hour, 3.5 hour, 
and 3 hours respectively), and  require different ECUs execution (4ECUs, 
5ECUs,5ECUs,4ECUs). There are multiple packing schemes, but only Fig.1(d) is 
optimal, neither of others like Fig.1(b) and (c) is viable because both of them exist 
potential migration. Due to the intuition, we propose our heuristic deployment  
algorithm as follows. 
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Fig. 1. Non-viable and viable deployment 

 

Algorithm 1:EUD 
      INPUT: hostList, vmList 
      OUTPUT: allocation 
1   vmList.sortDecreasingUtility();     //based on formula (5) 
2   foreach vm in vmList do 
3      maxUtility← MIN 
4      allocatedHost← null 
5      foreach host in hostList do 
6          if host has enough resource for vm then 
7              utility ← evaluate(host,vm)   //based on formula (2) 
8              if utility >maxUtility then 
9                 allocatedHost← host 
10                 maxUtility ← utility 
11          if allocatedHost ≠ null then 
12              allocate vm to allocatedHost; 
13   return allocation 

4.2 VM Deployment 

Due to the aforementioned definition of energy utility and above illustration, we pro-
pose our VM deployment algorithm. First, we give the following lemma to demon-
strate the deployment principle. 

Lemma: assume delivering resource 
1

( 0)
M

j j
j

f f
=

Γ = >  is competent to a certain 

SLA workload, here M is the smallest number of provisioning servers but can meet 

user requests, the total energy consumption 2 2 1

1

M

all L j
j

P a C f ϕδ +

=
=  is the smallest when

1 2 3 /mf f f f M= = = = = Γ . 
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Proof: This is an extremum condition. We can easily prove it by the method  

of Lagrange multipliers. Let 1 2
1

( , , , ) 0
M

m j
j

f f f fϕ
=

= − Γ = , resolve the followed 

equation (10) 
 

1 1 2 1

2 1 2 2

1 2

1 2

/ ( , , , ) / 0

/ ( , , , ) / 0

/ ( , , , ) / 0

( , , , ) 0

all m

all m

all m m m

m

P f f f f f

P f f f f f

P f f f f f

f f f

λ ϕ
λ ϕ

λ ϕ
ϕ

∂ ∂ + ∂ ∂ =
 ∂ ∂ + ∂ ∂ =

∂ ∂ + ∂ ∂ =

=









                  (10) 

we can gain the solution 1 2 /mf f f M= = = = Γ and λ. However, it is an ideal con-

dition in generally.  If /jf M≠ Γ , to gain a closed extremum, we can reduce Pall by 

reducing the difference between fi  and / MΓ . 
Due to the lemma, when keeping the total frequency constant for a certain work-

load, the more balanced the frequency of the active servers, the lower of the energy 
consumption. Furthermore, we consider every type resource and time sharing of VMs 
hosted on the same server for the energy utility definition. Hence, it is easy to achieve 
workload balance when deploying VMs. The VM deployment processing is that map-
ping every VM in vmList to a server and makes the server energy utility biggest. The 
details of deployment are shown in the following Energy Utility VM Deployment 
algorithm (EUD) shown in Algorithm 1. Firstly, we sort the VMs of vmList by de-
creasing order of energy utility (calculated by formula (5)). Secondly, we evaluate the 
utility of each server by formula (2), then allocate the VM to the server and make the 
server with biggest energy utility. The deployment is over until the vmList is empty. 

4.3 VM Live Migration 

VM live migration can be divided in two parts: the first part is workload balancing, 
and the second part is VM consolidation. To guarantee system performance and save 
energy, we set double thresholds of processor utilization. At the same time, based on 
the double thresholds, we divide the status of a server into three statuses: cold, warm, 
and hot. To save energy and guarantee performance, we should make every server 
work in warm status as much as possible. 

{ | , ( ) , | ' | min}
i

j j i upper j average j upper
v v

j j lower

v v V u u v T u u if u T

V if u T

otherwise

∈

 ∈ − < − → >

 <
 ∅




    
(11) 

The migration rule is shown in (11), Tupper and Tlower are the upper threshold and 
lower threshold for migration that will be given through experiments. On one hand, to 
avoid SLA violation, some VMs will be migrated to other servers to mitigate current 
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load when CPU utilization of a server violates the upper threshold. On the contrary, 
all the VMs must be migrated to other servers when CPU utilization violates the  
lower threshold, then set the server in corresponding mode (such as sleep mode or 
powering off) to further save energy. The algorithm of VM consolidation migration is 
similar to algorithm 1, so we no longer give the details. Furthermore, to void SLA 
violations, workload balancing is performed preferentially when both of them occur at 
the same time. The main aim of workload balancing is to make the workload  
difference among the active servers smallest. 

4.4 Dual-Threshold Server On/Off Policy 

To further save energy, there are usually two server-level energy consumption  
optimal techniques which are DVFS (Dynamic Voltage Frequency Scaling) and DPS 
(Dynamic Powering On/Off Servers). DVFS is used to reduce energy consumption by 
adjusting CPU working frequency. However, a server consumes about 60%-70% 
energy of peak even though zero workload loaded on it [4], so it is necessary to power 
off  some idle APMs to save energy further. 

DPS technique dynamically powers on or off servers to save energy due to system 
workload. Because user demands fluctuates and is not predicted, as well as powering 
on/off servers both spends time, all these will influence system performance and incur 
additional energy overhead. Therefore, DPS should reserve a part of idle servers to 
buffer dynamic workload. At the same time, system should adopt appropriate strate-
gies to determine the opportunity of powering on/off servers. We use the method 
proposed in [13] as shown in formula (12) to count flow in real time during a period. 

* 0

1
( ) ( ) ( )

t ct G t d
M μσ μ λ μ μ= −                    (12) 

Where, ( )tσ denotes the average utility of system over time duration t.

( ) 1 ( ) ( ( ) )cG t G t P s tμ μ μ= − = > . ( )s μ , ( )λ μ  indicates performing time and arrival 

rate of arrival tasks at the moment μ . M* is the number of servers gained by VM 

placement algorithm. We adjust server state (On/Idle/Off) to resolve the problem of 
opportunity of powering on/off server and server reserve by dual-threshold policy. 
We adopt dual-threshold policy to control servers powering on/off. The dual-
threshold policy We adopt is similar with the method in [14]. We do not immediately 
power on servers when workload exceeds the capacity of powering on servers, until 
workload accumulate to a certain rate β1(threshold β1). Moreover, we also do not im-
mediately power off servers when some servers are in idle, until idle server amount 
accumulates to a certain rate β2(threshold β2). β1 and β2 can be calculated by formula 
(13) and (14) respectively. 
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where T is the upper limit user defined. ϑ  andθ  indicate startup rate and shutdown 
rate respectively(reciprocal of startup time and shutdown time respectively). 

5 Evaluation 

We conduct simulations and experiments from several metrics to evaluate the perfor-
mance of our algorithm comparing with the two algorithms MBFD[4] and "skewness" 
[5] which have been commented in section 2 related work in this paper.  

5.1 Simulations and Results 

We evaluate the performance of our algorithm using trace driven simulation. We col-
lected the traces from servers and desktop computers in our university, including high 
performance computing data center, mail servers, the central DNS server, desktops in 
our department. We post-processed the traces based on days and use random sampling 
and linear combination of the data sets to generate the workloads needed. We achieve 
simulations using CloudSim toolkit[15]. It supports workload variable modeling of on-
demand virtualized resource, application management and energy-aware simulations. 
Each PM is modeled to have one CPU core with the performance equivalent to 1000, 
2000 or 4000 MIPS, 10 GB of RAM and 1 TB of storage. Each VM requires one CPU 
core with 250, 500, 750, 1000 or 1500 MIPS, 128 MB or 256MB of RAM and 1 GB of 
storage. 

Thresholds decide the extent of VM consolidation, too low if it is, will VM be 
hosted on even more servers and more migration be operated, more energy also will 
be consumed. However, too high if it is, will more SLA violation occur although 
energy be saved. 

We define that an SLA violation occurs when a given VM cannot get the amount 
of resource that are requested. This can happen in cases when VMs sharing the same 
host require that cannot be provided due to the consolidation. This metric shows the 
level by which the QoS requirements negotiated between the resource provider and 
consumers are violated due to the energy-aware resource management. Fig.2 shows 
that energy consumption decreases as CPU utilization increases. That is because 
higher threshold make the higher level of VM consolidation. However, SLA violation 
also increases. This is due to that a higher utilization threshold allows more aggres-
sive consolidation of VMs and the increased risk of SLA violations as shown in Fig 3. 

We first evaluate the effect of the various thresholds used in VM deploying and 
migrating. We simulate a system with 100 PMs and 1200 VMs that are selected form 
the trace randomly. We first conduct simulations to evaluate the effect of different 
deployment algorithm and various thresholds used in our algorithm. As shown in 
Fig.4, Simulations show our algorithm with a certain improvement in the number of 
active physical machines (APMs) than "skewness" when not considering migration 
factor. However, our algorithm has much less migrations (as shown in Fig.8) when 
taking service time of VM into account. Meanwhile, our scheme has much better 
improvement than MBFD in VM placement. 
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To guarantee server performance avoiding its utilization too high and save energy 
when a server is under-utilized, we set a double thresholds policy. We migrate some 
VMs when CPU utilization violates the upper threshold, On the other hand, we mi-
grate all the VMs on the server to others when its CPU utilization violates the lower 
threshold. Fig.5 shows the effect of different threshold interval (i.e. UL(90%, 30%) 
denotes upper threshold 90% and lower 30% respectively). It is obvious that lower 
threshold play a key role to reduce the number of APMs when workload demand is in 
the period of declining, especially.  In our scheme, we adopt the threshold interval 
UL(90%, 30%)  as our migration metric. 

 

         

Fig. 2. CPU threshold with energy consumption         Fig. 3. CPU threshold with SLA 

   

  Fig. 4. Comparison of different policies         Fig. 5. impact of thresholds upon APMs 

   

  Fig. 6. Comparison of the number of APMs      Fig. 7. The number of APMs with DPS  
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   Fig. 8. The number of average migration         Fig. 9. The number of hot migration 

We evaluate the scalability of our algorithm in deployment and migration. The 
number of active servers changes as requests fluctuating. Fig.6 demonstrates that  
the number of APMs coincides with workloads much better adopting our policy under 
the same threshold interval constraints. That is to say our algorithm is more effective 
than the two algorithms MBFD and "skewness" in VM placement. Fig.7 shows DPS 
technique effectiveness. Dynamic consolidation threshold can improve utilization of 
resources and energy, especially when workloads decline. That is because we adopt 
dynamic thresholds mechanism, when workload demands decline and system utility 
also declines, that we improve cold threshold can further consolidate VMs. Our poli-
cies decrease not only the number of active servers but also the migration. The advan-
tage of our policies in migration decreasing has been clearly shown in Fig.8 when the 
scale of VMs is very big. Specially, when the density of computing intensive services 
is more, the CPU-based greedy algorithm MBFD has a very big scale of migration 
under thresholds constraining. However, our algorithm has a good effectiveness be-
cause which balances the loads among the active servers as much as possible. Fur-
thermore, hot migration incurs more SLA violations. We also evaluate the number of 
hot migrations. The results show the reduction of our scheme in this aspect in Fig.9. 

5.2 Experiments 

Our experiments are conducted using a group of 20 Dell PowerEdge blade servers with 
Intel Xeon E5620 CPU and 32GB of RAM. The servers run Xen-3.3 and Linux 2.6.18. 
We periodically read load statistics using the xenstat library (same as what xentop 
does). The servers are connected over a Gigabit Ethernet to a group of three NFS  
storage servers where our VM Scheduler runs. 

We implement Xen-based VMs and evaluate our approach using workloads based 
on TPC-H because TPC-H provides 22 representative queries of business decision 
support systems, which involve the processing of large volumes of data with a high 
degree of complexity. Based on these queries, we construct synthetic workloads by 
varying demands of different types of resources (i.e. we subject the VMs to different 
CPU load by adjusting the request rates of users). The parameter β1 and β2 actively take 
the value in our DPS strategy based on states of system load. When ( )tσ  is lower, 

we increase the lower threshold to further consulate the VMs, and vice versa. 

100 200 300 400 500 600 700 800 900 100011001200
0

20

40

60

80

100

120

140

160

180

the Number of VMs

th
e 

N
um

b
er

 o
f M

ig
ra

tio
ns

 

 

MBFD
Skewness
EUD

100 200 300 400 500 600 700 800 900 100011001200
0

10

20

30

40

50

60

70

80

90

100

the Number of VMs

th
e 

N
um

be
r o

f H
ot

 M
ig

ra
tio

ns

 

 

MBFD
Skewness
EUD



412 J. Wang et al. 

5.3 Experiment Results 

To quantify the energy saving, we measured the electricity consumption under vari-
ous fluctuated workloads including the traces of high performance computing data-
center (such as CPU-intensive services, memory-intensive services and so on), mail 
servers and TPC-H using different algorithm for two hours. We find that a fully uti-
lized blade server consumes about 236 Watts and an idle blade server 152 Watts. The 
experiment results in Fig.10 have shown that our scheme consumes about 6.25 kWh, 
saves the most energy. However, "skewness" and MBFD consume 6.77 kWh and 
7.46kWh respectively. Furthermore, if adopt a Non Power-Aware (NPA) policy, 
14.32 kWh energy would be consumed. Compared with the three policies, our policy 
saves energy about 7.68%, 16.22% and 129.12% in our experiment respectively. 

SLA is another metric of evaluation. We define that an SLA violation occurs when 
a given VM cannot get the amount of resources that are requested, or the service fails 
to finish until deadline. In the above experiment, Fig.11 shows that our scheme has an 
evident improvement. Compared with MBFD, it is due to two aspects: i) Our algo-
rithm reduces the number of imbalance servers such as some servers allocated more 
CPU-intensive VMs but some servers allocated more memory-intensive VMs and so 
on.  ii) The imbalance of workloads deployment increases the number of migrations. 
Both increase not only energy consumption but also SLA violation. However, com-
pared with "skewness", the increase of the number of migrations incurs more SLA 
violation than our algorithm because of migration increase the cost of energy and 
time, especially under the bad network conditions. 

 

    

    Fig. 10. Comparison of energy            Fig. 11. Comparison of SLA violation 

One concern about the use of live migration is its impact upon performance. We 
conduct experiments and investigate the impact. Fig.12 shows that it is very small 
when system utility is low, however, it would incur much higher SLA violations when 
system utility is more than 90%. The reason is migrations would consume the cost of 
resources, time and also energy. Especially when system workload is higher, hot mi-
gration incurs more SLA violations. Therefore, we must consider reducing potential 
migrations when deploying VMs. Our proposed policy just does it. 
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Fig. 12. Impact of migration upon SLA 

6 Conclusion 

In this paper, our proposed algorithm demonstrates its high efficiency. It not only  
can take good use of every type resources, but also achieve a good balance between 
energy and performance when minimizing the number of APMs. And there is a  
remarkable reduction of VM migration. PMs have a better consolidation and perfor-
mance improving. DPS techniques we adopted avoid powering on/off server frequent-
ly according current workload. As reducing the energy waste, we yet reduce SLA 
violations and improve Quality of Service by setting the dual thresholds. The experi-
ment results show the good performance of our policy. 
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Abstract. The use of traditional virtualization technologies in Platform
as a Service(PaaS) has been almost absent due to their inherent perfor-
mance overhead. However, with the rapid development of light-weighted
virtualization techniques, such as OpenVZ, Docker, Lmctfy and ZeroVM,
they begin to be widely used in PaaS because of the possibility of ob-
taining a very low overhead comparable to the near-native performance
of a bare server. In this work, we analyze these techniques and conduct a
number of experiments in order to perform in-depth evaluations of light-
weighted virtualization techniques for PaaS in clouds. We compare them
in the proposed EIS(Efficiency, Isolation, Speed) framework. As far as we
know, this paper is the first to propose an unified testing framework EIS
to get a in-depth quantified analysis for Docker, Lmctfy, ZeroVM and as
well as KVM, which is a representative of the mainstream hypervisor-
based virtualization systems used today.

Keywords: Light-weighted Virtualization, Docker, Lmtfy, ZeroVM,
KVM.

1 Introduction

In the era of cloud computing, the virtualization technology, as its corner stone,
begins to develop rapidly with this hot trend, and there appears many more ma-
ture virtualization technology (such as Xen[15], KVM[7] and VMWare[14], etc.).
Currently mainstream virtualization can be divided into three categories: full
virtualization, paravirtualization and light-weighted virtualization. For the full
virtualization and the paravirtualization, there is an additional heavy-weighted
virtualization layer on top of the operating system architecture, which is re-
sponsible for emulating physical devices for virtual machines. With the help of
some hardware support and some modifications or optimizations of the operat-
ing systems, the virtualized host has the ability to run many virtual machines
with totally different operating systems. The main advantages of para and full
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virtualization are the software/hardware independence, isolation, flexibility and
security. For these benefits, the para and full virtualization technologies are
widely used in the cloud data center nowadays.

However, besides these advantages, there exists a fatal flaw for the para and
full virtualization. That is, the large performance overhead for the additional
virtulization layer in the host operation system. For this reason, these virtulizaion
technologies are barely used in the field of PaaS. That’s why the light-weighted
virtulizaion comes into being, such Lmctfy[10], Docker[4], ZeroVM[16]] and so
on. The light-weighted virtualization, only a kernel module is introduced into the
host operating system, which does not need to emulate physical devices. Here,
the virtual machine is actually a container with a group of processes running
inside. The host operating system is directly responsible for the isolation of
different virtual machines. In theory, the light-weighted virtulization can achieve
the performance of bare physical sever with little system overhead.

With the advent of the era of big data, so the cloud computing platform
presents a lot of classes of applications. In order to integrate the management
of cloud applications and cluster resources, so the multiplexing cluster appeared
that can improve resource utilization. The multiplexing cluster achieved effi-
cient deployment and operation of applications on PaaS, but the applications on
PaaS need a running environment of high resource utilization, certain isolation
and rapid deployment. The traditional virtualization technology cannot meet
this scenario while light-weighted virtualization is suited. So the light-weighted
virtualization technologies are widely used in this case.

Consider the following scenario in PaaS:

Resource Sharing and Isolation. In the PaaS, the resources are generally
controled by a resource scheduler to assign to different users/tasks of a job,
such as Omega[20], Yarn [22], Mesos[18] and BAE[2]. The resource scheduler
allows different users to share resources of cluster. There are three main resources
which are CPU resources, memory resources and I/O resources. The resource
requirements for each task is different and varied, if you want to improve the
utilization of resources in the cluster as a whole, you need a scheduler which can
be fine-grained allocation and management of resources. Therefore, there must
be a mechanism for sharing and isolation to resource.

Fast Flexible Resource Management. While a platform run a variety of
jobs, these jobs may have a different load with the change of time, because the
jobs have particularity logic and uncertainty load, the changes of load may lead
to changes in demand for resources. In order to deal with this scenario, the
resource manager typically needs to dynamic distribute and recover resources
for a number of jobs to achieve higher resource utilization. This requires the
underlying resource management mechanism which can quickly respond to the
changing of requirements in real time.

Custom Operating Environment. Cluster resources are usually shared by
many jobs, these jobs may require different software packages/libraries and the
operating system kernel and configuration. Even a lot of jobs can share some
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of the packages or the system kernel configuration, but it is difficult to ensure
that they do not affect each other. Thus, a virtualization technology is extremely
necessary to create a different runtime environment.

In the above scenarios, the light-weighted virtualization technologies are
needed for the sharing and isolation of resource without loss of performance.
Therefore, we use a series of benchmark to measure the current mainstream of
light-weighted virtualization.

In this paper, we provide a reference for the selection of virtualization tech-
nologies in PaaS by compared this light-weighted virtualizations. In Section
II, from analysis of light-weighted virtualization technologies, we know that its
mainly consist of the control and isolation of resource. The control of resource
has many technologies, such as UBS, fair CPU scheduling, Disk Quotas and I/O
scheduling, cgroups and memory segments mechanism; the isolation of resource
mainly has the mechanism of namespaces and sandbox. In Section III, from
experimental results, we conclude that Lmctfy and Docker have better perfor-
mances, more rapid speeds in deployment but weaker isolations; OpenVZ has a
higher performance efficiency and better isolation, but with poor speed in de-
ployment; KVM has the strongest isolation but the poorest performance in both
efficiency and speed.

2 Light-Weighted Virtualization

Resource virtualization is implemented by the operating system software on the
intermediate layer, which provides a abstraction of multiple virtual resource. In
general, the virtual resources are called a virtual machine(VM)and can be seen
as isolated execution contexts. There are many kinds of virtualization technolo-
gies, such as currently popular hypervisor-based virtualization, container-based
virtualization and Unix process of abstraction.

There hypervisor-based virtualization, in its most common form (hosted vir-
tualization), consists of a virtual machine monitor (VMM) on top of a host OS
that provides a full abstraction of VM. The VM is a completely independent of
the host operating system and other processes running VM environment.

Container-based virtualization, namely the operating system level virtual-
ization technology, partitions the physical machines resource, creating multiple
isolated user-space instances. Figure 1 shows container-based virtualization and
Hypervisor-based virtualization at the different of the architecture. Hypervisor-
based virtualization is an abstract comprehensive client operating system, and
container-based virtualization works at the operation system level, providing
abstractions directly for the guest processes.

Unix process of abstraction is not a virtual physical resources, but rather a
virtual application. The application is compiled into the VM(virtual machine)
and completely transparent to the host system layer and the hardware layer.

Currently, the mainstream of light-weighted virtualization is mainly divided
into two categories: One is based on the operating system, namely container
technology(such as OpenVZ, Docker and Lmctfy), The other is Unix process of
abstraction(such as ZeroVM).
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Fig. 1. Comparison of container-based and Hypervisor-based virtualization

2.1 OpenVZ

OpenVZ uses User Beancounters (UBS), fair CPU scheduling, Disk Quotas and
I/O scheduling to achieve resource management. The UBS achieves a set of
limits and guarantees controlled per-container done through control parameters.
In this way, we can restrict memory usage and various in-kernel objects such as
IPC shared memory segments and network buffers. The OpenVZ CPU scheduler
is implemented in two levels to promote a fair scheduling among containers. The
first level decides which container will get attention from the processor at some
instant of time. The second level performs the scheduling of internal processes of
the container according to priorities. The Disk Quotas can set up standard UNIX
per-user and per-group disk limits for containers. Finily, a similar approach of
CPU scheduling is used for I/O.

OpenVZ is based on kernel namespaces [11] technology for isolation of con-
tainer resource. PID namespace provides a separate PID environment and an
independent and unique process ID for each container process. IPC namespace
make that each container has its own independent IPC objects, such as memory
segments, semaphores and message. The PID namespace and IPC namespace
can create a separate space, and different processes are not visible and cannot
communicate with each other. Network namespace provides a completely inde-
pendent network protocol stack for a process, Including network device interface.
UTS namespace is a group of identifier returned by uname. The UTS namespace
and Network namespace can make a separate virtual host name and cyberspace
environment, just as the network as a stand-alone host. OpenVZ creates a con-
tainer that has independent PID, IPC, FS, Network, UTS space for a process
through these namespaces.

2.2 Docker

Docker is based on LXC (Linux container) [9]to implement, which has been
made open since March 2013. The basic architecture of Docker is shown in
Figure 2. The LXC achieves isolation and control of container resources, and The
storage driver achieves copy-on-write of the file system and image management.
The LXC controls of the container resource though Cgroups[3](control groups)
which is supported by Linux kernel. The Cgroups can be limited and recorded
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a container which used physical resources(such as cpu, memory), which is make
up of a number of subsystems, and a subsystem is a resource controller. As the
OpenVZ, The LXC also uses namespaces to provide resource isolation among all
containers.

Fig. 2. Docker Architecture

Storage driver mechanism of Docker is the basis for copy-on-write of the file
system and image management. Currently the storage driver main supports three
file systems, namely AUFS[1], VFS and DEVICEMAPPER. The Aufs is a similar
to Unionfs, which using the union mount can add a file system that supported
reading and writing on a read-only file system. Docker called these file system as
a layer, and read-only layer called a image. The principle achieved copy-on-write
of the file system and image management.

2.3 Lmctfy

Lmctfy has been made open since September 2013 by Google. It can control
and isolate resources of a process by a container, the resource such as CPU,
memory and I/O bandwidth. The basic architecture of Lmctfy is shown in figure
3. Lmctfy consists of two layers, the CL1 and the CL2. The CL1 is responsible
for the creation and maintenance of containers, and supporting strategies of the
LC2. The CL2 is responsible for the setting of resources strategies. Currently,
the CL1 only provides the isolation of resources, and the CL2 is still in the
development stage.

As LXC, Lmctfy also uses the mechanism of Cgroups and namespace to con-
trol and isolate resources used by a container. Although the underlying imple-
mentation of Lmctfy is similar to LXC, but the LXC only corresponds to The
CL1 of Lmctfy. The CL1 implement the abstraction of the underlying container.
The CL2, through Resource Policy, will realize load awareness, so it will ensure
the efficient utilization of resources and the high availability of the system. The
Resource Policy will have the mechanism of priority and latency. lmctfy will
manage all cgroup details to honor the priority and latency requirements for
each task.
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Fig. 3. Lmctfy Architecture

2.4 ZeroVM

ZeroVM has been made open since 2013. It is implemented based on the Google
Native Client project. ZeroVM provides an abstraction of the lighted-weighted
virtual machines by compiled under the C99 environment based on the APIs of
the POSIX system. ZeroVM treats the I/O in the POSIX/UNIX as a file, sush
as the input data as a standard input (STDIN), the log data as the standard
error (STDERR) and the output data as a standard output (STDOUT).

ZeroVM implements the resource isolation by the security sandbox technology
of Nacl[24] project. Nacl is known to have strong security isolation, which is
based on isolated the untrusted code on a host system. Nacl accomplished strong
isolation by using two layers of the sandbox mechanism, such as inner-sandbox
and Outer-sandbox. The inner-sandbox uses static analysis to detect security
defects in untrusted x86 code. Previously, such analysis has been challenging for
arbitrary x86 code due to such practices as self-modifying code and overlapping
instructions. In addition, the inner-sandbox further uses x86 segmented memory
to constrain both data and instruction memory references. The Outer-sandbox is
the second layer protection to defense untrusted code, by controlling the process
of the system call to implement resource isolation and vulnerability defense.
ZeroVM provides a safe running environment to applications with two layers,
the inner-sandbox and Outer-sandbox.

3 Experiment

This section studies the performance in EIS (efficiency, isolation, and speed)
of light-weighted virtualization and hypervisor-based virtualization. We per-
formed several experiments with the current Linux container-based virtualiza-
tion, such as OpenVZ, Docker and Lmctfy. We chose KVM as the representative
of hypervisor-based virtualization because it is considered one of the most ma-
ture and efficient implementations of this kind of virtualization. The experiments
are based on the existing benchmark, while ZeroVM need to re-design and build
the procedures, so this experiment cannot compare the performance of ZeroVM



Performance Evaluation of Light-weighted Virtualization for PaaS 421

Table 1. Exprimental evironment

OS Kernel CPU Memory Disk

Evironment Ubuntu-12.10 Intel Xeon E5-2640v2 x2 8G DDR3 1600LV X8 1 TB

Table 2. Exprimental benchmark

Test Object Benchmark

Efficiency(CPU) LINPACK benchmark

Efficiency(Memory) STREAM benchmark

Efficiency(Disk) IOzeone benchmark

Efficiency(Network) NetPIPE benchmark

Isolation
Isolation Benchmark Suite

Apache Benchmark

Speed Definition benchmark

with others. The experimental environment and benchmark is shown in Table 2
and Table 3.

3.1 Efficiency

Computing Performance. To evaluate the computing performance, we
choosed the LINPACK benchmark[8]. It simulations a compute-intensive task
by a series of fortran subroutines that analyzes and solves linear equations. The
LINPACK benchmark runs over a single processor and its results can be used to
estimate the performance of a computer in the execution of CPU-intensive tasks.
We ran LINPACK for matrices of order 5000 in all light-weighted virtualization
technologies and compare them with KVM.

The results are shown in Figure 3, almost all light-weighted virtualizations
obtained the performance similar to native. We believe that it is due to the fact
that there are no influences of the different CPU schedulers when a single CPU-
intensive process is run in a single processor. The results also show that KVM
was not able to achieve the same performance, presenting an average overhead
of 3.4%, because the Hypervisor need to convert cpu command.

Memory Performance. The memory performance was evaluated with
STREAM benchmark[13], a simply program that measures the sustained mem-
ory bandwidth. It performs four type of vector operations, such as Add, Copy,
Scale and Triad, using the data sets much larger than the cache memory avail-
able in the computing environment, which reduces the waiting time for cache
misses and avoid memory reuse.

The results shown in Figure 4, all light-weighted virtualizations and native
systems present similar performance, regardless of the vector operation. This
is due to the fact that light-weighted virtualizations have the ability to return
unused memory to the host and other containers, enabling better use of memory.
The worst results were observed in KVM, which presented an average overhead of
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4.1% when compared to the native system, this overhead is cause by hypervisor-
based virtualization layer which perform memory access instructions translated,
resulting in loss of performance.

Disk Performance. The experiment uses IOzone benchmark[5] to evaluate the
disk I/O performance of light-weighted virtualizations. The IOzone benchmark
can generate and measure a variety of file operations and access patterns (such as
Initial Write, Read, Re-Read and Rewrite). The experiment ran the benchmark
with a file size of 10GB and 4KB record size.

The results are shown in Figure 5, Lmctfy and native had a similar result
because the Lmctfy and native share file system. Docker and OpenVZ had an
almost similar result, but when you read, the Docker presented an average over-
head of 4.1% when compared to the native system, and OpenVZ presented 67%.
The result is shown that they have independent file system, and the AUFS and
blkio subsystem of Cgroups has small overhead than the Disk Quotas and I/O
scheduling. The worst result was observed in KVM for all I/O operations due to
the hypervisor-based virtualization layer requires drivers to support disk I/O,
and these drivers cannot achieve high performance.

Network Performance. The network performance was evaluated with the
NetPIPE(Network Protocol Independent Performance Evaluator) benchmark[12].
The NetPIPE is a tool for measurement of network performance under a vari-
ety of conditions. It performs simple tests such as ping-pong, sending messages
of increasing size between two processe through a network. The message sizes
are chosen and sent at regular intervals to simulate disturbances and provide
a complete test of the communication system. Each data point involves many
ping-pong tests to provide accurate time measurements, allowing the calculation
of latencies.

Figure 3 shows the comparison of the network bandwidth in each light-
weighted virtualization. The Lmctfy obtained similar performance to the native,
followed by Docker and OpenVZ. While Lmctfy does not implement virtual-
ized network devices, both OpenVZ and LXC implement network namespaces
that provides an entire network subsystem. We did not configure a real network
adapter in OpenVZ system, as described in Section II, because it would reduce
the scalability due the limited number of network adapter that normally exist
in host machine. The worst result was observed in KVM, because the KVM
network performance degradation is caused by the extra complexity of transmit
and receive packets.

3.2 Isolation

To measure and evaluate the isolation of OpenVZ, Docker, Lmctfy and KVM,
the experiment selects Isolation Benchmark Suite (IBS) [6] that demonstrates
how much a virtualization can limit the impact of a guest with other guest
running on a single host machine. This benchmark consists of six stress testing
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Fig. 7. Network performance

procedures which are CPU tests, memory test, fork bomb test, disk test and
two network intensive tests (send and receive). For quantitative analysis of the
isolation, the experiment used an Apache Benchmark to simulate application. In
order to achieve the experiment, we built four virtual machines (A, B, C, D) on a
single physical machine, and the virtual machine A ran the stress and the other
virtual machines (B, C, D) ran Apache Server. When the virtual machine (A)
in the absence of the stress, we got the T1 in virtual machine(B, C, D), which is
the Apache Benchmark. Then, when virtual machine (A) ran the stress, we got
the T2. Based on the value (T2-T1)/T1, we quantitative analyzed the isolation
of the virtualization.

The results are shown in Table 4, CPU Stress has no effect on all virtual-
izations, which shows the VCPU Affinity and Cgroups of CPU subsystem can
provide well CPU isolation. However, all others resources when stressed had
some impact in other virtual machines (B, C, D). As described in Section II, all
virtual instances in container-based virtualization shares a single operating sys-
tem kernel. Hence, we supposed that while the kernel needs to handle instruction
calls from the stressed guest (A), it is unable to handle instruction calls from
the other guest (B, C, D). This behavior could have influenced the performance
for all virtualizations while the memory, disk and network tests were performed.
Fork Bomb is a classic test that loops creating new child processes until there
are no resources available. The results indicated that Lmctfy and Docker have
a security failure, due to the impossibility to limit the number of processes by
Cgroups. As results, the isolation of KVM is better because kvm virtual machine
and the host does not share the operating system.

3.3 Speed

The speed is light-weighed virtualizations can quickly build a virtual machine,
which is a runtime environment to an application of PaaS. To measure and
evaluate the speed, we designed of a Definition Benchmark program which is
server/client architecture. The client simulated an application of PaaS. The
server built a rpc server, and record the time of T1 that is the time of cre-
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Table 3. Isolation Performance. DNR means that application was not able to run.

Lmctfy Docker OpenVZ KVM

CPU stress 0 0 0 0

Memory stress 53.3% 43.3% 20.1% 4.2%

Disk stress 34.4% 34.7% 36.8% 20.9%

Network Receivee 9.1% 6.7% 5.1% 3.0%

Network Sender 6.7% 6.3% 2.1% 0

Fork Bomb DNR DNR 0 0

Table 4. Speed Performance

Lmctfy Docker OpenVZ KVM

Time-consumings 0.202 0.189 13.197 21.588

ation a virtual machine, and got the time of T2 that is the time that the rpc
server received a response of the client. We evaluated the performance of speed
by the value of (T2-T1).

The results are shown in Table 5, Lcmtfy and Docker could create a virtual
machine in 0.1 seconds level, due to they are implemented based on the Cgroups
and namespaces which have been added to the system kernel. OpenVZ needed
10 seconds level to run an application in a virtual machine, due to OpenVZ
need to copy and load the image to memory. Kvm running an applications in
the virtual machine needed 20 seconds level, due to the kvm virtual machine
supports independent system kernel, so this time is mainly consumed in coping
the image to memory and loading system initialization.

To comprehensive analysis and evaluated the performance of these light-
weighted virtualizations, we designed some formulas to calculate their efficiency,
isolation, and speed. For the efficiency, according to the feature of application,
we can know CPU as important as memory, disk and network. For the isolation,
the memory was set to 50% because of it is an important factor to programs,
and the fork bomb is a classic test so the proportion accounted for 20 %(DNR
regarded as 100), and the other is set to 10%. For the speed, we get a time that is
spent on creating a virtual machine, and then compare them with the minimum
of time. This specific formula are shown in Table 5.

According to the experimental results and these formulas, we can know that
Lmctfy and Docker have better efficient resource utilization and rapid large-scale
deployment and weaker isolation; OpenVZ has the relatively better of efficiency

Table 5. Evaluate Formula

Formula

V(Effiency)= (cpu, memory, disk, network)LVT/Native*25%

V(Isolation)=100%-{(cpu, disk, network)*10% + (memory)*%50+(1-(fork))*%20}
V(Speed)= min{creating time}/ (LVT){creating time}
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Table 6. Compare Light-weighted Virtualization Performance

Efficiency(%) Isolation(%) Speed(%)

Lmctfy 97.5 49.5 93.6

Docker 95.0 55.8 100

OpenVZ 88.5 85.3 1.5

KVM 65.0 94.7 0.9

and isolation but the poor speed; kvm has the stronger isolation but the poorest
of efficiency and speed. The Specific performance are shown in Table 7( the
higher of the score and the better of the performance).

4 Related Works

There are already many papers studing the performance overhead of virtual-
ization technology, but which rarely concern the performance of light-weighted
virtualization technology for PaaS in cloud. Regola and Ducom[19] evaluated
the performance of KVM, Xen and OpenVZ , and they used the NPB bench-
mark (OpenMP and MPI) and micro-benchmark for network and disk. Again,
all virtualization systems obtained near-native performance for CPU intensive
benchmarks. The OpenVZ is outstanding for I/O intensive benchmark. But they
did not evaluate the isolation and speed of these virtualizations.

Walters et al.[17] evaluated the performance of VMware Server, Xen and
OpenVZ. They also used the NPB benchmark (OpenMP and MPI) and micro-
benchmark for network and disk. In their experiments, Xen and OpenVZ
achieved near-native performance for the CPU intensive benchmarks, but
OpenVZ outperformed Xen for the network intensive ones. However, they did
not evaluate the isolation and speed.

Soltes et al.[21] presented the design and implementation of Linux-VServer
and compared it with Xen, they used a benchmark for database server and
micro-benchmark to measure the performance of cpu, disk and network. The
experimental results shown that Linux-VServer provides comparable support for
isolation and superior performance than Xen. The representation of this paper
is not strong because of they only selected two virtualization technologies. They
also did not evaluate the speed of these virtualizations.

Miguel et al.[23] analyzed and evaluated the Lxc, OpenVZ, Vserver and xen
in the performance of high performance computing environments. They mea-
sured the performance of CPU, memory, disk, network and overhead in high
performance environments. In their experiments, the performance of Lxc and
Vserver are close to the native, and the isolation of OpenVZ and Vserver are
better stronger. However, they did not evaluate the speed of these virtualization
technology.

We believe that our work is complementary to the works presented in this sec-
tion. we evaluated the efficiency, isolation and speed of the current mainstream
of light-weighted virtualization technologies on PaaS environment. This article
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is the first work to evaluate the speed of light-weighted virtualization, and the
feature is particularly important for PaaS in cloud. In addition, the paper is the
first work to provide a EIS framework which can compare the performances of
these light-weighted virtualization technologies.

5 Conclusion and Future Work

This paper provides a reference for the selection of virtualization technologies in
PaaS by compared this light-weighted virtualizations. we analyzed these tech-
nologies in the control and isolation of resource, and evaluated these performance
in EIS.

From Analysis of these virtualizations technologies, we know that its consist of
the control and isolation of resource. From experimental results, we conclude that
Lmctfy and Docker have better performances, more rapid speeds in deployment
but weaker isolations; OpenVZ has a higher performance efficiency and better
isolation, but with poor speed in deployment; KVM has the strongest isolation
but the poorest performance in both efficiency and speed.

For future work, we plan to study the performance of light-weighted vir-
tualization technology in the Cluster scheduling system. For example, we will
measure the performance of light-weighted virtualizations for computing frame-
works(MapReduce, Tez, Spark and storm)in Yarn or Mesos.
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nology Research and Development Program of China (863 Program) under
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Abstract. Cloud storage allows owners to host their data in the cloud,
and provides users with online access anywhere and anytime. With CP-
ABE, data owners are allowed to specify policy autonomously, which
can realize fine-grained access control. However, some important prob-
lems have not been yet effectively solved: 1) Low efficiency for attribute
revocation. 2) High computational cost on encryption and decryption.
Even if direct revocation has been proposed for a user’s attributes, all ci-
phertexts with revoked attributes have to be re-encrypted. In this paper,
we propose an access control scheme using version key to realize efficient
direct cloud-aided attribute revocation without updating other user’s key
or re-encrypting ciphertexts. Revocation of a user’s attributes just needs
to update his own private key and version key stored in a cloud server,
and most of decrypting work is transferred to the cloud. Moreover, we
compare our scheme with two other schemes (DAC-MACS and HUR).
The comparison shows a good trade-off between computation cost and
storage overhead. Our simulation indicates that our scheme spends less
time on a user’s attribute revocation.

Keywords: Ciphertext-Policy Attribute-Based Encryption, Direct
Cloud-Aided Revocation, Version Key, Cloud-Aided Decryption.

1 Introduction

Recent advancement of cloud storage technology enables people to easily share
their data with others. Because cloud storage servers and data owners belong to
different trust domains, the cloud storage server is not trustable. Data owners
are worried about three issues: 1) Attackers illegally access sensitive data. 2)
Some servers allow attackers to access sensitive data without permission. 3) The
unauthenticated access of valid users is applied to sensitive data.

Attribute-Based Encryption (ABE) can achieve fine-grained access control in
untrusted servers. According to the access control policy attached to the key and
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the ciphertext, ABE has two branches: Key-Policy Attribute-Based Encryption
(KP-ABE) and Ciphertext-Policy Attribute-Based Encryption (CP-ABE). Be-
cause owners define policies in ciphertexts, and CP-ABE is more suitable than
KP-ABE for access control in cloud.

Nevertheless, some important problems have not yet been effectively solved.
1) Efficiency for attributes revocation is low. The change of user identity triggers
revocation of one or more attributes. His attribute key then should be revoked.
Meanwhile, those users who hold revoked attribute should update their private
key, and those ciphertexts with revoked attributes should be re-encrypted. 2)
Computational cost on encryption and decryption is high. The large amount of
computational cost on encryption and decryption can be a lot of consumption
of user’s resource.

Considering problems discussed above, we present an access control scheme
in which the computational cost on encryption and decryption is to be lower,
and design a flexible efficient attribute revocation method that can achieve both
forward security and backward security as well.

The main contributions of this work can be summarized as follows:

1) We propose an access control scheme which can realize fine-gained access
control for multi-authority cloud storage systems.

2) We design a direct cloud-aided attribute revocation method in which a user’s
attribute-set version key pair is designed. When a user’s attribute should be
revoked, an authority just needs to update his private key and attribute-set
version key stored in cloud server. In this case, an authority can revoke the
user’s attributes directly without updating other users’ keys or re-encrypting
ciphertexts encrypted with the revoked attribute.

3) We put forward a cloud-aided decryption method by which users are able to
deliver most of computational work to cloud storage server, and do pairing
operation only once, reducing the computational cost of decryption on each
user.

2 Related Work

Access control methods up to date include CP-ABE[1], [2], DAC-MACS[3], [4],
[5], HASBE[6], [7], [8], and so on. A number of works used CP-ABE to realize fine-
grained access control for outsourced data [9], [10], [11]. However, the efficiency
of computational cost and efficient revocation are open problem.

Yang et al.[3]proposed DAC-MACS (Data Access Control for Multi-Authority
Cloud Storage), an effective and secure data access control scheme with efficient
decryption and revocation. The scheme solved key escrow problem. However,
users were required to transfer their private keys to cloud for generating a de-
cryption token. The reveal of private keys increase the risk of security.

Hur et al.[12] put forward a novel CP-ABE scheme in which Two-party compu-
tation protocol was executed between Key Generation Center (KGC) and Data
Storage Center (DSC) to solve key escrow problem. Fine-grained user revocation
could be done by proxy encryption because of the selective attribute group key
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distribution on top of the ABE. However, the scheme incurred two shortcom-
ings: 1) The request of attribute revocation should not be issued by user. 2)
The addition of user or authority would result in all users’ keys updating and
ciphertexts re-encrypting.

Li et al.[13]established a patient-centric framework and a suite of mecha-
nisms for data access control to PHRs (Personal Health Record). The users in
the system were divided into multiple security domains. ABE as cryptographic
primitives was applied. A set of key-generation rules and encryption rules were
defined. Forward security and backward security were assured by Hash chain
technology and a time-related ticket. However, the work just applied to PHR
environment.

Bobba et al.[6]came up with CP-ASBE (Ciphertext Policy Attribute Set Based
Encryption) scheme in which user attributes were organized into a recursive set
and users were allowed to impose dynamic constraints on how those attributes
might be combined to satisfy a policy. The main contribution was due to se-
lectively allowing users to combine attributes from multiple sets within a given
key while still preventing collusion. Wan et al.[7]formulated HASBE (Hierarchi-
cal Attributes-set Based Encryption) scheme based on Bobba’s CP-ASBE. The
main contribution was construction of a full scheme.

Wu et al.[14]devised a novel MCP-ABE (Multi-message Ciphertext Policy
Attribute-Based Encryption) technique, and designed an access control scheme
for sharing scalable media based on data consumers’ attributes. The scheme
constructed a key graph which matched users’ access privileges, encrypts media
units with corresponding keys, and then encrypted the key graph with MCP-
ABE. Only those data consumers with the required user attributes could decrypt
the encryption of the key (sub) graph and then decrypt the encrypted media
units.

Müller et al.[15]explored the expression of access policy. The monotonic syntax
tree was proposed in which all inner nodes were labeled with either ∨ or ∧ and
the leaves represented either Boolean variables or the constant values ⊥. The
main contribution of this paper was the formation of access tree which could be
used to format the rules of key-generation, encryption and decryption.

Nuttapong et al.[16]presented the first Hybrid Revocable ABE scheme that
allowed owners to select on-the-fly when encrypting whether to use either direct
or indirect revocation mode. It combined best advantages from both direct and
indirect methods.

3 Our Access Control Scheme

3.1 Problem Statement

We focus on solving the efficiency problems of attribute revocation and decryp-
tion on each user.

A. The efficient revocation of a user’s attribute
It is extremely hard to revoke a user’s attribute in an efficient way. Considering
the following situation, when an executive of a company resigned, it would be
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unrealistic that all the data that he could access would have to be re-encrypted
immediately. He cannot decrypt the new ciphertexts that require the revoked
executive attributes to decrypt (Backward Security). Meanwhile, the new execu-
tive can decrypt the previously encrypted ciphertexts if he has proper attributes
(Forward Security). To ensure forward security and backward security, two re-
voking methods can be used: direct revocation and indirect revocation. Direct
revocation does revocation directly: the owner specifies the revocation list while
encrypting, and re-encrypts the ciphertexts on cloud which have been encrypted
with the revoked attributes. Indirect revocation updates keys for non-revoked
users and re-encrypts the ciphertexts encrypted with the revoked attributes.
However, it does not meet the practical application that direct revocation and
indirect revocation all result in re-encrypted ciphertexts en-crypted with the
revoked attribute. Thus, attribute revocation is an operation that requires ef-
ficient computation in an access control scheme to revoke a user’s attributes
immediately.

B. The efficient decryption on each user
It is another efficiency problem that the computational cost on the decryption
of users requires efficient computation in an access control scheme. Nowadays,
users might carry their lightweight terminals to operate their data in present
cloud storage systems. For this reason, the computational cost of decryption on
users must be reduced as much as possible.

We address the aforementioned problems in its entirety in this paper.

3.2 Threat Model

We assume that: 1) Certification is full trusted. 2) Authority and cloud storage
servers are semi-trusted.

Collusion attack. If user A and user B collude, they might decrypt the ci-
phertext by combining their attributes while either of them cannot decrypt the
sensitive data.

Data leakage. Unauthorized users illegally access the sensitive data, so can
cloud storage servers.

Revocation failure. Users revoked might decrypt the new ciphertexts en-
crypted with the revoked attributes. Users newly joined cannot decrypt the
previous ciphertexts even if they have proper attributes.

3.3 System Model

The system model (shown as in Fig. 1) consists of five entities: CA (a global cer-
tificate authority), AAs (the attribute authorities), owners (the data owners),
users (the data consumers) and cloud (the cloud server).

CA. It is a trusted certificate authority. All users register with CA, and get their
global public and private key pair, so do all authorities.
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Fig. 1. System Model Fig. 2. Framework

AAs. They are key authorities in charge of issuing, revoking, and updating
attributes for users according to their roles or rights.

Cloud . It accepts and stores ciphertexts sent from data owners, and provides
accesses for users. To decrease the users’ decryption cost, we turn over most of
decryption operations to cloud storage servers. What is more, the cloud storage
servers are responsible for updating version key when their attached attributes
are revoked.

Owners. They carry out AONT transform on the original data to cipher. From
generation matrix G created by AONT, some elements are extracted randomly
per line to form a new vector Ā which is to be encrypted by CP-ABE to CT.
Then the cipher and CT are transmitted to a cloud storage server.

Users. When users want to decrypt ciphertexts after retrieving from cloud, they
submit the mapping information of their private keys to cloud. Then, the cloud
server generates the mapping ciphertexts A, and sends it back to users. Users
recover the plaintexts according to A and their private keys.

3.4 Framework

As illustrated in Fig. 2, our access scheme consists of five parts: Initialization ,
Key Generation , Data Encryption , Data Decryption , and Revocation .

The algorithm InitialCA is run by CA. It generates global parameter param
and master key MK.

The algorithm SetupCA is run by CA. It generates a public key and private
key pair (PKAk

, SKAk
) for valid authorities. Likewise, it generates a public key

and private key pair (GPKut , GSKut) for valid users.
The algorithmKeyGen is run by AAs. It generates private key SKut,k, version

public key V PKut,k and version private key V SKut,k for each user.
The algorithm EncryptData is run by owners. It transforms the original data

to a piece of cipher, and forms a vector by extracting randomly elements from
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generation matrix G per line. Then, the vector is to be encrypted by Tree with
CP-ABE to CT. Then, owners send the cipher and CT to cloud.

The algorithm CalculateA is run by a cloud storage server. It takes as input a
user’s mapping information of his private key, version public key V PKut,k stored
in cloud and CT, and outputs the mapping ciphertexts A.

The algorithm DecryptData is run by user. It calls the algorithm CalculateA,
and computes the plaintext data M.

The algorithm UpdateKey is run by an authority. It computes new keys for
the user. Then, the new private key is issued to the user. Accordingly, the version
public and private key pair is recomputed, and the new version private key is
sent to the cloud storage server for updating.

3.5 Construction

Let G0 and G1 denote bilinear groups with the same prime order p. Let g be
generator of group G0. Let e : G0 × G0 → G1 be the bilinear map. Let H :
{0, 1}∗ → G0 be a hash function.

A. Initialization
Algorithm InitialCA gives the detailed description.

Algorithm InitialCA

input: λ;
output: param, MK;
1: CA chooses G0, G1 and H as global parameters param;
2: CA chooses random numbers a, b ∈ Z∗

P ;
3: MK1 ← e(g, g)a;
4: MK2 ← gb;
5: MK ← (MK1,MK2);
6: CA sends MK1 and param to owner;
7: CA sends MK2 and param to AA;

Let SA and SU denote the set of authorities and the set of users. Let |SA|
and |SU | denote the number of authorities and the number of users. Algorithm
SetupCA gives the detailed description.

B. Key Generation
Let Iut,k denote the attributes set of user ut issued by authority AAk. Algorithm
KeyGen gives the detailed description.

C. Data Encryption
Let G and M denote generation matrix and plaintext. Let M = (m0,m2, ...,

mn−1)
T . Let Cipher = (c0, c2, ..., cn−1)

T
. Let ST be a set of all attribute leaves

of an access tree. Algorithm EncryptData gives the detailed description.

D. Cloud-aided Data Decryption
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Algorithm SetupCA

input: param;
output: (PKAk , SKAk ), (GPKut , GSKut);
1: for k =1 to |SA| do
2: CA chooses a random number ak ∈ Zp;
3: PKAk ← ga−ak ;
4: SKAk ← gak−b;
5: CA sends SKAk to AAk by the key exchange protocol;
6: end for
7: for t =1 to |SU | do
8: CA chooses random numbers rt, ru ∈ Z∗

p ;
9: GPKut ← grt ;
10: GSKut ← gru−rt ;
11: CA publishes GPKut within the set SA;
12: CA issues GSKut to user ut by the key exchange protocol;
13: end for

Algorithm KeyGen

input: MK2, param, PKAk , SKAk ;
output: SKut,k, V PKut,k, V SKut,k;
1: AA chooses a random number vt ∈ Z∗

p ;
2: V PKut,k ← g−vt ;
3: V SKut,k ← gvt ;
4: AA sends V PKut,k to cloud by the key exchange protocol;
5: AA chooses random numbers r1, r2, ..., rj , ... ∈ Z∗

p for each attribute of user ut;
6: D ← MK2 · PKAk · SKAk ·GPKut ;
7: for λj ∈ Iut,k do
8: Dj ← grt ·H(λj)

rj ;

9: D
′
j ← grj · V SKut,k;

10: end for
11: SKut,k ← (D, {(Dj , D

′
j)}λj∈Iut,k

);

12: AAk sends SKut,k to user ut, and V SKut,k is stored locally;

Algorithm CalculateA gives the detailed description.
Let S be the set of attributes in the user’s private key. Fz denotes the result

of DecryptNodex run on his child z of node x. Ix denotes the set of children
of node x. The algorithm DecryptNodex is called from the root node R of
the access tree in a recursive way. Algorithm DecryptNodex gives the detailed
description.

After retrieving A and (Cipher, CT ) from cloud, user can call the algorithm
DecryptData to compute the plaintext M . Algorithm DecryptData gives the
detailed description.

The cloud cannot get Dj from D̂j because user’s global private key is un-
known. Meanwhile, the vector Ā can only be got by matching SKut,k to V SKut,k

and access tree. Generation matrix G can be reconstructed only when the vector
Ā is achieved.
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Algorithm EncryptData

input: MK1, param, G, M ;
output: (Cipher, CT );
1: Owner splits original data to fragments M ;
2: Cipher ← G×M ; //Owner transforms M to Cipher. To keep data confidentiality,

the generation matrix G used in AONT must be of full rank, and be randomly
generated for each run of AONT.

3: for i=0 to l − 1 do
4: Owner chooses a random number ri ∈ Zn and a random element gi,ri ∈ G;
5: Owner appends gi,ri to Ā;
6: end for
7: Ĉ ← Ā · e(g, g)a·s;
8: C ← gs;
9: for λi ∈ ST do
10: Ci ← gqi(0);
11: C

′
i ← H(λi)

qi(0);
12: end for
13: CT ← (T, Ĉ, C, {(Ci, C

′
i )}λj∈ST

);

14: Owner sends (Cipher,CT ) to cloud;

Algorithm CalculateA

input:
{
D̂j , D

′
j

}
λj∈Iut,k

, V PKut,k, CT ;

output: A;
1: for λj ∈ Iut,k do

2: D̂
′
j ← D

′
j · V PKut,k;

3: end for
4: A ← DecryptNodeR ;
5: Cloud sends A and (Cipher,CT ) to user ut;

E. Attribute Revocation
When the attribute λx,ut of user ut is revoked, AA chooses random numbers

v
′
t ∈ Z∗

p , v
′
t �= vt, and updates the user’s private key SK

′
ut,k

. Meanwhile, the new

version key pair (V PK
′
ut,k

, V SK
′
ut,k

) is updated. Algorithm UpdateKey gives
the detailed description.

4 Analysis

4.1 Security

A. Collusion Resistance
We consider that the private key of user up is SKup

t ,k
. Assume that the user uq

want to combine his private key with SKup
t ,k

. As a result, the user up achieves
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Algorithm DecryptNodex

input: S, CT ,
{
D̂j , D

′
j

}
λj∈Iut,k

;

output: DecryptNodex;
1: if the node x is a leaf of the access tree T then
2: Let λi be the attribute of the node x;
3: end if
4: if λi ∈ S then

5: DecryptNodex ← e(D̂i,Ci)

e(D̂
′
i ,C

′
i )
;

6: end if
7: if λi /∈ S then
8: DecryptNodex ← ⊥;
9: end if
10: if x is non-leaf then
11: i ← index(z);
12: sx ← {index(z), z ∈ Ix};
13: Fx ← ∏

z∈Ix

F
Δi,sx (0)
z ;

14: end if
15: if x is the root of the access tree then
16: Cloud outputs DecryptNodex;
17: end if

Algorithm DecryptData

input: SKut,k, Cipher, CT , A;
output: M ;
1: D̂j ← Dj · GSKut ; //The user ut attaches their global private key GSKutto the

part of attribute key;
2: The user ut sends (D̂j , D

′
j) to cloud, and gets (Cipher, CT ) and A;

3: D̂ ← D ·GSKut ;

4: Ā ← Ĉ·A
e(C,D̂)

;

5: The user ut reconstructs the generation matrix G;
6: The user ut computes the inverse matrix G−1;
7: The user ut computes the plaintext data by Cipher and G−1;

his new private key:

SKup
t ,k

=(D, {(Dj, D
′
j)}λj∈Iup

t ,k

∪ {(Dj , D
′
j)}λj∈Iuq

t ,k

)

=(ga · gr
p
t , {(gr

p
t ·H(λj)

rj , gr
p
t · gv

p
t )}λj∈Iup

t ,k

∪ {(gr
q
t ·H(λj)

rj , gr
q
t · gv

q
t )}λj∈I

u
q
t ,k

),

where rpt and rqt are random numbers chosen by CA for user up and uq re-
spectively. vpt and vqt are random numbers chosen by AA for different users
respectively.
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Algorithm UpdateKey

input: SKut,k, V PKut,k, V SKut,k;

output: SK
′
ut,k, V PK

′
ut,k, V SK

′
ut,k;

1: AA chooses a random number v
′
t ∈ Z∗

P ;

2: V PK
′
ut,k ← g−(vt−v

′
t); //AA computes user’s new version key pair.

3: V SK
′
ut,k ← gvt−v

′
t ;

4: AA sends V PK
′
ut,k to user cloud;

5: D ← ga · grt ;
6: for λj ∈ Iut,k\λx,ut do

7: D
′
j ← grj · gvt−v

′
t ;

8: Dj ← grt ·H(λj)
rj ;

9: end for
10: SK

′
ut,k ← (D, {(Dj , D

′
j)}λj∈Iut,k

\λx,ut
); // SK

′
ut,k is user’s new private key.

11: AA sends SK
′
ut,k to user ut;

To decrypt a CT , the algorithm CalculateA is run as follows:

Step1: ∀λj ∈ Iuq
t ,k

, D̂
′
j = D

′
j · V PKup

t ,k
= grj · gvq

t · g−vp
t .

Step2: ∀λj ∈ Iuq
t ,k

, DecryptNodex = e(D̂i,Ci)

e(D̂
′
i ,C

′
i )

= e(gr
p
u ,gqi(0))

e(gv
q
t
−v

p
t ,H(λi)

qi(0))
.

Because vpt �= vqt , the parameter s cannot be recovered by Lagrange’s inter-
polation method when DecryptNodex is run in a recursive way. That is, even if
the user colludes with another, he cannot get more rights.

B. Data Confidentiality
The plaintext data is transformed to Cipher, which is stored with CT in cloud
storage server. Owners encrypt the part of generation matrix, namely the vector
Ā. Only the user whose attributes meet access tree can decrypt CT to the vector
Ā. With the vector Ā, the user can recover generation matrix G, and work
out the inverse matrix G−1 to carry out the final calculation of the plaintext
M = Cipher · G−1. Unauthenticated users and cloud storage server cannot
recover the plaintext M even if they have got the tuple (Cipher, CT ).

C. On-demand Revocation
Our scheme enforces the attribute revocation immediately that can achieve both
forward security and backward security. When a user joins, CA issues his global
public key and private key pair (GPKut , GSKut). After that, the AA distributes
his private key SKut,k and version key pair (V PKut,k, V SKut,k). Because the
new user has a private key matching version key stored in cloud, he can decrypt
the previously published ciphertexts, only if his attributes meet access tree.
Meanwhile, our scheme can assure backward security. When a user’s attribute is
revoked, he fails to decrypt new ciphertexts with previous SKut,k, because the
version key is mismatched.
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4.2 Efficiency

A. Comprehensive Analysis
Table 1 shows the comparison between our scheme and two existing schemes.
Our scheme spends less computation cost than Hur’s on decryption on the user.
Compared with DAC-MACS, our scheme spends less computation cost on en-
cryption on the owner, and less cost on cloud-aided decryption. Most notably,
our scheme can revoke user’s attribute without updating other users’ keys or
re-encrypting ciphertexts.

Table 1. Comparison of computation cost

Hur’s scheme[12] DAC-MACS[3] Our scheme

Owner(Encryption) (2t + 2)exp (6t + 3) exp (2t + 2)exp

User(Decryption)
(k + logt) exp+

exp exp + pairing
(2k + 1) pairing

Cloud(Decryption) 0
NA · ((

IAk∑
k=1

(3pairing + exp))+ (k + log t) exp+

2pairing) (2k) pairing

Revo-
Revocation

User AA AA
applicants

cation
Key updating

Yes Yes No
of other users
Ciphertext

Yes Yes No
re-encryption

exp: exponent calculation. pairing: e(g, g). t: the number of attributes in access tree.
k: the number of attributes in user’s private key. IAk : the set of attributes issued by
AAk in ciphertext. NA: the number of AAk in ciphertext.

B. Storage Overhead
Table 2 summarizes the comparison results of storage overhead between previous
schemes and our scheme. In the comparison, our scheme achieves the lowest
storage overhead on each owner than previous schemes. We achieve the highest
efficiency of attribute revocation through sacrificing storage overhead on each
user and AAk.

In our scheme, the storage overhead on AAk consists of master key MK2, the
public key PKAk

of AAk, the private key SKAk
of AAk, the set of attributes

managed by AAk, and the public key GPKut of users ut. The storage overhead
on each owner comes from attributes issued by AAk and master key MK1.
The storage overhead on each user is composed of user’s global public key and
private key pair (GPKut ,GSKut) and attribute private key SKut,k. The tuple
(Cipher, CT ) and version key V PKut,k make the main storage overhead on the
cloud storage server.

5 Simulation

We simulate the computing time of revocation, which shows that our scheme
incurs less computation cost when the attribute of a user is revoked.
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Table 2. Comparison of storage overhead (|p|)
Owner User AAk Cloud

Hur’s scheme[12] 2NA +
NA∑
k=1

na,k 1 + 2
NA∑
k=1

na,k,ut na,k + 3 2 + 2t

DAC-MACS[3] 3NA + 1 +
NA∑
k=1

na,k 3NA + 1 +
NA∑
k=1

na,k,ut na,k + 3 3 + 3t

Our scheme 1 +
NA∑
k=1

na,k 3 + 2
NA∑
k=1

na,k,ut na,k + 3 + nut,k 3 + 2t

na,k: the number of attributes managed by AAk. na,k,ut : the number of attributes is-
sued by AAk to user ut. |p|: the storage overhead of a element in group G. nut,k: the
number of users managed by AAk .

The simulation is finished on an OpenSUSE system with an Intel Core 2 CPU
at 2.8GHz and 1GB RAM. The Pairing-Based Cryptography library (PBC) is
used to simulate in coding. α is chosen as elliptic curve, 160 bit as group order,
and 512bit as field size. Let n u denote the number of involved users. Let n c
denote the number of ciphertexts encrypted with the revoked attribute. Let
n attr c denote the number of attributes in each ciphertext. Let n attr k denote
the number of attributes in the revoked user private key. Times in Fig.3 are the
mean of 100 trials to avoid the results of accidents.

We compare the computation efficiency of revocation. Assume that the revo-
cation time consists of three parts: computational time on AA, computational
time on each user, and computational time on each ciphertext. Fig.3(a) describes
the comparison of revocation time versus the number of involved users, where
n c, n attr c and n attr k are all set as 20. Fig.3(b) gives the comparison of
revocation time versus the number of ciphertexts encrypted with the revoked
attribute, where n u, n attr c and n attr k are all set as 20. Fig.3(c) shows the
comparison of revocation time versus the number of attributes in each ciphertext,
where n u, n c, and n attr k are all set as 20. Fig.3(d) describes the comparison
of revocation time versus the number of attributes in the revoked user private
key, where n u, n c, n attr c are all set as 20.

Fig.3(a) shows the revocation time is linear to the number of involved users
in DAC-MACS[3]. Fig.3(c) and Fig.3(d) show the revocation time is linear to
the number of attributes in each ciphertext or the number of attributes in the
revoked user private key respectively in Hur’s scheme[12]. Our scheme spends less
time because the revocation of user’s attribute just needs to update his SKut,k

and V PKut,k without updating other users key or re-encrypting ciphertexts.

6 Conclusions

We construct an access control scheme based on CP-ABE in cloud storage. In this
work, the computational cost of encryption is lower, and the main computation
of decryption is transferred to the cloud server. We also design an attribute
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(a) n c=20; n attr c=20; n attr k=20 (b) n u=20; n attr c=20; n attr k=20

(c) n u=20; n c=20; n attr k=20 (d) n u=20; n c=20; n attr c=20

Fig. 3. The comparison of revocation time

revoking method with version key so that both forward security and backward
security are achieved. Meanwhile, the scheme can resist collusion of users and
the problems due to key escrow. However, the scheme does not consider the
collusion between AAs and users. That is to say, a user can get permission if he
colludes with AAs.
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Abstract. Future network research for replacing the current network is
becoming more and more imperative, since traditional TCP/IP network
is showing numbers of shortcomings such as address depletion, scala-
bility and security issues. Meanwhile, VM migration technique is cru-
cial in cloud computing. FIA (Future Internet Architecture) projects are
supported by US NSF in 2010 for future Internet design. Among the
projects, XIA is the one which complies with clean slate concept thor-
oughly, discarding TCP/IP protocol stack. Unfortunately, its discussion
on VM migration technology is imperfect. This paper is an experimental
study aims at verifying the feasibility of VM migration over XIA. The
procedure is managed by a migration control protocol which meets the
characters of XIA. An elementary self-adaptive mechanism is introduced
to maintain connectivity of VM and service connection states, which is
also beneficial for VM migration in TCP/IP network. Evaluation results
show that our solution can support live VM migration in XIA effectively
with services uninterrupted.

Keywords: XIA, VM migration, chunk, self-adaptive, downtime.

1 Introduction

Internet is indubitably one of the most useful tools in our daily life. Developed
based on TCP/IP protocol, Internet has achieved great flourish not only because
of large quantity of applications, but also various kinds of media accessing to it.
Network at present is exposing more and more serious issues such as the short-
age of addresses, difficulties on scalability, mobile device mobility and security
threats. This leads to the development of future network design.

US NSF supported five FIA (Future Internet Architecture) projects in 2010.
Among them, XIA [1] is the one which aims at getting rid of TCP/IP concepts.
Thus, it does not suffer from the shortage of IP addresses. Network, host, service
and content can be abstracted as principals in XIA. New principal types can
be defined for special use, even if the network can’t natively support the new
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function [2]. Network address is expressed by DAG (Directed Acyclic Graph),
which is flexible for addressing. Each node in the DAG represents a principal
type respectively. In addition, fallback path allows communicating entities to
choose an alternative action if intent node is unreachable. Name service runs on
a name server host for address management, which providing a mapping from
human-readable names to DAGs.

Virtualization is necessarily one of the key technologies in cloud computing,
which allows to run multiple operating systems on a single platform. This can
help to raise the working efficiency of expensive computing resources on a phys-
ical host, especially CPU cycles and memory space. Data centers can achieve
load balancing, host maintenance, energy management, network resilience [3] or
disaster recovery [4] by migrating VMs.

Extensive research has been carried out on shared-storage VM migration [5],
such as NFS (Network File System). But the fact is that shared-storage VMs
cannot be applied in all scenarios. For example, a user may not necessarily access
to a specific data center permanently [6]. If a shared disk is configured for his VM
through network, QoS would be affected greatly by abnormal latency. Therefore,
we propose full migration, during which virtual disk is transferred as well as CPU
and memory content. Fortunately, it is well supported in QEMU-KVM.

KVM (Kernel-based Virtual Machine) is a piece of software frequently used in
research fields. KVM module is often integrated in the kernels of common Linux
distributions. Kernel modules in Linux OS cannot be controlled directly users
and this is the task of QEMU. QEMU is also a piece of open-source virtualization
software and is adopted as a management tool in user space.

Total migration time and downtime [7] are two of the main parameters that
should be taken into consideration for VM migration. Total migration time refers
to the total time needed to move a VM from one host to another. Downtime
indicates the period of time when VM is not running and application degradation
is perceived by user. In future Internet, total migration time and downtime would
be affected by the new characters, such as new methods for addressing and data
transmission.

In this paper, we present VM migration primarily based on XIA network.
We firstly design VM migration platform in two different environments of XIA,
namely in a single AD (Administration Domain) and between ADs. Since VM
migration over XIA network is quite different to that over TCP/IP network, we
adopt a VM migration control protocol to manage migration procedure. More-
over, a current-network based self-adaptive mechanism is introduced to keep all
the hosts and VMs communicating normally. Functions of this mechanism in-
clude perceiving VM’s mobility, propagating new location address messages and
recovering all the traffic of VM. We achieve to conduct VM migration over XIA
with the control protocol and self-adaptive mechanism presented.

The rest of this paper is organized as follows: In Section 2 and 3, we dis-
cuss the motivation for this research and the related works. We demonstrate
migration control protocol and self-adaptive mechanism in Section 4. After that,
we introduce the VM migration system design and processing modules in
Section 5. Section 6 further discusses the experiment results and evaluates
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migration performance. Section 7 concludes this paper and list some special
issues leave for future research.

2 Motivation

Virtualization technology is generated to make a full use of computing resources.
Thus, it is still necessary for maintaining unified management of various cloud
computing platforms, even in future data centers. In addition, virtualization is
also beneficial to keep user diversity and application isolation. Therefore, virtual
machine and its migration technique will be in existence for a long period of
time in the future.

As a typical application in future networks, VM and migration technique also
should be well supported in XIA. There are many research about VM migration
over traditional TCP/IP network, but few of them are related to future Inter-
nets. Therefore, we try to conduct VM migration over future Internet project
XIA. Firstly, it can test whether VM migration can be well supported in XIA
network. Secondly, in contrast to the technologies used in TCP/IP network, we
can find out what is needed in XIA to achieve the goal. The solutions can also be
introduced into VM migration over TCP/IP, getting rid of the mechanisms such
as tunnels or agents that are often used. Our research results may be a reference
for XIA research community and a contribution to future network design.

3 Related Work

Most recent research on VM migration is dedicated in studying the principles of
VMmigration. In general, VMmigration method can be classified as pre-copy [8],
post-copy [9]. There are also optimizations based on pre-copy algorithms, such
as transferring bitmap [10] or log file [11] of dirty pages, delaying hot pages’
delivery to the last round [12] to minimize the number of pages that are being
transferred.

For VM migration prediction and strategy, migration can be triggered by the
access time of network file [13] or determining whether the total transmission
time exceeds a specific threshold [14]. [15] proposes to choose a server that needs
to be migrated in order to reduce downtime and energy consumption. Other
parameters like CPU, memory size, bandwidth [16] and throughput [17] are also
introduced in migration prediction and decision.

Lots of research has been carried out in TCP/IP network to solve the problem
of service interrupt when VM migration occurs in WAN. They can be classified
into two categories. One is based on the concept of mobile IP. [18] presents to
build a tunnel between former address and the new address in order to keep
all the communications that have been established before. Besides, dynamic
DNS is utilized to record address update and provide new address to clients.
Network agents [19] are presented to be set in both source and destination subnet
with ARP agents maintained on them. ARP agent in source subnet broadcast
unsolicited ARP messages to advertise its new location. But the limitation is
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that application users should also be located in source subnet, otherwise, they
cannot receive ARP messages. Mobile IPv6 is adopted in [20], one obvious benefit
is that hosts supporting Mobile IPv6 can bypass the tunnel and connect to VM
through route optimization mode.

The other is a method based on overlay network. In [21], the source and
destination network of VM migration procedure are repartitioned into the same
VPN. ARP message can be forwarded at VPN level to update Ethernet switch’s
mappings at both sites. This will help to redirect network connections to the
VM’s new location. In ViNe [22], hosts can be addressed by virtual network
addresses first. Overlay network method requires virtual network establishment
before migration occurs. Virtually, VM migration event is triggered by particular
factors, virtual networks have to be reorganized each time since the source and
destination network is not fixed.

Seldom research has been carried out talking about VMmigration technologies
over future Internet architectures. Therefore, it is contributory for us to present
VM migration research on XIA. It is actually contributive for future network
design.

4 Control Protocol and Self-adaptive Mechanism

Two basic issues should be taken into consideration when conducting VM mi-
gration in a new network. One is how to deliver the migration data and the
other is to keep VM’s service connections. On one hand, CHUNK is introduced
to be a way for data transmission in XIA. Data sender would not deliver chunks
directly to receiver in a session. It first tells receiver the CIDs of chunks and
then the receiver starts to request for data according to the CIDs. We present a
VM migration control protocol to manage this procedure.

On the other hand, in implementation of VM migration in WAN, the VM will
get unreachable after being migrated to destination subnet. There are mainly
three challenges. Firstly, the IP address obtained before migration belongs to
the source subnet and can’t be recognized in new subnet, even the destination
host which the VM lies on can’t be aware of VM’s existence. Secondly, even if
a new address is acquired, it is hard to get the new address propagated to the
whole Internet. Establishing the relationship between the obsolete address and
the new one is also difficult. Thirdly, communications related to the migrated VM
should be recovered. Additionally, connections that are set up afterward must be
routed to the right location. In our pre-experiments, we find that similar issues
exist in VM migration in XIA network. Analogically, we introduce self-adaptive
mechanism to solve the problem.

4.1 VM Migration Control Protocol

The control messages are delivered by STREAM because it is simple and reliable.
Fig. 1 shows the process of data transmission. The destination node first start
a stream socket and bind it to a migration service. It runs in listening state,
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Fig. 1. Detailed working process of VM migration control protocol

waiting for connection of migration data sender host. After connection is set
up, the source host (sender) will notify the destination host (receiver) of chunks
CIDs. The destination host will construct messages to request for these chunks.
The receiver then acknowledges for this round of transmission if the data are
check out to be correct. The procedure is repeated till nothing to be delivered.
When it comes to the end of migration, a “DONE” message will be sent out to
announce the termination of VM migration.

4.2 Self-adaptive Mechanism

We present self-adaptive mechanism after VM is resumed on destination host.
In order to solve the problems above, self-adapt procedure mainly focuses on
three aspects, namely, mobility perception, new location notification and traffic
redirection.

Mobility Perception: One basic precondition to complete VM migration pro-
cedure and recover all the traffic is that the mobility of VM should be detected
in time. A general solution is to intercept and capture signals from the hypervi-
sor when particular event occurs. A simple alternative strategy can be to make
aware of mobility by notifications from migration sending or receiving processes.
This goal can be achieved conveniently in XIA. The router inside an AD broad-
cast messages periodically which contain identifiers of the AD and router, and
the location of name service. Any hosts that receive these broadcast packets can
easily determine which administrative domain they belong to at present.

New Location Notification: Address in XIA is expressed by DAG and a
common form is depicted in Fig. 2. This structure is constructed with nodes
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Fig. 2. An example of DAG form address (src indicates a virtual source of DAG. AD
is a 160-bits number identifying an administrative domain. Similarly, HID and SID are
160-bits identifiers presenting a host or a service.).

representing different principal types, so it is convenient in re-construction. The
AD number will be changed when a virtual machine is migrated to a new AD,
and a new DAG form address should be re-registered to name service as soon as
mobility is detected. Additionally, since a router is to manage the AD it locates
in, the new migrating virtual machine should also make itself noticed by the
gateway router in the destination AD and the router will append its routing
table with an entry directing to the VM.

Traffic Redirection: Most of the research that studying live VM migration in
WAN adopt agents on source host and tunnels between agent and VM. Neither
agents nor tunnels are needed when it comes to XIA because of its particular
characteristics. IP address is no more used for addressing in XIA. Bytes filled in
either source or destination address field of XIP layer header is DAG instead.
Lastnode field in XIP header stores an identifier that indicates the node in DAG
which is last processed. When a router receives a packet, it checks the lastn-
ode field first and then processes the nodes afterward. Routing is determined
according to the next node in the DAG.

In order to keep up communications after migration, we can take some mod-
ifications to the routing tables of routers on the migration path. VM’s DAG is
changed after VM is migrated to another AD, but application clients still use
the original DAG for transmission. All the packets to VM will first go to source
AD. Thus, we just have to change the next-hop field of VM’s HID entry to make
the path direct to new location of VM. If a router in source AD receives a packet
whose destination address is VM’s obsolete DAG, it will direct that packet to
the next router which is nearer to destination host. Though the information of
AD is invalid when a VM is migrated, packets directing to the VM are still able
to be delivered correctly according to HID routing entries.

Besides, when a VM is running on source host, a HID entry is added into
it with host’s HID as destination and next-hop address. Similarly, there is also
an entry directing to HID VM in source host’s routing table. This will lead to
trouble as both of the entries can’t get modified automatically and packets will
be routed incorrectly. Therefore, these two entries should be deleted in order to
keep connectivity between source host and migrated VM, both in intra-AD and
inter-AD migration.
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(a) Intra-AD (b) Inter-AD

Fig. 3. VM migration testbed design in XIA network, (a) is the testbed in single AD
and (b) is a typical testbed for VM migration between different ADs

5 System Establishment

5.1 Testbed Design

The XIA prototype runs on top of the software router click [23] designed in MIT.
Common routers in TCP/IP network can’t be recognized by XIA prototype
because of the different protocol formats. As a solution, there are at least two
modes that can be chosen from by each machine, that is, to be a host or a router.
Multiple network interface cards are needed when a physical machine runs as a
router and then it can process and route packets that supporting XIA protocol.

Name service is necessary for hosts’ dynamic deployment. Any host can run
as name server and provide global name resolution service. When the addresses
of hosts or services are changed, they will be registered to name server.

Our goal of the research can be defined as four rules which is named as “four
any”, that is, virtual machines can be deployed on any physical hosts in the XIA
network, VM can be migrated to any host, name service can run on any host in
the network and any of the applications should not be interrupted during VM
migration. It means that any of the virtual machines in the environment can be
migrated at any time, assuming that security is guaranteed.

AD is introduced in XIA for network management. A VM in different AD will
obtain different addresses since the AD number is changed. Therefore, inter-AD
VM migration is more complex than intra-AD VM migration in XIA, just as
that in TCP/IP network. We propose two VM migration testbeds, in single AD
and between ADs, concerning the issue of whether DAG has to be changed.

Fig. 3a shows the testbed of VM migration in single AD. HOST A, HOST B
and HOST C represent the source host, destination host and client host respec-
tively. HOST VM depicted in dashed box denotes the virtual machine running
on source host before migration. Besides, name service runs on HOST A be-
cause it can be put on any of the hosts. ROUTER 1 indicates the XIA router in
this AD, routing and forwarding packets. In Fig. 3b, the topological structure
is partitioned into two independent ADs and each XIA router manages its AD
respectively. Name service still runs on HOST A. All the hosts or services can
register their DAG-style addresses to name service.
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Fig. 4. Data flow between different modules for exec mode VM migration

5.2 Migration Control Modules

Our virtual machine migration platform in XIA network is set up based on the
now available virtualization product, so the techniques can be versatile for other
network types. We choose KVM as the hypervisor mainly because it can support
full migration (storage migration) effectively. We do not focus on iteration phases
during migration or factors that trigger migration. Therefore, we don’t have to
modify the source code of QEMU-KVM. This is beneficial for the now popular
virtualization product to be blossom in the coming future when future networks
such as XIA takes the place of TCP/IP. Fig. 4 shows the relationship of migration
processing modules.

Migration Data Sending and Receiving: Tcp and exec are two common
ways utilized in KVM for migration. Tcp mode is designed primarily for VM
migration in TCP/IP network, its application interfaces are well designed and
can be used directly. In exec mode, migration data are read and sent to standard
I/O, while on the receiver side KVM obtain data from the standard I/O and
then reload the virtual machine, no matter how data are transferred.

Data Delivery: Three data transmission methods are provided in XIA, they
are STREAM, DGRAM and CHUNK. STREAM is connection oriented and
provides reliable transmission, just as TCP in current TCP/IP protocol stack.
Correspondingly, DGRAM is a connectionless mode like UDP. Idea of CHUNK
is widely adopted in content-centric future internet architectures, especially in
XIA and NDN. Data transmitted are divided into chunks and chunk is regarded
as a transmission unit. CID of a chunk is obtained by hash of the whole content
block, so it can get self-verified. Besides, network traffic is well controlled because
each transaction is originated by the data receiver; the sender just needs to put
the data that are required into content cache.

CHUNK mode is quite reliable because of its error control and traffic control
mechanisms though it is connectionless. Considering the advantages of CHUNK
in future network, we employ it in VM migration procedures in XIA. Migration
sending process acquires chunks from standard I/O and delivers them. Then the
migration receiving process accepts the chunks and writes them into standard
I/O. The details of chunk mode data transmission procedure and the control
protocol for VM migration management has been introduced in Section 4.1.
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Migration Test and Verify: We propose to run applications in VM during
migration so as to determine whether the migration procedure is live or not.
Since the VM and all the hosts are configured with XIA network environment,
traditional applications cannot work efficiently. Therefore, a calculation appli-
cation (denoted as Cal in tables) is introduced during VM migration which is
developed by using API functions provided by XIA. A calculation server runs
in the migrated VM, calculating and verifying Goldbach conjecture (every even
number can be expressed as a sum of two prime numbers). A client process runs
on the client host, acquiring the results and printing them to screen.

Ping is a common but effective tool used for testing network connectivity
in TCP/IP network. It can also be utilized to measure migration downtime by
sending ICMP messages to VM periodically. We propose to use xping provided in
XIA prototype to achieve the function of ping. For example, if the time interval
of xping packets is set as Δt and n packets are dropped during the time when
VM is shutdown, we can get informed that downtime is n ∗Δt with deviation
of Δt, that is, the downtime measured is (n± 1) ∗Δt. It can be quite accurate
if value of Δt is small enough.

6 Implementation and Evaluation

We carry out virtual machine migration over XIA network with the testbeds
depicted in Section 5. With the evaluation results, we can easily get to know
the deficiencies of our design and improve our work in next phase. Kernel-based
Virtual Machine (KVM) is chosen as virtual machine hypervisor, with QEMU
as a management tool. Full migration is proposed to the VM is configured with
4GB virtual disk and 640MB physical memory. The hosts are configured with
Intel core I3 processor and 8GB RAM. Computers with multi network interface
cards are used as XIA routers which are different from traditional routers. All the
physical hosts and virtual machines are running Linux systems (Ubuntu 12.04)
with kernel version 3.5.0. XIA prototype source code package can be obtained
from Github. The latest version so far is v1.1.

6.1 Comparison of Migration Modes

Data are delivered by TCP connections when QEMU-KVM runs tcp as default
mode for migration. In contrast, the method for data transmission can be self-
defined by users in exec mode. Tcp mode cannot be adopted here since TCP
connection is not supported in XIA, even though it costs shorter migration time.
We choose to get KVM migration run in exec mode. First of all, it is necessary to
compare migration performance in tcp and exec mode so as to get the discrepancy
between them. We conduct exec mode data transmission in TCP/IP network by
calling SOCK STREAM sockets and APIs. Two kinds of workload as follows are
introduced in our experiment, which are widely used in network research areas.

Dbench: an open source benchmark tool to generate I/O workloads, simulating
a variety of real file servers. We choose it as an I/O intensive application.
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Netperf : a benchmark that can be used to measure the performance of many
different types of networks. Here we introduce it just to be a workload inside VM.
It does not communicate with clients because of limitations of future network.
It can also be regarded as an I/O application.

Fig. 5. Total migration time and downtime of two migration mode (tcp and exec)

Fig. 5 shows the total migration time and downtime in VM migration. VMs
are migrated in two modes with different working load in them. We can get con-
clusions from comparison that total migration time and downtime will increase
obviously if we use exec mode for migration, especially downtime. Besides, down-
time of migration is influenced by different kinds of applications, which will be
discussed in Section 6.3. As a self-defined method, the throughput is slightly
lower than that of tcp mode intrinsically provided in KVM. Thus, migration
method selection affects the performance. Difference on total migration is little,
but is quite huge on downtime. The discrepancy can be 0.6 to 0.8 second for the
two ways. We conduct exec mode VM migration over XIA comparing to that
over TCP/IP network.

6.2 Connectivity Test

We test VM migration in exec mode over both TCP/IP and XIA networks.
Processing programs is required for data sending and receiving with TCP/IP
sockets provided in network. A calculation service always runs in the VM that
are being migrated for connectivity test. We just have to take one application
as a typical example for connectivity test because VM will be unreachable in
WAN, no matter which kind of workload it takes along.

First of all, the service runs in VM never get interrupted during the whole mi-
gration procedure. Xping that sending ICMP packets to the mobile server drops
packets during downtime but recovers soon after VM’s resuming on destination
host. Both connection-oriented and connection-less service communications can
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Table 1. Performance of VM migration in different networks

Intra-AD Inter-AD
total time downtime total time downtime

TCP/IP 6.5 min 1 s - -
XIA 14 min 1.2 s 15 min 1.2 s

be recovered during VM migration, even without agent or tunnel mechanisms
used for network recovery in WAN.

Total migration time and downtime of above experiments are demonstrated
in table 1. We can conclude that full VM migration in LAN of TCP/IP network
takes the least total migration time and downtime. When it comes to WAN, the
VM and its services are all inaccessible after it has been moved to the destination
subnet. The migrated VM has kept the original IP address and this can’t be
recognized in different subnet.

In our experiments, VM migration can be achieved in XIA network success-
fully though the performance isn’t so good. Downtime is about 0.2s longer than
that in TCP/IP while total migration time is about twice longer. The long time
is caused by chunk cache mechanism in XIA routers. Chunks that are passing
through a router would be cached for future use. The router will search its cache
when a chunk request comes and it will deliver this chunk to client if found, or it
will continues to forward this request. Thus the time cost for chunk search will
sharply increase chunk transmission time. It can also reduce network through-
put to some extent. We have implemented some modifications on chunk cache
algorithms in XIA, that is, to release the first chunk in the cache table. Actually
it turns out to reduce total migration time and downtime by a large margin.
Lots of effort should be made for performance optimization in XIA.

6.3 Workload Test

Both of intra-AD and inter-AD VM migrations are implemented with different
workloads. We also try to move the VM from one host to another and then back
to source site without rebooting so as to match the goal of “four any”. Two
different routing table modification methods are tested in inter-AD migration.
Total migration time and downtime are shown in table 2 and 3 (s : source host,
d : destination host).

Calculation application is a workload both CPU-intensive and network-
intensive because it calculates results and delivers the data rapidly. Netperf and
dbench are I/O intensive ones. We can conclude from the results that network-
intensive workload affects total migration time of VM migration most in XIA.
Migration of VMs with I/O intensive workloads suffers longer downtime.

We can find that total migration time decreases slightly when the VM is
moving back to the source host. This is mainly caused because of cache hit that
has been stored in former rounds of transmission. But the downtime increase
a lot during this procedure. We know that the content delivered in the final
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round is mainly CPU information and hot pages (the pages that are modified
frequently). These content chunks have a small chance to be cached on path. But
time is still spent on cache search procedures in routers. So the downtime for
VM’s moving back turns to be much longer. We also find that large quantities
of memory and CPU rate are occupied after migration and this will reduce the
processing speed of OS. This is another factor that affects downtime, especially
when VM is moving back. The factors that cause resources unreleased will be
analyzed in our future works.

We also come up with two routing table modification schemes in inter-AD
migration. One is chained mode that modification command starts directly from
the source host to the router in destination AD. Routers on the path should add a
routing entry leading to HID VM and then pass the command to next-hop router
when it receives a modification command. The other is method of aggregation,
which means that routing table modification is achieved cooperatively by the
command sent from source host and the announcement from the resumed VM.
In this procedure, routers on path still finish the task of adding entry and passing
command. The difference is that the routing entry on destination AD router is
modified according to the information sent out from the resumed VM.

In contrast, the chained method performs better than the aggregationmethod.
In aggregation mode, the routing table entry in the destination AD router is
modified after VM is resumed, leading to longer downtime measured. Assume
that there are k routers between source and destination AD routers, the time
spent on routing table modification is t1 for each router and the time period
form VM’s shutdown on source host to its resume on destination host is t0.
Furthermore, if time t2 is cost for the migrated VM to perceive its mobility
and the time for passing a command to next-hop router is t3. Then the total
amount of downtime measured for chained method should be Td1 = max{(k +
2)t1 + (k + 1)t3, t0} and the downtime of aggregation method can be expressed
as Td2 = max{(k+1)t1+kt3, t0+ t2+ t3}. Actually Td2 will be greater than Td1

because the time for mobility perception (t2) is quite long.

Table 2. Intra-AD VM Migration performance in XIA with different workload

Total time Downtime
s->d d->s s->d d->s

Cal 863 s 847 s 1.0 s 2.9 s
Dbench 722 s 718 s 1.2 s 3.3 s
Netperf 726 s 745 s 1.6 s 4.1 s

Table 3. Inter-AD VM migration performance with two self-adaptive methods

Chained method Aggregation method
Total time downtime Total time downtime
s->d d->s s->d d->s s->d d->s s->d d->s

Cal 901 s 888 s 0.8 s 2.8 s 897 s 878 s 0.8 s 3.2 s
Dbench 775 s 750 s 1.1 s 3.2 s 755 s 751 s 1.5 s 3.6 s
Netperf 773 s 762 s 2.1 s 3.6 s 776 s 765 s 1.7 s 4.2 s
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7 Conclusion and Future Work

This paper designs experimental testbeds in future Internet prototype XIA for
VM migration. Data are transmitted in chunks and this procedure is managed
by a migration control protocol. We then introduce a self-adaptive mechanism
in order to solve the application interruption problem after migration, especially
for migration between ADs. All the traffics directed to VM can be recovered even
if they are still using original VM addresses. Evaluation results show that VMs
can be moved in XIA networks successfully without application interruption.
Performance represented by total migration time and downtime is compelling
but needs further optimization.Another research point is migration strategies
such as load balancing. It is an interesting topic in VM migration.
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Abstract. Cloud backup systems leverage data deduplication to remove
duplicate chunks that are shared by many versions. The duplicate chunks
are replaced with the references to old chunks via deduplication, in-
stead of being uploaded to the cloud. The consecutive chunks in backup
streams are actually stored dispersedly in several segments (the storage
unit in the cloud), which results in fragmentation for restore. The seg-
ments that are referred will be downloaded from the cloud when the
users want to restore the chunks of the latest version, and some chunks
that are not referred will be downloaded together, thus jeopardizing the
restore performance. In order to address this problem, we propose a near-
exact defragmentation scheme, called NED, for deduplication based cloud
backups. The idea behind NED is to compute the ratio of the length of
chunks referred by current data stream in a segment to the segment
length. If the ratio is smaller than a threshold, the chunks in the data
stream that refer to the segment will be labeled as fragments and written
to new segments. By efficiently identifying fragmented chunks, NED sig-
nificantly reduces the number of segments for restore with slight decrease
of deduplication ratio. Experiment results based on real-world datasets
demonstrate that NED effectively improves the restore performance by
6%∼105% at the cost of 0.1%∼6.5% decrease in terms of deduplication
ratio.

1 Introduction

Cloud backup is an important application of cloud storage service. Stefan et al.
[9] proposed a data backup system, called Cumulus. Cumulus is a cloud backup
system with high portability by only using four basic cloud storage interfaces
(GET, PUT, LIST, DELETE) to manage data in the cloud. YuruBackup is
a cloud backup system that uses fingerprint servers to obtain highly-efficient
deduplication and explores a highly scalable architecture for fingerprint servers
to cope with increasing number of clients [12]. Dropbox is a file synchronization
tool based on Amazon S3 and it is one of the world’s most popular cloud storage
applications. In addition, there are many other cloud backup systems, such as
Jungle Disk, Brackup.
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Some cloud backup systems are designed under a thin cloud assumption that
the remote data center only provides minimal interfaces (i.e, uploading and
downloading complete files). Cumulus [9], Brackup, YuruBackup [12] and Du-
plicity are this kind of system. The thin cloud design ensures that the systems
are able to back up data to almost any remote storage. We focus on the restore
performance of thin cloud based backup systems in this paper.

In order to improve the backup speed and reduce the storage space, the backup
systems employ data deduplication [9], [12] and delta compression [11] due to
their salient features of data compression performance. Only deduplication is
discussed in this paper. In the backup process, the input chunks are duplicate
detected, and duplicate chunks will not be written to the cloud. Instead, the
system only keeps references to the stored chunks. Through deduplication, only
new chunks will be written to segments and uploaded to the cloud. Therefore,
deduplication improves storage utilization and saves backup time for thin cloud
based backup systems.

In practice, the deduplication possibly causes degradation of restore perfor-
mance. Deduplication removes duplicate chunks and keeps references to old
chunks stored in the cloud. The deduplication leads to logically consecutive
chunks in a data stream not being consecutively stored in segments (the storage
unit in the cloud). Some referred segments contain lots of chunks that are not
referred by the data stream. If the length of chunks referred by a data stream
in a segment is smaller than a threshold, the chunks of the data stream that re-
fer to the chunks of the segment are fragments. To restore these fragments, the
segments that contain them will be downloaded. Chunks that are not referred
in these segments will be downloaded together. But these chunks are useless for
the restore and lengthen the restore time, since the segments are downloaded
through WAN and the speed of segments reading is much faster than that of
segments downloading. The bottleneck in restore is the segments downloading
process. Thus the fragments exacerbate the restore performance.

Several defragmentation schemes were proposed to improve restore perfor-
mance of deduplication based backup systems, such as Capping [5], CFL [6]
and CBR [4]. However, they are designed for defragmentation in deduplication-
based traditional backup systems. After defragmentation, every duplicate chunk
obtains a defragment state, “fragment” or “not fragment”. Existing schemes
can not guarantee that the duplicate chunks that refer to one segment are in
the same state. Some duplicate chunks referring to the chunks of one old seg-
ment are possibly determined as fragments and rewritten to new segment. Mean-
while, others are not fragments and keep reference to chunks of the old segment.
For restoration, both new segments and the old segments will be downloaded.
The fragments will be downloaded twice. Existing schemes mistakenly identify
some duplicate chunks to be fragments, and it incurs two main challenges: (1)
cloud storage space will be wasted and thus the backup cost will be increased;
(2) the backup time will be significantly extended in a low-bandwidth network
environment.
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In this paper, we propose a near-exact defragmentation scheme for deduplica-
tion based cloud backup (NED). It computes the ratio of length of chunks referred
by current data stream in a segment to the segment length. If the ratio is smaller
than a threshold, the chunks in the data stream that refer to the segment will
be labeled as fragments. Thus, the duplicate chunks that refer to a segment will
get the same defragment state. If a segment is referred by a fragment, the seg-
ment will not be downloaded when the data stream is restored. No chunks will
be downloaded twice. Compared with existing defragmentation schemes, NED
is able to rewrite fewer chunks than existing schemes while achieving near-exact
restore performance of cloud backup system without deduplication. In addition,
we need to upload smaller amount of data to the cloud than existing defragmen-
tation, which helps save backup time and storage space.

The rest of this paper is organized as follows. Section 2 presents the previous
work of improving restore performance of deduplication based backup system.
The background and motivation of our work are proposed in section 3. In sec-
tion 4, we present design and implementation of NED. Section 5 presents and
discusses the experiment results of NED. Finally, section 6 concludes the paper.

2 Related Work

Researchers have proposed some schemes to improve restore performance in
deduplication based storage systems. These schemes are divided into two cate-
gories according to the principles, “defragmentation” and “deduplication”. iD-
edup [7], CFL [6], CBR [4], and Capping [5] are “defragmentation” schemes that
aim to identify and rewrite the fragments. CABdedup [8] is a “deduplication”
scheme, and it employs data deduplication in the restore process.

iDedup is a deduplicaiton solution for primary workloads which are latency-
sensitive. iDedup efficiently reduces the latency of deduplication, but it is not
appropriate for cloud backup because it rewrites too much data and cloud backup
workloads are not latency-sensitive in the deduplication stage.

CFL-SD selectively deduplicates the input chunks based on chunk fragment
level (CFL) to improve restore performance. CBR rewrites the fragmented chunks
based on stream context and disk context to improve restore performance. Cap-
ping improves restore performance by analyzing the fragmented chunks in a
much larger buffer of input chunks. Specifically, Capping inserts chunks to a
fixed-length (for example, 20MB) buffer, and computes the count of segments
referred by the chunks in the buffer. Capping only deduplicates the chunks in
the top 10 referred segments and rewrites other chunks for defragmentation.

CABdedup points out that deduplication not only can be applied to improve
backup speed and save storage space in the backup process, but also can be used
in the restore process. However, it doesn’t address the fragmentation problem
caused by deduplication.

Some cache techniques on chip-multiprocessors [15], [14], [13] are used to speed
up the fingerprint computing, which helps improve the backup speed. However,
the restore doesn’t consume much computing time, and the techniques don’t
have obvious effect on restore.
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Table 1. Table of related work. This table shows how NED is positioned relative with
some other relevant work.

Name Usage Scenario Design Goal & Solution

iDedup [7] Primary storage
It executes selective deduplication to improve
restore performance of deduplication system

CFL-SD [6]

Traditional backup

It executes defragmentation based on chunk
fragment level to improve restore

performance of deduplication system

CBR [4]
It executes defragmentation based on stream
context and disk context to improve restore

performance of deduplication system

Capping [5]
It executes defragmentation based on buffer
analysis to improve restore performance

of deduplication system

CABdedupe [8]

Cloud storage

It executes deduplication in
the restore process to improve restore
performance of deduplication system

NED
It executes defragmentation based on segment

reference analysis to improve restore
performance of deduplication system

Table 1 summarizes the above restore performance optimization schemes.
There is not a “defragmentation” scheme for cloud backup. We analyze the
reason in detail in section 3. Therefore, we propose NED to remove fragments
in deduplication based cloud backup systems.

3 Background and Motivation

3.1 Cloud Backup

Some nomenclatures are explained below to help describe how cloud backup
system works clearly.

Data set and data stream. A data set includes many versions of file collection.
Files in a collection are divided into chunks, and the chunks form a data stream.
For example, chunks A ∼ L form a data stream in Figure 2.

Segment. Segment is the storage unit in the cloud [9], [8], [12]. Cloud backup
systems write chunks into larger units called segments. The chunk that makes a
segment be longer than the specified maximum segment (4MB default) will be
written to a new segment, and the previous segment will be closed. A segment
is identified by a segment ID.

To get high portability, the cloud backup systems only employ simple inter-
faces (e.g, get, put, delete, list etc). They don’t depend on the ability to read
or write arbitrary byte ranges within a file. The interfaces are simple enough
that they can be implemented on various protocols, such as Amazon S3, FTP,
SFTP and network file systems [9]. Thus, a complete segment is uploaded and
downloaded.



A Near-Exact Defragmentation Scheme to Improve Restore Performance 461

SegmentsFile Recipes

Remove
Redundency
Write Segments
& Recipes

Read Recpies

Get and Read
Segments

Fig. 1. The backup and restore process

Recipe. Each job has a recipe. The main contents of a recipe are the list of files
that are backed up in the job and the chunks’ addresses of the files. In addition,
it contains job information, such as backup time. Figure 1 shows two simplified
recipes. Recipes are written for recovery jobs. The client gets the addresses of
chunks from the recipe and gets segments from remote storage according to the
addresses.

Backup process. The left part of Figure 1 shows the 3 steps of backup. The
first step is removing redundancy which includes dividing files into chunks, com-
puting fingerprints and searching fingerprints. This step is the same as that of
traditional backup system (we treat backup system that doesn’t use cloud stor-
age as traditional backup system). The fingerprint searching is done in the client
or in the metadata server [10]. The system writes new chunks to segments and
writes chunk addresses to the recipe in the second step. In the third step, the
recipe and segments are uploaded to the cloud.

Restore process. The right part of Figure 1 shows the restore process of the
cloud backup system. The restore process includes 3 steps. First, the client down-
loads the recipe of the job from the cloud. Second, the chunk addresses (segment
ID and chunk ID) are read from the recipe. Third, segments are downloaded
from the cloud according to the addresses and chunks are read from the seg-
ments to construct the files. However, a segment is possibly referred by multiple
files, and repetitive downloading of segments severely slows the restore speed
when the system restores different files. Therefore, the client employs a buffer
on the disk to save the segments that are already downloaded. When a segment
is needed, the client checks the buffer. If the segment already exists in the buffer,
the client reads it directly from the buffer. Otherwise, the client downloads the
segment from the cloud and then inserts it to the buffer. Thus, a segment will
be downloaded from the cloud only once.
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Table 2. The comparison between cloud backup and traditional backup

Cloud Backup Traditional Backup

General User Individual Enterprise

Size of Backup Set Small Big

Bandwidth Low Hight

Storage Location Cloud Data Server

Storage Unit Segment Container

The Bottleneck of Restore WAN Disk

Representative Systems

Cumulus[9], Dropbox HydraStor[1], DDFS[16]

Jungle Disk, Brackup Symantec[3]

duplicity, YuruBackup[12] GreenBytes

Table 2 summarizes the comparison between cloud backup and traditional
backup. In traditional backup, chunks are sent to the client after being read from
the containers in the data servers in restore process[2]. If a data server is running
multiple jobs, reading data from disk will become a bottleneck in traditional
backup. Since thin cloud system employs interface of reading a complete file
(i.e., segment)[9], data is read in the client after the segments are downloaded
from the cloud in cloud backup [12]. In general, the speed of reading data from
disk is much faster than that of translating data through WAN. Therefore, the
bottleneck of restore process in cloud backup is the segment downloading process.

3.2 Definition of Fragment in Cloud Backup System

Chunks are shared by new version and old version after deduplication. The
system replaces duplicate chunks with the references to old chunks instead of
uploading the chunks to the cloud. The consecutive chunks in backup stream are
actually stored dispersedly. The lengths of referred chunks in some segments are
possibly longer than those of other segments. In order to accurately measure the
length of data referred by the data stream in a segment, we introduce two new
terms, segment reference length (SRL) and segment reference ratio (SRR). SRL
is the total length of data referred by a data stream in a segment, and SRR is
the ratio of SRL to the length of the segment. Due to the different distributions
of data streams, the SRR of a segment differs in different data streams. If a
duplicate chunk is restored in cloud backup system, the complete segment that
is referred must be downloaded. Some chunks that are not referred by any chunks
of the data stream will possibly be downloaded together.

Segment reference ratio threshold is proposed to help the system identify
fragments. If a duplicate chunk refers to a segment whose reference ratio is
smaller than the segment reference ratio threshold, the chunk is a fragment.
For example, we assume that the threshold is 0.3. In Figure 2, the reference
ratio of segment 37 is 0.75, and it is bigger than the threshold. Therefore,
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Fig. 2. An example of fragment in cloud backup

chunks A, B and C are not fragments. The same are with chunks F, J, K and L.
Segment 39’s reference ratio is 0.25 which is smaller than the threshold. Therefor,
chunk H is a fragment.

3.3 Motivation

As shown in Table 1, there is not a defragmentation scheme for cloud backup. Ex-
isting defragmentation schemes mistakenly identify fragments in cloud backup.
After defragmentation, every duplicate chunk gets a “fragment” or “not frag-
ment” state. The existing schemes are not able to ensure that the duplicate
chunks that refer to one segment are in the same state. Part of duplicate chunks
that refer to an old segment are identified to be fragments and rewritten to new
segment, and some other duplicate chunks that refer to the same segment are not
fragments and keep the references. Both the new segment and the old segment
will be downloaded in the restore process, and the fragments will be downloaded
twice.

This sort of rewriting not only wastes the cloud storage space and lengthens
the backup time, but also jeopardizes the restore performance. This is demon-
strated in Section 5.5 and 5.6. A defragmentation scheme for deduplication based
cloud backup makes sense.

4 Design and Implementation

4.1 Near-Exact Defragmentation Scheme for Deduplication Based
Cloud Backup

In order to identify and rewrite the fragments in cloud backup, we propose a
near-exact defragmentation scheme for deduplication based cloud backup (NED).
NED is designed as an independent module and provides simple input and output
interfaces. Thus, NED can be conveniently added to deduplication systems.

As Section 3.1 describes, the backup process of a typical cloud backup system
includes 3 steps. The duplicate chunks are identified in the first step. After the
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first step, every chunk gets a deduplication state, “duplicate” or “new”. The
second step includes writing new chunks to segments and writing the recipe.
The recipe and the segments are uploaded to the cloud in the third step. NED
works after the first step and before the second step.

Input. The input of NED includes chunk contents and chunk information. The
chunk information contains chunk length, deduplication state, chunk address in
local file system and duplicate chunk’s reference.

Output. The output of NED includes not only the defragment state, but also
chunk information and chunk contents that are inputted. Thus, the output keeps
consistency with the input, and NED can be added to the system conveniently.

NED is constructed with Chunk Dedup Result Buffer (CDRB), Segment Ref-
erence Buffer (SRB) and Rewriting Monitor (RM). The chunk information is
stored in CDRB. ID of referred segment, the corresponding Segment Reference
Length (SRL) and Segment Reference Ratio (SRR) are stored in the records of
SRB. Fragments are identified by RM.

4.2 Workflow

Workflow of NED is divided into segment reference ratio statistics phase and
defragment phase. The defragment phase starts after all the chunks in the data
stream are inputted into NED. Figure 3 shows the NED workflow.

Segment reference ratio statistics phrase. After a chunk is inputted into NED,
NED inserts the chunk information into CDRB, and checks the deduplication
state of the chunk. If the chunk is duplicate, NED searches SRB for the right
record by the the segment ID of the chunk reference (segment ID & chunk ID).
A match occurs if the segment ID in the record is equal to the segment ID of the
chunk reference. If no match occurs, NED creates a new record. NED updates
the SRR in the record, and the updating operation needs to add the chunk
length to the SRL and compute the SRR. Because the defragment phase doesn’t
start until all the chunks in the data stream are inputted into NED, all inputted
chunks will be stored in CDRB. However, the chunk contents are inputted into
NED together with the chunk information, and the RAM consumption will be
large if all the chunk contents are stored in RAM. To address this problem, NED
frees the chunk contents to save RAM space.

Defragment phase. The goal of this phase is to identify the fragments within
the chunks that are stored in the CDRB. Before discussing this phase, we assume
that the segment reference ratio threshold is p. RM traverses all the chunks in
the CDRB. If there comes a duplicate chunk, RM searches the SRB for the
corresponding record by the segment ID of the chunk’s reference. The chunk
will be marked as a fragment if the SRR in the matched record is smaller than
p. In order to keep the RAM overhead as low as possible, the chunk contents
were freed at the first phase. In order to keep the format of output compatible
with the input and meet the requirements of underlying storage, NED reads the
chunk contents from local file system according to the local file system addresses
of chunks in this phase.
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Fig. 3. The workflow of NED

As shown in Figure 4, we illustrate the working process of cloud backup sys-
tem which employs NED. Chunks identified by deduplication are inputted into
NED module. At segment reference ratio statistics phase, the coming chunks
are sequentially inserted into CDRB and SRRs of referred segments in SRB
are updated at the same time. After the first phase, segments 37, 38, and 39
are referred and the SRRs are 0.75, 1, 0.25 respectively. We assume that seg-
ment reference ratio threshold is 0.3. At the defragment phase, RM successively
obtains chunks A∼L from CDRB, and determines whether they are fragments
or not. Chunks A, B and C are duplicate chunks and they refer to old chunks
in segment 37. The reference ratio of segment 37 is bigger than the threshold.
Therefore, chunks A, B and C are not fragments. Similarly, chunks F, J, K and
L are not fragments. The SRR of segment 39 is smaller than the threshold, and
chunk H is a fragment.

NED analyzes the entire data stream. Duplicate chunks that refer to one
segment will get the same defragment state. As the experiment results show,
when the threshold is 0.9, NED near-exactly identifies the fragments in the data
stream and the average restore performance is almost equal to that of backing
up without deduplication.

5 Performance Evaluation

5.1 Experimental Setup

In order to test the performance of NED, we develop a simulator which is a 5,000-
line C program. The simulator employs rabin fingerprint algorithm for chunking,
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Fig. 5. The restore performance. None denotes the no defragmentation mode, and 0.1,
0.5 and 0.9 are the segment reference ratios of NED.

and the average chunk length is 8KB. It computes fingerprints via SHA-1. The
maximal segment length is 4MB. The simulator employs hash table to store
fingerprints. We implement the simulator on a machine running Ubuntu 12.04
and the machine is featured with Intel i7-930 CPU @2.80GHz, 2TB 7200RPM
hard drive. We use two data sets as workload.

– Linux-ds. They are the Linux source files, from Linux 2.6.34 to Linux 3.2.04
total of 100 versions, and each version has more than 30,000 small files. The
average total length of each version is 400MB. The total size of the data set
is about 40GB.

– RDB-ds. We get the second data set from daily backup of Redis database
for 50 days. Each version includes a mirror file whose average size is 5GB.
The total size of the data set is about 250GB.
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5.2 Performance Measurement

We propose restore factor and average restore factor to measure the restore
performance of cloud backup system, and propose deduplication ratio to measure
the deduplication efficiency.

Restore factor is 1/the length of segment downloaded per MB of data re-
stored. As described in section 3.2, the bottleneck of restore in cloud backup is
the segment downloading process. Less data downloaded per MB data restored
indicates higher restore performance. Therefore, we propose restore factor to
measure the restore performance of a single version. The larger the restore fac-
tor is, the higher the restore performance is.

Average restore factor is the average restore factor of many versions. It is used
to measure the average restore performance of multiple versions.

Deduplication ratio is the ratio of the length of removed duplicate data to
the length of the data stream. Only the compression caused by deduplication is
considered in this paper.

5.3 The Restore Performance

Figure 5 shows the impact of NED on restore performance. The baseline is the
restore performance of no defragmentation mode. When the threshold is 0.1,
restore performance is slightly improved. The restore performance is approxi-
mately 2-fold to the baseline when the threshold is 0.5. When threshold is 0.9,
NED near-exactly removes the fragments. Restore factor nearly reaches 1 and
is far higher than the baseline. Bigger threshold indicates that more chunks are
identified to be fragments. NED significantly improves the restore performance
when the threshold is bigger than 0.5.

5.4 The Segment Reference Ratio Threshold

Figure 6 shows the effect of varying segment reference ratio threshold on dedu-
plication ratio and restore factor. No duplicate chunk is identified to be fragment
and rewritten when segment reference ratio threshold is 0. Thus, the duplication
ratio is the biggest and the restore factor is the smallest. All duplicate chunks
are identified to be fragments when the threshold is 1, and the restore factor is
the biggest. Larger threshold indicates that more duplicate chunks are marked
as fragments. The increase of threshold improves the restore performance and
decreases the deduplication ratio. With the growth of threshold, the restore fac-
tor increases by 6%∼105%, and deduplication ratio decreases by 0.1%∼6.5%
in Linux-ds. In RDB-ds, the restore performance increases by 12%∼75%, and
deduplication ratio decreases by 0.1%∼32.5%.

5.5 The Relationship of Restore Factor and Deduplicaton Ratio

Figure 7 shows the relationship between restore factor and deduplication ratio.
Bigger restore factor indicates smaller deduplication ratio. Capping is tested as
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Fig. 6. Effect of varying segment reference ratio threshold on deduplication ratio and
restore factor. The deduplication ratios and restore factors are the average values of
the last 10 backups
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Fig. 7. The relationship of restore factor and deduplication ratio. None denotes no
deduplication mode. The deduplication ratios and restore factors are the average values
of the last 10 backups.

an example of existing defragmentation schemes. In both data sets, the dedu-
plication ratios of NED are larger than those of Capping in the same restore
factors. It demonstrates the observation in section 3.3 that the existing defrag-
ment schemes mistakenly determine fragments in cloud backup.

5.6 Backup Time

Figure 8 shows the average backup time of different defragment schemes. From
the figure we can see, both Capping and NED bring time overhead. The backup
time of NED is shorter than that of Capping in the same restore performance,
and the gap between them grows with the restore factor. NED spends more time
in identifying fragments than existing schemes, but it identifies fragments more
accurately. The deduplication ratio of NED is bigger than that of Capping in the
same restore factor. That means fewer chunks are uploaded and the uploading
time is shorter. In low-bandwidth WAN environment, the reduced uploading
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Fig. 8. The time overhead. None denotes no deduplication mode. The restore factors
are the average values of the last 10 backups.
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Fig. 9. The average backup time in different WAN bandwidths. The threshold of NED
is 0.55, and Capping level is 5 segments per 20MB. With this setup, both NED and
Capping improve the average restore factor to about 0.82.

time is actually much longer than the defragment time of NED. The result is
that the backup time of NED is much shorter than the existing schemes.

As shown in Figure 9, lower bandwidth indicates wider uploading gap between
NED and Capping. Because Capping rewrites more data than NED in the same
restore factor.

NED has different effects on restore performance and deduplication ratio in
different workloads. The users should adjust the segment reference ratio to make
sure that not only the restore performance meets the requirements but also
the decrease of deduplication ratio is acceptable. The restore performance is
improved greatly when the threshold is 0.5, and the deduplication ratio decreases
slightly. 0.5 is recommended as the default threshold.

6 Conclusion

Due to chunk fragmentation in deduplication based cloud backup systems, the
restore performance becomes worse when the version number grows. However,
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existing defragmentation schemes fail to identify fragments in cloud backup. We
propose NED to identify fragments in cloud backup by precisely indentifying
fragmented chunks in each backup. The experiment results show that NED ef-
fectively improves the restore performance at the cost of limited decline in terms
of deduplication ratio.
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Abstract. Currently, music recommendation system is a research focus in 
music information retrieval and a typical system can handle millions of music 
in real time. However, online music libraries have exceeded ten-million 
magnitudes, such as Amazon MP3, which results in mismatching between 
music recommendation systems and music libraries. Thus, this paper presents a 
music recommendation method for retrieving the large-scale music library on a 
heterogeneous platform. Based on the music similarity algorithm, by combining 
the indexing mechanism with GPU hardware acceleration, we further enhance 
the processing scale of the proposed method. Experiments show that, without 
lowering the retrieval accuracy, the proposed music recommendation method 
has the ability to handle ten-million magnitude libraries online in a single 
server. 

Keywords: Music recommendation, Music similarity algorithm, Large-scale, 
GPU-accelerated. 

1 Introduction 

Recently, along with the rapid development of multimedia and Internet technology, 
the digital music has entered the public life in many aspects, and is influencing the 
public's media consumption habits in essence. At the same time, we are expanding the 
size of digital music database. Up to June 2013, the size of the Amazon online music 
store has surpassed 20 million [1]. Facing the massive digital music, how to help 
users find the target songs effectively and quickly is the main task of modern music 
recommendation system. Therefore, the personalized music recommendation system 
is becoming a research hotspot in the field of music information retrieval (MIR). 

Music recommendation system is usually divided into three types: content-based, 
collaborative filtering and hybrid [2]. Since the collaborative filtering method requires 
a large amount of historical data sets, there are the sparse and cold start problems. In 
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this paper, we focus on the content-based music recommendation system, which first 
extracts the underlying characteristics of songs by analyzing audio signal, and then 
builds a playlists of similar songs into playlists. This method has high computational 
complexity, which limits the scale of music library. When we gradually increase the 
size of music library, in particular, to tens of millions of magnitude as Amazon's 
online music store, the typical content-based music recommendation algorithms have 
been unable to meet the user's search request. Thus, we need to use the appropriate 
accelerated methods to recommend the list within the acceptable time. 

Scholars have conducted a lot of research in terms of music recommendation 
algorithm acceleration. There are early indexing methods for vector features [3] and 
the local sensitive hash (LSH) method [4], whose can only deal with vector feature 
representation. With the music recommendation algorithms progress and the 
emergence of the non-vector music features (such as Gaussian models), the above 
methods will lose its effect. FastMap can convert the non-vector features into vector 
features, which also can handle a mega music library [5]. However, the simply 
FastMap approach is unable to meet user requirements against the order of ten million 
music library. 

GPU is a general-purpose many-core computing platform, which has demonstrated 
significant speedups for many scientific applications, including music information 
retrieval (MIR). In this paper, we address the problem of handled sizes limitation for 
the music recommendation approach on a heterogeneous platform with a GPU. We 
propose a GPU-based music recommendation approach to further enhance the 
processing scale by combining the indexing mechanism with GPU hardware 
acceleration. 

The rest of the paper is organized as follows: In Section II, preliminary concepts 
for the music recommendation system and music similarity algorithms were described 
briefly. Section III introduces the music similarity algorithm, which is the foundation 
of our proposed method. Section IV presents a GPU-based music recommendation 
method, and the CUDA implementation of the proposed method is given, which 
mainly focuses on exploiting acceleration on many-core GPU architectures. In 
Section V, experimental results are presented to demonstrate the performance of the 
proposed method. The last section concludes the whole paper and points out some 
future works. 

2 Related Works 

The music recommendation system for large-scale music library focuses on how to 
scan the library quickly, which usually uses the corresponding index mechanism to 
improve scanning efficiency. Scholars in this area have done lots of works. 
Traditional indexing method, such as local sensitive hash (LSH), belongs to a high-
dimensional data indexing method, which is more suitable for high-dimensional 
music feature vectors. And researchers have conducted in-depth study of this  
aspect. Meanwhile, with the advances of music similar algorithms, Non-vectorized 
musical feature representation is becoming the trend. Hence, the indexing method of 
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non-vectorial musical features is a hotspot. In addition, some researchers consider 
hardware platforms to speed up the music retrieval, which provides a new idea for the 
development of large-scale music recommendation system. 

2.1 Indexing Method Based on LSH 

LSH-based indexing method [6] is an approximate nearest neighbor indexing method. 
Casey [7] uses LSH to extend its musical similarity algorithm. The algorithm uses 
two feature vectors to improve the retrieval accuracy, while using LSH to improve the 
retrieval speed. However, the music library only contains 2,000 songs, which cannot 
be used to verify the performance of large-scale changes. Cai [8] uses 32-dimensional 
feature vectors and LSH to establish similar music retrieval. The feature vector 
combines timbre and temporal changes, but the method is not suitable for non-vector 
features. Furthermore, the retrieval efficiency decreases with increasing the size of the 
library. For instance, when the scale reaches 105, the average search time is 2.53s. In 
summary, non-vectorial musical feature representations, such as Gaussian models and 
Hidden Markov models, are not suitable to build LSH indexing; meanwhile, high 
computational cost of LSH also hinders its used for large-scale music library. 

2.2 Indexing Method for Non-vectorial Musical Feature 

Currently, non-vectorial music feature representation is the trend, such as the 
Gaussian timbre model[23]. Hence, how to build an index approach for Gaussian 
timbre model is a hotspot. Roy et al. [9] presented a music recommendation system 
which could be used for large databases using Gaussian timbre features. They use a 
Monte-Carlo approximation of the Kullback-Leibler (KL) divergence to measure 
music similarity. This method is far more expensive to compute and yields worse 
results [10]. Levy and Sandler [11] propose to use Gaussians with a diagonal 
covariance matrix, instead of a full one to compute music similarity. They report a 
ten-fold speedup compared to the full KL divergence. However, the quality of this 
simpler similarity measure is degraded. A number of general methods from the class 
of distance-based indexing methods are relevant for indexing Gaussian features. 
Yianilos et al. [12] use vantage-point (VP) Trees to build a tree structure that can be 
searched efficiently, but require a metric distance measure. Athitsos [13] uses 
FastMap [14] to randomly embed arbitrary features in Euclidean space and uses LSH 
to index that mapping. Cano et al. [15] use FastMap to map the high dimensional 
music timbre similarity space into a 2-dimensional space for visualization purposes. 

2.3 Hardware-Based Acceleration Method 

With the continuous increase of music data, scholars propose to use parallel 
processing capabilities of hardware platforms to improve retrieval speed [27-28]. Poil 
[16] accelerated voice command recognition with dynamic time warping (DTW) by 
using CUDA, which improved the performance by 75%. Pascal [17] presented a 
GPU-based Query-By-Humming method, which achieved 162x speed ratio. Adriana 
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[18] proposed a GPU-accelerated audio feature extraction algorithm, which computed 
the cross correlation on GPU. Furthermore, FPGA, clusters and distributed systems 
also have been used to accelerate the music retrieval. 

3 Music Similarity Algorithm 

Music similarity algorithms usually operate with content-based music 
recommendation systems, and the recommendation systems work as a query-by-
example system: (i) the user selects a favorite song, (ii) the system searches its 
databases for similar songs, (iii) according to the similarity measure the k-NN are 
returned to the user as possible recommendations. Hence, music similarity algorithm 
is the core of music recommendation system. With the improvement of music 
similarity algorithms, non-vectorial representation, such as Gaussian Models, is used 
to represent a song, instead of vector representation. Table 1 lists top-ranked 
algorithms of the MIREX AMSR evaluation [19]. 

Table 1. Comparison of music similarity algorithms 

Year Algorithm Music Representation Similarity Function Flops 

2005 ME[20] multivariate Gaussians 
symmetrized Kullback-

Leibler divergence (SKL) 
3552 

2006 EP [21] 
multivariate Gaussians 

Fluctuation Patterns 
SKL  4636 

2009 PS [22] 
multivariate Gaussians 

Fluctuation Patterns 
Jensen-Shannon 
approximation 

35223 

 
As shown in Table 1, the computational complexity of algorithms is increasing as 

the accuracy improvement. Compromise between accuracy and computational 
complexity, we select EP as the basic algorithm for this study. Meanwhile, PS is an 
improved version of EP, which indicates that EP has good scalability. 

EP combines the single Gaussian musical timbre features of ME with the 
fluctuation patterns to include rhythm information in the similarity measure. The 
fluctuation patterns are computed from the Mel spectrum of a song. There are three 
main procedures in EP algorithm, which are initialization and constant calculation, 
melody library feature extraction and melody similarity calculation. 

In the procedure of initialization and constant calculation, we mainly get some 
constants. These constants remain unchanged in the whole process of EP algorithm. 
Thus we can calculate these constants once and store them into files for future use. 

In the procedure of melody library feature extraction, there are three steps, power 
spectrum, fluctuation patterns and single Gaussian. These steps are mutually 
independent but have logical relationships. Calculating fluctuation patterns and single 
Gaussian needs the result of power spectrum.  
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In the procedure of melody similarity calculation, a distance matrix D with the size 
of n×n is calculated between files in the melody library. To calculate D, we must go 
through all its elements. 

4 GPU-Accelerated Music Recommendation Method 

Based on the EP algorithm, we propose a music recommendation method for large-
scale library, which combines indexing and hardware-accelerated to improve the 
processing scale.  

As shown in Fig.1, the method includes two parts, online and offline. The offline 
part mainly establishes melody feature library and feature indexing library. The online 
part includes GPU-based coarse filter for feature vectors and similarity computation 
for candidate songs. 

 

 

Fig. 1. GPU- Accelerated Music Recommendation Method 

4.1 GPU-Accelerated Filter for Feature Vectors 

In order to decrease the melody similarity calculation, we transform the non-vectorial 
musical features into k-dimensional vector features using FastMap, and then we 
calculate the similarity of vector features using Euclidean distance. At last, based on 
the filtering parameter fs, we implement a coarse filter of the melody feature library. 

The FastMap algorithm uses a simple mapping formula (Equation (1)) to compute 
a k-dimensional projection of objects into the Euclidean vector space. 
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where, d() represents the distance metrics of non-vectorial musical features. 
To project the musical feature into a k-dimensional Euclidean vector space, first 

two pivot features have to be selected for each of the k dimensions. The algorithm 
uses a simple random heuristic to select those pivot features: for each dimension  
(i = 1…k), (i) choose a random feature xi from the database, (ii) search for the feature 
most distant from xi using the distance measure d() and select it as the first pivot 
feature xi,1 for the dimension, (iii) the second pivot feature xi,2 is the object most 
distant to xi,1 in the original space. After the 2k pivot features have been selected, the 
vector representation of is computed by calculating Fi(x) for each dimension  
(i = 1…k). 

By analyzing the similarity calculation of vector feature library, we found that the 
calculation belongs to compute-intensive tasks, and has no data dependencies between 
tasks, which fully meet the requirements of GPU acceleration. 

Thus, we propose a GPU-accelerated filter for feature vectors. First, we use one 
thread on GPU to calculate one distance computation of feature vectors. Then, we 
accelerate the distance sort on GPU. Finally, the candidate songs are listed based  
on fs. 

4.2 GPU-Accelerated Melody Similarity Calculation 

Based on the candidate songs, we calculate the melody similarity. In the procedure of 
melody similarity calculation, a distance matrix D with the size of n×n is calculated 
between files in the melody library. To calculate D, we must go through all its 
elements. So we use one thread on GPU to calculate one element in matrix D by 
starting up n×n threads in total. The correspondence is shown in Fig.2. 
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Fig. 2. Scheme of melody similarity calculation on GPU 
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5 Experiment and Evaluation 

Several experiments were carried out to evaluate the performance of our GPU-
accelerated music recommendation method. First, we introduce the evaluation 
environment. Then, we compare the accuracy between our method and the original 
EP algorithm executed on CPU. Finally, we test the performance of our method for 
large-scale library. 

5.1 Experimental Environment 

Experimental environment is shown in Table 2. We use an AMD AthlonII X4 3.2GHz 
for CPU, NVIDIA GTX480 with 480 CUDA cores for GPUs. For the GPU program, 
the number of threads per-block is 512 in GTX480. 

Table 2. Experimental Environment 

 CPU GTX480 
Number of Core 1~4 480 (15SM) 
Processor Clock 3.2GHz 1.401GHz 

Complier GCC 4.1.2 CUDA SDK 4.0 

 
We use three public music collections to evaluate our music recommendation 

method, as shown in Table 3. To make the evaluation reproducible all collections are 
standard collections which have already been used in the literature and are in most 
instances freely available for research. 

Table 3. Comparison of three public music collections 

Collections Songs Genres Length 
GTzan[24] 1000 10 30 

ISMIR 2004[25] 1458 6 variable length 
Homburg[26] 1886 9 10 

 
In addition, in order to evaluate the performance of our music recommendation 

method for large-scale library, we also customize a collection containing 10000 
Chinese pop music clips (each 30s length). 
 
Definition: The nearest neighbor search accuracy k-NN is denoted as the average 
ratio of real similar songs in k recommended songs. 
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5.2 Evaluation of Accuracy 

In order to validate the accuracy of the proposed music recommendation method, we 
conduct a genre classification experiment on all public collections we have introduced 
in the previous section. The results are shown in Table III. Parameters: feature vector 
dimension k = 40, the filter parameter fs = 5%. 

As shown in Table 4, indexing and GPU-acceleration have no effect on the 
accuracy of EP algorithm.  

When the music library increases, we also need to evaluate the accuracy of our 
music recommendation method. As shown in Fig.3, filter parameter fs has an 
important influence, which indicates that the bigger fs, the higher accuracy and 
computational complexity. Furthermore, as fs increasing, the feature vector dimension 
k has less impact on the accuracy. 

Table 4. Comparison of genre classification in three public collections 

Collection Full scan Indexing Indexing+GPU 

GTzan 72.5% 71.1% 71.1% 

ISMIR2004 83.2% 84.5% 84.5% 

Homburg 45.4% 44.8% 44.8% 

 
When the music library increases, we also need to evaluate the accuracy of our 

music recommendation method. As shown in Fig.3, filter parameter fs has an 
important influence, which indicates that the bigger fs, the higher accuracy and 
computational complexity. Furthermore, as fs increasing, the feature vector dimension 
k has less impact on the accuracy. 
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Fig. 3. 10-NN for different k and fs 

Fig.4 indicates that the more nearest neighbors, the lower of k-NN. However, as fs 
increasing, the number of nearest neighbors has less impact on k-NN. 
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Fig. 4. k-NN for different fs and the nearest neighbors 

5.3 Evaluation of Performance 

The proposed music recommendation method combines indexing and GPU 
acceleration to expand the handled music library. As the copyright and other factors, 
we cannot establish a library similar to Amazon music store. Thus, based on the 
existing library, we evaluate the performance of our method by using specific 
performance indicators (such as query time). 

Fig.5 indicates the performance of our proposed music recommendation method. 
We observe that query time is gradually reduced with the parameter fs reduction. 
Moreover, query time is further decreased when we accelerate the algorithms on 
GPU. For instance, if fs equals to 5% and the music library reaches 10000 clips, query 
time equals to 2.7 milliseconds. So, with the current acceleration, our proposed 
recommendation method can handle million magnitude libraries within 0.5 seconds 
and ten-million magnitude libraries within 3 seconds. Thus, our music 
recommendation method is capable to handle large-scale music library. 
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Fig. 5. Comparison of query time (k=40) 
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6 Conclusion and Future Works 

This paper proposes a music recommendation method for large-scale music library, 
which combines indexing and GPU acceleration to improve the handled music 
library. Our experiments demonstrate that this method can handle the large-scale 
music library within the acceptable times. Meanwhile, we make full use of GPU’s 
multithreading capabilities in the feature calculation, which shows that GPU has 
advantages in terms of the music signal. 

For future works, we will further expand the scale of music library and optimize 
the GPU-based parallel program to improve the performance. 
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Abstract. The main contribution of this paper is to present an im-
plementation that performs the exhaustive search to verify the Collatz
conjecture using a GPU. Consider the following operation on an arbi-
trary positive number: if the number is even, divide it by two, and if
the number is odd, triple it and add one. The Collatz conjecture as-
serts that, starting from any positive number m, repeated iteration of
the operations eventually produces the value 1. We have implemented
it on NVIDIA GeForce GTX TITAN and evaluated the performance.
The experimental results show that, our GPU implementation can ver-
ify 5.01×1011 64-bit numbers per second, while the CPU implementation
on Intel Xeon X7460 can verify 1.80 × 109 64-bit numbers per second.
Thus, our implementation on the GPU attains a speed-up factor of 278
over the single CPU implementation.

Keywords: Collatz conjecture, GPGPU, Parallel processing, Exhaus-
tive verification

1 Introduction

The Collatz conjecture is a well-known unsolved conjecture in mathematics
[8,19,22]. Consider the following operation on an arbitrary positive number:

even operation if the number is even, divide it by two, and
odd operation if the number is odd, triple it and add one.

The Collatz conjecture asserts that, starting from any positive number, repeated
iteration of the operations eventually produces the value 1. For example, starting
from 3, we have the following sequence to produce 1.

3→ 10→ 5→ 16→ 8→ 4→ 2→ 1

The exhaustive verification of the Collatz conjecture is to perform the repeated
operations for numbers from 1 to the infinite as follows:

for m← 1 to ∞ do
begin

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 483–496, 2014.
c© Springer International Publishing Switzerland 2014
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n← m
while(n > 1) do

if n is even then n← n
2

else n← 3n+ 1
end

Clearly, if the Collatz conjecture is not true, then the while-loop in the program
above never terminates for a counter example m. A working project for the
Collatz conjecture is currently checking 61-bit numbers [17].

There are several researches for accelerating the exhaustive verification of the
Collatz conjecture. It is known [1,3,4,5] that series of even and odd operations
for n can be done in one step by computing n ← B[nL] · nH + C[nL] for ap-
propriate tables B and C, where the concatenation of nH and nL corresponds
to n. In [1,3,5], FPGA implementations have been presented to repeat the op-
erations of the Collatz conjecture. These implementations perform the even and
odd operations for some fixed size of bits of interim numbers. However, in [1],
the implementation ignores the overflow. Hence, if there exists a counter exam-
ple number m for the Collatz conjecture such that, infinitely large numbers are
generated by the operations from m, their implementation may fail to detect it.
On the other hand, in [3], the implementation can verify the conjecture for up to
23-bit numbers. This is not sufficient because a working project for the Collatz
conjecture is currently checking 61-bit numbers [17]. In our previous paper [4],
we have shown a software-hardware cooperative approach to verify the Collatz
conjectures for 64-bit numbers n. This approach supports almost infinitely large
interim numbers m. The idea is to perform the while-loop for interim values with
up to 78 bits using a coprocessor embedded in an FPGA. If an interim value
m has more than 78 bits, the original value n is reported to the host PC. The
host PC performs the verification for such n using unlimited number of bits by
software. This software-hardware cooperative approach makes sense, because

– the hardware implementation on the FPGA is fast and low power consump-
tion, but the number of bits for the operation is fixed,

– the software implementation on the PC is relatively slow and high power
consumption, but the number of bits for the operation is unlimited.

Additionally, in another previous paper of ours [5], we have proposed an effi-
cient implementation of a coprocessor that performs the exhaustive search to
verify the Collatz conjecture using embedded DSP slices on a Xilinx FPGA. By
effective use of embedded DSP slices instead of multipliers used in [4], the co-
processor can perform the exhaustive verification faster than the above FPGA
implementations.

The main contribution of this paper is to further accelerate the exhaus-
tive verification for the Collatz conjecture using a GPU (Graphics Process-
ing Unit). Recent GPUs can be utilized for general purpose parallel compu-
tation. We can use many processing units connected with an off-chip global
memory in GPUs. CUDA (Compute Unified Device Architecture) [12] is an ar-
chitecture for general purpose parallel computation on GPUs. Using CUDA, we
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can develop parallel processing programs to be implemented in GPUs. There-
fore, many studies have been devoted to implement parallel algorithms using
CUDA [2,6,7,9,10,16,18,20,21]. The ideas of our GPU implementation are (i)
a GPU-CPU cooperative approach, (ii) efficient memory access for the global
memory and the shared memory, and (iii) optimization of the code for arith-
metic with larger integers. By effective use of a GPU and the above ideas, our
new GPU implementation can verify 5.01 × 1011 64-bit numbers per second.
On the other hand, the CPU implementation can verify 1.80× 109 64-bit num-
bers per second. As far as we know, the FPGA implementation in [5] has been
the fastest implementation. However, our GPU implementation can verify the
Collatz conjecture 3.05 times faster the FPGA implementation.

This paper is organized as follows. Section 2 presents several techniques for
accelerating the verification of the Collatz conjecture. In Section 3, we show
the GPU and CUDA architectures to understand our idea. Section 4 proposes
our new ideas to implement the verification of the Collatz conjecture on the
GPU. The experimental results are shown in Section 5. Finally, Section 6 offers
concluding remarks.

2 Accelerating the Verification of the Collatz Conjecture

The main purpose of this section is to introduce an algorithm for accelerating the
verification of the Collatz conjecture. The basic ideas of acceleration are shown
in [8,22].

The first technique is to terminate the operations before the iteration produces
1. Suppose that we have already verified that the Collatz conjecture is true for
numbers less than n, and we are now in position to verify it for number n.
Clearly, if we repeatedly execute the operations for n until the value is 1, then
we can confirm that the conjecture is true for n. Instead, if the value becomes n′

for some n′ less than n, then we can guarantee that the conjecture is true for n
because it has been proved to be true for n′. Thus, it is not necessary to repeat
this operation until the value is 1, and we can terminate the iteration when, for
the first time, the value is less than n.

The second technique is to perform several operations in one step. Consider
that we want to perform the operations for n and let nL and nH be the least
significant two bits and the remaining bits of n. In other words, n = 4nH + nL

holds. Clearly, the value of nL is either 00, 01, 10, or 11. We can perform the
several operations for n based on nL as follows:

nL = 00: Since two even operations are applied, the resulting number is nH .
nL = 01: First, odd operation is applied and the resulting number is (4nH +1) ·

3 + 1 = 12nH + 4. After that, two even operations are applied, and we have
3nH + 1.

nL = 10: First, even operation is performed and we have 2nH + 1. Second, odd
operation is applied and we have (2nH + 1) · 3 + 1 = 6nH + 4. Finally, by
even operation, the value is 3nH + 2.
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nL = 11: First, odd operation is applied and we have (4nH+3)·3+1 = 12nH+10.
Second, by even operation, the value is 6nH + 5. Again, odd operation is
performed and we have (6nH + 5) · 3 + 1 = 18nH + 16. Finally, by even
operation, we have 9nH + 8.

For example, if nL = 11 then we can obtain 9nH + 8 by applying 4 operations,
odd, even, odd, and even operations in turn. Let B and C be tables as follows:

B C
00 1 0
01 3 1
10 3 2
11 9 8

Using these tables, we can perform the following table operation, which emulates
several odd and even operations:

table operation For least significant two bits nL and the remaining most sig-
nificant bits nH of the value, the new value is B[nL] · nH + C[nL].

Let us extend the table operation for least significant two bits to d bits.
For an integer n ≥ 2d, let nL and nH be the least significant d bits, that is,
n = 2dnH + nL. We call d is the base bits. Suppose that, the even or odd
operations are repeatedly performed on n = 2dnH + nL. We use two integers a
and b such that n = b · nH + c to denote the current value of n. Initially, b = 2d

and c = nL. We repeatedly perform the following rules for b and c.

even rule If both b and c are even, then divide them by two.
odd rule If c is odd, then triple b, and triple c and add one.

These two rules are applied until no more rules can be applied, that is, until
b is odd. It should be clear that, even and odd rules correspond to even and
odd operations of the Collatz conjecture. If i even rules and j odd rules applied,
then the value of b is 2d−i3j . Thus, exactly d even rules are applied until the
termination. After the termination, we can determine the value of elements in
tables B and C such that B[nL] = b and C[nL] = c. Using tables B and C, we
can perform the table operation for d bits nL, which involves d even operations
and zero or more odd operations. In this way, we can accelerate the operation of
the Collatz conjecture. In paper [1], we have implemented for various numbers
of bits of nL. Our GPU implementation results show that the performance is
well balanced when the number of bits of nL is 11.

The third technique to accelerate the verification of the Collatz conjecture
is to skip numbers n such that we can guarantee that the resulting number is
less than n after the table operation. For example, suppose we are using two
bit table and nH > 0. If nL = 00 then the resulting value is nH , which is less
than n. Thus, we can skip the table operation for n if nL = 00. If nL = 01 then
the resulting value is 3nH + 1, which is always less than n = 4nH + 1, and we
can skip the table operation. Similarly, if nL = 10 then we can skip the table
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operation. On the other hand nL = 11 then the resulting value is 9nH +8, which
is always larger than n. Therefore, the Collatz conjecture is guaranteed to be
true whenever nL �= 11, because it has been verified true for numbers less than
n. Consequently, we need to execute the table operation for number n such that
nL = 11.

We can extend this idea for general case. For least significant d bits nL, we
say that nL is not mandatory if the value of b is less than 2d at some moment
while even and odd rules are repeatedly applied. We can skip the verification for
non-mandatory nL. The reason is as follows: Consider that for number n, we are
applying even and odd rules. Initially, b = 2d and c ≤ 2d − 1 hold. Thus, while
even and odd rules are applied, b > c always hold. Suppose that b ≤ 2d−1 holds
at some moment while the rules are applied. Then, the current value of n is

bnH + c < bnH + b ≤ (2d − 1)nH + b < 2dnH ≤ n.

It follows that, the value is less than n when the corresponding even and odd
operations are applied. Therefore, we can omit the verification for numbers that
have no mandatory least significant bits.

For least significant d bit number, we use table S to store the mandatory least
significant bits. Let sd be the number of such mandatory least significant bits.
Using these tables, we can write a verification algorithm as follows:

for mH ← 1 to +∞ do
for i← 0 to sd − 1 do

begin
mL ← S[i];
n← m← 2dmH +mL;
while(n ≥ m) do

begin
Let nL be the least significant d bits and

nH be the remaining bits.
n← B[nL] · nH + C[nL];

end
end

For the benefit of readers, we show B, C, and S for 4 base bits in Table 1.
From s4 = 3, we have 3 mandatory least significant bits out of 16.

For the reader’s benefit, Table 2 shows the necessary word size for each of
tables B and C for each base bit. It also shows the expected number of odd/even
operations included in one step operation n← B[nL] ·nH+C[nL]. Table 3 shows
the size of table S. It further shows the ratio of the mandatory numbers over
all numbers. Later, we set base bit 11 for tables B and C, and base bit 32
for table S in our proposed GPU implementation. Thus, one operation n ←
B[nL] · nH +C[nL] corresponds to expected 16.5 odd/even operations. Also, we
skip approximately 99.04% of non-mandatory numbers.
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Table 1. Tables B, C, and S for least significant 4 bits

B C S

0000 1 0 0111
0001 9 1 1011
0010 9 2 1111
0011 9 2 -
0100 3 1 -
0101 3 1 -
0110 9 4 -
0111 27 13 -
1000 3 2 -
1001 27 17 -
1010 3 2 -
1011 27 20 -
1100 9 8 -
1101 9 8 -
1110 27 26 -
1111 81 80 -

Table 2. The size of tables B and C

base bit words operation

4 16 6.0
5 32 7.5
6 64 9.0
7 128 10.5
8 256 12.0
9 512 13.5

10 1k 15.0
11 2k 16.5
12 4k 18.0
13 8k 19.5
14 16k 21.0
15 32k 22.5
16 64k 24.0
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Table 3. The size of tables S

base bit words ratio base bit words ratio
3 2 0.2500 18 7495 0.0286
4 3 0.1875 19 14990 0.0286
5 4 0.1250 20 27328 0.0261
6 8 0.1250 21 46611 0.0222
7 13 0.1016 22 93222 0.0222
8 19 0.0742 23 168807 0.0201
9 38 0.0742 24 286581 0.0171

10 64 0.0625 25 573162 0.0171
11 128 0.0625 26 1037374 0.0155
12 226 0.0552 27 1762293 0.0131
13 367 0.0448 28 3524586 0.0131
14 734 0.0448 29 6385637 0.0119
15 1295 0.0395 30 12771274 0.0119
16 2114 0.0323 31 23642078 0.0110
17 4228 0.0323 32 41347483 0.0096

3 GPU and CUDA Architectures

Figure 1 illustrates the CUDA hardware architecture. CUDA uses three types
of memories in the NVIDIA GPUs: the global memory, the shared memory, and
the registers [14]. The global memory is implemented as an off-chip DRAM of
the GPU, and has large capacity, say, 1.5-6 Gbytes, but its access latency is
very long. The shared memory is an extremely fast on-chip memory with lower
capacity, say, 16-48 Kbytes. The registers in CUDA are placed on each core in
the multiprocessor and the fastest memory, that is, no latency is necessary. How-
ever, the size of the registers is the smallest during them. The efficient usage of
the global memory and the shared memory is a key for CUDA developers to
accelerate applications using GPUs. In particular, we need to consider the coa-
lescing of the global memory access and the bank conflict of the shared memory
access [11,13]. To maximize the bandwidth between the GPU and the DRAM
chips, the consecutive addresses of the global memory must be accessed in the
same time. Thus, threads should perform coalescing access when they access to
the global memory. Also, CUDA supports broadcast access to the shared memory
without the bank conflict [14]. The broadcast access is a shared memory request
such that two or more threads refer the same address. Thus, in our GPU im-
plementation, to make memory access efficient, we perform the coalescing and
the broadcast access for the reference to tables B and C stored in the global
memory and the shared memory as possible, respectively.

CUDA parallel programming model has a hierarchy of thread groups called
grid, block and thread. A single grid is organized by multiple blocks, each of which
has equal number of threads. The blocks are allocated to streaming processors
such that all threads in a block are executed by the same streaming processor
in parallel. All threads can access to the global memory. However, as we can
see in Figure 1, threads in a block can access to the shared memory of the
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Fig. 1. CUDA hardware architecture

streaming processor to which the block is allocated. Since blocks are arranged
to multiple streaming processors, threads in different blocks cannot share data
in shared memories. Also, the registers are only accessible by a thread, that is,
the registers cannot be shared by multiple threads.

CUDA C extends C language by allowing the programmer to define C func-
tions, called kernels. By invoking a kernel, all blocks in the grid are allocated in
streaming processors, and threads in each block are executed by processor cores
in a single streaming processor. In the execution, threads in a block are split into
groups of thread called warps. Each of these warps contains the same number of
threads and is executed independently. When a warp is selected for execution,
all threads execute the same instruction. When one warp is paused or stalled,
other warps can be executed to hide latencies and keep the hardware busy.

There is a metric, called occupancy, related to the number of active warps
on a streaming processor. The occupancy is the ratio of the number of active
warps per streaming processor to the maximum number of possible active warps.
It is important in determining how effectively the hardware is kept busy. The
occupancy depends on the number of registers, the numbers of threads and
blocks, and the size of shard memory used in a block. Namely, utilizing too
many resources per thread or block may limit the occupancy. To obtain good
performance with the GPUs, the occupancy should be considered.

4 GPU Implementation

The main purpose of this section is to show a GPU implementation of verifying
the Collatz conjecture. The ideas of our GPU implementation are

(i) a GPU-CPU cooperative approach,
(ii) efficient memory access for the global memory and the shared memory, and
(iii) optimization of the code for arithmetic with larger integers.
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The details of our GPU implementation using these ideas are described, as fol-
lows.

4.1 A GPU-CPU Cooperative Approach

In the following, we show a GPU-CPU cooperative approach that is similar to the
idea of a hardware-software cooperative approach in [4]. In this paper, we assume
that 64-bit numbers are verified. This assumption is sufficient because a working
project for the Collatz conjecture is currently checking 61-bit numbers [17]. We
note that the verified numbers can be extended easily since the interim numbers
in the verification can be larger than 64-bit numbers. In the verification of the
Collatz conjecture, therefore, arithmetic with larger integers having more than 64
bits is necessary to compute B[nL] · nH +C[nL]. Depending on an initial value,
the size of the interim value may become very large during the verification.
If larger interim value is allowed in the computation on the GPU, the values
cannot be stored on the registers, that is, they have to be stored on the global
memory whose access latency is very long. In our implementation, therefore, the
maximum size of interim values is limited to 96 bits, which consists of three 32-
bit integers, to perform the computation only on the registers. By limiting the
maximum size, the computation can be performed as fixed length computation
without overhead caused by arbitrary length computation. Suppose that a thread
finds that the interim value is overflow for the initial value m. The thread reports
m through the global memory. After all the threads finish the verification, the
host program checks whether there are overflows or not. If overflows are found,
the host verifies the Collatz conjecture for the values using unlimited number of
bits by software on the CPU.

The reader may think that if the number of overflows is larger, the verifica-
tion time is longer. However, the number of overflows is small enough for the
limitation of 96 bits [5]. Therefore, it is reasonable to perform the verification
for overflow numbers on the host. In Section 5, we will evaluate the number of
overflows and the verification time for them.

4.2 Efficient Memory Access for the Global Memory and the
Shared Memory

In order to reduce the global memory access, all the contents of tables B and C
stored in the global memory are cached on the shared memory. Threads in each
block load the contents of the tables B and C to the shared memory at first. In
this case, threads read them from the global memory with the coalescing access.
After that, each thread verifies assigned numbers. In our implementation, we
use tables B and C with base bit 11. Each entry of tables B and C is stored
as a 32-bit integer. According to Table 2, the number of words of tables B and
C is 2048 and the total size of these tables is 16 Kbytes. Since the maximum
size of the shared memory is 48 Kbytes, tables B and C with base bit 12 can be
stored on the shared memory. However, since for that case, the size of utilized
shared memory is too much, the occupancy is decreased, that is, the performance
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becomes lower. Thus, we use tables B and C with base bit 11 and cache them
on the shared memory.

In addition, we consider efficient memory access of cached tables B and C
on the shared memory. Recall that the address of the reference for tables B
and C is always determined by the value of nL which is the least significant
bits of interim value n. If interim values have distinct least significant bits, the
access for tables B and C becomes distinct. This occurs the bank conflict of the
shared memory. To reduce this bank conflict, we utilize the broadcast access,
that does not occur the bank conflict. In our GPU implementation, we arrange
initial values verified by threads in a block such that the least significant bits of
them are identical. More specifically, the data format of them is shown in Fig. 2.
In the figure, thread ID denotes a thread index within a block, block ID denotes
a block index within a kernel, and M is a constant. In each block, S[block ID ]
and M are common values for threads and each thread in a block verifies the
Collatz conjecture for 28(= 256) initial values. Using this arrangement, threads
in a block concurrently verify the conjecture for values that are identical except
thread ID . Since the values are not exactly identical, we cannot avoid the bank
conflict for all the access. However, until the bits depending on the thread ID
are included into nL, threads in a block can refer the identical address of tables
B and C at the same time. For each iteration of the while-loop in the algorithm
in Section 2, the interim value is divided into the least significant d bits and the
remaining bits, that is, the value is d-bit-right-shifted. Therefore, using the data

format in Fig. 2, threads can refer the same address � 8+(45−b)+b
d � = � 53d � times

for each verification. For example, when d = 11, that is the optimal parameter
in our experiment, threads can refer the same address at least 4 times for each
initial value.

1 thread_ID 00000000 M S[block_ID]

10 bits 8 bits b bits45-b bits

1 thread_ID 11111111 M S[block_ID]

256

�

1 thread_ID 00000001 M S[block_ID]

1 bit

Fig. 2. The data format of 64-bit numbers verified by each thread in a block, where
thread ID denotes a thread index within a block, block ID denotes a block index within
a kernel, and M is a constant

4.3 Optimization of the Code for Arithmetic with Larger Integers

As mentioned in the above, arithmetic with larger integers having more than
64 bits is necessary to compute B[nL] · nH + C[nL]. In C language, however,
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there is no efficient way of doing such arithmetic because C language does not
support operations with the carry flag bit. In a common way to perform the
arithmetic with larger integers, 32-bit operations are performed on 64-bit opera-
tions by extending the bit-length. However, the overhead of type conversion for
the extension of the bit-length cannot be ignored. To optimize the arithmetic
with larger integers, therefore, a part of the code is written in PTX [15] that is
an assembly language for NVIDIA GPUs and can be used as inline assembler in
CUDA C language. PTX supports arithmetic operations with the carry flag bit.
Concretely, we use mad and madc that are 32-bit arithmetic operations in PTX
to compute B[nL]·nH+C[nL]. These operations multiply two 32-bit integers and
add one 32-bit integer excluding and including the carry flag bit, respectively.
Applying the optimization of the code, in the preliminary experiment, the re-
sult shows that the optimized implementation can verify the Collatz conjecture
approximately 1.8 times faster than the non-optimized implementation.

5 Performance Evaluation

We have implemented our GPU implementation of verifying the Collatz conjec-
ture using CUDA C. We have used NVIDIA GeForce GTX TITAN with 2688
processing cores (14 Streaming Multicore processors which have 192 processing
cores each) running in 876 MHz and 6 GB memory. For the purpose of esti-
mating the speed up of our GPU implementation, we have also implemented
a software approach of verifying the Collatz conjecture using GNU C. In the
software implementation, we can apply the idea of accelerating the verification
described in Section 2. The difference from the GPU implementation is that
the software implementation uses unlimited number operations and verifies the
Collatz conjecture serially. Each of them will be compared in the following. We
have used in Intel Xeon X7460 running in 2.66GHz and 128GB memory to run
the CPU implementation.

We have evaluated the computing time of the GPU implementation by veri-
fying the Collatz conjecture for the 64-bit numbers whose data format is shown
in Fig. 2. For this purpose, we have 10 randomly generated integers as a con-
stant M . For each generated integer M , the GPU implementation verified the
Collatz conjecture. In the GPU and CPU implementation, we use tables B and
C with base bit 11 and 12, which are optimal bits obtained by our experiments,
respectively.

Fig. 3 shows the number of verified numbers per second for various base bit
of table S in the GPU and CPU implementations. We note that in the GPU
implementation, the computing time of the verification for overflow numbers by
the CPU is included as described in Section 4. For example, when base bit of table
S is 32 for a constant M in the GPU verification, 29764 overflow numbers were
found, that is, the size of interim values for 29764 numbers became more than
96 bits. After that, the host program verified the conjecture for these numbers
using unlimited number of bits by software. The verification time in the CPU was
65 ms including the time of data transfer between the GPU and CPU. Since the
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Fig. 3. The number of verified 64-bit numbers per second for various size of base bit
of table S
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total computing time was 2249144ms, the verification time for overflow numbers
by the CPU is much shorter. According to the both graphs, when the base bit
is larger, the number is larger because the number of non-mandatory numbers
is larger for larger base bit as shown in Table 3. For table S with base bit
32, our GPU implementation can verify the Collatz conjecture for 5.01 × 1011

numbers per second. On the other hand, in the CPU implementation, for table S
with base bit 32, the CPU implementation can verify the Collatz conjecture for
1.80× 109 numbers per second. Thus, our GPU implementation attains a speed-
up factor of 278 over the CPU implementation. As far as we know, the FPGA
implementation in [5] has been the fastest implementation. However, our GPU
implementation can verify the Collatz conjecture 3.05 times faster the FPGA
implementation.

6 Conclusions

We have presented a GPU implementation that performs the exhaustive search
to verify the Collatz conjecture. In our GPU implementation, we have considered
programming issues of the GPU architecture such as the coalescing of the global
memory, the shared memory bank conflict, and the occupancy of the multicore
processors. We have implemented it on NVIDIA GeForce GTX TITAN. The
experimental results show that it can verify 5.01 × 1011 64-bit numbers per
second. On the other hand, the CPU implementation verifies 1.80 × 109 64-bit
numbers. Thus, our GPU implementation attains a speed-up factor of 278.
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Abstract. The three-dimensional (3D) processor array has benefits of
reducing interconnection latency, consuming less power and improving
bandwidths compared to 2D processor arrays. However, it suffers from
frequent faults due to power overheating during massively parallel com-
puting. To achieve fault-tolerance under such a such a scenario, an effec-
tive method is to construct a non-faulty sub-array from the faulty array
as large as possible, such that the original application can still work on
the sub-array. However, logical sub-arrays produced by previous works
contain large number of long interconnects, which leads to more commu-
nication cost, capacitance and dynamic power dissipation. In this paper,
we investigate the problem of reducing the interconnection length of a
logical array. First, we prove that it is a NP-hard problem. Then we pro-
pose an efficient heuristic to reduce the interconnection redundancy of a
logical array by reducing the number of long interconnects in each logical
plane. Each logical plane is optimized based on statistical information.
Experimental results show that, on 32 × 32 × 32 host array with fault
densities ranging from 0.1% to 5%, the proposed algorithm is capable
of reducing the interconnection length by 49.7% and 29.8% in average
compared to the existing algorithm GPR and CAR, respectively.

Keywords: 3D processor array, fault tolerance, interconnection length,
algorithm.

1 Introduction

The quest for high-performance and low-power leads to design multi-core archi-
tectures where an increasing number of processing elements (PEs) are integrated
on a single chip in a tightly coupled fashion. Three dimensional (3D) processor
arrays have been well-known for lower interconnection latency and larger band-
width compared to 2D processor arrays. However, with the increased density,
faults occur frequently due to power overheating during the massively parallel
computing.
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Two types of fault tolerance methods, i.e., microarchitecture-level approach
and PE-level approach, are commonly investigated. In the first type, fault toler-
ant circuits are incorporated into each PE to achieve fault tolerance[1,2]. How-
ever, with the ever-increasing circuit density, obtaining high reliability of each
PE is increasingly difficult and will become unaffordable in the near future. In
PE-level approach, fault tolerance is achieved by reconfiguring interconnections
among PEs to construct a fault-free sub-array. In other words, the faulty PEs
are replaced or bypassed and the remaining fault-free PEs form a logical array.
In fact, some many-core systems have employed the PE-level fault-tolerance by
replacing faulty PEs with spare on-chip PEs, e.g., Sun’s UltraSPARC T1 pro-
cessor [3] and Azul’s Vega2 chip [4]. It is reported in [5] that PE-level fault
tolerance outperforms microarchitecture-level fault tolerance in term of yield-
adjusted throughput and relatively smaller instructions per cycle with the fab-
rication technology advancing to 100 nm.

In PE-level fault tolerance, it is important that a fault-free sub-array must
maintain the isomorphism with the original array. It requires the network of this
sub-array is regular. If the regular network is not provided, programmers need
to optimize the application according to the irregular network [6] or customize
the network to match the traffic pattern of the application [7,8,9], in order to
fully exploit the capabilities of processing. This is a big burden for programmers
because an optimized program for one network may not work well for a different
one and the programmers are facing various irregular networks as the faults
occur randomly and cannot be predicted.

Reported approaches on the switch-based architecture can be classified into
two categories, i.e., the redundancy approach [10,11] and the degradation ap-
proach[12,13,14]. The redundancy approach intends to obtain a fault-free logical
array with guaranteed size, while the latter tries to provide a target array as
large as possible. For 3D processor arrays[16][17], few works have been reported.
To the best of our knowledge, [18] present the first work for 3D degradable pro-
cessor arrays. Firstly, it propose an algorithm named GPR to construct a logical
array as large as possible. To do that, GPR produces as many as possible logical
’planes’ and then connects these planes to form a 3D logical array. After that,
[18] proposes an algorithm named CAR to reduce the interconnection length of
the logical array produced by GPR. To do that, CAR revises each logical plane to
reduce the number of long interconnects (nlis).

Even algorithm CAR tried to optimize the interconnection length, the logical
array by CAR still contains large nlis. It is because, in revising each logical plane,
the position information of only 2 out of each PEs’ 4 logical neighbors is used
to to reduce nlis, which results in significant interconnection redundancy. On
the other hand, algorithm CAR is time consuming (running in exponential time
in the worst case), as it works in backtrack manners. Motivated by this, we
develop an efficient algorithm to further reduce the nlis. In our approach, global
statistical information is calculated and utilized to assist the optimization, also
position information of all 4 logical neighbours of each PEs is used in revising
each logical plane. Moreover, we accelerate the procedure of revising each plane
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by identifying and eliminating backtrack steps, so that our algorithm runs in
nearly linear time.

The rest of the paper is organized as follows. Section II introduces some pre-
liminaries regarding to important notations and the fault-tolerant architecture.
In section III, we proving that reducing the interconnection length of a logi-
cal array is NP-hard problem. In section IV, we present the proposed heuristic
which which optimize the interconnection length by revising each logical plane.
In section V, we provide experimental results with analysis, and conclude our
work in section V.

2 Preliminaries

2.1 Fault-Tolerant Architecture and Reconfiguration Schemes

Let H denote a physical/logical array containing m×n× h processing elements
(PEs), where m,n and h are the sizes of its x-axis dimension, y-axis dimension
and z-axis dimension, respectively. Some of the PEs in H are faulty. Assume the
fault density of the physical array is ρ (0<ρ<1), then there are N = (1−ρ) ·m×
n×h fault-free PEs in H . A degradable subarray containing no faulty PEs can be
constructed by changing the connections among PEs. The degradable subarray is
called a target array or logical array, denoted as T . The planes in physical/logical
array are called physical/logical planes, respectively. In this paper, ex,y,z (e′x,y,z)
indicates the PE located at (x, y, z) of the host (logical) array. Let X(u), Y (u),
Z(u) denote the x-axis index, y-axis index, z-axis index of PE u. u = v indicates
that PE u is identical to v. Let Hi,j be a subset of H that each PE in Hi,j is with
x-axis index i and y-axis index j, i.e., Hi,j = {ei,j,k | 1 ≤ k ≤ h}. Therefore, H
=
⋃

1≤i≤m,1≤j≤n Hi,j .
Fig. 1. shows a host array with size of 3×3×2. The gray shaded boxes in the

figures represent faulty PEs, while other boxes represent the fault-free PEs. Each
circle represents a configuration switch, and there are 15 states for each switch
[16][17], as shown in Fig. 1. Each link of the network is of capacity 1. The fault-
tolerant reconfiguration is achieved by inserting several switches in the network

M N OK LJH IGD E FA B C15 switch states :

z

yx

faulty PEfault-free PE switch

yz-plane 

xy-plane 

xz-plane 

Fig. 1. Fault tolerance architecture and reconfiguration schemes
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(a) z-direction bypass (b) xy-plane rerouting for replacing    with e

z
yx

e

(c) e is unconnectable due to |Adjy-(e)|=0 

Adjy+(e)

e

Fig. 2. Reconfiguration schemes to construct logical arrays by bypassing or replacing
faulty PEs

allowing the network to dynamically change connections among PEs. In this
switch based processor array, once the connection is set up, signal messages can
be transferred through the connection without any header information. The time
delay is negligible since no routing or arbitration is needed.

If PE ex,y,z+1 faults as shown in Fig. 2 (a), then ex,y,z can communicate with
ex,y,z+2 directly and data will bypass ex,y,z+1 without being processed, through
an internal bypass links. This scheme is called z-direction bypass scheme (z-
bypass for short). Under this scheme, an entire xy-plane of PEs can be bypassed
if the plane contains too many faulty PEs. Note that no external switch is needed
in this technique. For the layout of PEs, switches, links, I/O port selector, bypass
controller and some practical issues related to the reconfigurable arrays, we refer
the reader to [19]. In a similar manner, we can obtain the x-bypass and y-bypass
scheme.

The xy-plane rerouting scheme defines rules to form a logical xy-plane. As
shown in Fig. 2 (b), to form a fault-free logical plane, the faulty PE e0 can
be replaced with e by connecting e to ex−, ex+, ey− and ey+, respectively. In
xy-plane rerouting scheme, PE e can directly connect to a logical neighbor if
their z-axis distance does not exceed a fixed value d, by changing the states of
switches. Formally, PE e can connect to a logical neighbor ey+ lying in e’s y+
direction, if |Z(e)− Z(ey+)| ≤ d where d is called compensation distance.. The
xy-plane rerouting scheme allows PEs from different physical xy-planes to form
a logical xy-plane. In practice, it is important to keep the compensation distance
small in order to reduce the overhead in the switching mechanisms. The same
with previous works, d is also limited to 1 in this paper, which keeps the low cost
of physical implementation. xz-plane rerouting scheme and yz-plane rerouting
scheme can be obtained in the similar manner.

Under the xy-plane rerouting scheme with compensation distance d of 1, a
PE, say e, can directly connects to 12 physically adjacent PEs, as shown in Fig.
2 (c). The 12 PEs distribute in four directions, i.e., x-, x+, y- and y+ direction.
The e’s adjacent set of fault-free PEs lying in y+ direction of PE e, denoted as
Adjy+(e), is defined as

{ u|u is fault-free , X(u) = X(e), Y (u) = Y (e) + 1, |Z(u)− Z(e)| ≤ 1 }.
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Adjy−(e), Adjx−(e) and Adjx+(e) can be defined similarly. An example of
Adjy+(e) is demonstrated in Fig. 2(c). To form a logical plane, PE e needs to
connect to one PE from each of its 4 adjacent set. PE e is said to be uncon-
nectable if any one of |Adjy+(e)|, |Adjy−(e)|, |Adjx+(e)| or |Adjx−(e)| is 0, where
|A| represents the number of elements in set A. This is because, under such a
situation, e cannot be used to form a logical plane in this case. In Fig. 2 (c),
PE e is unconnectable since |Adjy−(e)|=0. In addition, the PE of smallest z-axis
index in Adjy+(e) is called the lowest fault-free PE in Adjy+(e).

2.2 Previous Works and Problem Description

The problem of constructing maximum logical logical array on selected indexes,
investigated in [18], can be formed as follows.

Problem R: Given an m× n× h host array H with faults, x-axis index set
ROWs and y-axis index set COLs, find a maximum logical array such that each
logical plane of the logical array contains exactly one fault-free PE from each
Hx,y for x ∈ ROWs, y ∈ COLs, under (x ∪ y ∪ z)-bypass and xy-plane rerouting
scheme.

Note that if the i-th yz-plane contains too many faulty PEs, then the index
xi will not be included in ROWs so that the entier yz-plane will be bypassed using
x-direction bypass. Similarly, if the j-th xz-plane contains too many faulty PEs,
then the index yj will not be included in COLs.

To construct 3D logical arrays, the algorithm GPR in [18] first constructs sev-
eral logical xy-planes using xy-plane rerouting, then connects these logical planes
in z direction. These logical planes are the same size and are constructed on se-
lected x-axis indexes and y-axis indexes. Each logical plane is formed as follows.
Assume ROWs ={x1, x2,..., xs}, COLs={y1, y2,..., yt} are the selected x-axis in-
dexes and y-axis indexes, respectively. For simplicity, we use px to denote the
index prior to x in ROWs, use nx to denote the index next to x in ROWs, use py
to denote the index prior to y in COLs, and use ny to denote the index next to
y in COLs.

In forming the k-th logical plane Tk, GPR starts from the position (x1, y1), and
tries to find a lowest fault-free PE for e′i,j,k (x1 ≤ i ≤ xs, y1 ≤ j ≤ yt) from the
set S=Adjy+(e

′
x,py,k) ∩ Adjr+(e

′
p,px,y) ∩Hx,y, in the manner from x1 to xs, from

y1 to yt. At each position (i, j), if a feasible fault-free PE is found, it switches
to the next position; otherwise, it backtracks to its prior column or prior row
according to different conditions. This process repeats until 1) a fault-free PE is
found to be e′xs,yt,k

for the k-th logical plane Tk, or 2) the algorithm backtracks
to the position (x1, y1). The detailed description of algorithm GPR is omitted due
the limitation on paper length.

Fig. 3 shows nine possible types of link-ways for a feasible logical array. Fig. 3
(a), (b) and (c) are short interconnects [13,18], as they use only one switch to con-
nect 2 PEs. Fig. 3 (d), (e), (f), (g), (h) and (i) are long-interconnects as they use
two switches to connect two logically neighboring PEs. Clearly, long-interconnect
leads to extra communication delay, capacitance and dynamic power dissipation.
Algorithm GPR always constructs down-most logical planes in order to find a
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Fig. 3. Short interconnects and long-interconnects

logical array as large as possible. However, down-most planes contain large num-
ber of long-interconnects. Thus, it is necessary to reduce long-interconnects for
the logical array by GPR.

A maximum logical array constructed by algorithm GPR is called GPR array.
A communication efficient logical array (CELA) is a maximal sized logical array
of the minimum number of the long-interconnects.

The work in [18] also considered the problem of reducing the interconnection
length, i.e. constructing CELA. The algorithm CAR in [18] revises each logical
plane of the GPR array, from top to bottom, to reduce the number of long
interconnects. Let T1, T2, · · · , Tk be the k logical planes of a GPR array. CAR
revises these planes in the order of Tk, Tk−1, ..., T1, to form better planes. In
the process of revising logical plane Tp on an area, say Λ, CAR examines each
position (i, j) (x1 ≤ i ≤ xs, y1 ≤ j ≤ yt), in the manner from x1 to xt, from y1
to ys. At each position (i, j), CAR selects the best candidate PE for e′i,j,p from set
Si,j = Adjy+(e

′
i,pj,p)∩Adjx+(e′pi,j,p)∩Λ according to local structure information.

For more details see [18].

3 Hardness of Reducing the Interconnection Length

To show that minimizing the inter-length of the MLA is NP-hard, we only need
to prove that a special case, i.e., minimizing the inter-length of a single plane
(denoted asMP), is NP-hard. The special caseMP is formed as follows,

Problem MP: Given an area Λ = ∪Λx,y (x ∈ ROWs, y ∈ COLs) where Λx,y

is a subset of Hx,y such that |Λx,y| ≥ 1, find one PE from each Λx,y to form a
logical plane such that the inter-length of the logical plane is minimized.

In a m × n logical plane, say Ta, there exists (m − 1) × n + m × (n − 1)
interconnects in total. The inter-length of logical plane Ta, denoted as Len(Ta),
can be calculated by summing up the length of these interconnects. Formally,
Len(Ta) =

∑
Len(u, v), where u and v are logical neighbors in Ta and Len(u, v)

is the length of the interconnect between u and v. On the other hand, if u and v
are not logical neighbors, then there is no direct interconnect between the PEs,
thus Len(u, v) = 0. Therefore, the inter-length of Ta can also be calculated as
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Len(Ta) =
∑

u,v∈Ta
Len(u, v). ProblemMP is form a logical plane Ta such that

Len(Ta) =
∑

u,v∈Ta
Len(u, v) is minimized.

Theorem 1. ProblemMP is NP-hard.
Proof: Here is the polynomial time reduction from the independent set prob-

lem, which is a well known NP-hard problem. Given a graph G with vertex set
V = {v1, v2, ..., vk} and integers m,n (m × n < k), we create an instance of
problemMP, consisting of m× n copies of V as

Λx,y = {vx,y,1, vx,y,2, ..., vx,y,k}, 1 ≤ x ≤ m and 1 ≤ y ≤ n.

For any two nodes vx1,y1,i and vx2,y2,j , there exists an interconnect whose length
is denoted as Len(vx1,y1,i, vx2,y2,j). The length Len(vx1,y1,i, vx2,y2,j) is defined
as follows.

If i �= j and there is no edge between vi and vj in G, then Len(vx1,y1,i, vx2,y2,j)
= 0; otherwise, Len(vx1,y1,i, vx2,y2,j)=1.

We next show that G has an independent set of m × n vertices if and only
if there are m × n PEs forming a logical plane, say Ta, such that Len(Ta) =∑

u,v∈Ta
Len(u, v) = 0.

1. On one hand, suppose that there exists a logical plane Ta such that Len(Ta) =
0. Let vx1,y1,z1 , vx2,y2,z2 , ..., vxi,yi,zi , ... (1 ≤ xi ≤ m, 1 ≤ yi ≤ n) be the
PEs in Ta, we can construct a independent set IS as {vz1 , vz2 , ..., vzi , ...}
(1 ≤ zi ≤ m × n). Clearly, for any two nodes in IS, say vi and vj , there
is no edge between vi and vj in G as Len(vxi,yi,i, vxj ,yj,j)=0. Thus, IS is a
independent set.

2. On the other hand, suppose that G has an independent subset IS containing
m × n vertices of G (m × n < k), i.e., vz1 , vz2 , ..., vzi , ... (1 ≤ i ≤ m × n).
We can construct a logical plane Ta by selecting one PE from each Λx,y

(1 ≤ x ≤ m, 1 ≤ y ≤ n) such that, for any two PEs vxi,yi,i, vxj ,yj,j in Ta,
we have i �= j. It is clearly Len(vxi,yi,i, vxj ,yj,j)=0, because i �= j and there
exists no edge between vi and vj in G. Thus, Len(Ta) =

∑
u,v∈Ta

Len(u, v)
= 0.

It is easy to see that the size of the obtained problem is at most k2 since
(m× n) < k, thus the reduction can be down in polynomial time. Therefore, we
conclude that ProblemMP is NP-hard.

4 The Proposed Algorithm

Before introducing the proposed algorithm, we first present some notations.
Let Ti and Tj be two logical planes constructed on index sets ROWs and COLs,
where ROWs={x1, x2, ..., xs} and COLs={y1, y2, ..., yt}. Let e′x,y,i and e′x,y,j (x ∈
ROWs, y ∈ COLs) denote the PE located at (x, y) of plane Ti and Tj, respectively.
The partial order between on Ti and on Tj is defined as follows.
(1) plane Ti < Tj if PE e′x,y,i of Ti lies to the downside of PE e′x,y,j of Tj, for

x ∈ ROWs, y ∈ COLs.
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(2) plane Ti ≤ Tj if PE e′x,y,i of Ti lies to the downside of, or is identical to,
the PE e′x,y,j of Tj , for x ∈ ROWs, y ∈ COLs.

If plane Td ≤ Ti for any logical plane Ti that can be constructed from H on
ROWs and COLs, then Td is called the down-most logical plane.

We use Λ = A[Ti, Tj) (Ti ≤ Tj) to indicate the area that consists of the fault-
free PEs bounded by Ti and Tj (including Ti but not including Tj). Ti and Tj

are called the bottom boundary of A[Ti, Tj) and the top boundary of A[Ti, Tj),
respectively. Let Λi,j be a subset of Λ such that each PE in Λi,j is of x-axis i
and physical y-axis j.

Assume algorithm GPR produces a logical array consisting of L logical planes,
i.e., T1, T2, ..., TL, named from from bottom to top. Our proposed algorithm
CAAE revises each logical plane Tk(1 ≤ k ≤ L), in top-to-bottom manner.

Explicitly, CAAE starts from revising TL on the area Λ = A[TL,∞) consisting
of fault-free PEs that are located to the up side of plane TL (including PEs on
TL), resulting in a better logical plane T ′

L. Then CAAE refines TL−1 to a better
one, say T ′

L−1, on the area A[TL−1, T
′
L), followed by refining TL−2 to T ′

L−2 on
A[TL−2, T

′
L−1), ..., refining C1 to C′

1 on A[C1, C
′
2). It is evident that on every

area Λ, one and only one logical plane can be constructed.
Algorithm CAAE performs the following three steps on an area Λ to form a

better logical plane.

1. CAAE first recursively excludes unconnectable PEs out of area Λ. It examines
each PE e in area Λ, if any one of |Adjy+(e)|, |Adjy−(e)|, |Adjx+(e)| or
|Adjx−(e)| is 0, then PE e is identified to be unconnectable and will be
excluded out of set Λ. Once a PE, say ei,j,k, is identified as unconnectable
PE, all its physical neighbors (12 at most) will be re-examined.

2. CAAE calculates the global statistical information of Λ. XY d(i, j) is calcu-
lated by |Λi,j | for x1 ≤ i ≤ xs, y1 ≤ j ≤ yt. Among all PEs in Λ, the number
of PEs, whose physical z-axis index is t, is calculated as Z d(t)(1 ≤ t ≤ h).
The physical plane of maximum T d(t) is selected as the central plane, de-
noted as cP , to assist revising Tk in next step.

3. In this step, algorithm CAAE examines each position (i, j)(i ∈ ROWs, j ∈ COLs)
to select the best PE in Λi,j = Λi,j for inclusion into the logical plane Tk.
CAAE examines each position in the following order. It first examines positions
(i, j) of XY d(i, j) = 1, then examines positions of XY d(i, j) = 2,..., and
the process repeats until all positions are examined. At position (i, j), the
algorithm selects the PE located in physical plane cP from Λi,j for inclusion
into Tk, i.e., PE ei,j,cP is selected to be e′i,j,k. However, if no PE in Λi,j is
located in plane cP , then CAAE selects the one mostly close to plane cP from
Λi,j . If there are two PEs in Λi,j that are of the same distance to plane cP ,
then CAAE selects the one of larger z-axis index. After selecting one from
Λi,j , all unselected ones are excluded out of Λ.

We now analyze the time complexity of the proposed algorithm for revising
a m × n × L logical array constructed from a m × n × h host array. Let θk
(1 ≤ k ≤ L) denote the number of PEs in the area Λ for revising logical plane
Tk, thus θk is bounded by (h − L) ×m × n, where L is the number of logical
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Algorithm 1. CAAE

Input: host array H with size of m× n× h; logical array T , number of logical
planes L;

Output: optimized logical array T ;
begin
k ← L; /* L is number of logical planes in T */
while k > 0 do

Λ ← A[Tk, Tk+1); /* set optimization area */
step 1): /* exclude unconnectable PEs out of Λ */
for each PE e in area Λ do

if e is unconnectable then
exclude e out of Λ; Check Neighbors Connectivity(e, Λ);

step 2): /* compute the distribution of PEs in Λ */
XY d(i, j) ←| Λi,j |; d(t) ← | {e | e ∈ Λ ∧ Z(e) = t} |;
cP ← arg max

1≤t≤h
d(t).

step 3): /* select one PE from each Λi,j to form a better Tk */
Nc ← 0; /* number of candidate PEs */
Np ← |ROWs| × |COLs|; /* number of unchecked positions */
while Np > 0 do

Nc ← Nc + 1;
for each (i, j) (i ∈ ROWs, j ∈ COLs) do

if (i, j) is unexamined and XY d(i, j) = Nc then
e′i,j,k ← the PE e (e ∈ Λi,j) that closest to plane cP ;
mark position (i, j) as examined; Np ← Np − 1;
exclude unselected PEs of Λi,j out of Λ;

k ← k − 1;

return T ;
end

Procedure Check Neighbors Connectivity(e0, Λ);
/*Recursively check the connectability of e0’s neighbors in Λ */
begin
put e0 in queue Q;
while (Q is not empty) do

p ← the first element in Q;
for each e of p′s physical neighbors in Λ do

if (e is unconnectable) then
exclude e out of Λ; Put e into queue Q;
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planes. In revising Tk: step (1) runs in O(θk); step (2) runs in O(θk); step (3)
runs in O((h − L) ×m × n) because the while loop runs h − L times at most
and each loop runs in O(m · n). Thus, the process of revising one logical plane
takes O(θk)+O(θk)+O((h− L)×m× n)=O((h− L)×m× n) time. Therefore,
we conclude that the time complexity of CAAE is O(L × (h − L) × m × n), as
there are L logical planes in total.

5 Experimental Results and Analysis

In this section, we experimentally investigate the efficiency of our proposed al-
gorithm CAAE in comparison with previous algorithms GPR and CAR. The three
algorithms were implemented in C++ language and run 2.1 GHz CPU with 4
GB RAM. In order to make a fair comparison, we keep the same assumptions
as in [6, 8-18]. All algorithms were tested and compared on datasets generated
in the same way as in previous work. The fault distribution in the entire mesh
is in a uniform manner, which corresponds to the fault distribution of a random
fault model.

Two evaluation metrics, harvest (harv) and the number of long-interconnects
(nlis), are calculated. The harv indicates how effectively the non-faulty elements
are utilized in constructing a logical array from a host array with fault elements
[12,13,18].

harv =
Size of logical array T

number of nonfaulty PEs in host array H
× 100%

The nlis reflects the interconnection redundancy of the produced logical array.
Let GPR nlis denotes the nlis of a GPR array and CAR nlis denotes the nlis of
an logical array produced by algorithm CAR. Let New nlis denotes the nlis of an
logical array produced by our proposed algorithm CAAE. Then the improvement
of CAAE over GPR in terms of nlis, denoted as imp.G, is calculated by

imp.G = (1− New nlis

GPR nlis
)× 100%

And the improvement of CAAE over CAR in terms of nlis, denoted as imp.C, is
calculated by

imp.C = (1− New nlis

CAR nlis
)× 100%

Table 1 shows performance comparison of algorithms GPR, CAR and the pro-
posed algorithm CAAE. The fault density of the host array ranges from 0.1% to
5%. From table 1, it can be seen that algorithm CAAE clearly outperforms al-
gorithms GPR and CAR in terms of nlis without loss of harvest. This is because
algorithm CAAE revises each logical planes using fault-free PEs in dynamically
calculated areas. Each area is bounded by two logical planes, which guaranteeing
that revising a logical plane to a better one does not occupy PEs that are critical
for generating other logical planes. In addition, the global statistical information
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Table 1. Performance evaluation on host arrays with size ranges from 32 × 32 × 32
to 128× 128× 128, averaged over 20 instances for each case

Host Array Logical Array Interconnection
size ρ(%) size harv (%) GPR nlis CAR nlis New nlis imp.G (%) imp.C (%)

32×32×32
0.1 32×32×31 96.3 1857 2148 931 49.8 56.6
1 32×32×29 90.6 15531 11776 6430 58.6 45.4
3 32×32×27 86.0 26004 14887 11899 54.2 20.1
5 32×32×24 78.6 26577 16410 12892 51.5 21.4

64×64×64
0.1 64×64×62 97.0 31178 32862 15578 50.0 52.6
1 64×64×59 92.8 202748 130012 82724 59.2 36.4
3 64×64×53 85.9 246215 156513 122589 50.2 21.7
5 64×64×49 80.3 238712 152389 126982 46.8 16.7

96×96×96
0.1 96×96×93 97.2 159114 147263 84936 46.6 42.3
1 96×96×89 93.3 805482 535772 342265 57.5 36.1
3 96×96×81 87.0 886517 574549 465330 47.5 19.0
5 96×96×74 81.1 840519 560615 477129 43.2 14.9

128×128×128
0.1 128×128×125 97.6 501963 454638 267636 46.7 41.1
1 128×128×119 93.8 2068040 1359890 931239 55.0 31.5
3 128×128×109 87.8 2177390 1463362 1201480 44.8 17.9
5 128×128×101 82.6 2064600 1404370 1232390 40.3 12.2
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Fig. 4. Performance comparison of algorithms GPR, CAR and the the proposed algorithm
CAAE on 32×32×32 host array with different fault densities, averaged over 20 instances
for each case

is utilized in refining a logical planes which ensures better nlis performance. In
general, for all cases considered in this paper, the average improvement of algo-
rithm CAAE over GPR is is about 49.7% and the average improvement of algorithm
CAAE over CAR is is about 29.8%.

Next, we analyze the impact of fault density on the proposed algorithm. Fig.
4(a) shows the performance comparison between algorithm GPR and CAAE in
terms of nlis, on 32×32×32 host arrays with fault density ranges from 1% to
10%. Under a certain point, nlis increases with the increased fault density for
both algorithms; then, a decrease in the values of nlis is observed on arrays with
larger fault density. The increase in nlis for both algorithms, on host arrays with
smaller fault densities, is due to the fact that the increasing fault density reduces
the chance of constructing communication-efficient logical array (CELA). On the
other hand, the decrease in nlis, on host arrays with larger fault densities, is
due to a considerable reduction in logical array size. Also shown in Fig. 4(a),
the improvement of the algorithm CAAE over GPR in terms of nlis increases with
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Fig. 5. Performance comparison of algorithms GPR, CAR and the the proposed algorithm
CAAE on host arrays of different scales with 5% faulty PEs, averaged over 20 instances
for each case

increasing fault density on less defective host arrays; then it decreases when the
fault density becomes higher. This is because the algorithm GPR always selects the
lowest fault-free PEs to form logical planes, which resulting in producing long-
interconnects around the faulty PEs. Thus, up to a certain point, the increase in
fault density leads to a larger number of long-interconnects in a GPR array. This
provides more chances for optimization by algorithm CAAE, resulting in better
improvement in nlis. On the other hand, beyond a certain point of fault density,
the number of unused PEs to be used for optimizing logical array decreases with
the increasing fault density, thus leads to lower improvement on nlis. Generally,
the average improvement is 53.7% on 32×32×32 host arrays. Similar results
are obtained in the comparison between algorithm CAAE and CAR as shown in
Fig. 4(b).

Fig.5(a) shows the comparison between algorithms GPR and CAAE on host
arrays with size ranging from 16×16×16 to 160×160×160. It is observed that
the nlis increases with increasing array size for both GPR and CAAE, because the
size of logical array grows with the increasing host array size. The improvement
of nlis experiences an increment with the increase of host array size on small or
medium-sized host arrays, and then it decreases on large scale host arrays. The
increase in the improvement on small host arrays is caused by long-interconnect
transfer ; that is, if a logical plane contains some long-interconnects, then its
neighboring logical plane will possibly contains long-interconnects at the same
position. These transferred long-interconnects can be optimized by algorithm
CAAE. The increasing host array size results in the increase in the number of
logical planes, thus produces more transferred long-interconnects which provides
more chances for optimization by CAAE. Therefore, the improvement of CAAE over
GPR in nlis increases with increasing host array size. On the other hand, beyond
a certain point, the impact of the long-interconnect transfer remains stable while
the value of nlis grows rapidly with increasing host array size, thus resulting in
the decrease in the improvement. Similar results are obtained in the comparison
between algorithm CAAE and CAR as shown in Fig. 5(b).
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6 Conclusions

In this paper, we have investigated the problem of constructing communication
efficient logical array(CELA) for 3D fault-tolerant processor arrays. We proved
that reducing the interconnection redundancy is NP-hard. We have presented
novel heuristic to reduce the long-interconnects by revising each logical plane of
the GPR array. Unlike the existing algorithms, we optimize the interconnection
length by revising the logical array based on its structure information. Exper-
imental results show that the proposed algorithm is superior in both runtime
complexity and interconnection length.
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Abstract. Identifying a network traffic at its early stage accurately is
very important for the application of traffic identification. And this has
caught a lot of interests in recent years. Packet sizes and statistical fea-
tures are effective features that widely used in early stage traffic identifi-
cation. However, an important issue is still unconcerned, that is whether
there exists essential differences between using the packet sizes and de-
rived features such as statistics in early stage traffic identification. In this
paper, we set out to evaluate the effectiveness of different kinds of early
stage traffic features. We firstly extract the packet sizes and their derived
features of the first 10 packets on 3 traffic data sets. Then the mutual in-
formation between each feature and the corresponding traffic type label
is computed to show the effectiveness of the feature. And then we exe-
cute a set of crossover identification experiments with different feature
sets using 7 well-known classifiers. Our experimental results show that
most classifiers get almost the same performances using packet sizes and
derived features for early stage traffic identification. And the combined
feature set selected by mutual information can obtain high identification
performances.

Keywords: Feature selection, Early stage traffic classification, Machine
learning.

1 Introduction

In recent years, early stage traffic identification has caught enough interests at
the research community. Most traditional machine learning based traffic iden-
tification techniques extract features on a whole traffic instance [7], [13], [15].
The most widely used feature extracting method is presented by A. W. Moore
et al. in 2005 [14]. They extract 248 statistical features based on a whole traffic,
such as maximum, minimum and average values of packet size, RTT. And clas-
sifiers using these statistical features can get very high performances in traffic
identification. However, in real circumstances, it makes no sense to recognize
Internet traffics when they have ended. Thus, we must identify Internet traffics
accurately in their early stage so that we can apply subsequent management
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and security policies. Therefore, some researchers have turned to find effective
models which are able to identify Internet traffics at their early stage. And this
makes early stage identification to become a hot topic in traffic identification
researches [3]. B. Qu et al. have studied the problem of accuracy of early stage
traffic identification, and found that it is possible to identify traffic accurately
at its early stage [19].

It is relatively hard to recognize a traffic by only using several early stage pack-
ets. According to A. Dainotti, limiting the number of packets used to extract
features offers several benefits including lower feature extraction complexity [3].
However, are the simple features extracted based on so few packets effective
enough for identification? Thus, the key problem of early stage traffic identifi-
cation is to find out effective features in the early stage of a traffic. L. Bernaille
et al. presented a famous early stage traffic identification technique in 2006 [1].
They use the sizes of the first few data packets of each TCP flow as the features,
and by applying K-means clustering technique, they got high identification rates
for 10 types of application traffics. A. Este et al. have proved in 2009 [6] that
the early stage packets of an Internet flow carry enough information for traffic
classification. They analyzed round trip time (RTT), packet size, inter-arrival
time (IAT) and packet direction of the early stage packets and found that the
packet size is the most effective feature for early stage classifications. N. Huang
et al. have studied the early stage application characteristics and used them for
classification effectively in 2008 [8]. Recently, they extracted a set of early stage
traffic features by analyzing the negotiation behaviors of different applications.
They use the packet size (PS) and the inter packet time (IPT) of the first 10
packets for some classifiers, while for other classifiers, they use the average and
the standard deviations of PS and IPT of the early packets. They applied these
features for machine learning based classifiers with high performances [9]. B.
Hullár et al. proposed an automatic machine learning based method consuming
limited computational and memory resources for P2P traffic identification at
early stage [11]. A. Dainotti et al. [4] construct high effective hybrid classifiers
and apply a hybrid feature extraction method for early stage traffic classifica-
tion. T. T. T. Nguyen et al. use statistical features derived from sub-flows for
timely identification of VoIP traffics [16], they extend the concept of early stage
to “timely”, since a sub-flows refers to a small number of most recent packets
taken at any point in a flows lifetime.

For the studies mentioned above, packet level features or derived features such
as statistics, were applied to identify Internet traffics. Features are designed em-
pirically by researchers. However, the effectiveness of different kinds of features
of the early stage is unknown. The packet level features are able to show the
detailed characteristics of an Internet traffic, while they can not catch its global
characteristics. On the contrary, a statistical feature such as the average packet
size is able to show the global distribution characteristics of a traffic. However,
the number of packets in the early stage of a traffic is considerably small, usually,
it ranges from 4 to 10. Thus, is an early stage feature able to include enough
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information for identification, and are derived early stage features more effective
than packet level features? These questions should be answered.

Contributions: In this paper, we set out to study the effectiveness of the
early stage features of Internet traffics. We try to answer the above mentioned
questions using mutual information analysis and experimental methods. 3 traffic
data sets and 7 machine learning classifiers are applied for our experiments.
We use the application layer packet sizes as the original packet level features.
The first and second differences and six statistics are applied as the derived
features. Firstly, the mutual information of each feature and the traffic type label
is computed to evaluate its effectiveness preliminary. Then we build 5 feature
sets covering the pure original feature set, the pure derived feature set and the
hybrid feature set, and then all selected classifiers are applied using these feature
sets to validate the effectiveness of selected features.

The rest of the paper is organized as follows: Section 2 introduces the charac-
teristics of the selected data sets applied in the study. All features to be evaluated
are presented in Section 3. And Section 4 illustrates the methods applied in our
study. The details of experimental results and analysis are given in Section 5.
Finally, we draw some conclusions in Section 6.

2 Data Sets

We select two sets of open network traffic traces, and a set of traces collected in
our campus network for our study. The characteristics of the selected traces are
depicted in Table 1.

Table 1. Characteristics of the selected network traffic traces

Auckland II traces UNIBS traces UJN traces
Type #inst Bytes Type #inst Bytes Type #inst Bytes

ftp 251 136241 bittorrent 3571 6393487 Web Browser 11890 58025350
ftp-data 463 5260804 edonkey 379 241587 Chat 11478 60212804
http 23721 139421961 http 25729 107342346 Cloud Disk 1563 109552924
imap 193 86455 imap 327 860226 Live Update 2169 28759962
pop3 498 98699 pop3 2473 4292419 Stream Media 810 785556
smtp 2602 1230528 skype 801 805453 Mail 803 2092862
ssh 237 149502 smtp 120 43566 P2P 326 2521089
telnet 37 21171 ssh 23 39456 Other 1408 3635558

2.1 Auckland II Traffic Traces

Auckland II is a collection of long GPS-synchronized traces taken using a pair
of DAG 2 cards at the University of Auckland which is available at [22]. There
are 85 trace files which were captured from November 1999 to July 2000. Most
traces were targeted at 24 hour runs, but hardware failures have resulted in most
traces being significantly shorter. We selected two trace files captured at Feb 14
2000 for our study. The traces include only the header bytes, with a maximum
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amount of 64 bytes for each frame, while the application payload is fully removed.
And all IP addresses anonymised using Crypto-Pan AES encryption. The header
traces were captured with a GPS synchronized mechanism using a DAG3.2E card
connected to a 100Mbps Ethernet hub interconnecting the University’s firewall
to their border router.

Since the application payloads were not recorded in Auckland II, DPI tools are
invalid to obtain ground truths. The only way to pick out the original application
type is using port numbers. In this study, we only accounted TCP case since TCP
is the predominant transport layer protocol. Each flow is thus assigned to the
class identified by the server port. We selected 8 main types from Auckland
II traces and filtered mouse flows with no more than 10 non-zero packets as
illustrated in Section 2.

2.2 UNIBS Traffic Traces

UNIBS is another opening traffic traces developed by Prof. F. Gringoli and
his research team, available at [21]. They developed a useful system namely
GT [12] to application ground truths of captured Internet traffics. The traces
were collected on the edge router of the campus network of the University of
Brescia on three consecutive working days (Sept 30, Oct 1 and Oct 2 2009).
They are composed of traffic generated by a set of twenty workstations running
the GT client daemon. Traffics were collected by running Tcpdump [20] on the
Faculty’s router, which is a dual Xeon Linux box that connects the network
to the Internet through a dedicated 100Mb/s uplink. 99% flows in UNIBS are
TCP flows. Therefore, we again use TCP flows in this data set for our study. By
using GT, UNIBS traces recorded the application information of each captured
flow. We can get the application ground truths by both TCP port numbers and
GT records. We also chose 8 main types in UNIBS for our study which are
shown in Table II. Different from Auckland II traces, there are two popular P2P
applications in this data set, bittorrent and edonkey, recorded by GT. Skype
is also selected as an import Internet application. Flows with no more than 10
non-zero payload packets are also filtered.

2.3 UJN Traffic Traces

The third data set is collected in a laboratory network of University of Jinan
using Traffic Labeler (TL) [18]. TL system captures all user socket calls and their
corresponding application process information in the user mode on a Windows
host, and sends the information to an intermediate NDIS driver in the kernel
mode. The intermediate driver writes application type information on the TOS
field of the IP packets which match the 5-tuple. By this mean, each IP packet sent
from the Windows host carries their application information. Therefore, traffic
samples collected on the network have been labeled with the accurate application
information and can be used for training effective traffic classification models.
We deployed 10 TL instances on Windows user hosts in the laboratory network of
Provincial Key Laboratory for Network Based Intelligent Computing. A mirror
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port of the uplink port of the switch was set, and a data collector was deployed
at the mirror port. The deployed TL instances ran at work hours every day. The
data collecting process lasted 2 days in May 2013. Again, flows with no more
than 10 non-zero payload packets are also filtered.

3 Features

In this study, we use the sizes of the early stage packets as the original packet
level features, and derive three types of deuterogenic features based on the packet
sizes: the first and the second order differences, and the statistical features. As
far as we know, there is no study reported to use differences as the early stage
traffic features. So it is very necessary to evaluate their effectiveness.

3.1 Packet Sizes

The packet size has proved to be the most effective packet level feature in the
early stage of traffics [6]. We use the packet sizes of the first 10 packets as the
original early stage traffic features in this study. All other features are derived
from the packet sizes. And we use the abbreviation of ps for packet size in this
paper.

Choosing an effective early stage packet number is also an interesting problem.
As we know, using too many packets will increase the computational complexity
of the feature extraction procedures and decrease the efficiency of the identifica-
tion models. While using too few packets will reduce the identification accuracies
since they can not contain enough characteristics of the traffics. Most researchers
use empirical values in their studies. In [1], the authors say 5 packets are enough
to distinguish the application behaviors. A. Este et al. use the first 6 packets
of a flow for their study [6], they also did not say why is 6 packets. In [9], the
authors extract early traffic features from 20 packets, and the number is also
an empirical value. In this study, we use the first 10 packets empirically. The
number is neither too large, nor too small.

3.2 The First and the Second Order Differences

The first order difference of a discrete function is the difference between two
adjacent function values. It shows the trends of the function. If we consider the
early stage packet sizes of a traffic as a discrete function, then we can get its
first order difference as follows:

diff1i = psi+1 − psi, i = 1, 2, ..., 9. (1)

Where psi is the size of the ith packet, and psi+1 is the size of the i + 1th
packet. We select 10 early stage packets and extract their packet sizes. Thus,
we get 9 first order difference values. Similarly, the second order difference is
the difference between two adjacent first order difference values. And it can be
defined as follows:

diff2i = diff1i+1 − diff1i, i = 1, 2, ..., 8. (2)
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3.3 Statistical Features

Statistical features is widely used for many problems as they can describe the
overall characteristics of an object. We select six simple statistical features which
are easy to compute.

– Average: The average is also known as the arithmetical mean, which is an
extensively used statistic. This feature is calculated as follows:

avg =

n∑
i=1

psi (3)

– Standard deviation: The standard deviation shows how much variation
or dispersion from the average exists. And the feature is defined as:

stdev =

√√√√ 1

n− 1

n∑
i=1

(psi − avg)2 (4)

where n is the number of packets, i. e. 10 in this study.
– Maximum and minimum: The maximum and minimum packet size are
also applied in the study, and we use the abbreviations of max and min
respectively.

– Geometric mean: The geometric mean is another mean which is defined
as:

gm = n
√
ps1ps2...psn (5)

– Variance: The variance measures how far the packet sizes is spread out,
which is defined as:

var =
1

n− 1

n∑
i=1

(psi − avg)2 (6)

4 Methodology

4.1 Mutual Information

Mutual information is a useful measure in information theory which is widely
used for many research areas. The mutual information of two random variables
X,Y is a measure of the variables’ mutual dependence. In information theory,
mutual information is defined as

I(X ;Y ) = H(X)−H(X |Y )

= H(X,Y )−H(X |Y )−H(Y |X)
(7)

where H(X) and H(Y ) are the marginal entropies of X and Y respectively,
H(X |Y ) and H(Y |X) are the conditional entropies, and H(X,Y ) is the joint
entropy of X and Y . From the point of view of set theory, the relationships
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Fig. 1. The relationships among the entropies and the mutual information

among H(X), H(Y ), H(X |Y ), H(Y |X), H(X,Y ) and I(X ;Y ) can be shown as
Fig. 1 depicts. According to Shannon’s definition of entropy, we have

H(X) = −
∑
x∈X

p(x)log(p(x)) (8)

H(Y ) = −
∑
y∈Y

p(y)log(p(y)) (9)

H(X,Y ) = −
∑
x∈X

∑
y∈Y

p(x, y)log(p(x, y)) (10)

where p(.) is the probability distribution function of a random variable. We use
the three equations in equation (7) and can obtain the computational formula
of mutual information

I(X ;Y ) =
∑
x∈X

∑
y∈Y

p(x, y)log(
p(x, y)

p(x)p(y)
) (11)

There are many open source software for mutual information computation. And
in our study, we apply H. Peng’s mutual information Matlab toolbox [17].

4.2 Classifiers

We execute our identification experiments using 7 well-known machine learning
classifiers. We use Weka data mining software [23] as our experiment tool. And
the selected classifiers fall into five categories according to Weka:

– Bayes:Bayes classifiers are based on Bayes theorem, which is widely ap-
plied in many engineering areas. In this study, we choose Bayesian network
(BayesNet) as the Bayes classifier.

– Lazy learning: Strictly speaking, there is no general training procedure
for a lazy learning classifier. It just loads the training data in the training
phase, and executes real classification decisions in the testing phase. We
choose k-nearest neighbor (KNN) classifier for this category.
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Fig. 2. Confusion Matrix

– Meta:Strictly speaking, meta classifier is a kind of classification framework
based on a specific classifier. This technique firstly trains a group of “weak
learn”, and then generate a “strong learn” based on the weak learns. We
choose Bagging for our study.

– Rule: As the name suggests, a rule based classifier extracts rules using a
specific policy, e. g. probability and decision trees, and uses the rules to
classify testing data. PART is selected for this category in this study.

– Trees: This refers to decision trees. A decision tree divides the target feature
space hierarchically. Each division produces a node on the decision trees. A
classification procedure is a procedure that goes from the root node to a
specific leaf node on the tree. In this study, C4.5 decision trees (J48) and
random forest (RandomForest) are selected for this category.

– Functions: Weka refers all classifiers based on specific functions to this
category. We choose logistic regression (Logistic) for this category.

4.3 Performance Measures

The confusion matrix is the basis in measuring a classification task, wherein rows
denote the actual class of the instances and the columns denote the predicted
class. Fig. 2 shows a typical confusion matrix of a binary classification. We
conduct many types of measures based on the confusion matrix to evaluate
classifier performance. In this study, the following measures are used:

– Accuracy: Classification accuracy (Acc) is defined as the total proportion
of all correctly classified instances:

Acc =
TP + TN

TP + FP + TN + FN
(12)

– Area Under Curve: The receiver operating characteristic (ROC) curve [2]
is a 2D graphical illustration of the trade-off between the TP rate (TPR)
and FP rate (FPR). The TPR is also called sensitivity (Sens), and the FPR
is related to another general measure namely specificity (Spec), and they are
defined as follows:

Sens =
TP

TP + FN
= TPR, Spec =

TN

TN + FP
= 1− FPR (13)
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The ROC curve illustrates the behavior of a classifier without considering the
class distribution or misclassification cost. The area under the ROC curve
(AUC) [10] is computed by the confusion matrix values in relation to the
TPR and FPR:

AUC =
1+ TPR− FRP

2
=

Sens+ Spec

2
(14)

5 Experimental Results and Analysis

5.1 Mutual Information Analysis

We show the the mutual information between each feature and the corresponding
traffic type label for each data set in Fig. 3. In the figure, psi is the packet size
between the ith packet, diff1− i is the first order difference of the i+ 1th and
the ith packet sizes, diff2− i is the ith second order difference.

The packet sizes of the first 2 packets, diff1 − 1, and the minimum packet
size get the low level mutual information. The results mean that the minimum
packet size, the packet sizes of the first 2 packets and their difference contain
the fewest identification information. For all of the three data sets, the variance
achieves the highest mutual information value, which implies that the variance
contribute the most identification information. For Auckland II data set, the
mutual information that the packet size feature set, the first order difference
feature set and the second order difference feature set contribute are on the
similar levels. However, the statistical features make evidently higher mutual
information, especially for avg, stdev and var. UNIBS data set shows a pattern
which is quite different from that of Auckland II. The packet sizes of the first 10
packets output unstable mutual information. While the mutual information of

Fig. 3. Mutual information between selected features and traffic type
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Table 2. Features selected according to mutual information

Auckland II UNIBS UJN

Ranking Feature Ranking Feature Ranking Feature

1 pk4 1 pk4 1 pk3
2 pk6 2 diff1-3 2 pk4
3 pk8 3 diff1-4 3 pk5
4 diff1-2 4 diff1-6 4 diff1-2
5 diff1-3 5 diff2-2 5 diff1-4
6 diff2-1 6 diff2-3 6 diff2-1
7 diff2-2 7 diff2-4 7 diff2-2
8 diff2-3 8 diff2-5 8 diff2-3
9 max 9 diff2-6 9 diff2-4
10 avg 10 diff2-7 10 diff2-6
11 stdev 11 diff2-8 11 avg
12 var 12 var 12 var

the first and second differences are stable, and their overall levels are also higher
than that of the packet sizes. Therefore, the first and second differences are
effective for UNIBS data set from the point of view of the mutual information.
UJN data set also shows a unique pattern. Its mutual information shows a steady
decrease from the third packet to the tenth packet. The mutual information that
the first and second differences output are not very stable, and the overall level
of the second order differences is a little higher than that of the packet sizes.

From a global view, there is no significant differences among the four fea-
ture sets with regard to the mutual information. So, the effectiveness of the
packet sizes, the first and second differences, and the statistical features are sim-
ilar according to the mutual information analysis. For each data set, we select
12 features to compose a combined feature set by the ranking of the mutual
information of all alternative features. And the selected features are shown in
Table 2.

5.2 Identification Results

In this subsection, we carry out a set of identification experiments to validate the
effectiveness of the five feature sets, i. e. the packet size feature set, the first and
second order difference feature sets, the statistical feature set, the combine fea-
ture set selected by mutual information. We use PS, Diff1, Diff2, Statistical
and MI to represent these feature sets, respectively.

We firstly summarize the identification results in averages in Table 3. And
then show detailed accuracy and AUC results in six column plots (Fig. 4 to 9).

When observing the average identification results, it can be found that the
packet size feature set and the combine feature set selected by mutual informa-
tion are the best performed feature sets. PS feature set gets the highest average
accuracy for UNIBS data set, and the highest average AUC values for UNIBS
and UJN data sets. MI feature set gets the highest average accuracies for Auck-
land II and UJN data sets, and the highest average AUC value for Auckland
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II data set. It should be noticed that all feature sets are able to achieve high
identification performances for the three data sets, and the absolute differences
among their results are not very significant. Therefore, all these feature sets in-
cluding the derived and combined feature set are effective for early stage traffic
identification.

Fig. 4 and 5 show the accuracy and AUC results for Auckland II data set,
respectively. All feature sets get identification accuracies higher than 96%. And
all AUC values are greater than 0.98, except the AUC of the Diff2 feature set
using logistic classifier. It can be seen that for most classifiers, the results of the
six feature sets are not significantly different from each other. Especially for the
PS feature set and the combined feature set (MI), their Acc and AUC values
are always very close.

Fig. 4. Acc results of Auckland II data set Fig. 5. AUC results of Auckland II data
set

The results for UNIBS data set are shown in Fig. 6 and 7. For most classifiers,
all the six feature set also get high identification performances as most Acc values
are higher than 97% and most AUC values are higher than 0.98. The second
difference and the statistical feature sets behave not so well as the others do
when using logistic classifier. both of their Acc and AUC values for logistic are
obviously lower than that of the other feature sets. However, we can not say that
Diff2 and statistical feature sets are worse than the others, since the differences

Table 3. Average identification results

Feature sets
Acc AUC

Auckland II UNIBS UJN Auckland II UNIBS UJN

PS 0.9880 0.9879 0.9406 0.9954 0.9963 0.9331
Diff1 0.9856 0.9861 0.9397 0.9947 0.9960 0.9180
Diff2 0.9859 0.9810 0.9413 0.9921 0.9939 0.9167
Statistical 0.9871 0.9603 0.9166 0.9944 0.9796 0.9231
MI 0.9890 0.9870 0.9429 0.9960 0.9957 0.9299
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Fig. 6. Acc results of UNIBS data set Fig. 7. AUC results of UNIBS data set

of the two feature sets and the other feature sets are not significant for other
classifiers.

When observing the results for UJN data set in Fig. 8 and 9, we can see
that the differences among the six feature set are more clearer than that of the
previous two data sets. PS and MI feature sets behave very similarly. Both
Acc and AUC values of the three feature sets are very close for all classifiers.
However, the pattern of the other three feature sets are quite different. Diff1
and Diff2 get Acc values which are significantly higher than that of the other
feature set for BayesNet. While their AUC values are close to that of the others.
This implies that BayesNet achieves high sensitivities using Diff1 and Diff2
feature sets, while the specificities are quite low. The statistical featue set does
not perform very well for accuracy. However, it performs quite well for AUC. This
means that the statistical feature set is able to make a good trade-off between
the sensitivity and the specificity. From the point of view of classifiers, logistic
does not perform so well as the other classifiers do.

Fig. 8. Acc results of UJN data set Fig. 9. AUC results of UJN data set
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5.3 Analysis and Discussions

According to the experimental results, some lessons can be learned:

– From the global view, the six type of features do not show significant ef-
fectiveness differences. Mutual information analysis results have shown that
most derived and statistical features gained similar level of mutual infor-
mation as the packet size feature do. The strongest evidences exist in the
identification experimental results. We can hardly tell which feature set out-
performed another significantly according to the identification results.

– As the original feature type, the packet size features show their high perfor-
mances in early stage traffic identification. In most cases, the packet sizes
feature set achieved high accuracy and AUC values in our experiments. So,
the original packet sizes is effective for early stage identification.

– The combined feature set also performed very well. In this study, we do not
focus on the problem of feature selection, and we only build a combined
feature set according to the rankings of the mutual information values. Iden-
tification results validated the high performances of the combined feature
set. Therefore, we infer that more effective feature sets can be built using
effective feature selection methods, and this is one topic of our future works.

6 Conclusions

We have tried to evaluate the effectiveness of the packet size based features
for early stage traffic identification in this paper. We use the mutual informa-
tion analysis to find the relationship between features and the traffic type, and
also carry out identification experiments to validate the effectiveness of differ-
ent type of features. Three traffic data sets include two opening data sets and
7 well-known classifiers are applied. According to the experimental results, we
can draw some conclusions. Firstly, derived features such as the difference and
the statistical features are not more effective than original packet size features.
Secondly, the combined features selected by mutual information analysis show
high performances in most cases. Although the combined feature set does not
outperform the other feature sets significantly, we infer that more effective fea-
ture selection methods can pick out combined feature sets that are more effective
than single type of features. And this is an important future work of us.
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Abstract. Hyper-star graph HS(2n, n) was introduced to be a com-
petitive model to both hypercubes and star graphs. In this paper, we
study its properties by giving a closed form solution to the surface area
of HS(2n, n) and discussing its Hamiltonicity by establishing an isomor-
phism between the graph and the well known middle levels problem. We
also develop a single-port optimal neighbourhood broadcasting algorithm
for HS(2n, n).

Keywords: Interconnection network, hyper-star, surface area, Hamil-
tonicity, neighbourhood broadcasting.

1 Introduction

Advances in hardware technology, especially the VLSI circuit technology, have
made it possible to build a large-scale multiprocessor system that contains thou-
sands or even tens of thousands of processors. One crucial step on designing a
large-scale multiprocessor system is to determine the topology of the intercon-
nection network (network for short), because the system performance is signifi-
cantly affected by the network topology. A network is conveniently represented
by a graph whose nodes represent the processors of the network and whose edges
represent the communication links of the network. Throughout this paper, we
use network and graph, processor and node, and link and edge, interchangeably.

One of the most popular and efficient interconnection networks is that of hy-
percubes [14,20]. Another family of regular graphs, star graphs [1,2], has been
extensively studied. Hyper-star graphs HS(m,n) and folded hyper-star graphs
FHS(2n, n) were introduced by Lee et al. [19] to be new alternatives to both
hypercubes and star graphs. The hyper-star graph is a regular network, when
m = 2n. The hyper-star has many attractive properties. For examples, it has
better scalability, simple routing algorithm, maximum fault-tolerance, and lower

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 526–534, 2014.
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network cost (defined as the product of its degree and diameter) than the hyper-
cube and its variations [19]. Many properties of hyper-star and folded hyper-star
graphs were introduced in [6,9,15,16,17,18,21,31]. Please note that there is a sim-
ilarly named network called hyperstar [3] which is completely different from the
hyper-star studied in this paper.

In this paper, we study additional properties of the hyper-star such as the
surface area and its Hamiltonicity. We also develop an optimal algorithm for
neighbourhood broadcasting on HS(2n, n). Specifically, after we introduce the
hyper-star graph in Section 2, we show that the surface area of HS(2n, n) is(

n
� k

2 �
)(n−1

	 k
2 

)
in Section 3. We then show in Section 4 that HS(2n, n) is isomorphic

to the well known middle cube, thus linking the Hamiltonicity of HS(2n, n) to
that of the middle cube, which remains an open problem. Finally, in Section
5, we find an optimal algorithm for performing neighbourhood broadcasting on
HS(2n, n).

2 Preliminaries

Both the hypercube and the star are popular topologies to interconnect many
processors in a parallel computer. In a hypercube Qn of dimension n, or n-
cube for short, there are 2n nodes where nodes i and j are connected if if their
binary representations differ on one bit. For example, in a 5-cube, node 01011
is connected to 11011, 00011, 01111, 01001, and 01010. In a star graph Sn of
dimension n, there are n! nodes where each node is a permutation of symbols
1, 2, ..., n. Two permutations are connected if one can be obtained from the
other by swapping its symbols at positions 1 and i, 2 ≤ i ≤ n. For example, in
a 5-star, node 31452 is connected to 13452, 41352, 51432, and 21453. The star
graph is an attractive alternative to the hypercube, and compares favorably with
it in several aspects [1,2]. For example, both the degree and diameter of Sn are
O(n), i.e., sub-logarithmic in the number of vertices of Sn, while a hypercube
with O(n!) vertices has a degree and diameter of O(log n!) = O(n log n), i.e.,
logarithmic in the number of vertices. Also, it is known that the star graph is
both vertex symmetric and edge symmetric. The hyper-star attempts to combine
the advantages of both networks.

A hyper-star graph HS(m,n) is an undirected graph consisting of
(
m
n

)
nodes.

For a node u whose binary representation is u = s1s2 · · · sm, u ∈ HS(m,n) if
the Hamming weight of u, H(u) = n. Two nodes are adjacent if and only if one
can be obtained from the other by exchanging the first symbol with a different
symbol (1 with 0, or 0 with 1) in another position. Two nodes directly connected
by an edge are said to be neighbours. Every node in HS(m,n) has degree n or
m − n. Let dist(u, v) be the distance from u = u1u2 . . . u2n to v = v1v2 . . . v2n
in HS(2n, n). If a bit string R = r1r2 · · · r2n is obtained by applying the bitwise

Exclusive-OR operation to u and v, i.e., ri = ui ⊕ vi, then dist(u, v) =
∑2n

i=2 ri.
Thus, the diameter of HS(2n, n) is 2n− 1. When m = 2n, the hyper-star graph
is a regular graph HS(2n, n), where a node is represented by a string of 2n bits
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with n of them being 1. We write a node

n︷ ︸︸ ︷
0 . . . 0

n︷ ︸︸ ︷
1 . . . 1 in HS(2n, n) as en = 0n1n.

we call en the identity node in HS(2n, n). Fig. 1 shows HS(6, 3).
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100011

010011 001011

110001

011001

111000

101001 110100

011100
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100101

001101

101100 110010
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100110

001110

101010

011010

Fig. 1. HS(6, 3)

Lemma 1 [21] Let u = 0n1n and v be two nodes in HS(2n, n), P be the shortest
path with a length ρ (≥ 3) from u to v and Q be a path that is some ith cyclically
permuted version of P . There are no common internal nodes on P and Q.

Lemma 2 [9] The length of the shortest cycle in HS(2n, n) is 6.

3 Surface Area of HS(2n, n)

Given a node u in a graph G, a question one may ask is how many nodes are
at distance k from u, k ∈ [0, D(G)], where D(G) is the diameter of G. This
quantity, denoted as BG,u(k), is referred to, in the literature, as the “Whitney
numbers of the second kind of the poset” [23], the surface area of a vertex with
radius k [13], or the “distance distribution” of nodes in a graph [29]. This surface
area problem has been studied for a variety of graphs [7,8,13,23,29].

The surface area of a graph can find several applications in network per-
formance evaluation, e.g., in computing various bounds for the problem of k-
neighbourhood broadcasting [11] in interconnection networks, and in deriving
the “transmission of a graph” [25], defined as the sum of all the distances in a
graph G, an indicator for the speed of an average communication. This notion
of transmission is also suggested to achieve the generalized Moore bound, an
important concept in extremal graph theory.

This quantity of surface area is especially well defined for the node symmetric
graphs, as the surface area for any node in a node symmetric graph G equals
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that for any other node in G. Since HS(2n, n) is node-symmetric [6,15], we focus
on the surface area of one specific node, en = 0n1n.

Definition 1 Let σi be an operation that exchanges s1 and si, 2 ≤ i ≤ 2n,
where si is the complement of s1. Then two nodes u and v are connected when
v is obtained from the operation σi(u), 2 ≤ i ≤ 2n.

Definition 2 For a node u, we denote by [k1, k2, . . . , kt] a path obtained by
applying operations σk1 , σk2 , . . . , σkt in sequence from the node u.

For example, there is a path [3, 2, 4] or [4, 2, 3] from 0011 to 1100. Since
a shortest path from en can be constructed by applying unique operations σi,
n+ 1 ≤ i ≤ 2n, and σj , 2 ≤ j ≤ n, alternately, we have the following lemma.

Lemma 3 Any shortest path [k1, k2, . . . , kt] from the node en = 0n1n to a spe-
cific node in HS(2n, n) has the same set of numbers {k1, k3, . . . , ki, . . .} (i is
odd) and {k2, k4, . . . , kj , . . .} (j is even).

We refer to the set {k1, k3, . . . , ki, . . .} as Sod, and the set {k2, k4, . . . , kj , . . .}
as Sev. Notice here that every number in Sod is between n + 1 and 2n, and
every number in set Sev is between 2 and n. Thus we can see that the number
of nodes of a certain distance from en is determined by the number of different
combinations of Sod and Sev. This leads us to the following theorem.

Theorem 1 The surface area of HS(2n, n), for 1 ≤ k ≤ D(HS(2n, n) = 2n−1,
is

BHS(2n,n),en(k) =
(

n
�k2
)(

n−1
�k2 �
)
. (A)

Table 1 shows the surface area of HS(2n, n), 2 ≤ n ≤ 6.

Table 1. Surface Area of HS(2n, n)

Radius k HS(4, 2) HS(6, 3) HS(8, 4) HS(10, 5) HS(12, 6)

1 2 3 4 5 6

2 2 6 12 20 30

3 1 6 18 40 75

4 - 3 18 60 150

5 - 1 12 60 200

6 - - 4 40 200

7 - - 1 20 150

8 - - - 5 75

9 - - - 1 30

10 - - - - 6

11 - - - - 1
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Interestingly, the sequence 2, 2, 1, 3, 6, 6, 3, 1, 4, 12, 18, 18, 12, 4, 1, ...
appears in the On-line Encyclopedia of Integer Sequences (OEIS) [28] as sequence
A088459 and is also a part of Dyck paths of semi-length n with k peaks (OEIS
A088855) [4]. The function is(�n2 �

�k2 �

)(�n2 
�k2

)
. (B)(� 2n−1

2 �
�k2 �

)(� 2n−1
2 
�k2

)
. (C)

(C) is the part of (B), and (A)=(C).

4 Hamiltonicity of HS(2n, n)

The Hamiltonicity problem is yet another important problem often studied for
interconnection networks.

Definition 3 Suppose that G is an interconnection network. A path (or cycle)
in G is called a Hamiltonian path (or Hamiltonian cycle) if it contains every
node of G exactly once. G is called Hamiltonian if there is a Hamiltonian cycle
in G.

The interconnection network middle cube [26,27] is defined as:

Definition 4 Let Qn be the n-dimensional hypercube. If n = 2d + 1, then the
subgraph Mn of Qn induced by the nodes having exactly d or d + 1 1’s is called
the middle cube of dimension n.

The middle cube is first studied as a potential interconnection network for
parallel computation in 1990 [22]. There is one well-known conjecture concerning
the middle cube, namely the Revolving Door (Middle Levels) Conjecture [30],
which is stated as follows:

Conjecture 1 All middle cubes Mn, n > 1, are Hamiltonian.

This conjecture has been verified/proved for n ≤ 35 [27], but is still open in
general.

In the course of trying to solve the Hamiltonicity problem of the hyper-star
graph, we try to establish a relationship between the hyper-star and the middle
cube due to the resemblance between their representation strings. And this leads
us to the following theorem:

Theorem 2 The hyper-star graph HS(2d+2, d+1) is isomorphic to the middle
cube M2d+1, d ≥ 0.

Proof. Define a mapping φ : V (M2d+1) −→ V (HS(2d + 2, d + 1)) as follows.
If α is a node of M2d+1, and the Hamming weight of α is d + 1, then define
φ(α) = 0α; If β is a node of M2d+1, and the Hamming weight of β is d, then
define φ(β) = 0β. Now consider α, a node of M2d+1, H(α) = d + 1. Then the
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neighbours of α must be in the form of β, H(β) = d. And α and β differ in
exactly one bit, say bit position p. Furthermore, bit p of α is 1, bit p of β is 0.
Then, 0α and 1β differ in two bits, the first bit of course, and the bit at position
p+ 1. The bit at position p+ 1 is 1 in 0α and is 0 in 1β. This means 1β can be
obtained from 0α by exchanging the first bit with the (p+1)th bit, which implies
φ(α) and φ(β) are two adjacent nodes in the hyper-star graph HS(2d+2, d+1).
Hence the proof is complete. !"

By this theorem, we claim that the Hamiltonicity problem of HS(2n, n) is
as hard as the Hamiltonicity problem of the middle cube graph, and hence the
following conjecture:

Conjecture 2 All regular hyper-star graphs HS(2n, n), n ≥ 1, are
Hamiltonian.

5 Neighbourhood Broadcasting of HS(2n, n)

The neighbourhood broadcasting problem (NBP, for short) is the problem of
disseminating a message from the source node to all the nodes adjacent to the
source node [5,10,12,24]. The neighbourhood broadcasting problem was first in-
troduced in [10] as a tool to simulate a single step of the all-port model by the
single-port model in a given network. Since then, it has been extended to k-
neighbourhood broadcasting where a node u is to send information to all nodes
at distances less than or equal to k to u [11]. On the all-port model, a node
can communicate with all of its neighbours at the same time. In this case, NBP
becomes a trivial problem and takes one time unit. From now on, we consider
NBP on single-port model. On the single-port model, a node can only commu-
nicate with one of its neighbours at a time. A trivial lower bound of NBP can
be stated as follows: Any neighbourhood broadcasting algorithm on a network
with degree d must require Ω(log d) time. This is because at each time unit, one
processor with the message can only send it to one of its neighbours, so after
every step, the number of neighbours which have received the message can at
most double. The maximum number of neighbours of a node in the network is
d, thus the least time needed to solve NBP is Ω(log d).

HS(2n, n) has a degree of n. Thus the lower bound for NBP on HS(2n, n) is
Ω(log n). Also, HS(2n, n) is node-symmetric [6,15]. Without loss of generality,
we assume the source node for NBP is en = 0n1n. By Lemma 1 and 2, we have
the following.

Theorem 3 Any pair of neighbours of the source node en = 0n1n is connected
by a path of length 4, and these paths between different pairs of neighbours are
node-disjoint.

Theorem 3 allows us to view the source node en together with its n neighbours
as a de facto complete graph in the sense that any two nodes are connected by
a path of constant length. Based on the technique of recursive doubling where
at each step, we double the number of neighbours with the message by using a
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set of node-disjoint paths with constant length between neighbours, resulting in
a simple and optimal neighbourhood broadcasting algorithm for HS(2n, n). We
denote the neighbour obtained by switching the first bit of the source node en
with the (n+ i)th bit, 1 ≤ i ≤ n, the ith neighbour of the source node en.

Table 2. Simple neighbourhood broadcasting algorithm for HS(2n, n)

• For the first step, the source node en sends the message to its first neighbour via
direct link.

• At step i, i ≥ 2, the source node en sends the message to its 2i−1th neighbour.
If neighbour j has the message, then at this step, it sends the message to
neighbour j + 2i−1 via the 4-length path [2, j + 2i−1, j, 2].

• The process continues until all the neighbours of the source node en
have the message.

Since the number of nodes with the message is doubled after each step (except
possibly after the last step), the number of steps required is O(log n). Each step
takes constant time because the cycles used have a fixed length of four. So in
view of the Ω(logn) lower bound, our algorithm is asymptotically optimal.

For example, in HS(14, 7), the neighbourhood broadcasting is done in the
following Steps. ⇒ and t mean message transfer and tth neighbour, respectively
(1 ≤ t ≤ 7).

• Step 1: (en ⇒ 1) 00000001111111⇒ 10000000111111.
• Step 2: (en ⇒ 2) 00000001111111⇒ 10000001011111.

(1 ⇒ 3) 10000000111111⇒ 01000000111111⇒ 11000000101111⇒
01000001101111⇒ 10000001101111.

• Step 3: (en ⇒ 4) 00000001111111⇒ 10000001110111.
(1⇒ 5) 10000000111111⇒ 01000000111111⇒ 11000000111011⇒

01000001111011⇒ 10000001111011.
(2⇒ 6) 10000001011111⇒ 01000001011111⇒ 11000001011101⇒

01000001111101⇒ 10000001111101.
(3⇒ 7) 10000001101111⇒ 01000001101111⇒ 11000001101110⇒

01000001111110⇒ 10000001111110.

6 Conclusion

In this paper, we presented some properties such as the surface area and Hamil-
tonicity of HS(2n, n). we also found an optimal neighbourhood broadcasting for
the network. First, we showed that the surface area of HS(2n, n) is

(
n

� k
2 �
)(n−1

	 k
2 

)
.

We then conjectured that regular hyper-star graph HS(2n, n), n ≥ 1, is Hamil-
tonian by establishing an isomorphism between HS(2n, n) and the middle cube.
In addition, we presented a simple and optimal neighbourhood broadcasting al-
gorithm of HS(2n, n). We hope to find more algorithms that can run on this
interconnection network in the future.
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Abstract. This paper proposes a network-on-chip (NoC) design customized for 
message reduction, which enhances some common routers with a special Re-
duce Processing Unit (RPU) to complete reduce-computations hop-by-hop, as 
well as to learn the transmission path of reduction-messages adaptively. More 
specifically, for reduction on a small data-set, the corresponding data is trans-
mitted through the NoC directly. Thus, along the transmission path, enhanced 
routers can complete reduction in place, which not only speeds up the 
processing procedure but also coalesces messages. An adaptive method for the 
deterministic routing algorithm is also introduced to enable these routers to 
learn transmission paths accurately to improve the processing efficiency. We 
present the detailed micro-architecture design and evaluate the corresponding 
performance, the power consumption and chip-area. Testing results show that 
this design can improve the reduction / all_reduce performance of 2.67~11.76 
times, while the consumption of power and chip-area are both limited. 

Keywords: Network on chip, CMP, message reduction. 

1 Introduction 

The general trend in processor development has moved from dual- and quad-core 
processor chips to ones with tens or even hundreds of cores [1][2] that are connected 
by Network-on-Chip (NoC). In addition, future multi-core-processors (CMPs) are 
expected to have an amount of local on-chip memory assigned to each core [3]. Then, 
the architectural similarities of such NoC-based CMPs and computer clusters have led 
to the adoption of the message passing mechanism for on-chip programming, like 
RCCE for Intel’s SCC [4] or the Multicore Communication API [5]. 

MPI is a standardized and portable message-passing system designed to function 
on a wide variety of parallel computers. It provides a large amount of MPI collective 
operations [6]. MPI_Reduce and MPI_Allreduce are widely used because of the sim-
plification of the complex task of writing scalable, parallel programs [7]. [8] showed 
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that the execution time of such operations can account for up to 40% of the total ex-
ecution time of MPI routines. Accordingly, we could achieve comparatively high 
performance by improving the implementation of message-reduction. 

A naive implementation of reduction is based on point-to-point primitives [9]. 
When a reduction-operation is initiated, all nodes send data to the rank root node. The 
latter receives the data and handles all the computation. To improve efficiency, two 
types of optimization can be employed: (1) To parallelize computation and communi-
cation. (2) To offload overheads to some specific hardware module(s).  

Software-based solutions usually belong to the first category. Binomial Tree Re-
duce (BTR)[10] is an algorithm that takes log2P (P is the number of processors) steps 
to get the final result. This is one of the most efficient algorithms by software. The 
essential idea is: The associativity of computation allows parallel reduction. Each 
level of the tree corresponds to one round of the reduction-algorithm. From the trans-
ferring aspect, it can be regarded as in-transmission optimization: the original and 
intermediary reduction-operands are transmitted across the given communication 
paths and computed by intermediary nodes, till the final result has been gotten by the 
root. However, the application-level topology may not be corresponding to actual 
physical positions, which may lead to extra overheads. 

The second category, hardware-assistant specific technique, is widely used to mi-
nimize software overheads. Sun Clint network[12], Voltaire FCA[13], Intelligent 
Network Interface Card (INIC)[14], BlueGene/L[15], Reconfigurable Hardware on 
Accelerating MPI_Reduce [16] and so on are such solutions in the high-performance 
computing or reconfiguration computing fields. Some works have provided hardware 
supports in the CMP chips, like [17] and the TILE processor [18]. Some others have 
implemented software optimizations based on specific hardware features, like [19] 
[20] on Cell, [21] on SCC, etc. 

Some work has used the two types of optimization together. For example, the SCC 
work [21] has completed the reduction step by step on the on-chip MPBs (message-
passing buffers) along the transmission paths, while the message processing is still 
achieved by software; [16] on FPGA also has adopted some specific computation 
patterns for the optimization.  

Compared with existing work, we propose a network-on-chip (NoC) design  
customized for message reduction, which enhances common NoC routers to complete 
reduction hop-by-hop. The main characteristic lies in that all enhancements are com-
pletely integrated into the NoC-router’s architecture. Namely, the in-transmission 
optimization is united with hardware-offloading on the network layer.  

Considering the CMP architecture connected by a NoC, message-packets generated 
by reduction-calls can be transmitted through the NoC directly: they are delivered 
between nodes, across intermediate routers from the source node to the destination, 
namely the hop-by-hop transmission. Under this condition, a node may act as an in-
termediate communication node for more than one packet. This kind of transmission 
gives us an opportunity to do some optimization along the transmission path, such as 
computation and coalescing messages.  

Accordingly, we have enhanced routers so that they can not only complete  
reduction-computation but also learn the transmission paths of reduction-messages 
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adaptively. Namely, the computation and communication have been combined to-
gether. Unlike the current in-transmission optimization that has to construct some 
communication pattern in advance, our work can adapt to the NoC context inherently 
because any message-packet of a reduction (we call it “reduction packet” in this paper 
for short) will be transmitted by the NoC after all.  

To the best of our knowledge, such approach on NoC has not received much  
attention yet. One similar research is [22]: it has presented a method to provide  
network-hardware support for broadcast and reduction-operations. But this work is 
implemented in FPGAs and limited to the specific FPGA interconnection architecture 
(BEE3 platform) and topology.  

With this design, the following contributions have been accomplished： 

1. We enhance a common NoC router by integrating a processing unit into the router 
pipeline. So that along the transmission paths of reduction packets, reduction can 
be completed by enhanced routers on the network layer. 

2. A SW/HW hybrid method is proposed to enable routers to learn transmission paths 
adaptively. Thus a router on the path can know the number of reduction packets it 
should process, as well as the direction of each packet, which improves the 
processing efficiency further. 

3. We present an optimal layout of enhanced routers in the NoC, which can make a 
balance between the performance enhancement and extra overhead. Testing results 
show that this design can promote the reduce / all_reduce performance of 
2.67~11.76 times (up to 11.76 for reduction and 10.2 for all_reduce), while the 
consumption of power and chip-area are both very limited. 

2 Related Work 

2.1 Software Approaches 

[10] uses Binomial Tree Reduce (BTR) algorithm for reduce. It follows a special 
traffic pattern, called Recursive Distance Doubling (RDD), which also forms the basis 
for many collective operations.  

The concept of Recursive Vector Halving is to splitting the input vectors in  
half each round. Based on this mechanism, for long messages, [11] introduced an 
approach to compute different portions of the result in parallel on all cores.  

2.2 Hardware Approach 

Hardware-assistant specific technique is widely used to enhance MPI implementation 
and minimize software overhead. 

In the high-performance computing filed, an FPGA-based implementation of 
SunMPI-2 APIs for the Sun Clint network is reported by [12]; the Voltaire FCA [13] 
goes further to off-load collective communication and operations to the network by 
adding CPUs to the switches. Similarly, [14] implemented MPI Reduce in the FPGA 
fabric of a Network Interface Card. BlueGene/L [15] have a dedicated network to 
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handle collective communications, specifically for broadcast and reduction. In [16], 
the semantics of the MPI_Reduce call have been implemented in the reconfigurable 
resources of an FPGA device across a cluster of all-FPGA compute nodes. A recent 
work on CMP is [17]: It presents an underlying customized NoC that incorporates 
buses into NoC to achieve high performance for both point-to-point and broadcast 
data transmission; an MPI engine attached to each core has implemented basic MPI 
primitives to relieve the processor core (but no reduce-specific support). In addition, 
the famous TILE processor [18] supports passing messages between cores without 
system software intervention. 

One similar work is [22]. [22] has enhance the NoC in FPGA make it MPI aware 
by adding hardware support for broadcast and reduction. The major difference lies in 
that this work is limited to the specific FPGA interconnection architecture and topol-
ogy, and then is not so efficient as our work that enables routers to learn transmission 
paths adaptively. 

3 Proposed Architecture 

This section describes the proposed design for accelerating reduction with the NoC-
level support. There are two kinds of enhanced routers in this work, one of them is 
referred as Class_1 router. A Class_1 router is a common router integrated with a 
specific Reduce Processing Unit (RPU); the latter is responsible for computing and 
coalescing reduction packets as well as learning transmission paths. The other is re-
ferred as Class_2, integrated with a simplified RPU that is only capable of learning 
transmission paths. 

3.1 Architecture Overview 

Before the detailed design, we outline the basic architecture of the objective CMP and 
some message-passing primitives.  

There are N*N computing nodes connected by a 2D-mesh NoC; each node is com-
posed of a CPU core with the local cache and an enhanced router (Class_1 router or a 
Class_2). There are 5 ports of a router, four of them are used to connect to each of its 
neighbor routers through independent network channels (North, East, South, and 
West) and the last one is used to connect to the local core. A deterministic routing 
algorithm (Y-X routing) has been applied, as well as the virtual-channel flow control.  

Without loss of generality, the L1 cache-line is set to 64–byte and we limit the 
maximum payload-size of a reduction packet to one line. It means that a reduction on 
some small data-set (the result size is not large than 64-byte) is directly supported by 
our design. In addition, the NoC flit size is set to 128-bit and five flits constructs such 
a maximum packet.  

From the message passing aspect, a core will send out an MPI packet (or more ac-
curately, send out in-order flits of the packet) to the local router; the router will deliv-
er flits to the destination hop by hop. For a common NoC, routers are MPI-unaware, 
which means they just deliver packets while any other work is handled by upper-level 
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modules. In contrary, our design can complete reduction in the network layer and the 
details are presented in the following paragraphs. 

3.2 The Learning Method 

We propose a SW/HW hybrid method to enable routers to learn the transmission path 
of reduction packets adaptively under deterministic routing. More specifically, this 
method enables every enhanced router to know the number of reduction packets it 
should process, as well as the incoming direction of each packet. 

In our design, as a parallel MPI-task is beginning, the runtime will launch a fake-
reduction on the default MPI communicator: all involved cores (here we assume that 
one core just execute one MPI process) send a special reduction packet without any 
data payload to the rank root node. During the transmission, if a Class_1 router rece-
ives such a packet from a neighbor or the local core, it will increase the number of 
received packets from the corresponding direction and record this value into an inter-
nal bit-array, called a learned status-bit-array (abbreviated as LSBA).  

Figure 1 shows an example of a Class_1’s LSBA. It contains 5 fields; each field 
records the number of received reduction packets from the corresponding direction. It 
can be inferred from this figure that the router have 3 reduction packets from the west 
neighbor and 5 reduction packets from the north, as well as 1 from the local core. 
Obviously, for an NxN mesh NoC, the length of each LSBA-field is not more than 
Log2 (NxN) bits. The exception is the local field: it is only one-bit long because we 
assume no more than one reduction packet of a given communicator will be delivered 
from the local core. If such a case happens (for example, one core runs two or more 
processes of a single MPI task), we assume that the runtime software can coalesces 
messages by completing the reduction locally. 

 
East South West North Local Core 

0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 1 

Fig. 1. An example of LSBA 

If a Class_2 router receives such a packet, it just records the incoming direction, 
not the number. Thus, the bit-length of a Class_2’s LSBA is only 5.  

Another issue is about how to forward the empty reduction packet. It also depends 
on which class the router belongs to: (1) If it is a Class_1 router, which means it com-
pletes reduction of all incoming reduction packets in place and send out one result 
packet, the router will only forward the first reduction packet and discard others (if 
existing). (2) If Class_2, the packet will be forwarded as normal. 

During the common reduction procedure, a Class_1 router will record the informa-
tion of received reduction packets into another bit-array, called a current status-bit-
array (abbreviated as CSBA). The structure of a CSBA is the same as LSBA. As the 
values of these two bit-arrays are identical (it means the router has received all pack-
ets that it should handle because we use the deterministic routing algorithm), it can 
complete the reduction and send out a new reduction packet containing the result. 
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Moreover, every time a MPI communicator is being created or modified, a  
fake-reduction will be carried out again to reflect the latest transmission-path-
information of the given communicator. Accordingly, one router with m LSBA-
structures can support m communicators at the same time; each LSBA is identified by 
the communicator.  

For CSBA, the case is a little more complicate because one communicator may 
launch more than one reduction simultaneously. Therefore, we should differentiate 
them. The solutions is straightforward: the runtime will allocate an ID for each reduc-
tion, which contains the value of the corresponding communicator and a unique num-
ber with a fixed length. Thus, the router can use this ID to locate the corresponding 
CSBA and LSBA.  

Another function of the learning method is to speed up the broadcast of all_reduce 
in the NoC layer. From the transmission aspect, the broadcast is an inverse procedure 
of reduction. As the rank root node has gotten the final reduction result, it will send 
out the result packet(s) according to the LSBA information. It means that if some field 
of the LSBA is non-zero, the router will transmit one result packet to the correspond-
ing direction. This step will be repeated by each router (regardless of Class_1 or 2) 
along the transmission path and then all involved nodes will get the result finally. 

3.3 Architecture of the Enhanced Router and the Packet Format 

The micro-architecture of an enhanced router is shown in Figure 2. A Class_1 router 
is integrated with a Reduce Processing Unit (RPU) that is responsible for doing the 
reduction-computation (including MAX, AND, ADD, etc.) on payloads of incoming 
reduction packets, leading to a high efficient mechanism that makes messages being 
processed during their transmission. While a Class_2 router is integrated with a sim-
plified RPU (sRPU) that doesn't contain FPU, and has less status-bit-arrays. 
 

 

Fig. 2. Block diagram of enhanced router architecture 

In addition, the specific format of a reduction packet has been introduced, which 
contains extra information in its head flit, including the reduction type, tag, data type, 
etc. The head-flit format of a reduction packet is shown in Figure 3, which provides 
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information such as Src as the source ID in the network layer, as well as Drc as the 
destination ID. Com is used to identify different communicators and reductions of one 
communicator. Op type refers to the corresponding reduction type. If all bits of Op 
are 0, it means that this packet is a special reduction packet for the learning step.  

 

 

Fig. 3. Head-flit format of Reduction packet 

The original input unit has been modified accordingly: It can judge whether an in-
coming flit belongs to a reduction packet or not. If yes, it will piece together all such 
flits into the virtual-channel flit-buffers.  

• RPU  

Figure 4 shows the block diagram of the RPU, which contains the following main 
modules:  

─ A control unit: It is in charge of the reduction management; it also contains some 
registers to store the reduction type, tag, data type, etc.  

─ A simplified Float Point Unit (FPU), which can complete reduction of two double-
precision floating points once, including MAX, MIN, ADD, MULTIPLY, etc. Of 
course it can process integer data, too. Furthermore, the division function is need-
less because it does not meet with the associativity. 

─ Three FIFOs. Two FIFOs (FIFO_A and FIFO_B) are used as the double buffer  
for the incoming packets, as well as the input source of FPU. The last FIFO is the 
result buffer, which can also feed the result back to the FPU.  

─ LSBA & CSBA structures. They are implemented as Content Addressable  
Memory (CAM) modules. Both are identified by the “Com” field of the reduction 
packet, as mentioned above. The CAM width is the sum of the length of LSBA and 
“Com” field, which is no more than (Log2 (NxN) +10) bits. The depth of LSBA-
CAM is the maximum number of communicators that it can support at the same 
time. The depth of CSBA-CAM represents the max number of simultaneous reduc-
tion tasks it can support. 

 

Fig. 4. Block Diagram of RPU 
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After the RPU has completed all computations, the result packet will be injected 
into the router-pipeline again; the forwarding direction is dependent on the Y-X  
deterministic routing algorithm. 

• sRPU 

As mentioned before, Class_2 is integrated with a simplified RPU that has a  
smaller status-bit-arrays, which contains only LSBA and no CSBA. Each LSBA is at 
a fixed length of 5-bit. 

3.4 A Processing Example  

• Reduction 

Take the ADD operation for example. As the first reduction packet has been buf-
fered at one of the five input ports of a router, it will be sent to the RPU. The data will 
be stored in one of the FIFOs of RPU and the result FIFO will be set as the “safe” 
value (for instance “0” for addition). Then the FPU can execute “ADD” for the in-
coming and the result data. At the same time, its virtual channel will be released; the 
original packet will not be forwarded.  

When any following packet has arrived, extracted data will be also stored into FI-
FOs and operated by the FPU to finish the ADD operation with the buffered one; the 
sum will be stored in the result FIFO to replace the older. Because of the double-
buffering mechanism, the data-transmitting and computation can be parallelized.  

This procedure will repeat until the LSBA&CSBA have identified that all reduc-
tion packets have been received, as described in the above subsections. At last, the 
newly generated data will be packed as a reduction packet and sent out.  

• All_reduce 

All_reduce is regarded as a reduction followed by a result-broadcast from the root; 
the latter is an inverse process of reduction. On reception of such a packet, it will be 
sent to RPU/sRPU. The control logic will check the LSBA to get the forwarding  
destinations, which are its neighbors and / or the local core that participated in the 
reduction of this communicator. For each destination, the RPU/sRPU generates one 
corresponding packet to send out. This process runs iteratively, until the broadcast 
finishes. 

3.5 Layout of Class_1 and Class_2 Routers 

The FPU in RPU is responsible for doing the corresponding computation, which is the 
main component to consume power and occupy a comparatively large area. As a re-
sult, the usage of Class_1 router should be very prudent. On the other hand, fewer 
Class_1 routers are not enough to achieve high performance. Consequently, the layout 
of Class_1 and Class_2 routers in a NoC is crucial to both performance and power 
consumption. 
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4 Evaluation 

4.1 Methodology 

To evaluate the effectiveness of the design we proposed, we have implemented a 
cycle-accurate CMP simulator using the Xtensa Xplorer toolkit [23]. Moreover, the 
toolkit contains an energy estimator. Thus, for a given design we can get the running 
cycles / frequency, power consumption and chip area under some CMOS process. Our 
simulator includes more than one Xtensa LX4 core connected by a NoC module. The 
Xtensa LX4 can achieve 1.4 GHz on 45nm GS process technology. And the NoC 
models a detailed pipeline structure for the enhanced routers. 

As for NoC, Table 1 lists the network configurations applied to all our experi-
ments. In the experiments, the network scale varying from a 4x4 mesh to a 16x16 
mesh in order to measure the scalability.  

Table 1. Network Configurations 

Network Configuration Topology 2D mesh 
Routing algorithm Deterministic Y-X routing 
Channel width/flit size 128 bits (16 Byte) 
Maximum Packet size 5 flits 

Enhanced Router Number of ports 5 ports 

VCs per port 2 VCs 
Buffers per VC 5 flits 
FIFO_A/FIFO_B/ FIFO_Result 5 flits 
Length of LSBA/CSBA Log2 (N x N + 10) 

Number of LSBA 5 
Number of CSBA 10 
FPU latency (Multiplication) 6 cycles 

 
Time taken by performing a complete reduction/All_reduce based on our custo-

mized NoC is referred as the hardware latency. Also, 3 typical layout strategies are 
measured in the experiment, shown in Figure 5. The layout of Strategy 1 can be con-
sidered as a naive implementation of reduction without any optimization. In this case, 
only 1 router is the Class_1 router, which is nearest to the center and also designated 
as the rank root node. While of Strategy 2, there are only one row (1/n of all nodes) 
that lies in the middle of the network is equipped with Class_1 routers. Strategy 3 is 
the example shown in Section 3.5, and the number of Class_1 routers is 2/n of all. 
Because we focus on the small data-set and the enhanced routers can occupy in-
transmission reduction packets, the one-pass communication protocol is employed: 
any core involved in the reduction sends out the reduction packet directly without 
handshake. To be fair, the same strategy is also applied to the software method.  
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Fig. 5. Three layout strategies 

The corresponding time based on the software Binomial Tree Reduce method is re-
ferred as the software latency. It is estimated on the Log2P model, while all involved 
software overheads, such as the packet start-up time, per data transmission time, com-
putation time, etc., are gotten from the real CMP simulation. Moreover, we assume 
that there is no network contention; thus it can be considered as the greatly optimized 
reduction implemented by software.  

All_reduce is considered as a regular reduce process and then broadcast the result 
to all nodes from root. The software latency of All_reduce is estimated base on the 
Log2P model as well. 

We perform several experiments with different size of payloads of reduction pack-
et, as well as network scales. In all cases, the packet size has an upper limit of 64 
bytes, which is the size of a L1 cache line. Also, both hardware design of Strategy 1,2 
and 3 and software method are evaluated in all experiments. 

4.2 Results 

•  Reduction performance 

The hardware latencies of different strategies and the software latency are shown 
in Figure 6 of different scales of the NoC, as well as the data payloads of reduction 
packet. It can be inferred from this result that all the three strategies have a great per-
formance improvement than software implementation, for at least 2.67 times. With 
the 16x16 mesh NoC of Strategy 3, the hardware-based approach achieves its peak 
speedup of more than 11.76 times improvement over the software-only approach. For 
all cases, the average is about 8 times. 

Analysis shows that for one packet, it takes thousands of cycles by software ap-
proach to deal with it. In contrast, although the transmission paths of the hardware 
method are suboptimal, the high efficiency of hardware implementation makes a good 
remedy of it. 
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Fig. 6. Reduction latency of hardware and software 

As for the hardware optimization, Strategy 3 is slightly better than Strategy 2, and 
both Strategy 2 and 3 are better than Strategy 1 apparently. Compared with Strategy 
1, the least improvement of Strategy 2 and 3 happens at the 4x4 mesh network, which 
accounts for about 84.4% and 82.9% of the latency of Strategy 1 respectively. This 
result is reasonable for the small scale network, due to the fact that one Class_1 router 
has more influence for a small network than for a large. Also, with the increasement 
of the network scale, the advantage of Strategy 2 and 3 becomes more and more ob-
vious. For the 16x16 mesh topology, Strategy 2 and 3 account for only 24.8% and 
22.7% of the latency of Strategy 1 respectively.  

Furthermore, the number of transmission hops is greatly decreased for about 50% 
by Strategy 2 and 3 (compared with Strategy 1), as shown in Figure 7. Transmission 
of packets contributes most power consumption of NoC, so this is another benefit 
from our design. 

 

 

Fig. 7. Number of transmission hops of the three strategies 
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In consideration of the hardware consumption, the number of Class_1 routers of 
Strategy 3 is twice as many as Strategy 2’s. Therefore, Strategy 2 is the best design 
strategy, which keeps a balance between the performance and power consumption. 

All cores have been involved in the above experiments. In addition, if a reduction 
task includes fewer nodes and does not contain any Class_1, just as the situation de-
scribed in Section 3.5, the experiment result shows that it only costs a little more la-
tencies (about 1%~2%) than the case including some Class_1 routers, such as 
No.18~21 & No.26~29. 

• All_reduce performance 

The speedup of All_reduce is shown in Figure 8, compared with software imple-
mentation, it has a speedup of 3.35~10.2 times, which is almost the same as reduction. 
For hardware strategies, the same conclusion with the reduction does still hold. 

 
 

 

Fig. 8. All_reduce result 

• Implementation overhead 

To obtain the implementation overhead, enhanced routers have been described in 
HDL and synthesized in 90 nm GS process under typical operating conditions. The 
area and power have also been measured at the maximum supported frequency. Re-
sults show that one Class_1 router is about 90.8% larger than the common router, and 
the simplified FPU occupies 38% of the total area of a Class_1 router. For power 
consumption, such a router costs 1.84 times of the common router in one complete 
reduction. For the Class_2 router, the extra consumption is limited: only 1.4% area 
overhead is observed.  

In the best layout (Strategy 2) mentioned above, only 1/N of routers belong to 
Class_1 and others are Class_2, which greatly decreases the hardware overhead. More 
specifically, from the perspective of resource consumption of routers (not including 
the links and cores), our design has increased 24%, 12.6% and 7% of the chip area for 
the 4x4, 8x8 and 16x16 mesh-NoCs respectively. 
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5 Conclusion 

The most important contribution of this paper is the two kinds of enhanced routers for 
message reduction, which are integrated with the Reduce Processing Unit (RPU) that 
is able to complete reduction and to learn transmission paths adaptively, or a simpli-
fied Reduce Processing Unit (sRPU) that is only capable of learning transmission 
paths. Three implementation of layout strategies of the customized network-on-chip is 
presented and evaluated to prove the effectiveness. Compared to the most efficient 
software-based implementation of reduce/all-reduce operation, we achieve improve 
the performance of 2.67~11.76 times (up to 11.76 for reduction and 10.2 for 
All_reduce). In addition, the extra chip area and power dissipation has been greatly 
reduced by the optimal strategy. 
 
Acknowledgment. The work is supported by the High Tech. R&D Program of China 
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Abstract. The overall performance of data center depends on the phys-
ical topology and the corresponding routing mechanism. Many novel
network structures have been proposed in recent years to remedy the
shortcomings of traditional tree-based structure. Especially some hy-
brid recursively defined structures with acceptable costs can perform
well. These structures mainly adopt the conventional routing mechanism
which maintains large and complex link states. However, this routing
mechanism still can not work out the cost-optimal path to meet the re-
quirement of short latency and low extra traffic consumption. Hence, this
paper presents �Athena Routing Mechanism (ARM) based on Dynamic
Programming with path probing scheme to further promote the perfor-
mance of those structures. ARM is fault-tolerant since it makes full use
of redundant links. It is also able to work out the shortest paths, which
shortens the communication delay and releases intermediate servers from
forwarding loads as well as extra CPU and bandwidth resources. Results
from theoretical analysis, simulations and experiments firmly support the
conclusion that ARM is a fault-tolerant and efficient routing mechanism
which is able to be generalized to many other hybrid structures.

Keywords: Data Center, Interconnection Network, Routing Mechanism,
Fault Tolerance.

1 Introduction

The continuous rise and great foreground of cloud computing creates incredible
amounts of data, promoting the status of data center to a new height in recent
years. With considerable investments of funds and labor, data center develops
rapidly as an increasing scale. However, in a large-scale data center, failures from
software, hardware or even outage become quite ubiquitous [1] [2]. Moreover,
in cloud computing, data center provides increasing online application services
and network capacity has a significant impact on user experience. Therefore, a
desirable data center networking should meet these three requirements. First,
the network infrastructure must be scalable and enable incremental expansion.
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Internet

Fig. 1. Traditional Tree-based Structure with 3 levels

Second, the data center networking must be fault tolerant against various types
of failures. Last, in purpose of better supporting bandwidth-hungry services, the
high network capacity and short latency are also requested.

The current data centers are universally tree-based. Servers in the same rack
are connected with a Top-of-Rack (ToR) switch. Then ToRs are connected to
End-of-Row (EoR) switches which are finally linked with core switches or routers.
Internet services are provided by a tree hierarchy of core switches or core routers.
Practices have proven the inherent vulnerabilities of this structure, especially the
bandwidth bottleneck and single point of failure [3]. Besides, tree-based struc-
tures commonly adopt the classical routing mechanisms, which are proven valid
in traditional Internet. However, these mechanisms still can not meet the require-
ments of bandwidth and latency for data center since they do not make full use
of the linking characteristics of data center. Moreover, the expensive top-level
devices will cause sharp rise of costs and restrain flexible expansion of physical
structure. Thus it is significant to build a new network structure that can ad-
dress these issues fundamentally in both the physical network architecture and
the protocol design. Hitherto, many researches proposed plentiful feasible struc-
ture schemes, such as Fat-Tree [3], which is an improved tree-based structure.
And there are some other hybrid and recursively defined structures like DCell [4],
FiConn [5], BCube [6] and Totoro [7]. These structures put linking and routing
intelligence on servers instead of switches. Thus costly core switches and routers
can be replaced by cheap commodity switches. Their high-level structures can
be constructed by several low-level structures. This feature of recursive defi-
nition makes the physical structure scales exponentially, which meets the first
requirement mentioned above.

As to fault tolerance and network capacity, both of which are fulfilled by rea-
sonable architecture and routing algorithm. In the aforementioned hybrid struc-
tures, multi-ports servers and COTS (commodity off-the-shelf) mini-switches are
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utilized to build multiple redundant links. In order to balance the reliability and
cost, tradeoffs are inevitable. For example, Bcube maintains favorable connec-
tivity between any two nodes, but it costs a huge number of wires and switches.
On the contrary, FiConn has less redundant links and switches, and thus it costs
less. Their respective routing algorithms mainly take charge of bypassing failed
links and balancing network load. Therefore, the routing algorithm plays a vital
role in achieving high fault tolerant and network capacity.

One of the conventional routing policy is breaking the whole network into
equivalent broadcast domains. The aforementioned DCell and Totoro both adopt
this policy. A broadcast domain is a substructure. Servers in the same domain
preserve link states of each other. And the link states between two different
domains are maintained by outer-servers, which connect to a domain with out-
going links. All link states information needs to be updated at short intervals in
case of any change or failure. Since the failures in data centers occur commonly,
frequent data exchanges in network structure may be conducted, resulting to
unnecessary consumption of bandwidth. During the routing process, every node
executes routing algorithm to find a next hop to the final destination. This might
cause a relatively high CPU usage for all servers comprising the path. For in-
stance, the CPU utilizations are all over 40% for sender, receiver and forwarder
in DCell [4]. Therefore, this broadcast policy is not very satisfactory. Actually,
we can figure out the completed paths by only one time computation and release
intermediate servers from repetitive computation.

From the above, we offer another option of routing mechanism to optimize
network performance. We name it Athena Routing Mechanism (ARM), which
can be generalized to most other data center structures mentioned before. The
basic principle of ARM is transferring the responsibility of path calculation on
source server, the intermediate nodes only take charge of transmitting data pack-
ets. The validation and capacity of a path are confirmed by path probing scheme,
thus broadcast can be omitted for saving bandwidth. Besides, our routing algo-
rithm is based on Dynamic Programming (DP), hence the shortest paths can
be worked out primarily in path calculation process. The selection of paths and
load balancing are achieved by path probing procedure. In the following parts,
we will present the fundamental theory and implementation of our ARM. We
will also prove the high efficiency and superior fault tolerant capability of ARM
at the support of extensive simulations. Moreover, our ARM is able to be gener-
alized to most other hybrid network structures mentioned before. In this paper,
we choose Totoro as the physical network architecture to test the performance
of ARM.

The rest of the paper is organized as follows. Section 2 introduces the re-
lated work predecessors have achieved. Section 3 describes the Totoro structure
briefly. Then section 4 elaborates on Athena Routing Mechanism. Section 5 and
Section 6 use implementations and simulations to evaluate ARM. Lastly, Section
7 concludes the paper.
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2 Related Work

The study of interconnection networks have thrived for decades. In recent years,
many scholars dedicate themselves to this field in order to achieve a data center
interconnection with higher performance. As we know, there are two main de-
terminant factors: a physical structure and a routing algorithm. In general, the
routing algorithm is attached to the corresponding structure. In this paper, we
will emphasize on the routing algorithms of hybrid structures.

Based on a Divide-and-Conquer approach, DCellRouting [4] firstly calculates
the intermediate links which interconnects two substructures comprising the
source and destination servers. Then a ”left” sub-path and a ”right” sub-path
can be worked out recursively to form a completed path. In addition, DCell
also adopts a broadcast scheme by dividing the whole network into broadcast
domains. Hence the Dijkstra algorithm [8] can replace DCellRouting to find
the next hop with shortest length in a broadcast domain. Moreover, there are
Local-reroute and Jump-up policy assisting DCellRouting to achieve a high fault
tolerant capacity. Namely, if an intermediate server fails to find a next hop by
DCellRouting, data packets will be transmitted to a proxy server connects with
the intermediate server through an equivalent or higher level of link. Totoro
routing mechanism [7] shares the similar routing principle with DCell, so we will
not repeat here.

BCubeRouting [6] finds a path from a source to a destination in a BCube
structure by correcting one digit at one step to systematically build a series of
intermediate servers. Since two neighboring servers which connect to the same
level-i switch only differ at the ith digit in the address arrays. And the number
of different digits of two address arrays is k+1 at most (k is the structural level),
thus the longest shortest path length between any server pairs of a BCubek is
k+1. Nevertheless, this low-diameter feature is benefited from the corresponding
structure with considerable wiring cost, which may not be very suitable to be
generalized to other more economic structures.

The Traffic-Oblivious Routing (TOR) [5] of FiConn is also recursively de-
fined to make use of the level-based feature. Each intermediate server runs TOR
to find the next hop by lowest common level. TOR balances the use of differ-
ent levels of links and servers. In order to further balance the traffic volume,
Traffic-Aware Routing (TAR) is proposed. TAR utilizes a greedy approach to
hop-by-hop setup of traffic-aware path on each intermediate server. That is, the
intermediate servers always select the outgoing link with higher available band-
width to forward the traffic. In a FiConni, if the outgoing link found by TOR
has lower bandwidth than the other links, then it will be bypassed via randomly
selecting a third FiConni in FiConni+1 to relay the traffic. In order to avoid
the considerable overhead caused by exchanging traffic states among servers,
FiConn adopts a probing policy which is analogous to our ARM to establish
routing entry for data flow. Even though, the path length of FiConn might be a
weakness comparing with ARM.

In a word, except BCubeRouting, all routing algorithms above require inter-
mediate servers involved in the routing process. The repetitive computing will
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Fig. 2. A Totoro1 structure with n = 4

undoubtedly cause unnecessary burden for intermediate servers. Besides, there
is still room to promote in path length for those routing algorithms. Therefore,
our ARM can be a desirable solution to address the above problems for hybrid
and cost-efficient data center networks.

3 Totoro Structure

In order to evaluate the performance of our Athena Routing Mechanism, we
simulate it on the physical framework of Totoro and compare with the origi-
nal Totoro Fault Tolerant Algorithm (TFR) and Shortest Path Algorithm (SPA,
based on Floyd-Warshall [9]). TFR is the original Totoro Fault Tolerant Algo-
rithm, which broadcasts link status in a domain and calculates the routing path
hop-by-hop. This section mainly presents the physical structure of Totoro.

Totoro structure consists of a series of commodity servers with dual ports
and low-end commodity switches. The basic partition of Totoro is denoted as
Totoro0, constructed by n servers connecting to an n-port switch. As mentioned
before, Totoro is a hybrid structure with recursive definition. A Totoroi(i > 0)
is constructed from n Totoroi−1s. Each round of construction consumes half of
the total available ports, and the rest half are remained for expansion. As Fig. 2,
a Totoro1 structure with N = 4, n = 4 is composed of 4 Totoro0s. Each Totoro0
has 4 servers and an intra-switch with 4 ports. 4 Totoro0s connect through 2
inter-switches. Unlike DCell and FiConn, there are duple direct links between
two equivalent substructures, thus the redundant links can be fully used for
distributing data flows. Please refer to [7] for details.

A server in Totoro can be indicated in two ways: Totoro tuple and Totoro ID.
Totoro tuple is a (K+1)-tuple [aK , aK−1, ..., ai, ..., a1, a0], which indicates where
this server is located. Totoro ID is an unsigned integer, taking a value from [0, tK)
(tK is the total number of a TotoroK). The mapping between Totoro tuple and
Totoro ID is bidirectional.
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Intuitively, the physical structure of Totoro is rather symmetric and homoge-
neous. This feature makes it very suitable for performing distributed file system,
such as Hadoop File System (HDFS) [10] [11]. Since HDFS requires multiple
replicas in different racks and shorter distances between different nodes, there
are n servers located in n different racks exactly connecting with each other at
each level in Totoro. Thus replicas distributed in different racks maintain the
shortest paths between each other. And our routing algorithm endeavors to find
out the shortest paths. In combination of our new routing algorithm, both the
reliability and efficiency of HDFS will be highly promoted.

4 The Athena Routing Mechanism (ARM)

As we know, the general routing algorithm is based on broadcasting link status
in a broadcast domain, and the source and intermediate servers do repetitive
computation to find a next hop continually with the link status. This policy
causes considerable waste of computation and network bandwidth inevitably.
Hence we propose another routing mechanism called �Athena Routing Mechanism
(ARM) to address this problem. Since the physical structure is computable,
the path to any destination host can be worked out by the source host solely.
Intermediate nodes only take charge of forwarding data packets. Before moving
to the detailed implementation of ARM, we first focus on presenting the basic
algorithm ,Athena Routing Algorithm (ARA), which is conducted by the source
host.

4.1 Athena Routing Algorithm (ARA)

ARA is based on Dynamic Programming (DP) to obtain simplicity and effi-
ciency. DP breaks a problem into several simpler subproblems. It is applicable
to problems which exhibit the properties of overlapping subproblems and opti-
mal substructure. We present how we recursively work out constant number of
shortest paths in Algorithm. 1. The function getLCL returns the lowest com-
mon level u of two nodes (Line. 6.). Then the function getTopLinks (Line. 11.)
figures out all level-u links starting from the whole level-u substructure which the
source is located. Afterwards, for each independent top link, we can recursively
find a set of completed paths from the source server to the destination server.
What noteworthy is the total independent paths might share same nodes, even
though we choose absolutely different links in every round of recursion. This is
because low-level pahts may share the same high-level path. So when one path
fails, we can not assure all the other paths are unaffected. This is a tradeoff to
facilitate the routing algorithm and we can alleviate this problem by detecting
multiple paths simultaneously.

Take Totoro structure as an exemplification, in Fig. 2, server [0,1] need com-
municate with server [1,3]. To calculate all completed paths by ARA is as follows:
Firstly, the lowest common level u of these two servers is 1. Then we find two
level-1 links [0, 0] → [1, 0] and [0, 2] → [1, 2]. Afterwards, take the top-level
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Algorithm 1. Athena Routing Algorithm

1: //param count: denotes the upper-bound number of paths to return
2: function ARoute(src, dst, count)
3: if src == dst then
4: return NULL
5: end if
6: u = getLCL (src, dst) //lowest common level
7: if u == 0 then //in the same basic structure
8: return P (src, dst)
9: end if
10: //level-u links between two substructures
11: Set topLinkSet = getTopLinks (src, dst, u)
12: Set result
13: for each link L in topLinkSet do
14: leftPathSet = ARoute (src, L.leftNode, count)
15: rightPathSet = ARoute (L.rightNode, dst, count)
16: result.add (leftPathSet+ L+ rightPathSet)
17: end for
18: SortByLength (result)
19: result = result.sublist (0,count)
20: return result
21: end function

links as root path respectively to find out left paths and right paths recursively.
Therefore, we can get two completed paths: [0, 1] → [0, 0] → [1, 0] → [1, 3],
[0, 1] → [0, 2] → [1, 2] → [1, 3]. Since DCell and FiConn have the similarly
level-based structures as Totoro, ARA can be easily applied to them. The only
difference should be that the getTopLinks function is related to the detailed
structural characteristics. For simplicity, we do not present the details here.

4.2 Path Probing of ARM

The basic idea of Athena Routing Mechanism is figuring out all completed paths
by ARA before sending probing packet (Actually we need not find all paths in
practice. A threshold value can be utilized to limit the number of paths). If the
source host src maintains a path cache to the destination host dst, this step can
be omitted. Then a set of probing packets will be dispatched to detect the ca-
pacities of selected paths. The intermediate servers record the link capacities in
the probing packets and forward them to the destinations by the pre-calculated
paths. After the probing packets arrive, the destination servers reply these prob-
ing requests by sending the probing packets back to the source hosts according
to the original paths. Among all the valid paths, we tend to choose the one with
higher bandwidth and/or shorter length, so that we can get sufficient resources
every time and utilize links evenly.



556 L. Lyu et al.

4.3 Properties of ARM

In general, our ARM performs well in Totoro. Primarily, our routing algorithm
works out all paths directly connecting two substructures, so no circuitous path
is involved. With the feature of DP, we can ensure the shortest path length. Be-
sides, our ARA takes consideration of all top-level switches connecting the sub-
structures which src and dst are located respectively. Thus we can get sufficient
feasible paths by ARA to achieve a desirable fault tolerant capacity. Moreover,
the path probing policy of ARM is able to save a great number of bandwidth for
Totoro, since the size of probing packet is far less than broadcast data packet
among all servers. The intermediate servers are also released from heavy routing
computation loads because they only carry on forwarding data packets.

Theorem 1. n represents the number of servers in Totoro. k is the level of
Totoro structure. Tk is denoted as the total complexity. The time complexity of
ARA is O(Tk) ≤ O(N

k
2 ).

Proof. The number of top-level links ARA worked out firstly is equal to the
number of top-level switches, that is (n/2)k. And then two recursion process
are conducted. Therefore, we can get Tk = 2 × Tk−1 × (n/2)k. According to
mathematical induction, we can finally figure out the equation

Tk =
N

k
2

2
k(k−1)

2

(1)

So omit the denominator (since it is lager than 1), theorem 1 is rigidly proved.
Note that k is a small integer, a low-level Totoro (e.g., n = 32, k = 3) still
can support more than one million servers (323+1 = 1048576). Thus the time
complexity of ARA is relatively low when k is small. !"

Besides the conventional tree-based structures, subsequent scholars have pro-
posed many structured network interconnections. As we mentioned before, DCell,
FiConn and BCube are all with this feature. That is, the pathes from a source
host to a destination host can be totally figured out by the source according
to the physical properties of the architecture. Moreover, with ARA, we can ob-
tain the shortest path set with lower time complexity than that of SPA, hence
all above structures will get a huge promotion of average path length. Besides,
especially for DCell, which adopts broadcasting link status among servers, our
path probing mechanism will efficiently save network bandwidth as well as re-
lieve computation load for intermediate servers. All in all, our Athena Routing
Mechanism is able to be applied to many other structured network interconnec-
tions. Comparing with there original routing algorithms, our proposal can also
achieve desirable efficiency and fault tolerant capability.

5 Athena Protocol Implementation

5.1 ARM Address

Since most applications are based on TCP/IP, we then design ARM protocol as
a 2.5-layer protocol. In adaptation of Totoro structure, we represent a specific
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Fig. 3. Address Format Fig. 4. Header Format

server by a 32-bits tuple named ARM Address. Since it has the same length with
IP address, we then utilize this tuple in place of IP address in the IP header,
i.e., we set the IP address to the same value of ARM address. Thus we can use
the source and destination address from IP header directly, rather than add two
additional fields.

As Fig. 3, there are three fields in ARM Address: Li, dir and vmid. Li denotes
the server position in the network. In this paper, we suppose i is no more than
three so that Li consists of tuples from L0 to L3 with 6-bits length each. Actually,
i indicates the level of Totoro structure. Note that a 4-level Totoro structure
(k = 3, n = 48) can support as many as five millions servers. And we can simply
complete the high-order position or adjusting length of each Li field to apply to
a smaller structure with less servers. The dir takes up one bit to indicate this
port connects to an intra-switch or inter-switch. vmid means the index of virtual
machine in a physical server. It occupies seven bits so that we can support 127
virtual machines at most (vmid = 0, represents the physical server itself). We
set this field only for adapting the trend of cloud computing, and it will not
be used in the routing computing since only physical addresses are involved in
our ARM and when data packet arrives at the target physical server, it will be
transferred to the specific virtual machine by operation system.

5.2 Packet Format

There are two types of packet: path-probing packet and data packet. Before dis-
patching a data packet, a set of path-probing packets will be delivered first to
confirm the capacities of selected paths. It involves the source address and des-
tination address, as well as the capacity of one path and so forth. The difference
between path-probing packet and data packet is the former involves the fields
of source and destination address as well as capacity. Fig. 4 shows the format of
packet header of these two types of packets.

5.3 ARM Protocol

As the fact that two adjacent servers in a path only differ at one ”bit” (i.e.,
one item in Totoro tuple), we adopt the path transformation vector to preserve
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path information. A vector is included in a data packet, and each item of this
vector represents ”one-bit” change. An intermediate server determines the next
hop according to the value of item which current pointer is pointing at. This
approach of preserving the path information in a vector has been adopted in
former research [12]. If a server receives a packet from the upper layer, it first
checks whether the destination address is a loop address or not. If so, then it
returns the packet to the upper layer. Otherwise, the server checks if it maintains
a cache of path information to the destination. If not, it then employs ARA to
figure out a set of paths and update path cache. Then the probing packet of
request is constructed, in which the path transformation vector is also initialized.
Afterwards, the probing packet is dispatched, intermediate servers forward it to
the next hop according to the vector. When it arrives at the destination host,
the host will send back a reply message along the previous path. Then a data
packets will be dispatched to the destination along the selected path.

6 Experiments and Result

In Fig. 5 to Fig. 8, we evaluate the path failure ratio of Totoro using ARM under
four types of failure,including link failure, server failure, switch failure and rack
failure. We run ARA, TFR and SPA on a Totoro2 (n = 16, k = 2, tk = 4096)
under those four types of failures. Meanwhile, the results are compared with
TFR and SPA. A rack consists of a Totoro0. Failures are generated randomly
ranging from the ratio of 2% to 20%. Servers deliver packet to other nodes 20
times, Which means every final result is the average of 20 running results.

Before presenting our experiment results, we will introduce TFR and SPA
briefly. By TFR, servers randomly choose a nearest level-u (u denotes the lowest
common level with destination) link to the next hop, proceeding this process
recursively until finding the destination. If failure occurs, another level-u or even
higher links will be adopted. In addition, Totoro breaks the whole network into
broadcast domains (TBD). In a TBD, link status are exchanged by broadcast
among all servers. Thus the Dijkstra algorithm can be performed in a TBD to
shorten path length. SPA is based on Floyd-Warshall algorithm, which requires
global link states information to find out the shortest path. Consequently, SPA
is globally optimal whereas the time complexity of it is as high as O(N3)(N
denotes the total number of servers in a Totoro structure).

As Fig. 5 and Fig. 6 indicate, the path failure ratios of the all three algorithms
are equivalent under server and rack failure respectively. That is, the fault toler-
ant capacity of ARM is almost optimal. It also proves that ARM makes full use
of redundant links and switches between two substructures. Rack failure means
all servers in a rack are invalid, so it is analogous to server failure. In Fig. 7, under
switch failure scenario, ARM performs much better than the original TFR. From
Fig. 8, we can see when a high link failure occurs, ARM achieves slightly better
fault tolerant capacity than TFR. But compared with SPA, ARM is still a bit
inferior. This makes sense since all top-level links calculated in Totoro are direct
links between two substructures. On the contrary, SPA will traverse all feasible
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Fig. 5. Path vs. Server failure ratio. Fig. 6. Path vs. Rack failure ratio.

Fig. 7. Path vs. Switch failure ratio. Fig. 8. Path vs. Link failure ratio.

links in the whole structure until finding a valid path. Hence this is a trade-
off that ARM makes to facilitate algorithmic complexity and save computation
resources.

The efficiency of routing algorithm can be directly evaluated by path length.
A short average path length contributes to a short latency. Table. 1 lists the
values of average path length calculated by ARM, TFR and SPA respectively
for a Totoro2 (n = 16, k = 2, N = 4096). We take SPA as the benchmark of
routing performance because SPA is globally optimal. Comparing the results of
ARM and SPA, it is easy to draw a conclusion that the differences are negligible.
In some cases, such as server failure and rack failure, the average path lengths
of both are equivalent. Whereas in link and switch failure, our ARM achieves
shorter path lengths than SPA does, this is because the path failure ratio of ARM
is a bit higher than that of SPA, thus our total path length is shorter. Besides,
ARM is much simpler than SPA, for the latter’s computation complexity is as
high as O(N3), and it requires frequent exchanges of link status, which may
cause heavy loads for data center. In conclusion, the failure experiments prove
the great fault tolerant capacity as well as high efficiency of our Athena Routing
Mechanism.
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Table 1. Average Path Lengths in T16,2

Failure Ratio 0.04 0.08 0.12 0.16 0.20

Server Failure

TFR 8.44 8.48 8.52 8.57 8.63

ARM 7.34 7.41 7.48 7.56 7.64

SPA 7.34 7.41 7.48 7.56 7.64

Link Failure

TFR 8.98 9.68 10.64 11.97 13.69

ARM 7.47 7.68 7.90 8.16 8.47

SPA 7.47 7.69 7.94 8.22 8.54

Switch Failure

TFR 8.43 8.46 8.50 8.53 8.58

ARA 7.39 7.53 7.67 7.82 7.97

SPA 7.40 7.55 7.70 7.86 8.03

Rack Failure

TFR 8.54 8.69 8.85 9.02 9.23

ARM 7.33 7.40 7.48 7.57 7.66

SPA 7.33 7.40 7.48 7.55 7.65

In Fig. 9, we also append the CPU usage of committing routing algorithm in
source server to evaluate the computing efficiency. The experiment environment
is under a Lenovo T350 G7 server with quad-core processors and 8GB memory.
We simulate a Totoro2 (n = 16, k = 2, N = 4096), and run ARM on the exper-
imental server to work out 10 completed paths with any node in the same or
neighbor 3 Totoro1 as the destination. Because of data locality, a server usually
communicates with servers which are located in the same row or adjacent several
rows. We set the initial nodes amount as 10 and increase by 10 per second until
reaching the threshold value 500, and the total computing time is 3 minutes.

As Fig. 9 indicates, the CPU usage continuously increases until achieving the
peak value of 28% at around the 20th second. Afterwards, it dramatically drops
to 0% and remains to the end. Thus we can get a conclusion that our ARM has
great performance with rather low CPU usage. Besides, the dash line represents
the number of nodes which the experimental server calculates per second. From
the graph, we can see the server figures out 10 paths of 500 nodes per second
in the cost of 0% CPU usage, this is benefited from path cache constructed in
the source server. Suppose a server maintains a cache of 10 completed paths to
all of the rest nodes in the network. The maximal length of a path consists of 5
hops, and the vector of a path take up 6bits× 5hops = 30bits memory, that is
4B approximately. Then we can get the largest size of cache to preserve all path
information on each host is 4B× 10× 4096 ≈ 164KB at most. This also further
proves our ARM is resource saving.
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Fig. 9. Resource Usage

7 Conclusion

In this paper, we have presented a routing mechanism with favorable fault tol-
erant capacity and high efficiency. For hybrid and server-centric data center
structures using inexpensive commodity switches, there are still room to im-
prove in there respective routing algorithm. And this motivates us to propose a
universally applicable routing mechanism named ARM comprising of a routing
algorithm called ARA and a path probing scheme. On basis of Dynamic Pro-
gramming (DP), ARA is able to find out the shortest paths with far lower time
complexity than SPA. ARM adopts source routing and path probing scheme,
which means the source server performs computing a set of completed paths and
dispatchs probing packets to detect the connectivity and capacities of paths.
ARM is implemented by a 2.5-layer protocol and a 32-bits ARM address. In
comparison with other conventional routing policies, our ARM simplifies the
functionalities of intermediate servers as well as eliminates the extra bandwidth
consumption caused by broadcasting link states among servers. Besides, our
failure experiments on Totoro structure prove the satisfactory fault tolerant ca-
pacity of ARM comparing with TFR and SPA under different types of failures.
We also demonstrate the relatively low CPU usage ratio of source server dur-
ing the path computing process. Therefore, our ARM is a reliable and efficient
mechanism which can be generalized to most hybrid structures to promote the
overall performance of data center network. In the future work, we will focus on
the implementation of ARM in DCell, FiConn and other structures to further
verify the performance of our ARM.
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Abstract. Hybrid parallel file systems (PFS), which consist of both
HDD and SSD servers, provide a promising solution for data-intensive
applications. In this study, we propose a performance-aware data place-
ment (PADP) strategy to enable efficient data layout in hybrid PFSs.
The basic idea of PADP is to dispatch data on different file servers with
adaptive varied-size file stripes based on the server storage performance.
By using an effective data access cost model and a linear programming
optimization method, the appropriate stripe sizes for each file server are
determined effectively. We have implemented PADP within OrangeFS,
a widely used parallel file system in HPC domain. Experimental results
of representative benchmark show that PADP can significantly improve
the I/O performance of hybrid PFSs.

Keywords: Parallel I/O System, Parallel File system, Solid State Drive.

1 Introduction

Data I/O access is a key performance bottleneck of modern computer systems.
To tackle this problem, parallel file systems (PFS) have been proposed to speed
up large-scale data accesses. In many PFSs (e.g., OrangeFS [1] and Lustre [2]),
a file usually is distributed across multiple file servers with a fixed-size stripe.
When serving a client request concurrently by multiple nodes, the I/O band-
width is significantly aggregated and improved. However, while PFSs favor large
requests, they fail to perform well when serving clusters of small requests, es-
pecially random requests. Therefore, how to optimize PFS performance with
different I/O patterns is still a challenging task the high performance computing
(HPC) community is facing.

At the same time, newly emerged storage technologies, such as flash-based
solid state drives (SSD), provide a new opportunity for I/O system design.
Compared to traditional HDDs, SSDs have higher storage density, lower power
consumption, a smaller thermal footprint and orders of magnitude higher per-
formance [3]. However, it is not practical to replace HDDs completely with SSDs
in a large-scale HPC system for two reasons. First, building PFSs solely based
on SSDs may be too expensive for most systems. Second, HDDs have several
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advantages that satisfy the demands of HPC well, such as large capacity, at-
tractive cost per storage unit, and decent peak bandwidth for large requests.
Therefore, hybrid PFSs that consists of HDD-based file servers (HServer) and
SSD-based file servers (SServer), provide a promising solution for data-intensive
applications [4, 5]. This kind of situation is especially common in low-cost clus-
ters, where cost is a critical issue and old components have to be used as much
as possible.

Although hybrid PFSs have brought new opportunities to many application
domains, there are many technical challenges yet to be solved before it is widely
adopted. One of the major issues is, with the limited SServer resources, how
to maximize the overall I/O system performance. Optimizing file system data
placement (layout) is one of the most effective way to reach this goal. Researchers
have made significant efforts to get an optimal data placement via adjusting the
file stripe size [6, 7], or file stripe distribution method [8]. All these techniques
introduce an optimal data layout based on application’s data access patterns and
guarantee the load-balance of all file servers. However, these approaches often
focus on homogeneous PFSs, there is little consideration toward the performance
difference among heterogeneous file servers in hybrid PFSs. For instance, for the
file stripe size adjustment problem addressed in [6–9], the solutions are based on
the assumption that all of the file servers are based on traditional HDDs.

However, in hybrid PFSs, the performance of each kind of file servers (i.e.,
HServer and SServer) varies significantly. A high-speed SServer can finish pro-
cessing and storing data in a local SSD of the server faster than the relatively
low-speed HServer. Traditional PFSs usually place a large file across multiple file
servers with a fixed-size stripe. These data placement schemes are suitable for
homogeneous environments, because they are able to provide concurrent I/O ac-
cesses and good load balance among multiple file servers. When applied to hybrid
PFSs where file servers are not identical fixed-size stripe placement schemes may
lead to severe load-imbalance among file servers and can significantly degrade
the I/O performance. As high-speed SServers spend plenty of time on waiting
the slower HServers during the I/O service, the potential of the hybrid PFSs is
not fully utilized.

In this paper, we propose a performance-aware data placement scheme (PADP)
to optimize the data placement in hybrid PFSs. Compared to traditional place-
ment schemes, PADP distributes file data on different file servers with appro-
priate varied-size stripes according to their storage performance. For heteroge-
neous system it is not easy to determine the appropriate stripe sizes for different
file servers. There are three main reasons. First, the performance of file server
can be impacted significantly by I/O patterns. Second, even under the same
I/O patterns, the performance between HServer and SServer can be different
due to their distinct storage media characteristics. Third, besides the storage
cost, the overall I/O performance is a function of the underlying network, which
should be considered when evaluating the data access performance. The proposed
performance-aware scheme takes the above three challenges into consideration
in the data placement on hybrid PFSs, and can minimize the overall I/O access
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time from a client point of view. In addition, it can be extended to systems
with other kinds of heterogeneous file servers, system configurations, and I/O
patterns.

Specifically, we make the following contributions.

– We develop an analytical model to evaluate the overall I/O completion time
of each data access in hybrid PFSs.

– Based on the cost model, we use a linear programing method to determine
the optimal stripe size for each file server.

– We propose a performance-aware data placement scheme with the optimal
stripe sizes to improve the hybrid file system performance.

– We implemented a prototype of PADP under OrangeFS, and evaluated its
performance with IOR benchmark. Extensive experimental results show that
PADP can significantly improve the I/O throughput of hybrid parallel file
systems.

The rest of this paper is organized as follows. Section 2 discusses the related
work. The design and implementation of PADP is described in section 3. Sec-
tion 4 presents the performance evaluation with commonly used benchmark.
Finally, conclusions are summarized in section 5.

2 Related Work

Optimizing data placement of parallel file system is an effective approach to
improve I/O performance. Parallel file systems usually provide several data
placement policies for different I/O workloads [8], such as simple stripe, two di-
mensional stripe, and variable stripe. Data partition [10,11] and replication [8,12]
techniques are also widely used to optimize data placement on file servers consis-
tent with I/O workloads. Because data accesses for some scientific applications
usually show several regular patterns [13], some data placement optimization
techniques rely on the prior knowledge of data access patterns [9].

For applications that access I/O systems non-uniformly, simple stripe place-
ment schemes are not able to obtain high performance. Segment-level placement
scheme logically divides a file into several segments such that an optimal stripe
size is assigned for each segment with non-uniform access patterns [6]. Server-
level adaptive placement strategies adopt different stripe sizes on different file
servers to improve the overall I/O performance of parallel file systems [7]. How-
ever, this work is not suitable for systems built on heterogeneous file servers.
AdaptRaid addresses the load imbalance issue in heterogeneous disk array by
optimizing data distribution with adaptive number of blocks [14]. However, it
aims to reduce I/O latency rather than improving I/O bandwidth, and needs
not to consider the network cost in data accesses.

Because SSDs exhibit obvious performance benefits over traditional HDDs,
they are commonly integrated into parallel file system to improve I/O perfor-
mance. Currently, most SSDs serve as a cache to traditional HDDs [15, 16] or
persistent storage of file data [17,18]. Most of these techniques, however, are done
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on a single file server. Our previous work CARL [4] selectively places file regions
with high access costs onto the SSD-based file servers at the I/O middleware
level.

All the aforementioned data placement techniques are effective in improving
the performance of parallel file systems. However, there is little effort devoted
on data placement in a hybrid parallel file system configured with HServers and
SServers.

3 Design and Implementation

3.1 The Basic Idea of PADP

The proposed data placement scheme, PADP, aims to optimize the file data
placement on heterogeneous file servers with varied-size stripes based on their
storage performance. Figure 1 shows the idea of PADP. Similar to traditional
data placement method, PADP dispatches the file data across file servers in a
round-robin fashion, but the high-performance SServers are expected to store
and process larger file stripes compared with low-performance HServers, so that
all the file servers can complete processing their I/O requests within about the
same time.

As we have mentioned previously, determining the appropriate stripe sizes on
heterogeneous file servers is not an easy task due to three reasons. First, the
file server performance can be impacted significantly by I/O patterns, such as
request size, I/O operation (read or write), number of processes, etc. Second,
the server performance is also related with their storage media characteristics.
HServer and SServer have different performance behaviors even under the same
I/O patterns. Finally, besides the storage cost, the overall I/O performance is a
function of the underlying network, which should be considered when evaluating
the data access performance. In order to address these issues, we first propose
an analytical model to evaluate the access time of file requests. Then we use a
linear programming method to determine the appropriate stripe size for each file
server. Finally we describe the performance-aware data layout scheme.

Fig. 1. Performance-aware data placement with varied-size stripes



Performance-Aware Data Placement in Hybrid Parallel File Systems 567

3.2 Data Access Cost Analysis

Table 1. Parameters in cost analysis model

Symbol Meaning

p Number of client processes

c Number of processes on one I/O client node

m Number of HServers

n Number of SSServers

h Stripe size on HServer

s Stripe size on SServer

r Data size of one request

e Cost of single network connection establishing

t Network transmission cost of one unit of data

αh Startup time of one I/O operation on HServer

βh HDD transfer time per unit data

αs Startup time of one I/O operation on SServer

βs SSD transfer time per unit data

The cost is defined as the overall I/O time of each data access in hybrid PFSs.
Table 1 lists the related parameters. Compared with previous work [6], this
model is designed for heterogeneous environments. Please note that parameters
for different types of requests on different storage media are differentiated when
measuring the I/O time. The startup and transfer time are different between
HServer and SServer. Generally, αS is far smaller than αH , and βS is far greater
than βH because SSDs have no mechanical components. In addition, both αH

and αS can be different between random and sequential operations, as we discuss
in our experiments. Finally, while βH is the same for reads and writes, βS is
different for them because writes on SSDs lead to background activities like
garbage collection and wear leveling.

Before introducing the details of the model, we make following reasonable
assumptions. First, all client nodes are separated from file servers in the sys-
tem, which implies every data access involves network transmission. Second,
the application-level parallel operations in each node are handled serially at the
hardware layer, such as multiple network connections and storage accesses on
file servers. Third, each I/O request involves all file servers, so that all servers
can contribute to the aggregated I/O bandwidth. Assuming the stripe size of
HServer and SServer is h and s respectively, the size of the data access is r, then

m× h+ n× s = r (1)

The data access cost mainly includes two parts: the network transmission
time, TNET , and the storage access time, TSTOR. Generally, TNET consists of
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TE and TX . TE is the network connection for data transmission, TX is the data
transfer time on network. TSTOR consists of TS and TT , the former is the startup
time, and the latter is the actual data operation (i.e., read/write) time on storage
media. Thus the cost of one data access can be described as follows.

T = TE + TX + TS + TT (2)

TE is determined by the number of establishing connections to each file server.
As each file server is accessed by p processes and the p network connections have
to be established serially, TE = pe . TX is determined by the amount of data
accessed on each file server. For HServer, TX = pht; for SServer, TX = pst .
In a parallel environment, the overall network transfer time is the maximum
of all servers, thus TX = max{pht, pst} = pst. On the other hand, each client
node needs to establish network connections and transfer their data from all file
servers serially, thus TE = c(m+ n)e and TX = crt. As network connections are
affected by both file servers and client nodes, the network establish time TE and
network transfer time TX are chosen in a prudential way when they are different
at client nodes and file servers. If the number of network connections on client
nodes is larger than that of file servers (c(m + n) > p ), the number of client
connections c(m+ n) is used. That is

TE + TX =

{
c(m+ n)e+max{crt, pst}, c > p

m+n

pe+max{crt, pst}, otherwise
(3)

The startup time TS and data transfer time TT of each file server is only
determined by the number of sequential I/O operations, namely the number of
client processes assigned on that server. For HServer, TS = pαh, TT = phβh;
for SServer, TS = pαs, TT = psβs. In a parallel environment, the storage cost
TSTOR is determined by the maximal storage cost of all servers. Thus

TS + TT = p×max{αh + hβh, αs + sβs} (4)

Based on Equation 3 and 4, the overall cost values of each data access are
shown in Figure 2. This cost model provides a detailed analysis of completion
time for data accesses in hybrid PFSs. Although there are several parameters in
the model, for most applications, the runtime variables such as c, p, m and n are
fixed for each run. In general, for a given system, e, t, α and β can be regarded
as constants.

Condition 
Network cost TNET Storage cost TSTOR 

Establish TE Transfer TX Startup TS + I/O TT ( + ) ( + )  max { , } p max { + , + } > ( + )  max { , } p max { + , + }  

Fig. 2. Cost formulas for hybrid PFSs
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3.3 Determining the Optimal Stripe Sizes for Each File Server

Figure 2 shows that the data access cost T can be significantly impacted by the
file server stripe sizes h and s. In other words, data placements with different
stripe sizes lead to substantially variable access cost. In order to get the opti-
mal I/O performance, the proposed data placement will find suitable stripe sizes
to minimize the data access cost in hybrid PFSs. Thus, the optimization prob-
lem can be described as minimizing function F described in Equation 5 while
satisfying the size constraints described in Equation 1.

F = max{crt, pst}+ p×max{αh + hβh, αs + sβs} (5)

According to the member values in the two maximum functions in Equation 5,
such problem can be translated into four linear programming (LP) problems with
two unknown variables representing the stripe size h and s. The final problem
is to choose the values of h and s so as to minimize F as below.

Case 1:
Minimize F = crt + phβh (6)

s.t.

⎧⎪⎨⎪⎩
mh+ ns = r

ps ≤ cr

αs + sβs ≤ αh + hβh

(7)

Case 2:
Minimize F = crt+ psβs (8)

s.t.

⎧⎪⎨⎪⎩
mh+ ns = r

ps ≤ cr

αh + hβh ≤ αs + sβs

(9)

Case 3:
Minimize F = pst+ phβh (10)

s.t.

⎧⎪⎨⎪⎩
mh+ ns = r

cr ≤ ps

αs + sβs ≤ αh + hβh

(11)

Case 4:
Minimize F = pst+ psβs (12)

s.t.

⎧⎪⎨⎪⎩
mh+ ns = r

cr ≤ ps

αh + hβh ≤ αs + sβs

(13)

The final stripe sizes of h and s are determined by the case where the objective
function F achieve the smallest value among the four cases. Please note that the
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optimal h can be zero, which means placing file data only on the underlying
SServers leads to better performance. As the linear program is expressed with
two unknown variables, the search space is very small and solving the program
requires acceptable time cost.

3.4 Performance-Aware Data Placement Scheme

Based on the optimal stripe sizes h and s, PADP is able to achieve the optimal
file data placement for data-intensive applications. This approach requires a
prior knowledge of data access patterns of applications. As described in [9, 10],
many HPC applications access their files with either regular data access patterns
or predictable behaviors. For example, numerous tools were developed to trace
I/O requests for these applications [13]. These applications are often executed
on a computer cluster many times, and the file access patterns are generally
independent of the data values stored. The request patterns can be learned from
previous runs. Figure 3 shows the procedure of the optimal data placement
scheme. Basically, the proposed data placement scheme consists of three phases:
pre-estimation, layout determination, and data placement. In the pre-estimation
phase, the related parameters in the cost model are estimated. As described
previously, the network parameters, such as e and t, the storage parameters,
such as αh, βh, αs, βs, and the system configuration parameters, such as m and
n , can be regarded as constants. In the layout determination phase, the cost
model and the linear programing method are used to calculate the optimal file
stripe sizes h and s for HServers and SServers. In this phase, the applications
access patterns, such as c, p, r are used as inputs. Determining the optimal stripe
sizes is relatively fast since it requires solving only a small two-variable linear
programming problem. In the data placement phase, the optimized file stripes
can be used for the file data distribution for the applications, either by creating
new files for later runs of the applications, or adjusting the file layout by file
copy operations in the existing parallel file systems.
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Fig. 3. The procedure of the performance-aware data placement scheme
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3.5 Implementation

We have implemented a prototype of the performance-aware data placement
scheme in OrangeFS.

Pre-estimation. We use one file server in the parallel file system to test the
startup time α and data transfer time β for HServers and SServers with sequen-
tial/random and read/write patterns. Please note that the parameters can vary
with different I/O patterns. In addition, we use a pair of nodes (one client node
and one file server) to estimate network parameters, the network connection
establishing time e and network transfer time t. We repeat the tests with thou-
sands of times (the number is configurable), and then calculate their average
values, which are used as the parameter values.

Optimal Data Distribution. Once obtaining the optimal stripe sizes for
HServers and SServers, we use them to distribute file data among available file
servers for better I/O performance. The OrangeFS file system supports an API
for implementing specific variable stripe distribution by default. The variable
stripe distribution is similar to simple stripe, except that the stripe size can be
configured to be different on different file servers. In OrangeFS, parallel files can
either be accessed by the direct PVFS2 interface or the POSIX interface. When
using the direct PVFS2 interface, we utilize the “pvfs2-xattr” command to set
the data distribution of directories where the application files are located. In ad-
dition, when a new file is created, we use the “pvfs2-touch” command with the
“-l” option to specify the order of the file servers, so that the file stripe size h and
s can be configured for the corresponding HServers and SServers accordingly.

3.6 Discussion

One concern of PADP is that it can potentially lead to more storage space
consumption for SServers, which might perhaps be an unwanted feature by users.
Fortunately, most file systems do not make full use of the storage space in the
underlying devices. In practical system, this issue is not frequently encountered
if the SSD space is enough. In the worst case, with the possibility of an SServer
running out of its space, we design a data migration method to balance the
storage space by moving data from SServers to HServers, so that the available
remaining space on SServers can be guaranteed for new coming requests. This
problem can also be addressed by using the hybrid PFS to store performance-
critical data (e.g. frequently accessed data) and the PFS only on HServers to
store the rest of the data.

4 Performance Evaluation

In this section, we evaluate the performance of the proposed data placement
scheme through several benchmark-driven experiments.
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4.1 Experimental Setup

We conducted the experiments on a 65-node SUN Fire Linux cluster, where
each node has two AMD Opteron(tm) processors, 8GB memory and a 250GB
HDD. 16 nodes are equipped with additional OCZ-REVODRIVE 100GB SSD.
All nodes are equipped with Gigabit Ethernet interconnection. The parallel file
system is OrangeFS 2.8.6. Among the available nodes, we select eight nodes as
client computing nodes, eight nodes as HServers, and eight nodes as SServers.
By default, the hybrid OrangeFS file system is built on six HServers and two
SServers.

We compare three data placement schemes: the default scheme (DEF), the
random scheme (RANDOM), and the proposed PADP scheme. In DEF, the
file data is placed across all file servers with a fixed-size stripe of 64KB; in
RANDOM, the file stripe sizes are randomly selected. To be simple, the stripe
size pair < h, s > is used in the following sections, which means the stipe sizes on
HServers and SServers are h and s respectively. The popular benchmark IOR [19]
is used to test the performance.

4.2 IOR Benchmark

Performance with Different Read Write Modes. Unless otherwise spec-
ified, the IOR benchmark runs with 8 processes, each of which performs I/O
operations in individual mode on a 10GB shared file. The request size is kept
to 512KB. Figure 4 demonstrates the I/O performance of IOR with sequential
and random I/O access mode under the three data placement schemes. In the
figure, the randomly selected stripe size pair is <32KB, 96KB> in RANDOM1,
and <96KB, 32KB> in RANDOM2. For PADP, the optimal stripe sizes for se-
quential and random read, sequential and random write, are <28KB, 100KB>,
<20KB, 108KB>,<24KB, 104KB>, and<36KB, 92KB> respectively. From the
results we can observe that PADP has the best performance of all schemes. By
using the optimal stripe sizes for HServers and SServers, PADP can improve read
performance by up to 149.2% over DEF with all I/O access modes, and write
performance by up to 271.8%. Compared with RANDOM1 and RANDOM2,
PADP can improve the read performance by up to 80.6% and write performance
by up to 357.1% for all I/O access modes. This shows that the idea of PADP
works well and the stripe size determining formula of PADP is effective.

In order to give a detailed explanation, Figure 5 plots the I/O time of each file
server during a 10-second IOR execution period when IOR performs sequential
read operations under the three schemes. The I/O time is normalized to that
of the minimum I/O time of all file servers. Among the eight file servers, server
0 to 5 are HServers, and the rest are SServers. From Figure 5, we can observe
that the I/O loads of HServers and SServers are severely skewed under scheme
DEF and RANDOM. In contrast, the optimal data placement scheme PADP
can significantly eliminate the load imbalance among file servers. Thus, PADP
improves the file system performance.
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Fig. 4. Throughputs of IOR under different placement schemes with different I/O
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Performance with Different Number of Processes. The I/O performance
is also evaluated with different number of processes. The IOR benchmark is
executed under the random access mode with 4, 32 and 64 processes. In this test,
RANDOM1 and RANDOM2 use the same stripe size configuration as previous
test. As show in Figure 6, the results are similar to the previous test. PADP has
the best performance among the three schemes. Compared with DEF, PADP
improves the read performance by 60.8 %, 146.3%, and 118.4%z respectively with
4, 32 and 64 processes, and write performance by 182.3%, 257.8 %, and 202.7%.
Compared with RANDOM, PADP can brings a read performance improvement
by up to 107.9%, 145.2%, and 151.6% respectively with 4, 32 and 64 processes,
and write performance improvement by up to 130.3%, 228.8%, and 200.3%.
These results show that PADP has very good scalability with the number of I/O
processes.
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Fig. 6. Throughputs of IOR with varied number of processes
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Performance with Different Request Sizes. Figure 7 demonstrates the I/O
performance of IOR with request size of 128KB and 2048KB. The number of
processes is fixed to 16, and IOR issues random requests. Figure 7(a) shows
the result for the relatively small requests. We can observe that PADP can
improve the read performance by up to 76.3%, and write performance by up to
127.9% in comparison with the default data placement scheme DEF. Compared
with RANDOM, PADP also has better performance: the read performance is
increased by up to 201.7 %, and write performance is increased by up to 199.4%.
When the request size is 128KB, it is worth noting that the optimal stripe sizes
in PADP are <0KB, 32KB> for all I/O modes. This implies that distributing
the file only on the four SServers leads to the highest I/O performance if the
requests are relatively small. For larger size 2048KB, PADP distributes the file
across both HServers and SServers to achieve optimal performance, as shown
in Figure 7(b). This is because all servers are working cooperatively and this
can lead to better I/O performance for large requests. These results show that
PADP has a good scalability for different request sizes.
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Fig. 7. Throughputs of IOR with varied request sizes

Performance with Different Server Configurations. The I/O performance
is examined with varied ratios of SServers to HServers. The OrangeFS is built
using HServers and SServers with the ratios of 5:3, and 3:5. Figure 8 shows
the average I/O bandwidth with different file server configurations. As it can be
seen from the results, PADP can improve I/O throughput for both data read and
write. When the ratio is 5:3, the randomly selected stripe sizes of RANDOM1
and RANDOM2 are <34KB, 114KB> and <82KB, 34KB> respectively. Com-
pared with DEP, the read performance improves by up to 100.9% , and write
performance improves by up to 154.1%. We can observe that PADP can increase
the read performance by up to 105.9%, and write performance by up to 169.6%
the RANDOM scheme. When the ratio is 3:5, the randomly selected stripe sizes
of RANDOM1 and RANDOM2 are<29KB, 85KB> and<89KB, 49KB> respec-
tively. We can observe that PADP has the similar behavior. In the experiments,
read and write performance improved as the number of SServers increased. This
is because the I/O performance of SServers is efficiently utilized by PADP. By
using the optimal stripe sizes determined by the linear programing method in
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this paper, PADP can significantly improve the hybrid file system performance
with all file server configurations.

5 Conclusions

In this study, we have proposed a performance-aware data placement (PADP)
scheme, which distributes data across HDD and SSD file servers with adaptive
stripe sizes based on their storage performance. We have presented the proposed
PADP data placement optimization scheme and implemented it in the OrangeFS
file system. Essentially, PADP provides a better matching of data access char-
acteristics of an application with the storage capabilities in the file servers of
the underlying heterogeneous file system. Experimental results of representative
benchmark show that PADP can significantly improve the file system perfor-
mance.
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Abstract. Smali code and .Dex file can be completely compiled and
decompiled reciprocally. Thus any new functions can be injected into an
existing android application directly after decompiling it into smali code
under the condition of that we needn’t to modify any java code to develop
the application. This leads the android applications to be modified and
cracked arbitrarily. In order to prevent it from being decompiled and
bundled malicious code, we summarized current typical methods of anti-
crack and anti-decompilation, then propose two new solutions based on
smali injection, which can protect the security of the android applications
effectively.

Keywords: Android Security, Smali Injection, Software Protection.

1 Introduction

Due to its good user experience, excellent architectural design, convenient way
of software development as well as the company behind the powerful technical
support, the Android system get the favour of a large number of users and
software developers. Its global market share has reached 74% in the first quarter
of 2013. However, because of the openness of the system, a growing number of
hackers and criminals through the induction of users to install malicious software,
such as stealing a large number of users’ privacy information, and then make a
lot of illegal profits. According to wooyun vulnerability database statistics, as of
February 14, 2014, domestic Android application vulnerabilities have been found
to 229, growth trend is obvious.

Due to the reverse analysis for the Android application can be decompiled,
the developer can reverse changes of target application code, malicious code and
binding, and the reverse code after secondary packaging and signature. This
leads to more and more malicious to be spread easily. Therefore, this paper
puts forward some protection mechanisms for android applications, which can
effectively protect android applications avoiding been cracked.

The security of the Android mobile phone has received widely attention. Many
researchers related research on the security of the Android was carried out. Com-
pared with representative William Enck et al. Development of Kirin system [1],
it summed up some of the Android platform Permission in the level of safety
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rules, and is used to detect whether there is a danger of Android application
target Permission configuration. William Enck also designed a dynamic stain
tracking system for the Android platform TaintDroid [2], which is used to detect
the privacy information disclosure problem in Android applications. In addition,
addressing static analysis on the application of the Android, William Enck has
also carried on effective attempt to use the ready-made Fortify analyzes the
Android Java source code [3]. Adrienne Porter Felt and others Permission mech-
anism carried out in-depth analysis on the application of the Android. STOW-
AWAY, a simple tool, is developed to detect whether the Android to apply for
the necessary Permission while installation [4]. Adrienne Porter Felt et al. also
for the Permission of the Android related attack methods to carry out the study,
found that Android malware could use the IPC privileges to complete the oper-
ation form of attack (that is Permission to Re-delegation attack), and discusses
how to implement in the Android IPC mechanism corresponding defense [5].
In terms of the Android security protection, Machigar Ongtang and others de-
veloped an Android security enhancement frame system Sanit [6], the Android
Permission strategy expanded, can support more kinds of installation and run-
time Permission strategy. Michael Dietz et al. developed a lightweight Quire the
Android security defense system [7], the main track of the IPC chain analysis
and lightweight signature verification.

In [8] DroidChameleon, a systematic framework with various transformation
techniques, is developed to anti-malware products for Android and test how
resistant they are against various common obfuscation techniques. In [9], the
proposed methodology relies on the repackaging of a compiled application and
the injection of a reporter at byte code level. Thus, such a methodology enables
the user to audit suspicious applications that ask permissions to access private
data and to know if such an access has occurred. [10] prevented these exploits
by modifying Androids Intent handling behavior to err on the side of safety
except where the developer seems to explicitly specify[11] In this work the author
present a protection system that resides on the mobile phone. the solution works
by partitioning the phone software stack into the application operating system
and the communication partition.

Addressing decompilation and Smali injection, this paper summarizes the gen-
eral security issues on android applications . Especially, it describes the security
features of smali injection for android applications and gives an example to reveal
the smali injection technologies. After lots of experiments, we find the security
vulnerabilities in the decompilers. Then we propose two solutions to avoid the
android applications to be decompiled into smali code and Java code. In the end,
we conduct two experiments to test the proposed solutions. The results reveal
that the solutions work effectively.

The remainder of this paper is organized as follows. In Section, 2, the back-
groud about android applications are described. Section presents how to decom-
pile an android application and inject a malware into it. Section summarizes
some typical mechanisms to anti-decompilation based smali injection, proposed
two solutions for it. Finally, the concluding remarks are given in Section 6.
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2 Background

2.1 The Harmfulness of Android Malware

In the first quarter of 2013 global market share is much higher than the IOS
Android operating system, Windows Phone, reached 64.2%, along with the wide
use of the Android platform, Android platform malicious sample size also in-
creased dramatically, especially new malicious sample size only in the first half
of 2013, more than 2012 the number of all the year round. Consumption rates,
privacy, stealing, malicious deduction, cajoles fraud and malicious behavior of
hooliganism is still by far the most common.

Consumption rates: in the case of user knowledge or unauthorized, by
automatically dial the phone, send SMS, MMS, email, frequently to connect to
the Internet, lead to the loss of user charges.

Privacy steal: in the case of user knowledge or unauthorized, get SMS/MMS
content, access email, access the address book content, get phone records, obtain
call content, location information and access to other users’ personal information,
etc.

Malicious deduction: users don’t even know or unauthorized cases, users
don’t even know or without authorization, through hidden execution, cheat users
click, order all kinds of charging or using mobile payment, economic losses lead
to the user’s behavior.

Lure fraud: users don’t even know or without authorization, through forged,
tampered with, hijacked SMS, MMS, email, address book, call records, favorites,
desktop, tricking users, and improper purpose, etc.

Rogue behavior: in the case of user knowledge or unauthorized, long mem-
ory system, automatic bundling unknown third party software installed, auto-
matically add, modify, delete, favorites, shortcut, pop-up ads, window, etc.

2.2 Reverse Analysis

Reverse analysis process is an analysis of the target system, its purpose is to
identify the components of the system and the relationship between them, and
in the form of other or on a higher level of abstraction, characterization of recon-
struction system. Software reverse analysis can also be regarded as ”retrograde”
of the development cycle. Under this definition, to reverse analysis, a software
program that is similar to the retrograde development steps in traditional wa-
terfall model, namely the implementation phase of the output VAT back at the
design stage of conception. Software reverse engineering is only a test or analysis
of the process, it will not change the target system.

William Enck etc to decompiled Dalvik bytecode in on the source of data flow
analysis and control flow analysis, structure analysis and semantic analysis, this
method is mainly in the source code level security analysis, because the disas-
sembly and confusing technology, make the source and the bytecode is distinct,
and the impact analysis of results.
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Study of Android applications bytecode file first operation is to reverse the
bytecode file, get the Dalvik bytecode information. Now to reverse the An-
droid application tool is more, more commonly used include Apktool, Baksmali,
AXMLPrinter2, IDA pro, etc.

A. Schmidt and other implements A malware detection system, the system
is based on client-server model, can undertake collaborative detection. With the
method of static analysis of the Android executable file, in the Android environ-
ment with readelf command samples application function call information as the
data detection of malicious software. The authors chose the less than 100 Linux
command function invocation list of these functions and readelf extraction as a
benign training set, and then download the 240 malware and extract function
call list as malicious training samples, and then use a variety of classifying func-
tion call list classification algorithm, then the results of the classification and
comparison of function call list of malicious software, to determine whether an
application is malicious applications. It USES static analysis is analysis of the
function call relationship, not for any flow sensitive analysis.

3 Decompile an Android Application and Inject a
Malware into It

3.1 Decompile an Android Application

Assuming that my working folder is $AndroidDecompile, first of all, we copy
system.img in several important odex files to the working directory, which are:
core.odex, ext.odex, framework.odex, android.policy.odex, services.odex. In the
$AndroidDecompile, download the following tools:

– Baksmali: http://code.google.com/p/smali/downloads/list
– Smali: http://code.google.com/p/smali/downloads/list
– Dex2jar: http://code.google.com/p/dex2jar/downloads/list
– JD-GUI: http://java.decompiler.free.fr/?q=jdgui
– AutoSign: http://d.download.csdn.net/down/2768910/
– Apktool: http://code.google.com/p/android-apktool/

Suppose we have an application, it compiled class files were took out sepa-
rately, which are two file app.apk and app.odex, put them under the $Android-
Decompile.

1. Use baksmali.jar to divide odex files into smali files
$Java -jar baksmali-1.2.5.jar -x app.Odex
If successful, it will generate a out under $AndroidDecompile directory, there

are some ”.smali suffix” files.
2. Use the smali.jar in the out/smali directory to convert classes.Dex
$Java -Xmx512M -jar smali-1.2.5.jar out -o classes.Dex
Classes.Dex is Dalvik VM used by the compiled class file format, will be in

the normal the apk file.
3. Use dex2jar to decompile classes.dex into a jar file
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After download dex2jar package and decompression, there will be dex2jar. Sh
(and dex2jar. Bat) file, if classes.dex file and dex2jar.sh in the same directory,
use the following way to decompile classes.dex into jar files:

$dex2jar.sh classes.Dex
If it succeeds in the current directory to generate the compiled file classes.dex.

Dex2jar.Jar. Dex2jar namely can dex file operation, also can directly operate the
apk, its using rules as follows:

$dex2jar file1.apk file2.apk
4. Use the JD - GUI to view after decompiling jar file
JD - GUI is a visual Java decompiled code viewer. It can real-time to decompile

class files into Java file for viewing. Unzip the download of the JD - GUI file,
implement the JD - GUI executable files in directory, then load in the previous
step the compiled classes.Dex.Dex2jar.Jar file.

5. From odex against the compiled classes.dex and other resource files repack-
aged into a complete apk

We assume that the above is the application of the compiled class file was
spun off from the apk and the next thing to do is how to make the above steps
in classes.dex to the rest of the apk file repackaged into a usable apk. Will first
against the compiled classes.dex and the original app.apk (excluding classes.dex)
to compress into a complete app.Apk (apk file compression tools available open).
That is to say, the classes.Dex is put into the app.apk. Will download AutoSign
file decompression, can see signapk.jar (there is a Sign.bat) file, execute the
following command to app.Apk signature, you can generate the apk.

$Java -jar signapk.Jar testkey.pk8 app signed.apk

3.2 Inject a Malware into an Android Application

Smali and baksmali are a compiler and a decompiler respectively from Google
for the Dalvik virtual machine. It implements. Dex all functions. With smali and
baksmali, the developer can implement a .Dex file for nondestructive compiling
and decompiling. apktool can translated classes.Dex into smali directory. The
directory is equivalent to the SRC directory under the Java project, and the .
Smali files are linked to the SRC file. And the corresponding Java code is the
same meaning, smali code of Java Code with. Dex executable file between the
middle of the code. And smali code.Dex file can be completely intact Conversion,
so directly after decompiling smali code embedded in a need to use the code,
can not Changes under the condition of the original application functionality to
add new functionality.

As described in Fig.1, in the process of decompilation, the developer can inject
malware code into a normal android application. Then another malware android
application is generated. But it looks like a normal application.

3.3 An Example of Smali Injection

In this example, we chose an android trial version application. If you want to use
this program completely, you need to get the registration code of the program.
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Fig. 1. Smali Injection process of android applications

Fig. 2. Orignal Smali code of android applications

Fig. 3. Injected Smali code of android applications

According to steps the above, we decompile the android application into smali
code. after careful analysising the smali code, we found that the program in the
test registration code, also want to decode the original string, which is obtained
by decoding. So we can inject smali code, as shown in Fig. 2 and Fig. 3, run
the decompiler after the registration code is generated. We can find the registra-
tion code using the command. Finally, we conduct two experiments to test the
proposed solutions. The results reveal that the solutions work effectively.

$adb logcat | grep -i MY-TAG

4 Protection Based on Smali Injection for Android
Applications

4.1 Code Confusion

Because Java bytecode is very easy to be decompiled, and general program de-
velopers have according to the function of classes and methods used in the habit
of name, after the program was decompiled malicious code developers can easily
from the class and the methods of function and modify this code contains. So
in order to better protect the Java code, usually to code to confuse the class
files. Through code confusion can be simply complicated, let developers mali-
cious code is difficult to analyze the function of each method from the original
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program To modify the original program, in order to hide the implementation
details of the program. Google to do this to add a code called ProGuard confu-
sion software to the Android SDK, under the SDK/tool/ProGuard. In the new
Android will generate a project under the root directory of the project. The
property documents and proguard project. TXT file.

4.2 Dynamic Loading Class

By above knowable, even in the application code and joined the signature detec-
tion in confusion, malicious software after the decompiled by static scan to find
it. So if you find a way to make the application to perform some unpredictable
code, the malicious software will be hard to find and modify. Based on this idea
we can easily think of can be used in Java to provide dynamic loading of a class
to implement this scheme, unlike ordinary Java virtual machine, not Dalvik vir-
tual machine directly by this kind of dynamic load, but by DexClassLoader and
PathClassLoader two inherit from this class to the loadClass method

4.3 Jave Native Interface (JNI)

Due to the existence of the decompiled software, source code is almost open
Android applications. Any layer in the Java implementation code may be ma-
licious code writers find and tampered with. So if can improve the decompiled
difficulty of implementation code, so the Android application security would im-
prove greatly. With the Java language itself is not suitable for development of
security software, so the Android provides us with an alternative, JNI calls. Al-
though the Android application is generally done by the Java language, Android
is an operating system based on the Linux kernel. All of the API eventually
in the Android SDK is in Java layer through JNI access to the core library to
achieve. Android also allows developers to define dynamic link library and in the
Java layer through JNI access. This will bring us a new train of thought, dy-
namic link library is composed of C/C + +, decompiled difficulty greatly higher
than that of Java code.

4.4 Signature Comparison Technology

Due to the fact that Android malware based on reverse engineering will change
the program the signature, so you can by comparing the signature technology to
prevent such attacks. By analyzing signapk.Jar source code can learn the whole
process of Android application signature.

First, generate the MANIFEST. Manifest.mf. One by one to the application
package other than the folder under the signature file generated SHA1 digital sig-
nature information. Then use Base64 coding algorithm for the digital signature
information and will result in the MANIFEST. MF file. So, once the application
package of files has been modified will produce different information, also can’t
be installed.
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Second, generating cers.SF, file. Through the SHA1 - RSA algorithm and use
private key of the MANIFEST.MF in information encryption. RSA is a kind of
asymmetric encryption algorithm, the application of the signature file private
key as a private key RSA algorithm, after installing a public key to decrypt
it with the MANIFEST. The MF file information in contrast can draw after
application package has been modified.

5 Our Solutions

5.1 Anti-dex2jar

Discovering vulnerabilities of the decompiler(dex2jar) while processing apk or
dex file, we can take advantage of it for anti-decompilation. After testing a large
number of android applications, we find some of them which can’t be decompiled.
Then we try to analyze their characteristics of the java code of them. We have
many apk download program and use the following command batch decompiled:

$for %%i in (*.apk) do apktool d %%i
As shown in Fig. 4, in the process of decompilation, errors occurred. The

main reason is that dex2jar in analytic dex file while Dalvik doesn’t support
instructions. Through the analysis we found that the error of exception code
is the method position() in class Sun.Security.Util.BitArray. So we can use this
function when coding, as long as you call the position() method, which can make
dex2jar error in the process of decompilation.

5.2 Anti-JD-GUI

Because smali code is hard to understand, the developer usually decompile smali
code into Java code. With the analysis of the Java code, and then inject smali

Fig. 4. Errors occur while decompiling smali code



Security Analysis and Protection Based on Smali Injection 585

Fig. 5. Errors occur while decompiling java code

code, modify the android applications. Some even directly modify Java code and
programming into modified android applications. We prevent smali code from
being decompiled into Java code. This will increase the difficulty of the injected
directly into the smali code. Similar to the methods above, after we decompiled
a lot of android applications, we found that there was an error in Java code.
As shown in Fig. 5, after analysis, we found that if the methods in the program
code length of more than 532 lines of code, this class cannot be decompiled into
Java code. Thus, we can use this solution to prevent the smali code from being
decompiled to java code.

6 Concluding Remarks

This paper investigate how to decompile an android application and inject a
malware into it. Some typical mechanisms to anti-decompilation based smali
injection are summarized. Addressing the smali injection for android application,
we proposed two solutions. One prevents .dex file to be decompiled to smali code
using dex2jar. The other can avoid smali code to be decompiled into java code.
With the up-to-date decompilers are released, these solutions we proposed in the
paper must be improved. Otherwise, the solutions will be no longer in force.
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Abstract. To protect users’ privacy and provide efficient and secure key man-
agement in Vehicular ad hoc networks (VANETs), this paper proposes a novel 
Efficient Dynamic Key Management scheme based on Dynamic Secret Sharing, 
namely EDKM-DSS. The proposed scheme replaces the complex group signa-
ture technology with the elliptic curve ElGamal threshold mechanism and the 
dynamic secret sharing technology, and realizes the key management of the 
group communication. Experiments results show that the proposed novel 
scheme can effectively improve the overall performance. 

Keywords: VANETs, Key Management, Dynamic Secret Sharing, Elliptic 
Curve ElGamal Threshold Scheme. 

1 Introduction 

Vehicular ad hoc network (VANET) is an emerging new field and can provide better 
society interests. VANETs link vehicles traveling on the road together to form a uni-
fied network. This makes the drivers' vision beyond line of sight, and thus can know a 
wider range of road conditions to avoid traffic accidents at the most extent. In addi-
tion, the vehicle network can also provide services for vehicle users on entertainment 
and other applications. People can share interesting resources or get information about 
gas stations, parking lots and other related resource in a temporary virtual community. 

VANETs usually consist of several key components, Roadside Unit (RSU) and On 
Board Unit (OBU). RSUs are deployed on both sides of the road, which not only can 
send group messages but also can be used as service gateway, so that each vehicle can 
access a remote service on the road through RSUs. And in VANETs, each vehicle is 
equipped with an OBU, which not only allows the vehicle to communicate with each 
other, namely vehicle-to-vehicle (V2V) communication, but also communicate with 
the roadside units (RSUs), i.e. vehicle-to-infrastructure (V2I) communication. There-
fore, compared with pure traditional infrastructure-based networks, such as cellular 
networks, the combination of V-2-V and V-2-I communications makes VANET more 
promising. In the near future, it is forecasted that VANETs will be a comprehensive 
development platform in vehicle-centric applications [1]. 

Although VANETs bring us convenience, it also brings a lot of problems at the 
same time. In order to improve the security of communication in VANTEs, the secure 
key management is essential. But existing schemes [2-11] are not suitable for real 
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2.2 The Design of EDKM_DSS Protocol  

System Initialization 
(1) TA Initialization 

1) TA selects a big prime number , an elliptic curve ( , )  on the finite 
field GF( ) , and a random generator  to form the public parameter of 
tem( , , ), TA selects random number γ ∈ ∗ as the private key for communica-
tion, and calculates the public key of systemw = γ . 

2) TA selects two random numbersx ∈ ∗ , _ ∈ ∗ for cRSU, sRSU and 
vehicle users in VANETs respectively to generate key( , _ , _ ). is the 
identity of users, _  is the private key of users, _ = _ ·  is the 
public key of users. The vehicle users prestore all the public key of cRSUs. 
(2)RSU Initialization 

1) The cRSU selects a big prime number , an elliptic curve ( , )in the finite 
field GF( ) , and a random generators , the order of  is . 

2) The cRSU calculates  = , here  is a generator in ,  is a random 
number selected from  and kept secret. cRSU selects random numbers ,  
from , = , to construct the shamir polynomial ( ) = ( + )  . 

3) The sRSU sends  to cRSU through the secure channel, cRSU calculates the 
private key ( , )of sRSU on the basis of .The  is calculated according to the 
equation = ( )  , and then cRSU returns it to sRSU through the secure 
channel. 

4) The cRSU broadcasts the public parameter = ( , , ) in its coverage 
areas. 

 
Encryption and Decryption 
To prevent information from being modified or peeped by malicious users in the 
communication process, the message must be encrypted before being transmitted. The 
encryption process is shown as follows. 

(1) In the encryption process, OBUa first calculates = (− )/( − ) at 
the basis of its own identity  and the identity of sRSU. 

(2) Assuming the message that will be transmitted by OBUa is , OBUa selects a 
random number ∈ ∗ , and encrypts using its own private key ( , ), then gets 
the cipher ( , )( ) = ||(1 − ) || || + . After that, the 
message || ( , )( ) will be got by linking ( , )( )  with the current 

time-stamp . The signed message = || ( , )( )  will be got using 

 and the hash value. Finally, the message || ( , )( )||  is sent to all the 
users. 

(3) After the users in the group receive the message || ( , )( )|| , they 

use  to verify the signature and time-stamp, if || ( , )( ) =  and − ∆ , they will decrypt the message using the private key ( , )of sRSU. 
(4) In the decryption process, users first calculate = (1 − ) +

, and then subtract  using +  to get the original message . 
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Key Update  
Key update is an important measure to ensure the vehicle users′ privacy. The follow-
ing steps are required to realize key update. 

(1) First, sRSU selects a random number ∈ , and encrypts  including key up-
date factor with its own private key( , ) , to get the cipher ( , )( ) =(1 − ) || || + , here = (− )/( − ) . And link the 
cipher with time-stamp to get the update command message _ =|| ( , )( ) . sRSU uses its own identity  to sign the _ ,  
and gets signed message _ = ( _ ) , then sends the _ || _  to the existing users in the group session. 

(2) The users in the group session first use  to verify the signature and time-
stamp after receiving _ || _ , i = _  
f and − ∆ , they decrypt the message using their own session private key ( , ), the specific process is as follows. 

First         + (1 − ) · =  
Then            ( + ) − =  

At last users will get  and then extract the key update factor  from  to up-
date their own private key = +    .          
 
Vehicle Users Join 
(1) OBUa encrypts the identity  that got from TA with cRSU′s public key to gen-
erate the join request _ = || . _ ( ). To prevent message being 
tampered, OBUa signs the message with  and gets the result _ _ =( _ ), then send _ || _ _  to cRSU. 

(2) After cRSU receives the request of  OBUa, it decrypts the request with private 
key and get . Then cRSU verifies the signature and time-stamp, if ( _ ) = _ _  and − ∆ , it traverses the revocation users 
list, if  is not in the revocation list, cRSU verifies the effectiveness of . If  is 
effective, put  into ( ) = ( + )  , and got ( ) . After that, cRSU 
chooses a random number ∈  as the key update factor, and calculates the session 
key  of OBUa according = ( ( ) + )  . 

(3) cRSU encrypts ( , , , ) with the public key of OBUa to get . _ ( , , , ) , and generates the reply for joining _ =|| . _ ( , , , ) . Then cRSU signs the reply with private key . _  to get the message _ _ = . _ ( _ ) , and 
sends _ || _ _  to OBUa . 

(4) At the same time, cRSU sends the key update factor  and  to sRSU 
through secure channel. After receiving  and , sRSU first calculates , then 
inserts ( , )into the users list UL and updates the key. 

(5) After OBUa receives _ || _ _ , it first verifies the signature 
and time-stamp, if ( _ ) = . _ ( _ _ ) and − ∆ , 
OBUa decrypts _  with its private key . _ , and stores( , , , ). 
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Vehicle Users Leave 
(1) When OUBb wants to leave from the group session, it should first encrypt its 
identity with the public key of sRSU . _  to get the message _ =|| . _ ( , " "), and signs _  with its own identity to get _ _ = ( _ ).Then OUBb sends _ || _ _  
to sRSU. 

(2) After sRSU receives the request for leaving, it decrypts the request with its own 
private key to get the identity of user . Then it verifies the signature and timestamp, 
if ( _ ) = _ _  and − ∆ , it finds ( , )  from 
UL according to  and delete it from UL, and updates the key for the group session. 

When a user sends false information or performs other illegal activities, it is neces-
sary to mark the user identity invalid. This time TA will send the invalid identity  
to all the cRSU and sRSU, cRSU and sRSU add it to their revocation list, then sRSU 
checks UL to check if it contains ( , ), if it includes the entry, it will delete it 
from the user list, and then update the key for group session for all users except . 
The communication process is shown in Fig.2. 

 

 

Fig. 2. Invalidate users 

3 The Analysis of the EDKM-DSS Protocol   

(1) Communication Overhead 
In the paper, the communication overhead is measured according to the number of 
times of interaction. We will mainly consider the communication overhead generated 
between vehicle users, the key update overhead between vehicle users and RSUs. 
Although the communication and numeracy skills in VANETs are very capable, with 
the increase in the number of interaction, communication overhead will be still linear-
ly increased. Coupled with the nodes in VANETs have been in a fast-moving process, 
the excessive interactions will lead to large transmission delay, so reducing the num-
ber of interactions is essential for reducing communication overhead. 

Fig.3 shows the number of interactions required for users to complete one time of 
communication for each scenario.  
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Fig. 3. Communication overhead 

For DKM, in one communication process of vehicle users, the number of exchange 
times is 1, and in one key updating process, the number of exchange times is 2. For 
ECCEGT-KM, without doing any key updating, the number of exchange times in 
vehicle users communication is 2. For EDKM-DSS, the number of exchange times in 
communication and key updating process is 1 respectively. Because in the real sys-
tem, the frequency of occurrence of the communication process between users is 
much higher than the frequency of occurrence of key update, so, on the whole, the 
communication overhead of EDKM-DSS program has advantages compared with the 
DKM and ECCEGT-KM.  
 
(2) Computational Overhead   
The numeracy skill of network node in VANETs does not need to be worried about. 
However VANETs is a huge system, during operations, it will need a lot of computation. 
Simplify of calculation will also play a vital role for the improvement of the efficiency of 
the protocol. To measure the computational overhead, we design and simulate the algo-
rithm of the DKM, ECCEGT-KM and EDKM-DSS, as shown in Fig.4. 
 

 
Fig. 4. Computational overhead 
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It can be seen from the figures that the overhead of computations in DKM is much 
larger than the costs of ECCEGT-KM and EDKM-DSS. The reason for the worse 
overhead is that, DKM applies the group signature technique with complicated com-
putation, when signing and doing authentication.    

 
(3) Storage Overhead  
Storage overhead here mainly refers to the storage overhead of the revocation list. In 
DKM protocol, although the use of distributed network architecture reduces the size of the 
revocation list, it still inevitably uses revocation list. With the increase in the number of the 
user's vehicle, the size of the revocation list will rely on linear growth. Therefore the over-
head spending on matching the revocation list cannot be avoided. The new proposed 
EDKM-DSS program and ECCEGT-KM program do not require the user to store the 
revocation list, so from the storage overhead perspective, EDKM-DSS program and 
ECCEGT-KM program are almost the same, better than DKM as shown in Fig.5. 
 

 
Fig. 5. Storage overheard comparison 

(4) Security   
The proposed EDKM_DSS program fully considers the needs of safety in VANETs, 
and integrates the advantages of a large number of existing programs. Compared with 
DKM and ECCEGT_KM, safety performance has been improved. Table 1 describes 
the performance comparison of the three schemes in detail.  

Table 1. Performance comparison security program  

Security needs DKM ECCEGT_KM EDKM_DSS 

Forward secrecy No Yes Yes 

Backward secrecy No Yes Yes 

Anti-eavesdrop No Yes Yes 

Data integrity  Yes No Yes 

Privacy Yes Yes Yes 

Conditional-Anonymity Yes No Yes 

Verifiability Yes Yes Yes 

Repudiation Yes No Yes 
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Overall, EDKM-DSS has a great advantage compared with DKM and ECCEGT-
KM. Compared with DKM, EDKM-DSS greatly improves the computational  
overhead and storage overhead, under the premise that their overall communication 
overhead is basically the same. Compared with ECCEGT-KM, in the case that their 
computational overhead and storage overhead are almost the same, EDKM-DSS sig-
nificantly reduces the communication overhead. In terms of safety performance, 
EDKM-DSS program fully combines with the advantages of DKM and 
ECCEGT_KM to further improve the security of the key management process in 
VANETs. 

4 Conclusion 

This paper studied the status of key management scheme in VANETs and found that 
existing schemes often considered just one aspect. They are either focus on efficiency 
or focus on safety, almost no proceed from the overall, and still lack of practicality. In 
order to compensate for the lack of existing programs, this paper combined dynamic 
secret sharing mechanism with elliptic curve ElGamal threshold mechanism to 
present a new distributed key management scheme called EDKM-DSS, and described 
the program in detail. 
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Abstract. In order to let the users share data freely in different places, this 
paper designs and realizes a new network disk system, which is called MyNDS. 
MyNDS uses C/S mode to construct its structure. And Winsock2 is used for 
clients communicating with server. When a user accesses the data storing in 
MyNDS server, MyNDS Driver module catches and interprets the request into a 
sharing file. After retrieving and communicating to the Server, MyNDS parses 
the request and return the correct executing result to the user. Also MyNDS 
uses MD5 algorithm and RSA algorithm to enhance system security. 

Keywords: network storage, IRP, IOCP mechanism, memory-mapping file. 

1 Introduction 

Network storage systems are widely used to solve the problem of accessing data 
remotely. Most of the portal sites provide the service of data storage so people can 
share information in different places or coordinate each other in a large project 
through upload and download files. These storage systems enhance the working 
efficiency. Microsoft even sets up SkyDrive to provide a series of cloud storage 
service in Win8 [1-3]. 

For ordinary Internet users, upload and download their own data are their most 
usual works. The network hard disk can solve this problem well by file sharing and 
information transmission. So as most of people use Windows System at present, 
implementing a network storage system for Windows is practically and significantly. 

A lightly network storage system, which is called MyNDS, is implemented to 
upload or download data in this paper. Through the driver programs of hard disk filter 
layer, MyNDS intercepts and rewrites users’ IRP requests of read/write operations. 
And then MyNDS sent this IRP request as a socket packet to the server by inter 
process communication and Windows synchronization mechanism. After receiving 
the request packet, the server analyzes the content and executes the read/write 
operations.  The result can then be back to the client. 

The remainder of this paper is structured as follows. In section 2, we introduce the 
design of MyNDS, including some modules for client and server. Some key 
technologies used in MyNDS are described in section 3. These technologies also 
affect the performance of MyNDS. And Conclusion is summarized in section 4. 



 Design and Implementation of Network Hard Disk 597 

2 Design of MyNDS 

2.1 The Overall Architecture 

The MyNDS system architecture is composed of client and server, they communicate 
through Winsock2. The whole architecture is shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. The whole architecture of MyNDS 

As shown in Fig. 1, the functions of the client mainly include the driving module, 
communication module, encryption/decryption module and log module. The server is 
the provider of network storage system. The functions include the driver module, 
communication module, verification module, synchronization module, analysis 
module, encryption/decryption module and database. 

2.2 Design of Modules 

Driver Module. The client needs to transmit user’s actions in OS to the server 
synchronously. MyNDS uses memory-mapping file to finish this function. First, 
driver module of client intercepts user’s operation request and stores in the memory-
mapping file. Then communication module gets the request from memory-mapping 
file and sends to the server as a synchronous mode.  

So we use a layered driver to implement the driver module. A High FiDO driver is 
mounted to E drive and the operations on drive E can be captured by MyNDS driver 
module. The module simply judges whether the operation/IRP is read or write and 
then copy this content to the memory-mapping file as a specific method, which is 
defined by MyNDS.  The detail workflow is shown in Figure 2. 

As shown in Fig. 2, after getting the IRP from client OS, driver module calls 
MyNDS_ReadIrpDispatch() function or MyNDS_WriteIrpDispatch() function to deal 
with the IRP request and serializes IRP requests using StartIO() routine. Then driver 
module calls MyNDSDriverStartIO() function to complete logical-device-creating 
work, memory-mapping-file-initiating work and layer-driver-initiating work. After 
that, driver module records the IRP information into the designated memory-mapping 
file.  The format for IRP information is shown as Table 1. 
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Fig. 2. Detail workflow of the driver module 

Table 1. The format of IRP information 

Segment name Length Function 

AssociatedIrp.SystemBuff 4 Bytes Store start addresses of CreateFile() or WriteFile() 

Parameters.Write.Length 2 Bytes Record the total bytes that needing to write 

Parameters.Read.Length 2 Bytes Record the total bytes that needing to read 

IOStatus.Information 2 Bytes Record the total bytes that read/write in the actual device 

 
Communication Module of Client. The communication module is mainly 
responsible for the client connecting to the server and transmitting the mapping file 
content. In MyNDS, it is the bridge of data transmission for client and server. When 
client wants to upload information to the server, communication module gets the data 

Call MyNDS_ReadIrpDispatch() for 
reading request 

Call MyNDS_WriteIrpDispatch() for 
writing request 

Call StartIO() for serializing the IRP requests 

Start 

Read/Write IRP 

Create a new device routine 

Call InitMappingFileRoutine() to initiate memory-mapping file 

Call InitMyNDSHiFiDO() to initiate layer-driver program 

Get DEVICE_EXTENSION and copy current logical I/O device to the next 

Format the IRP request and record into the designed memory-mapping file 

End 

Write  Read 
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from mapping file and packs to send to the server with WinSock2. And if Client 
wants to download, communication module stores the information to the mapping file 
after receiving and resolving the packages from the server. The communication 
module is also responsible for the connection/disconnection to server. It includes four 
parts, such as InitSock(), SendMappingFileThread(),RecvMappingFileThread() and 
ExitSock(). 

The work process of InitSock() is shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. The process of InitSock() 

As shown in Fig. 3, the communication module initiates Ws2_32.dll firstly and 
constructs the address. After that, it call socket to generate connecting socket and try 
to connect to server using WSAConnect(). A sharing file will be created for 
succeeding, which includes the file name and file path. 

SendMappingFileThread() and RecvMappingFileThread() are the kernel functions. 
The two functions finish actions of uploading/downloading. Because of multithread 
environment, the functions use three events to synchronize. The three events are 
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kevtMappingFileSC(), kevtMappingFileCS() and kevtConent().  When 
kevMappingFileSC() and kevContent() are in notification status but 
kevtMappingFileCS() is absent, the communication module can send data. If 
kevMappingFileSC() is in notification status but kevtMappingFileCS() and 
kevContent() are absent, the communication module can receive data from server. 

ExitSock() is used to recycle the resources, such as sharing file, thread resource and 
etc. . If communication module wants to exit, it sends a shutdown signal to server 
firstly and then it will close the socket and file handle. At last, it terminates the 
sending thread and receiving thread. 
 
Overall Structure of Server. The server is the core of MyNDS system. It is mainly 
consist by the log module, analysis module, data module, encryption/decryption 
module, communication module, authentication module, synchronization module. 
Among them, the log module and an encryption/decryption module are running after 
MyNDS is started. And the other modules are interacted with each other. The 
relationship of each module is shown in Fig. 4. 
 

 
 
 
 
 
 
 

Fig. 4. The relationship of each module 

Log module will monitor and record the operations of MyNDS. Every record is 
composed to a specified string format and will be written to the log file. In addition, it 
is also used in the event of a system crash or other problems. Three types of log are 
USERMSG, ERROR and RUNTIMEINFO. The log module in this system is mainly to 
manipulate the string, including the string split, combination, and replication, formal.  

In order to ensure the security of communication, we design 
Encryption/Decryption module. MD5 algorithm and RSA algorithm are used to 
implement this function. MD5 algorithm is used to encryption the data stored into 
database, while RSA algorithm is for data transmission on network. It can avoid 
interception or forged attack.  

Analysis module translates the encryption data to Read/Write operations, which are 
IRP requests from client. After checking parameters of encryption package, analysis 
module will get the fixed-length character string from designed start address using 
memcopy() and will add “\0” at the end of the string. 

Communication module of server is to correspond with the client. IOCP 
mechanism and overlay I/O model are used to improve the performance and 
efficiency of server. 

Verification module aims at affirming not only the correct user and password, but 
also the correct data package header, the correct user’s instructions, the correct source 
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and destination, as well as the correct authorization. The module will need the 
information from database. 

Synchronization module is used to synchronize the operations both of client and 
server. It will uses ProcessRWMsg() to finish the work.  The workflow of 
ProcessRWMsg() is shown in Fig. 5. 

 

 

Fig. 5. Relationship between synchronization module designs 
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Database Design. Database is to store user information and log data query 
information. So, there are some tables in the entire MyNDS database. Two more 
important table structures are described in Table 2 and Table 3. 

Table 2. User information table 

Field name Field type Filed length Allow null values 
ID Int 11 FALSE 
Account Varchar 20 FALSE 
Pwd Varchar 50 FALSE 
Dir Varchar 512 FALSE 
RealName Varchar 20 TRUE 
CardID Char 18 TRUE 
MailAddr Varchar 128 TRUE 
PhoneNum Char 11 TRUE 
LastLoginTime Date 4 FALSE 

Table 3. Log table 

Field name Field type Field length Allow null values 
ID int 11 FALSE 
LogTime varchar 4 FALSE 
Dir varchar 512 FALSE 

 
In database, we also design some functions to help MyNDS finish establishing 

connection with database, querying, extracting the result and inserting the data into 
database. 

3 The Key Technology to Realize MyNDS 

3.1 Transfer Parallel IRP Requests to Serial IRP Requests 

In driver programming, IRP processing is divided into serial and parallel processing. 
As for serial port equipment, serial IRP processing is required for not causing 
confusion. However, the Windows operating system is preemptive and multitask 
system. The user's operation is parallel processing. So converting the parallel IRP to 
serial IRP is needed. We use the StartIO() routine in Windows programming to 
complete the conversion. 

The conversion process of StartIO() routine can be described as follows. First, IRP 
requests are arranged to a FCFS queue. Then driver module selects the first IRP 
request from the queue.  For the queue, the parallel IRP requests can be changed to 
serial IRP requests. 

We design a new function named MyNDSDriverStartIO() to finish this work. 
Firstly, MyNDSDriverStartIO() gets a spin lock and judge whether there is an IRP 
request. If there is an IRP request, MyNDSDriverStartIO() then confirms whether the  
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request is read request or write request. WriteRoutine() or ReadRoutine() will be 
called separately to deal with different request. The detail working process is 
described in Fig. 6. 
 

 

Fig. 6. Working process of  MyNDSDriverStartIO() 

3.2 Using IOCP Mechanism 

IOCP[4], which is I/O Completion Port, is used to process large amount of 
communication requests for better QoS. The core idea of IOCP is delivering all 
requests into a message queue and using some worker threads to process the requests 
in parallel. Only a few of threads must handle a large number of I/O requests and the 
CPU time is not waste. And IOCP can improve the resource utilization rate. 

Implementation steps of IOCP mechanism is described as follow: 

 Create a completion port object in the main thread. 
 The completion port object is bind to the thread. 
 Use the WSAAccept() function to create a overlapped socket, and then bind it to a 

completion port object.. 
 Send and receive data through the WSASend() and WSARecv() functions. 

In MyNDS, we use BuildIOCP to implement the IOCP mechanism. We firstly call 
CreateIoCompletionPort() to create a IOCP port, which is named MyNDSIOCP. 
Then MyNDS creates worker threads twice as much as the number of CPU and binds 
the worker threads with MyNDSIOCP by GetQueuedCompletionPort(). After 
accepting request by WSAAccept() and getting an AcceptSocket() for communication, 
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CreateIoCompletionPort() function will bind the AcceptSocket() with MyNDSIOCP. 
So the worker thread can call GetQueuedCompletionPort() to process I/O package 
retrieved from IOCP. The construction process of BuildIOCP is shown as Fig. 7.  

 

 

Fig. 7. Working process of BuildIOCP 

3.3 Synchronization in MyNDS 

Synchronization is needed in MyNDS because many operations in MyNDS is not 
reentrant and the processing sequence of these operations will affect the result 
directly, such as the queue operations in StartIO() routine. 

In MyNDS, spin lock will be used to process synchronization, just like operations on 
critical resources. If spin lock is running, only the current thread can use the resource 
while other threads can’t access the resource. Different from critical resources, the 
rejected threads will always occupy CPU to check whether the resource is released. 

Synchronous operation generally occurs in the dispatch function. A sharing spin 
lock will be used among different functions, and it will be transferred by the signal 
DEVOBJ_EXTENSION. 
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Initialization will be done by function KeInitializeSpinLock() before using the spin 
lock. KeAcquireSpinLock() function is used to operate the spin lock. Release the spin 
lock is realized by KeReleaseSpinLock() function. 

3.4 Inter-Process Communication 

There are some methods for inter-process communication in Windows operating 
system, such as Clipboard, COM, Data Copy, DDE, File Mapping, Mail slots, Pipes, 
RPC, Windows Sockets[5]. In MyNDS, we mainly use File Mapping to realize the 
inter-process communication. 

File mapping can associate a file's contents with a portion of the virtual address 
space of a process. The process uses a simple pointer to realize checking and 
modification of the content of files. When two or more processes access same 
mapping file, each process’s operations are in its address space, as well as 
reading/modifying file contents. In the multitask environment, the process must use 
synchronization objects (for example, semaphore) to avoid data conflict. 

We map a particular file to a named, sharing memory space. All processes can 
access this memory space with the same file-mapping object. That is to say, processes 
open the same file mapping object, all operations of this mapping file  are operate to 
physical memory contents of the mapping file.  

The process of using the memory-mapping file can be described as follow: 

 Create or open a sharing kernel file object. Usually we use the CreateFile() 
function. 

 Create a new file-mapping kernel object and send the file size to the system. 
CreatFileMapping() function can finish the work. 

 System map the overall or part of the file-mapping object to the address space of 
designed process. MapViewOfFile() function is used. 

 UnmapViewOfFile() function notifies system to release the object. 
 Close the file object by CloseHandle() function. 
 Close the kernel object by CloseHandle() function. 

4 Conclusion 

Network storage is an offsite storage mode. It can become a working platform after 
contacting with cloud Service. As an example of network storage system, MyNDS 
realizes the file upload/download. It can guarantee the communication security and 
the security of data storage, as well as easier management and function extension. 

We talk about the design and implementation of MyNDS. It is divided into Client 
and Server. The client intercepts user instructions in driver module and sends the 
instructions to server by communication module. The server, however, processes the 
instructions and returns the result to the client through verification module, 
synchronization module, and Encryption/Decryption module and so on. In order to 
improving the performance of MyNDS, we also using IRP requests Serialization, 
IOCP mechanism and memory-mapping file for inter-process communication. Future 
works will be focused on the security of MyNDS. 
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Abstract. Signature-based intrusion detection system is currently used widely, 
but it is dependent on high quality and complete attack signature database. De-
spite a great number of automatic attack feature extraction system has been 
proposed, however, with the progress of attack technology, automatic attack 
signature generation system research is still an open problem. This paper 
presents a novel combining supervised and unsupervised learning for automatic 
attack signature generation system based on the transport layer and the network 
layer statistics feature, and the system outputs the signature sets in feedback 
way. Finally we demonstrate the effectiveness of the model by using network 
data from the laboratory and Darpa2000 datasets.  

Keywords: IDS, attack signature, automatic extraction, abnormal flow. 

1 Introduction 

In recent years, the Internet information security consciousness is gradually improved 
and the popularity of security software reduces the occurrence probability of the same 
security events, but the emerging of all kinds of malware variants or new malicious 
programs makes the occurrence probability of security event still high [1][2]. In such 
a serious information security environment, intrusion detection technology attracts 
more and more people's attention. Since the 1990 s, research and development of 
intrusion detection system presents a prosperous situation. Because of the characteris-
tics of simple, efficient and accurate, IDS based on the signature is widely used. It 
depends on high quality and complete attack signature database, so the fast and  
accurate automatic attack signature generation system is still an important research 
direction in the field of network security. 

The goal of automatic attack signature generation system is to find automatically 
new attack and extract characteristics of the new attack which can be used in IDS 
[3][4]. In 2003 Kreibich put forward the first automatic attack signature generation 
system Honeycomb [5], after that many systems have been proposed and implemented. 

Since different automatic extraction technologies are used, automatic attack  
signature generation systems include mainly the network-based signature generation 
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systems (NSG) and the host-based signature generation systems (HSG). The NSG sys-
tem is deployed on the Internet, and it extracts signatures by analyzing the network data. 
Here, the signature points to a binary string that describes the attack with composition, 
distribution, or frequency. The typical NSG systems are as follows: Honeycomb, 
PAYL, Autograph, EarlyBird check-in, Pol, ygraph, Nemean, PADS, Hamsa, SRE, etc. 
The HSG system usually is deployed on a host computer, and detects the abnormality of 
the host and uses the collection of information on a host computer to extract the signa-
ture of the attack. The typical HSG systems are as follows: FLIPS, TaintCheck, Vig-
lante, ARBOR, ADRMCV, COVERS, HACQIT, Packet vaccine etc [6]. 

Our goal is to find attack by detecting abnormal data flow in network, and extract 
the accurate attack signature from abnormal data. Therefore, we develop an automatic 
and based-network attack signature generation system model. Traditional automatic 
attack signature generation model adopt honeypot or classifier constructed by DPI 
technology or based on payload technology to identify abnormal traffic [7][8]. But the 
classifier cannot well identify abnormal traffic with encryption and variant. Mean-
while, honeypot need a long time to respond to worm outbreak and it may contain 
noise in the captured sample. In our model, we use decision tree algorithm, a super-
vised learning method, to construct a classifier based on network layer and transport 
layer statistic characteristics of network flow. Many Experiments [9][10] show that 
the classifier can identify abnormal data stream very well. After getting abnormal data 
flow, we use the unsupervised machine learning method to cluster abnormal data 
stream into more classes, and no similarities between each cluster. We will extract the 
set that can describe attack from each cluster. Here, we extract the bidirectional data 
flow character feature set. First, we need to extract the public substring which length 
is greater than 3, and use the subset of a certain frequency range to test the sample. 
When the sum of the false positive rate and the false negative rate is the lowest, we 
choose the frequency range of subset as the output from the sample. To sum up, the 
main contribution of our works are as follows: 

1) We put forward a novel attack signature automatic generation system by  
combining supervised learning and unsupervised learning, which is different from 
tradition methods in abnormal flow identification. 

2) We use feedback mechanism to confirm a frequency range of subset of public 
substring. 

2 Challenges and Motivation 

The current automatic attack signature generation system is poor in facing plenty of 
deformation or encryption attack. Due to this challenge, this paper seeks to develop an 
automatic attack signature generation model to overcome the problem. 

3 Proposed Framewoek 

Model of automatic attack signature generation system is designed based on super-
vised and unsupervised learning. Figure 1 shows the proposed system model. We use 
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the decision tree classifier which is constructed by supervised learning to identify 
abnormal data flow. And unsupervised learning is used to cluster abnormal flow. The 
system contains the following modules: (i)basic packet information processing  mod-
ule, (ii) flow generation module, (iii) flow-level statistical feature extraction module, 
(iv) abnormal flow identification module, (v) abnormal flow clustering module, (vi) 
abnormal packet payload extraction module, (vii) character feature extraction and 
selection module. 
 

 

Fig. 1. Automatic attack signature generation system model 

First, we need train the abnormal flow classifier. Specific process is as follows: the 
basic packet information processing module extracts basic information from packets 
for training. The flow generation module use basic packet information to generate 
flow, and output the basic flow information. The flow-level statistical feature extrac-
tion module obtains basic flow information to extract the statistical information and 
send it to abnormal flow identification module. Specially, the flow statistics come 
from transport layer and network layer of the TCP flow, such as the total number of 
packets, maximum packet size and the total number of SYN (see Table 1). Then the 
abnormal flow identification module trains the decision tree classifier with decision 
tree algorithm. 

Second, we use trained abnormal flow classifier to classify packets for testing, and 
extract the character feature. Packets are sent to the basic information module to ex-
tract basic packet attribute and packet bytes. The flow generation module will use the 
basic packet information generate flow and output basic flow information. The flow-
level statistical feature extraction module extracts flow statistics by using the basic 
flow information. At this point, the tested flow statistics information is passed to the 
abnormal flow classifier, rather than the abnormal flow identification module. The 
abnormal flow classifier will classify flow, and send the abnormal flow to abnormal 
flow clustering module. The abnormal flow clustering module will gather similar 
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degree of flow and output results. Abnormal packet payload extraction module ex-
tracts the C2S or S2C sequence in cluster. Specially, C2S means the information 
transmission direction is client to server, S2C means the information transmission 
direction of server to client. In the end, character feature extraction and selection 
module extract character feature from information sequence. The concrete construc-
tion of model will be explained in the later. 

Table 1. Flow-level Feature Generated by the Flow of Statistical Feature Extraction Module 

features Name  features Description 

pkts_c2s、pkts_s2c total number of packets 

pkt_noPayload_c2s、pkt_noPayload_s2c total number of packets without payload 

bytes_c2s、bytes_s2c total number of bytes transferred 

pay_bytes_c2s、pay_bytes_s2c total number bytes from all payloads 

duration_c2s、duration_s2c flow duration 

maxsz_c2s、maxsz_s2c maximum packet size 

minsz_c2s、minsz_s2c minimum packet size 

avfsz_c2s、avfsz_s2c average packet size 

stdsz_c2s、stdsz_s2c standard deviation of packet size 

IAT_c2s、IAT_s2c average inter-arrival time 

maxpy_c2s、maxpy_s2c maximum payload size 

minpy_c2s、minpy_s2c minimum payload size 

avgpy_c2s、avgpy_s2c average payload size 

stdpy_c2s、stdpy_s2c standard deviation of payload size 

synflag_c2s、synflag_s2c total number of SYN 

rstfalg_c2s、rstfalg_s2c total number of RST 

pushflag_c2s、pushflag_s2c total number of PSH 

finflag_c2s、finflag_s2c total number of FIN 

3.1 Abnormal Flow Identification Module 

This module uses the transport layer and network layer flow-level statistical features 
to construct classifier with the supervised learning which is decision tree algorithm. 
The advantage of this method is to identify the encryption and deformation flow. The 
decision tree is selected because the decision tree classification rules of has the  
characteristics of high accuracy and easily understand. 
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3.2 Abnormal Flow Clustering Module 

In this section, we use K-Means algorithm to cluster abnormal flow. The K-Means 
algorithm process is as follows:  

If the dataset D contains n objects in Euclid space, the division method distribute 

the objects in D to the k clusters 1C , …, kC , and let DC j ⊂ and Φ=∩ ji CC  , 

where 1, >=ji  and kji <=, . Let ic stand for the cluster iC , the distance between 

object iCp ∈ with center ic is denoted by ),( icpdist , see in equation (1).  
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The K-Means algorithm initially chooses k objects randomly, and the selected ob-
ject represents the center of cluster. For the rest of objects, according to the Euclidean 
distance of each cluster center, they will be assigned to the most similar cluster, the 
similarity is measured by ),( icpdist . Then, the algorithm iteratively changes the clus-
ter. It uses the object which is assigned to the cluster in the last iteration to calculate a 
new mean for the cluster, and the new mean will be the new cluster center. When the 
cluster is the same as the previous, the algorithm is over. The detail of K-Means algo-
rithm is shown in figure 2. 

 
Algorithm: K- Means.  
Input: 
1) K: the number of clusters; 
2) D: the dataset containing n objects.  
Output: K clusters 
Methods: 
1) Select the initial cluster center from k objects; 
2) Repeat 
3) According to the mean of objects, let remainder object is assigned to the most similar 
cluster; 
4) Recalculate the mean of objects in each cluster and update it; 
5) Until no longer change. 

Fig. 2. K-Means algorithm  

3.3 Character Feature Extraction and Selection Module 

Character feature extraction and selection module is divided into two phases. In the 
first phase, module extracts the direction of C2S or S2C public substring which is 
longer than 3 characters. In the second stage, the module detects attack sample by 
using the subset of public substring with a certain frequency range. When the sum of 
the false positives rate and the false negative rate is lowest, module outputs the range 
of frequency substring as the attack signature. The Detail of character feature extrac-
tion and selection algorithm is shown in figure 3. 
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Algorithm: Character feature extraction and selection module algorithm.  
Input: 
1) iCluster , the i-th cluster. Where }2,2{

ii ClusterClusteri CSSCCluster = , and 
iClusterSC 2  

denoted the information of C2S direction, 
iClusterCS 2 denoted the information of S2C 

direction. 

2) ),( '
3 xxencePublicSequ len≥ , it extracts public substring which is longer than 3 characters 

between x and 'x . 

Output: ( )maxmin ,kkFeatures
iCluster , where ( )maxmin , kk  is the frequency range of 

substring. 
 Methods: 
1) If ∈mSequence

iClusterSC 2 ,  ∈nSequence
iClusterSC 2 nm ≠ and then 

2)           ),(3 nmlen SequenceSequenceencePublicSequFeatures ≥←  

3) Delete the repeat sequences of the Features ; 
4)Calculate the frequency of public substring in Features ; 

5) Let the substring of the range of ( )maxmin ,kk detects related sample. When the sum of 

the false negative rate and the false positive is lowest, the module outputs the substrings 
( )maxmin , kkFeatures

iCluster
; 

6) Repeat aforementioned process for the 
iClusterCS 2  in iCluster . 

Fig. 3. Character feature extraction and selection module algorithm 

4 Experimental Evalutation 

In this section, we present the experimental results displaying the performance of the 
proposed model. First, we simply introduce the source of experimental data. Second, 
we evaluate the effectiveness of abnormal data flow classifier in dealing with indenti-
fying abnormal network traffic. Third, we evaluate the effectiveness of abnormal data 
flow clustering module. In the end, we evaluate the effectiveness of the system model 
with character feature Extraction and selection experiment result. 

4.1 Data  

The proposed model is evaluated by using network traffic which is shown in table 2. 
First, we adopted normal network traffic and Port_Scan in the lab. The phase-4-

dump-inside and phase-5-dump-inside all come from the first attack scenarios of clas-
sical Darpa2000 intrusion detection dataset. This attack scenario includes multiple 
networks and audit sessions. specially, the sessions are divided into five stages: detect 
network, compromise hosts with Solaris sadmind, install mstream DDoS Trojan horse 
software, launch DDoS attack. The Phase-4-dump-inside dataset comes from the 
fourth stage, namely it is the phase of the installing the Trojan horse mstream DDoS 
software; Phrase-5-dump comes from the fifth stage which was launching DDoS  
attack stage. 
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Due to the large amounts of attack traffic is based on the TCP protocol, the  
network traffic in the experiment is TCP flow. 

Table 2. source of dataset 

The dataset Dataset description 
Normal  Adopting in Laboratory 
Port_Scan  NMAP collecting in Laboratory 
Phase-4-dump-inside[11] Intranet dataset of phase 4 of scenario 1 in DARPA intrusion 

detection 
Phase-5-dump-inside[11] Intranet dataset of phase 5 of scenario 1 in DARPA intrusion 

detection 

4.2 Evaluating the Effectiveness of Abnormal Flow Classifier 

In this section, the dataset which mixes normal with phase-4-dump-inside is sent to 
the abnormal flow identification module. After that we get an abnormal classifier, and 
we use the way of crossing validation to evaluate the effectiveness of abnormal flow 
classifier. See figure 3, the figure shows abnormal data flow classifier reached more 
than 98% of the correctly classified instance. Therefore, the way of using decision 
tree classifier to construct abnormal flow identification module is feasible and  
effective in identifying abnormal flow. 

 

 

Fig. 4. the result of verifying abnormal classifier with cross validation 

4.3 Evaluating the Effectiveness of Abnormal Flow Clustering Module 

We input the dataset which mixes phase-4-dump_inside with Phase-5-dump_inside into 
the abnormal flow clustering module in this section, and the result is shown in table 3. 
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Table 3. the result of clustering 

category Phase-4-dump-inside Phase-5-dump-inside 
Before clustering 19 32 
After clustering 15 36 
Error clustering  5 1 

 
According to the anticipated target, the module can separate the two phase flow au-

tomatically. But the experimental result shows that the clustering effect is not very 
well. In table 3, the error clustering refers that after clustering the instance of phase-4-
dump-inside is classified as the instance of phase-5-dump-inside, and the instance of 
phase-5-dump-inside is classified as the instance of phase-4-dump-inside. 

We assume Right probability after clustering = right number after clustering / cate-
gory number before clustering, the instance of phase-4-dump-inside dataset correctly 
clustering probability is 52.6%, but the instance of phase-5-dump-inside correctly 
clustering probability is 96%. In spite of K - Means algorithm is not very well in clas-
sifying two types of abnormal dataset. But it is good for extracting attack signature 
because the instance in each cluster has the similarity, and the similarity can help 
system extracts more accurate signature. 

4.4 Character Feature Extraction and Selection Experiment Result 

In this section, we respectively use phase-4-dump_inside and phase-5-dump_inside 
dataset to experiment.  First, we do experiment by using phase-4-dump_insde dataset. 

(1) The Experiment by Using Phase-4-Dump-Inside Dataset. 
There are 19 flows after generating TCP flow in flow generation module. Table 4 
shows the result of clustering by using phase-4-dump-inside dataset. 

Table 4. the result of clustering by using phase-4-dump-inside dataset 

No. Label Count 
1 Cluster0 4 
2 Cluster1 5 
3 Cluster2 10 

 
Due to Cluster0 without transport information, we experiment by using the C2S di-

rection of cluster1 and cluster2. The result show in figure 5 and figure 6. We choose 
the subset of substring which is longer than 3 characters to detect the related samples. 

See figure 5 and figure 6, the set of substring which is represented by the shortest 
cylindrical surface is as the attack signature set. Table 5 shows the attack signature of 
phase-4-dump-inside dataset. It displays the attacker was installing mstream Trojan 
software on the host by using remote desktop. Since the phase-4-dump-inside is the 
phase which was installing mstream software, the extracted set can describe it. 
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Fig. 5. The result of feature extraction experiment by using cluster1 from Phase-4-dump_inside 
dataset  
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Fig. 6. The result of feature extraction experiment by using cluster2 from Phase-4-dump_inside 
dataset 

Table 5. the attack signature of phase-4-dump-inside dataset 

sample frequency range  attack signature 

cluster1 )4.0,3.0[   Uroot,root,rcp -f 
/.sim/home/jhaines/ATTACKS/mstream/solaris/ 
 er-sol 


cluster2 )6.0,5.0[   rcp 
 /.sim/home/jhaines/ATTACKS/mstream/solaris/ 


(2) The Experiment by Using Phase-5-Dump-Inside Dataset. 
In this section, we generate TCP flow by using packets from phase-5-dump-inside 
dataset, then put it into the abnormal flow identification module and abnormal flow 
clustering module. The table 6 shows the clustering result. 
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Table 6. the result of clustering by using phase-5-dump-inside dataset 

No. Label Count 
1 Cluster0 4 
2 Cluster1 15 
3 Cluster2 13 

 
As shown in the figure 7, figure 8 and figure 9, these figures respectively display 

the result of feature extraction experiment.  We detect samples with a frequency 
range of substring which is longer than 3 characters, and when the sum of the false 
positive rate and the false negative rate is lowest, we will choose substrings 
represented by the shortest cylindrical surface as the attack signature, just like the 
experiment of phase-4-dump_inside dataset. 

The table 7 lists some attack signature. From this table we can find the attacker is 
visiting a web site. Because phase-5-dump-inside dataset belongs the phase of launch-
ing DDOS, it would bring some internet traffic when attacker access to the internet. 
We find the attack signatures can describe the attack, but we cannot find the order of 
launching attack because of the orders in UDP packet. However, it cannot hinder us to 
extract signatures to describe TCP traffic.  
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Fig. 7. The result of feature extraction experiment by using cluster0 from Phase-5-dump-inside 
dataset 
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Fig. 8. The result of feature extraction experiment by using cluster1 from Phase-5-dump-inside 
dataset 
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Fig. 9. The result of feature extraction experiment by using cluster2 from Phase-5-dump-inside 
dataset 

Table 7. the attack signature of phase-4-dump-inside dataset 

sample the frequency range  attack signature 

cluster0 )7.0,6.0[   l/User-Agent: Mozilla/3.01 
(Win95; I;)Host: www.af.milAccept: 
image/gif, image/x-xbitmap, image/jpeg, 
image/pjpeg, */* 


cluster1 )6.0,5.0[    )7.0,6.0[   HTTP/1.0Referer: 

http://www.af.mil/User-Agent: Mozil-
la/2.0 (compatible; MSIE/3.01; Windows 
95)Host: www.af.milAccept: image/gif, 
image/x-xbitmap,image/jpeg, im-
age/pjpeg, */*Accept-Language: enUA-
pixels: 1024x768UA-color: color32UA-
OS: Windows 95UA-CPU: i686 


The fourth 
stage cluster2 

)4.0,3.0[   jpg HTTP/1.0Referer: 
http://www.af.mil/User-Agent: Mozil-
la/2.0 (compatible; MSIE/3.01; Windows 
95)Host: www.af.milAccept: image/gif, 
image/x-xbitmap,image/jpeg, im-
age/pjpeg, */*Accept-Language: enUA-
pixels: 1024x768UA-color: color32 UA-
OS: Windows 95UA-CPU: i686 


 

5 Conclusion 

This paper presents a combining supervised and unsupervised learning for automatic 
attack signature generation system model, which based on feature from the transport 
and network layer. These features are more resilient to payload encryption. Our model 
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deals with the packet from internet and generates attack signature. Experiment results 
show that our work can extract the effective signature. For future work, we plan to 
improve the effectiveness of abnormal flow clustering module. We will extend the 
formulation to an online learning setting.  
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Abstract. Wireless Sensor Networks (WSNs) have promising and valuable  
applications. More and more researchers have conducted research in this area. 
Because sensor nodes are small and cheap, they usually use battery to provide 
energy. However, as a great number of nodes are arranged in the network and 
the working environment is bad, it is difficult to replace batteries or recharge. 
How to make full use of network resources to ensure the high quality of the 
network and achieve a balanced network is a problem to be faced. This paper 
focuses on improvement in wireless sensor networks by improving the MAC 
protocol. 

MAC protocols are basic protocols in WSNs and they influence the perfor-
mance of network a lot. In those networks that need to track mobile targets, 
how to achieve the goal of increasing the monitor rate and balance the con-
sumption of network are two very important objectives focused by modifying 
the MAC protocols. In this paper, we proposed the IMMA to improve the effi-
ciency of the network. The core of this algorithm is by changing the cycle of the 
state to balance the energy consumption, and increase the monitor rate. IMMA 
balances energy consumption and enhances the monitor rate of the moving tar-
gets. Theoretical and experimental results show that the algorithm improved 
network efficiency a lot.  

Keywords: MAC algorithm, network energy balance, objective monitoring 
rate. 

1 Introduction 

The technology of wireless sensor network (WSN) includes a great number of sub-
technologies, such as wireless communication technology, embedded technology, 
micro-electromechanical systems, system on chip etc. WSN has much more advan-
tages than older network, it has lower cost and lower power consumption, does not 
need to be distributed, self-organizing etc. WSN is composed of many sensor nodes 
and one or several base station, it usually communicates by radio communication. 
Nowadays, WSN plays an important role in many fields such as in Bio Medical,  
environmental monitoring, national security etc. 

WSNs are always required to run a long time. However, the node in WSNs has li-
mited energy and it cannot be charged or replaces the battery, so the problem of energy 
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consumption of sensor nodes has become a focus problem. There are numerous studies 
tried to balance the energy consumption in all nodes in the network and prolong the 
network lifetime, eventually improve the efficiency of the network. But when part of 
the network dead, work efficiency of the network will inevitable drop. Therefore, ba-
lancing the whole energy consumption in WSNs has been seemed as the best solution. 

So far, there are many researchers studied on the energy consumption in WSNs  
[1-3]. The emphases on those studies are different, despite they are all focus on ener-
gy consumption. In all of the studies, routing algorithm and network topology can do 
the most to improve. There are a great number of research productions in those two 
aspects such as the design of routing protocol based on energy consumption [4, 5], the 
design of network topology based on energy consumption [3] and the design of MAC 
protocol based on energy consumption etc [6-8]. Some researchers divided network to 
several rings [9], they analyzed the data bits in nodes of each ring, and then come up 
with a formula between data carrying capacity and the node density in each ring. Ex-
periments showed that, this algorithm can balance the energy consumption in WSNs. 

In order to increase the monitoring rate and balance the energy consumption in the 
network, in this paper, we present a strategy without changing the original condition 
in WSNs, such as the sensor node numbers, the hardware equipment of the sensor 
nodes or the hardware equipment of the base station. In this strategy, the nodes have 
three different conditions and the time periods in different conditions are changed 
according to the distance from base station. We presented the IMMA to distribute 
more monitoring task to those nodes which have less transporting task. 

The remainder of this paper is structured as follows. In section 2, we introduce the 
system model. In section 3, we present the IMMA and demonstrate its efficiency. In 
section 4, we present the simulation results. We give our conclusions and future work 
in section 5. 

2 System Model 

2.1 The Network Model 

As illustrated in Fig.1, the study was studied in a round network [10]. We assumed 
that all nodes are deployed in the two-dimensional circular region and sensor nodes 
are deployed randomly. The sink was deployed in the center of the circle. There is a 
moving target randomly deployed in the network. 

The sensor nodes have the following properties: 
1. All of the nodes have the same initial energy reserve and they cannot move 

after deployed. 
2. Nodes have the same transmission distance, all nodes can transmit data. 
3. Nodes are divided into three states: active state, monitoring state and sleep 

state. Active nodes can transmit data and sense the target, monitoring nodes can only 
transmit data, and sleep nodes can do nothing. Each nodes switch between three states 
automatically. 
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Fig. 1. The network model 

The moving target can be perceived by active nodes, and it would moved randomly 
by a certainly speed. The moving target cannot move out of the network. 

In our network model, the energy consumption of nodes usually through the follow-
ing operations: monitoring whether moving target is presence nearby; transmit a data 
packet; receive a data packet; listen to the radio signal, etc. In this paper, we mainly 
consider the energy consumption in data transmit and monitoring. We divide energy 
consumption into two parts: the first parts are the energy consumption in transport data 
and receive data, we call that consumption the transmit energy consumption. The 
second part is the energy consumption in monitoring the moving target: = + +                  (1) 

2.2 The Transmission Energy Model 

We must present the relation between nodes transmission radius and the actual trans-
mission distance. If one node’s actual transmission distance is d, then the transmission 
distance to the sink of this node is: 

 = ( )cosσ                           (2) 

f(ρ) is the function of the node density, σ is the angle between the actual transmission 
path and the radial line. We may understand the number of data packets each node 
may take [11]: 

 = ( + 1) + ( )
                       (3) 
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We use the typical energy consumption model [12]: 
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 is the energy consumption when nodes sending data. When the node transmis-
sion distance is less than the threshold value , we use the free space model. When 
the node transmission distance is more than , we use multi path fading model.  
and  are the energy consumptions when nodes amplify the power. L is the bit 
number [12]. 

Table 1. The parameter of nodes transmission 

Parameter Value 
Threshold distance( )(m) 87 

Sensing range (m) 15 ( / ) 50 ( / / ) 10 ( / / ) 0.0013 
Initial energy(J) 0.5 ( / ) 50 

l(Mbps) 1 

2.3 The Sensing Energy Consumption Model 

Nodes have three states: the first state is sleep state. At this time, nodes do nothing; 
neither transmits data nor sense the target: = ∗                       (6) 

The second state is monitoring state. At this time, nodes do some transmit mis-
sions, but do not sense the target: 

 = ∗           (7) 

The third state is active state. At this time, nodes can transmit data and sense the tar-
get: 

 = ∗ + ∗    (8) P  is the power when nodes in the active state, P  is the power when nodes in the 
monitoring state [13]. 
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Table.2 The parameter of monitoring target 

 
 
 
 
 
 
 
 
 

3 The Research of IMMA Strategy 

In the target monitoring network, no matter what strategies we choose, we may lost 

the target sometimes, because the target always moved and not all of nodes stay in 

active state. Besides, with the demand for the target monitoring accuracy improved, 

we need more active nodes to monitor the target. If we cannot improve the protocol, 

the monitoring accuracy will decrease apparently. 

On the other hand, there usually some nodes need to do more transmission task 

than other nodes, which may cause those nodes used up their energy faster than 

others. When some nodes used up their energy, it may cause energy hole. The energy 

holes become bigger and bigger, the network will die. However, when network died, 

some nodes may remain lots of energy because they take less transmission task than 

other nodes. Then, that energy will be wasted. 

In this section, we improve the media access control algorithm; the main feature is 

to gradually increase the monitoring task in those nodes which have less transmission 

task. This strategy may increase the monitoring accuracy and avoid the energy 

wasting. 

As illustrated in Fig.2, we consider the network as many rings nested each other. 

The radius of the network is R; the ring width is the transmission radius is d; the  

distance between the ring and sink is : 

Parameter Value ( ) 45 ( ) 45 ( ) 90 
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Sink

R

X ds

 
Fig. 2. The strategy of node transmission 

3.1 The Analysis of Energy Consumption of Sensor Nodes to Transmit and 
Receive Data 

We assume there are M nodes in the network, the nodes density is: 

 =                              (9) 

The nodes numbers in the ring which distance from sink is  is:  

 (2 + )                         (10) 

Sensor nodes in each ring not only transmit and receive data which comes inside the 
ring, but also need to transmit the data comes out of the ring. So the data in the ring is: 

 ( − )                         (11) 

From (10) and (11), we may understand the amount of data each node needs to under-
take is: ( )( ) = ( )( )                      (12) 

 
The transmission energy consumption in the node distance from sink is  is: 

1) When the node transmission distance is less than the threshold value : 

 
( ) + ,
( ) + ,                   (13) 
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2) When the node transmission distance is more than the threshold value : 

 

( ) + ,
( ) + , ≤

( ) + ,                (14) 

As illustrated in Fig.3, in the network radius is 200 meters, we can see the nodes data 
bits is: 
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Fig. 3. The amount of data in theory 

As illustrated in Fig.4, in the network radius is 200 meters, we can see the nodes 
transmission energy consume is: 
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Fig. 4. The energy consumption in theory 
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From Fig.4, we can see the transmission energy consumption can be roughly di-
vided into two parts. When the node distance from sink is less than its transmission 
distance, the energy consumption is increased. On the contrary, when the node dis-
tance from sink is more than its transmission distance, the energy consumption is 
decreased. 
 
Definition 1. The area which distance from sink is equal to the nodes’ transmits dis-
tance we may call it limit ring. 

We call those areas which distance from sink is less than limit ring inner ring; we 
call those nodes in the inner rings inner node. We call the areas which distance from 
sink is more than limit ring outer ring; we call the nodes in the outer rings outer node. 
In the inner rings, the active time gradually increased inward, we use  to 
present the increase coefficient. In the outer rings, the active time gradually increased 
outward, we use  to present the increase coefficient. 

3.2 The Design of IMMA 

According to previously known, in the WSNs, energy consumption is the biggest 
problem restricting the network efficiency. The sensor nodes on the limit ring are very 
easy to deplete their energy, which may cause the network death. If the node active 
state, monitoring state and sleep state is transformed by the ratio of 1:1:1, it may in-
evitable lead to the network energy waste. So how to balance the transmission con-
sumption and the monitoring energy consumption is the key issue of our research. 

We present IMMA, it based on the distance from sink adjust the time which nodes 
in the active state and monitoring state. 

 
 
 
 
 
 
 
 
 
 
 
 

3.3 The Analysis of Node Status Cycle 

IMMA focuses on achieving energy balance and improving the monitoring accuracy 
by adjusting the nodes time in different states. Sensor nodes continually change state 
between active states, monitoring states and sleep states: 

 = + +                   (15) 

1. the nodes start work 
2. set the initial state to all nodes randomly 
3. calculate the distance from sink 
4. IF the node is in the outer ring 
5. the nodes active time and monitoring time increase by  
6. ELSE IF the node is in the inner ring 
7. the nodes active time and monitoring time increase by  
8. ELSE IF the node is in the limit ring 
9. The three states set to 1:1:1 
10. The node changes the state automatically in the network  period 



 The Study on the Increasing Strategy of Detecting Moving Target in WSNs 627 

 is the nodes totally cycle time,  is the time that nodes in the active state, 
 is the time that nodes in the monitoring state,  is the time that 

nodes in the sleep state.  in all of the nodes are the same in the network. How-
ever, the time between each state are vary. 
The three states of the nodes at the limit ring are equal: 

 : : = 1: 1: 1                    (16) 

The ratio of three states of the nodes in the inner ring is: 

 : : = 1: :               (17) 

The ratio of three states of the nodes in the outer ring is: 

 : : = 1: :             (18) 

As illustrate in Fig.5, the nodes effect in the network is: 
 

 

Fig. 5. The network effect 

After we used IMMA, the network efficiency improved apparently. We will 
present the simulation results in section 4. 

4 Simulation 

4.1 Simulation Setup 

We use OMNet4.0++ to do simulation experiment. The network operating in a circle that 
radius is 200 meters. Each node has 0.5J initial energy, the nodes transmission radius is 
40 meters and the monitoring radius is 20 meters. There are 500 nodes in the network. 

In order to test the efficiency of IMMA, we compare IMMA with normal algorithm 
which three states are equal. 

4.2 The Analysis of IMMA 

The statistical analysis of the transmission energy consumption illustrated in Fig.6. 
The experimental results and theoretical analysis showed the same trend, the trans-
mission energy consumption of nodes in the limit ring will reach the maximum: 
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Fig. 6. 1 Transmission energy consumption 

Next we tested the effectiveness of IMMA. As illustrate in Fig.7, after we used the 
IMMA, the nodes states changed apparently: 
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Fig. 7. The nodes states 
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Then, the monitoring energy consumption increased as illustrate in Fig.8: 
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Fig. 8. Monitoring energy consumption 

4.3 The Remaining Energy Analysis 

As illustrate in Fig.9, the network using IMMA dead after 637 rounds, the network do 
not using IMMA dead after 641 rounds. The normal algorithm will waste lots of ener-
gy because when network dead, some sensor nodes in the network remained a lot of 
energy. On the contrary, IMMA can used up that energy to monitor target. 
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4.4 The Target Monitoring Rate Analysis 

In order to test the efficiency of IMMA, we analyzed the target monitoring accuracy. 
We used Centroid localization algorithm to locate the moving target. We design two 
experiments; the first network deployed 500 nodes, the second network deployed 800 
nodes. As illustrated in Fig.10, the monitoring accuracy of the first network increased 
60%, the monitoring accuracy of the second network increased 40%. We can see 
IMMA can do better in the nodes arranged loose network. 
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Fig. 10. The monitoring accuracy 

5 Conclusion 

This paper studied by change the nodes state time to balance the energy consumption 
and increase target monitoring accuracy. The energy in WSNs is limited, how to effi-
ciently use the limited energy is particularly important. In order to solve this problem, 
we presented IMMA, which gradually increase the active state and monitoring state in 
the inner ring and the outer ring. Theoretical analysis and simulation results con-
firmed IMMA can improve the target monitoring accuracy and balance the energy 
consumption. 
 
Acknowledgement. This paper is supported in part by National Natural Science 
Foundation of China under Grant No.61202495. 

References 

1. Li, J.Z., Li, J.B., Shi, S.F.: Concepts, issues and advance of sensor networks and data man-
agement of sensor networks. Journal of software 14(10), 1717–1727 (2003) 



 The Study on the Increasing Strategy of Detecting Moving Target in WSNs 631 

2. Shih, E., Cho, S.H., Ickes, N., et al.: Physical layer driven protocol and algorithm design 
for energy-efficient wireless sensor networks. In: Proceedings of the 7th Annual Interna-
tional Conference on Mobile Computing and Networking, pp. 272–287. ACM (2001) 

3. Salhieh, A., Weinmann, J., Kochhal, M., et al.: Power efficient topologies for wireless sen-
sor networks. In: 2001 International Conference on Parallel Processing, pp. 156–163. IEEE 
(2001) 

4. Tang, Y., Zhou, M., Zhang, X.: Overview of routing protocols in wireless sensor networks. 
Journal of Software (2006) 

5. Shah, R.C., Rabaey, J.M.: Energy aware routing for low energy ad hoc sensor networks. 
In: Wireless Communications and Networking Conference, vol. 1, pp. 350–355. IEEE 
(2002) 

6. Haapola, J., Shelby, Z., Pomalaza-Ráez, C., et al.: Multihop medium access control for 
WSNs: an energy analysis model. EURASIP Journal on Wireless Communications and 
Networking, 523–540 (2005) 

7. Ye, W., Heinemann, J., Estrin, D.: An energy-efficient MAC protocol for wireless sensor 
networks. In: INFOCOM 2002. Proceedings of the Twenty-First Annual Joint Conferences 
of the IEEE Computer and Communications Societies, vol. 3, pp. 1567–1576. IEEE (2002) 

8. Van Dam, T., Langendoen, K.: An adaptive energy-efficient MAC protocol for wireless 
sensor networks. In: Proceedings of the 1st International Conference on Embedded Net-
worked Sensor Systems, pp. 171–180. ACM (2003) 

9. Olariu, S., Stojmenovic, I.: Data-centric protocols for wireless sensor networks. In:  
Stojmenovic, I. (ed.) Handbook of Sensor Networks: Algorithms and Architectures, pp. 
417–456. WiIey (2005) 

10. Yanjie, H.: Research on routing protocols for wireless sensor networkenergy consumption 
balance. Wuhan University of Technology (2010) 

11. Chiang, M., Low, S.H., Calderbank, A.R.: Layering as optimization decomposition: A ma-
thematical theory of network architectures. Proc of the IEEE 95(1), 255–312 (2007) 

12. Zhang, C.-I., Chen, Z.-G., Liu, A.-F.: Energy Hole Avoidance Strategy for Nonuniform 
Distribution Wireeless Sensor Network. Computer Engineering 36(2), 83–86 (2010) 

13. Haapola, J., Shelby, Z., Pomalaza-Ráez, C., et al.: Multihop medium access control for 
WSNs: an energy analysis model. EURASIP Journal on Wireless Communications and 
Networking (4), 523–540 (2005) 



 

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 632–643, 2014. 
© Springer International Publishing Switzerland 2014 

A CRC-Based Lightweight Authentication Protocol  
for EPCglobal Class-1 Gen-2 Tags 

Zhicai Shi1,2, Yongxiang Xia1, Yu Zhang3, Yihan Wang1, and Jian Dai1 

1 School of Electronic&Electrical Engineering, Shanghai University of Engineering Science, 
Shanghai 201620, P.R. China 

{szc1964,x-free}@163.com, e-han@sues.edu.cn, 1101196001@qq.com 
2 Department of Computing, Macquarie University, Sydney 2109, Australia 

3 Sino-Korean School of Multi-media, Shanghai University of Engineering Science,  
Shanghai 201620, P.R. China 
zhangyu43321@163.com 

Abstract. Authentication is one of the most important technologies to protect 
the privacy and security of RFID systems. The EPCglobal Class-1 Gen-2 speci-
fication is an important standard for RFID. The tags conforming to this standard 
have limited computing and store resources, and no more attentions are paid to 
their security and privacy. So the application of these tags is not secure. But this 
kind of tags is considered as the main stream for RFID applications. In order to 
solve the secure problems for this kind of RFID tags we propose a lightweight 
authentication protocol based on CRC, which can assure forward security and 
prevent information leakage, location tracing, eavesdropping, DOS attack, rep-
lay attack, and spoofing. This protocol avoids CRC collision by reasonably  
dividing the tag’s identification information into two different parts and it en-
hances the mutual authentication strength between tags and readers by dual au-
thentications. This protocol only uses the computing resources embedded in 
tags and it is very suitable to low-cost RFID systems. 

Keywords: RFID, authentication protocol, CRC, privacy, security. 

1 Introduction 

With the development of Internet of Things, Radio Frequency IDentification(RFID) 
technique gets the broad attention. RFID is a pervasive technology deployed in every-
day life in order to identify objects using radio-waves, without visible light and physi-
cal contact. Today, RFID systems have been successfully applied to manufacturing, 
supply chain management, agriculture, transportation, healthcare, electronic-payment, 
e-passport and other fields[1]. But, the wide applications of RFID into modern society 
may make the security and privacy of consumers exposed to threats and risks. For 
example, businesses may have malicious competitors to collect unprotected RFID 
information, use forgery tags to provide some wrong information, or even launch 
denial of service attacks against RFID systems. On the other hand, as a consumer, it is 
naturally preferred that the information of his RFID-tagged products should be private 
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and secure. However, a tag reader can read the content of an un-protected tag, tracing 
the RFID-tagged product and even identifying the person carrying the tagged product. 
To protect the private information on the RFID tags, some special techniques can be 
used to prevent malicious readers from accessing the tags. Currently, these techniques 
are divided into two main categories: physical approaches, encryption mechanism and 
protocol. Further research results indicate encryption mechanism and protocol is a 
more flexible and effective approach for ensuring the security and privacy of RFID 
systems. RFID authentication is a special encryption protocol which is widely dep-
loyed. Now, many authentication protocols for RFID systems have been proposed. 
Some protocols use the complicated encryption algorithms and they are not suitable 
for the EPCglobal Class-1 GEN-2 RFID specification (which is called the C-1 G-2 
RFID specification for short in this paper). This specification is one of the most im-
portant standards proposed by EPCglobal and it can be considered as a “universal” 
standard for low-cost RFID tags. The C-1 G-2 RFID tags are very cheap and their 
effective transmitting range is about 2 to 10 meters. It is believed that the C-1 G-2 
RFID tags will become the mainstream for developing RFID systems[2]. But the C-1 
G-2 RFID tags only have the limited computing and store resources and they pay little 
attention to the security and privacy threats. So it is very necessary to design a 
lightweight authentication protocol suitable for the C-1 G-2 RFID tags. 

2 The RFID System and The EPCglobal Class-1 GEN-2 RFID 
Specification 

A RFID system consists of three components: Radio Frequency(RF) tags, RF readers 
and a backend server[3], as shown in Fig.1. A tag is basically a silicon chip with an-
tenna and a small memory that stores its unique identifier known as EPC (Electronic 
Product Code). A reader is a device capable of sending and receiving data in the form 
of radio frequency signal. This device is used to read EPC from the tag. A backend 
server is used to store the information related to the objects being tagged with the 
RFID tags and cooperates with readers to finish some complicated functions. The 
basic working procedure for an RFID System is that the objects are tagged and the 
tags store the related data of the tagged objects. The tag receives the query from  
the reader and transmits data stored in it to the reader. The reader transfers the data to 
the backend server through wired or wireless networks. The reader could be fixed as 
well as mobile. The server processes the request from the reader and sends the related 
information about the tagged object to the reader. 

For an RFID system, a tag is a special device. Its computing and memory resource 
is very limited. There are two main types of tags: active tag and passive tag. Active 
tags include miniature batteries used to power the tag and they are capable to transmit 
data over longer distance. Another is passive tag which has no any battery in it, it 
needs to be activated by the RF signal beamed from the reader. Passive tags are 
smaller, less expensive and used for a shorter range. Because of their priority this kind 
of tags are applied widely. Our researches mainly focus on secure and private  
problems on this kind of low-cost Tags. During researching we also note that since 
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well-designed conventional cryptographic protocols can be effectively implemented 
on resource-abundant backend servers and readers, it is usually assumed that the 
channels between backend servers and readers are secure. However, because of the 
limited resource in tags it has to assume that the channel between tags and readers is 
insecure. Readers have electric power enough to transmit signals over longer distance 
and tags only have limited electric energy to transmit signals over shorter distance. So 
the communication channels between readers and tags are asymmetric. We call the 
channel from readers to tags as forward channel and the channel from tags to readers 
as backward channel. These two channels are open and insecure. Most attacks to 
RFID systems are resulted from these insecure channels. These attacks include infor-
mation leakage, eavesdropping, location tracing, forward security, desynchronization, 
replay attack, and spoofing[4]. 

 

backward channel

forward channel

reader tag

backend server 

attacker

 

Fig. 1. The component of an RFID system 

A C-1 G-2 RFID tag is a passive tag, and its power is triggered by the readers. Cost 
limitation and limited resources dictate that C-1 G-2 tags cannot afford the cost ex-
pensive public key encryptions, symmetric encryption, or even hash functions. A C-1 
G-2 RFID tag supports a 16-bit Pseudo-Random Number Generator (PRNG), and a 
16-bit Cyclic Redundancy Code (CRC) checksum. The latter is used to detect error in 
transmitted data. Tag memory is insecure and susceptible to physical attacks. Tags 
cannot be trusted to store global, long-term secrets. A kill command with a 32-bit PIN 
is used to protect the privacy of a C-1 G-2 RFID tag by permanently making it dis-
abled. A 32-bit access PIN is required to trigger a tag into the secure mode. Then the 
tag is allowed to READ/WRITE. Readers are assumed to have a secure connection to 
a backend database. Some research works[2,5] pointed out several weaknesses of the 
C-1 G-2 RFID specification as follows: 

(1) The C-1 G-2 RFID tags use the kill command to permanently make a tag unus-
able to protect the privacy of the tags. This approach is not appropriate for many oc-
casions. For example, when buying a product the customer needs the information of 
the product for warranty purpose, but the tag on the product have being killed after its 
purchase.  

(2) It is feasible for an attacker to derive the PIN by eavesdropping the communi-
cation between tags and readers. After deriving the PIN, it is easy for the attacker to 
access and trace the tags. So the C-1 G-2 RFID tags can be deployed widely only if 
their security and privacy problems are solved. 
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3 The Related Works 

Authentication is the process of ensuring that the users are the persons whom they 
claim to be. Therefore, the goal of authentication is that the tag authenticates the read-
er before it is accessed and the authorized readers can get the content of the valid tags. 
Moreover, the private information about the tag would not be leaked to un-authorized 
entities.  

An RFID authentication protocol is a special cryptographic protocol, where re-
source-limited RFID tags are involved. This kind of protocol is called as the 
lightweight authentication protocol. For this case, conventional authentication proto-
cols that concern symmetric key computations or even public key computations are 
not applicable.  

Many research works have been done for RFID authentication and some authenti-
cation protocols use encryption schemes or hash function to solve most of the security 
and privacy problems of RFID systems. But they either cannot conform to the C-1 G-
2 RFID specification or suffer from some security flaws. Only a few proposed 
schemes can be implemented on C-1 G-2 RFID tags. Unfortunately, these schemes 
still suffer from some security weaknesses[5]. 

S. Karthikeyan and M. Nesterenko[6] proposed an authentication protocol for the 
C-1 G-2 RFID specification based on simple XOR operation and matrix calculations. 
Initially, two matrices M1 and M2-1 are stored on each tag, and two matrices M2 and 
M1-1 are stored on the reader or the backend server, where all matrices are size p×p, 
and M1-1 and M2-1 are the inverses of M1 and M2 respectively. The tag and the reader 
also store a key K which is a vector of size q, where q=r×p.  When the reader inqui-
ries a tag, the tag computes X=KM1, and sends X to the reader. Then the reader for-
wards X to the backend server, where the server will search its database. If it can find 
a match, then the tag is identified, and the server renews the key. The server first 
computes Y= (K1⊕K2 ⊕…⊕Kr)M2, randomly selects a vector Xnew of size q, com-
putes Knew=XnewM1-1 and Z=KnewM2, and sends (Y, Z) to the reader, which forwards 
(Y, Z) to the tag. Upon receiving the response from the reader, the tag verifies whether 
the equation YM2-1 is equal to K1 K2 ...... Kr. if they are equal, the tag permits to 
be accessed by the reader and updates the key as Knew=ZM2-1, where the tag does not 
check whether Z is legal or confident. Therefore, an attacker can replace the transmit-
ted Z with a faked value Z*. Upon receiving a valid Y and the faked Z*, the tag will 
authenticate Y successfully and then will update the key. The reader and the tag can-
not authenticate each other any more since the key is wrongly updated. Hence the 
desynchronization or DOS attack occurs. Once the key of the tag is updated by a 
faked value Z*, the attacker can replay the eavesdropped messages many times so that 
the replay attack occurs. Besides, the attacker can trace the tag by repeating to send 
the eavesdropped messages to the tag[5]. 

For the C-1 G-2 RFID specification, D. N. Duc et al.[7] used the pseudorandom 
function f( ) and the CRC function CRC( ) provided by the tag to propose an authenti-
cation protocol. Initially, each tag and the backend server share the tag's EPC code, 
the tag's access PIN, and an initial key K0. In order to enhance the security of the 
exchanged messages the key will be updated after each successful authentication, and 
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Ki denotes the key after ith authentication. But the tag or the backend server updates 
its key only if they receive the message “end session” from the reader. If one among 
them does not receive the ending message it cannot update its key value, so that their 
key is different. Hence they cannot authenticate each other any more and desynchro-
nization attack or DOS attack occurs. If the session ending message to the server is 
intercepted, then the server will hold the old key; therefore, a counterfeiting tag can 
replay the old message (M1, r, C) to disguise as a legitimate tag to spoof the reader. 
So, the scheme cannot prevent spoofing attack. Besides, this authentication protocol 
cannot provide forward secrecy. Suppose a tag is compromised, then the attacker 
would get the values (EPC, PIN, Ki) of the tag. By eavesdropping the previous mes-
sages(e.g. M1, M2, r), the attacker can judge whether these messages come from the 
same tag by performing the following operations. For each eavesdropped message 
(M1, M2, r), the attacker computes M1⊕M2 to derive the value 
CRC(EPC⊕r)⊕CRC(EPC||PIN||r), and then, using the compromised values (EPC, 
PIN, Ki) and the eavesdropped r, the attacker can do the same computation to verify 
whether they came from the same tag so that a compromised tag can be traced[5]. 

Chien et al.[5] analyzed some previous similar authentication protocols and then 
proposed a mutual authentication protocol for RFID tags conforming to the C-1 G-2 
RFID standard. This protocol has gotten wide attention and analysis. Their proposed 
scheme consists of two phases: the initialization phase and the authentication phase. 
In the initialization phase, each tag is denoted as Tagx and it is identified by EPCx. 
Each tag stores its EPCx, its initial authentication key Kx-0 and its initial access key Px-

0. The authentication key and the access key will be updated after each successful 
authentication, and the authentication key after the ith successful authentication is 
denoted as Kx-i and the access key after the ith authentication is denoted as Px-i. For 
each tag, the server also maintains a record of six values in its database.(1) EPCx. (2) 
Kold denotes the old authentication key, and it is initially set to Kx-0. (3) Pold denotes 
the old access key, and it is initially set to Px-0; (4) Knew denotes the new authentica-
tion key, and it is initially set to Kx-0, too. (5) Pnew denotes the new access key, and it 
is initially set to Px-0, too. (6) DATA denotes all the other information about the 
tagged object. The design of two sets of authentication key and access key is to de-
fend DOS attack that causes out of synchronization between the tag and the server. 
The scheme claimed it can assure forward secrecy, resist the replay attack and being 
traced. But Pedro Peris-Lopez et al.[8] found the protocol proposed by Chien et al. 
has some secure flaws and for this protocol there maybe exist counterfeiting attack of 
a tag or a reader and desynchronization attack. Daewan Han and Daesung Kwon[9] 
pointed out that CRC is a linear function and the inherent vulnerability of CRC func-
tions results in the secure flaws of the protocol proposed by Chien et al.. They also 
pointed out that an attacker can impersonate a valid tag temporarily by a single eave-
sdropping and he can clone a valid tag by eavesdropping two consecutive sessions. 
Finally, they deduced that Chien et al.’s protocol cannot enhance the RFID security 
any more than the original EPC standard[10]. But they have not proposed any better 
authentication method. 

Hu Tao and Wei Guoheng[11] proposed an anonymous bidirectional RFID authen-
tication protocol for the C-1 G-2 RFID tags. This scheme was designed by utilizing 



A CRC-Based Lightweight Authentication Protocol for EPCglobal Class-1 Gen-2 Tags 637 

two cascading 16-bit Cyclic Redundancy Check(CRC) messages as mutual authenti-
cation factor between the tag and the reader. The analytical results show the proposed 
protocol possesses untraceability, authenticity and usability, it resists replaying attack 
and synchronization attack. But this scheme stores old secret key and new secret key 
in different tables. Sometimes it has to search from a table to another one and this 
takes much more time. Otherwise, there are some redundant data among two different 
tables and it is easy to result in data inconsistency, which will trigger DOS attack. 

Sejin Oh et al.[12] proposed another authentication protocol for the C-1 G-2 RFID 
system. At first, they gave five assumptions: (1) the communication channel between 
the server and the reader is secure. (2) the communication channel between the reader 
and the tag is insecure. (3)the server and the tag can calculate hash function. (4) the 
tag, the reader and the server can generate a random number. (5) the tag and the serv-
er can operate a CRC coding and key-shift operation. Then they proposed an authenti-
cation protocol for the C-1 G-2 RFID system. They claimed that their proposed  
authentication protocol can prevent eavesdropping, location tracking, spoofing and 
replay attack. Their protocol uses hash function in the backend server and the tag. In 
fact, this does not conform to the C-1 G-2 RFID specification. Besides, the backend 
server uses hash function to calculate each entry in its database to find out a matched 
entry. This is a very heavy payload for the backend server. The generation of its se-
cure key C uses a random number from the backend server and this random number is 
transferred to the tag by plaintext. This leads that it is easy to be intercepted by an 
adversary. Because the range of this random number is from 0 to 127 and it is very 
limited, so it is feasible to guess the shared secure key k and the tag’s identifier ID if 
the adversary could intercept the certification key C.  

Since the C-1 G-2 RFID specification was proposed in 2006, some authentication 
protocols which conform to this specification have been proposed. But as analyzed 
above, these protocols maybe have some flaws or they used some other functions 
which the C-1 G-2 RFID specification does not support. They cannot satisfy the re-
quirements of the wide applications of the C-1 G-2 RFID tags. 

4 A CRC-Based Lightweight Authentication Protocol for RFID 

In the following parts, we use CRC function to encrypt the messages exchanged be-
tween readers and tags so as to assure the privacy and security of the RFID system. At 
the same time, a pseudorandom generator is used to assure the freshness of the  
exchanged messages. After each successful authentication the tag’s identification 
information is updated so as to prevent being traced. As usual, we suppose the  
communication channel between the backend server and readers is secure. The used 
symbols during authenticating are listed in Table 1. 

Supposed a tag is uniquely identified by its identifier ID. Meta-ID is the tag’s 
pseudonym. The backend server shares the same CRC and pseudorandom function 
with the tag. All tags share the secret key k  with the reader and the random numbers 
generated in tags or readers are encrypted by the secret key k . Meta-ID are stored in 
the tag. old-ID, new-ID, old-Meta-ID and new-Meta-ID are stored in the backend 
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server. The purpose to set two sets of ID and Meta-ID for the backend server is to 
prevent the desynchronization attack or DOS attack. These parameters are 32 bits. 
New-flag is a flag bit in the backend server and it marks new-Meta-ID or old-Meta-ID 
is chosen to authenticate. 

The tag and the backend server have two functions respectively. One is the CRC 
function ()CRC , and another is the pseudorandom generator ()PRNG  . They are 

two 16-bit functions conforming to the C-1 G-2 RFID specification. Because some 
parameters to identify the tag(as described above) are 32 bits and in order to avoid 
collision from the function ()CRC  we divide each 32-bit parameter into two parts by 

two other functions, which are )( xfunh  and )( xfunl , and each part is 16 bits so as 

to reduce the collision chance of 16-bit CRC function. These functions are also shown 
as table 1. 

Table 1. The related notations for the CRC-based authentication protocol 

Notation Description 

ID  the unique identifier of a tag 
ID-Meta  the pseudonym of the tag  

k  the 32-bit secret key shared by readers and tags 
()CRC  the CRC function 

rR  the pseudorandom number generated by a reader 
tR  the pseudorandom number generated by a tag 

()PRNG the pseudorandom generator 
)(xfunh the function to get the left half-part of x 
)(xfunl the function to get the right half-part of x 

⊕   XOR operator 
||  concatenation operator 

 
Under the initial state, old-ID=new-ID=ID, old-Meta-ID=new-Meta-ID=Meta-

ID= ))(( IDfunhPRNG||IDfunlPRNG (()) , new-flag=0. 

The mutual authentication procedure between the reader/backend server and the 
tag is shown as Fig. 2 and this protocol is described as follows: 

♦Step1: reader→tag 
The reader generates a query to the tag and it calls the pseudorandom function to 

get a random number rR = ()PRNG .  Then it generates a message: 

rRkfunhM1 ⊕)(= , the reader sends query||M1 to the tag. 

♦Step 2: tag→reader 
The tag uses its k  to get rR  from M1 by XOR operation. The tag uses ()PRNG  

to generate another random number tR  and then it generates the messages: 

)()(= rt RID-MetafunhCRC||RID-MetafunlCRC2M ⊕)(⊕)( , 

)(= rt RRIDfunlCRC3M ⊕⊕)( , rt RRkfunlM4 ⊕⊕)(= . The tag sends M2, M3 and 
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M4 to the reader. After the reader receives M2, M3 and M4, it abstracts tR  from M4 

by XOR operation. Then it sends M2, M3, rR  and tR  to the backend server. 

 

Using new-ID and new-Meta-ID or old-ID 
and old-Meta-ID to generate M2' and 
M3' .  If none of M2' and M3' matches 
with M2 and M3 then fail. If a match is 
found then the tag is legal. If new-ID and 
new-Meta-ID is used then set new-flag=1.

M2,M3,Rt,Rr

M2,M3,M4

backend server reader tag

Query||M1

If new-flag=1 then update:

M5,M6

)()(= rt RID-MetafunhCRC||RID-MetafunlCRC2M ⊕)(⊕)(

)(= rt RRIDfunlCRC3M ⊕⊕)(

)= rt RID-newfunhPRNG||RIDnew-funlPRNGID-new ⊕)(()⊕)((

M5,M6

Using its ID and Meta-ID to  calculates M5' and 
M6', comparing them with M5 and M6.  If one 
among them is not equal then fail else success, 
then update:

)= rt RIDfunhPRNG||RIDfunlPRNGID ⊕)(()⊕)((

)= rt RID-MetafunhPRNG||RID-MetafunlPRNGID-Meta ⊕)(()⊕)((

ID-newID-old =

ID-Meta-newID-Meta-old =

()PRNGRr =

rRkfunhM1 ⊕)(=

rt RRkfunlM4 ⊕⊕)(=

)))(= tRIDfunlID-MetafunhCRC5M ⊕)(⊕(

)))(= rRIDfunhID-MetafunlCRC6M ⊕)(⊕(

)= rt RID-Metanew-funhPRNG||RID-Meta-newfunlPRNGID-Meta-new ⊕)(()⊕)((

rt RkfunlM4R ⊕)(⊕=

funh(k)M1Rr ⊕=

 

Fig. 2. The diagram of the CRC-based authentication protocol  

♦Step 3: backend server→reader 
After receiving M2, M3, rR  and tR , the backend server searches its  

database. It gets each record from its database. At first it uses new-ID and  
new-Meta-ID in this record to calculate )(= rt RRIDfunlCRC'3M ⊕⊕)( , 

)()(= rt RID-MetafunhCRC||RID-MetafunlCRC'2M ⊕)(⊕)( , where ID and Meta-

ID will be replaced with new-ID and new-Meta-ID. Then M2’ and M3’ are compared 
with M2 and M3. If one among two pairs is not equal then old-ID and old-Meta-ID of 
this record are also used to calculate M2’ and M3’, and to be compared with M2 and M3 
again. After searching all records in the database they are all not equal yet and the back-
end server notify the reader that the tag is illegal. Otherwise, a match is found, which M2’ 
and M3’ are equal to M2 and M3 respectively, then this states the tag is legal and the 
authentication to the tag is finished. If M2’ and M3’ which match successfully with M2 
and M3 use new-ID and new-Meta-ID, new-flag is set one else zero. Then the backend 
server generates the messages )))(= tRIDfunlID-MetafunhCRC5M ⊕)(⊕(  and 

)))(= rRIDfunhID-MetafunlCRC6M ⊕)(⊕( , where Meta-ID and ID will be replaced 
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with old-Meta-ID and old-ID or new-Meta-ID and new-ID dependable on the value of 
new-flag. If new-flag is one the backend server begins to update its key values as follows: 

old-ID=new-ID 
)= rt RID-newfunhPRNG||RIDnew-funlPRNGID-new ⊕)(()⊕)((   

old-Meta-ID=new-Meta-ID  
)= rt RID-Metanew-funhPRNG||RID-Meta-newfunlPRNGID-Meta-new ⊕)(()⊕)((  

Finally the backend server sends M5, M6 to the reader. 
♦Step 4: reader→tag 
The reader receives M5, M6 and sends them to the tag. The tag receives M5 and 

M6. Then the tag calculates M5’ and M6’ by using ID, Meta-ID, tR  and rR  stored 

in it. If M5’ is not equal to M5 or M6’ is not equal to M6 the tag refuses  
to be accessed by the reader. Otherwise, the tag permits the access of the  
reader and this completes the authentication to the reader. Finally, the tag  
updates ID with )rt RIDfunhPRNG||RIDfunlPRNG ⊕)(()⊕)((  , Meta-ID with 

)rt RID-MetafunhPRNG||RID-MetafunlPRNG ⊕)(()⊕)(( . 

5 The Analysis of the CRC-Based Authentication Protocol 

During authenticating described above, the tag and the backend server only call CRC 
and pseudorandom generating operations respectively. These operations are supported 
by the tag conforming to the C-1 G-2 RFID specification. To enhance the authentica-
tion strength dual authentications between the reader and the tag are completed. Dual 
authentications mean that only if M2’ and M3’ are all equal to M2 and M3 the reader 
can finish the authentication to the tag, and only if M5’ and M6’ are all equal to M5 
and M6 the tag can finish the authentication to the reader. If anyone among these 
messages is tampered the authentication between them will fail. At the same time 
some pseudorandom numbers generated by the tag or the reader is simply hidden by 
their shared secure key k . 

Now we begin to analyze the security of the proposed authentication protocol as 
follows: 

♦ Eavesdropping: During the authentication period, all messages exchanged be-
tween tags and readers are encrypted by CRC function and attackers do not know 
anything about the tag from their acquired data. Eavesdropping to the communication 
between tags and readers is invalid. The privacy of the RFID system is protected. 

♦ Location tracing: One of the most serious privacy problems for the RFID system 
is that if an invariable value is exposed during each authentication, the privacy of the 
user’s location may be encroached upon. To prevent this type of attack, a pseudoran-
dom generator is used to assure each session between the tag and the reader is  
variable so as to make attackers not to know where their received data is from. Addi-
tionally, after each successful authentication ID and Meta-ID in the tag are updated. 
Next authentication will generate some new sessions different from the previous au-
thentication so that an adversary cannot trace the location of a tag or its holder. 
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♦ Desynchronization attack or DOS attack: When the identification information of 
the tags stored in the backend server is not the same as in tags the mutual authentica-
tion between tags and readers will not continue any more. At this time we say that 
desynchronization attack or DOS attack occurs. Our proposed protocol avoids this 
attack effectively by providing one old set and one new set about ID and Meta-ID in 
the backend server. For our proposed protocol it is possible that M5 or M6 is inter-
cepted by an attacker during authenticating and the tag does not received M5 or M6. 
Hence ID and Meta-ID in the backend server have been updated successfully but the 
corresponding information in the tag is not updated. The information not updated in 
the tag has been used as old value yet stored in the backend server. So at any time the 
identification information in the tag keeps the same as the old or new identification 
information in the backend server so as to ensure next authentication. 

♦ Replay attack: This type of attack means to re-send data acquired by eavesdrop-
ping to compromise the RFID system. In order to prevent replay attack the message of 
each authentication between tags and readers should be different by randomizing and 
CRC operations. After each successful authentication some related information(e.g. 
ID, Metal-ID) is also updated. If an attacker re-sends its received message later this 
message has not any meanings because each new authentication generates a new ran-
dom number and the different messages. 

♦ Forward security: Because for each authentication the reader and the tag gener-
ate a pair of new random numbers that there does not exist any relationship with the 
last authentication. They use the different the tag’s identifier from last authentication 
to generate sessions. Attackers cannot infer any useful information of the last  
authentication from the present received messages and they cannot guess the tag’s or 
reader’s past behaviors. 

♦ Spoofing: The protocol ensures user anonymity and privacy by encrypting all 
exchanged messages between readers and tags by CRC function and pseudorandom 
generating function. An attacker cannot get the identity information of tags by  
eavesdropping, so it cannot impersonate a valid tag. 

The comparison of the proposed protocol with other typical authentication  
protocols based on CRC is listed in Table 2. 

Table 2. The comparison of the different authentication protocols 

Protocol type 
Eaves- 
dropping 

Location 
 tracing 

DOS Replay 
attack 

Forward 
security 

Spoofing 

S. Karthikeyan et al.[6] √ x x x - - 
D.N. Duc et al.[7] √ x x x x x 
Chien et al.[5] √ x x x √ x 
The proposed protocol √ √ √ √ √ √ 

6 Conclusion 

It is generally admitted that the security and privacy of the tag play an important role 
in determining the cost and performance of an RFID system. To solve this problem 
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we have proposed a lightweight mutual authentication protocol based on CRC func-
tion and this protocol completes the mutual authentication between tags and readers. 
CRC function is also a one-way function like a hash function and it only ensures the 
integrity of the messages. For the authentication to low-cost RFID tags, especially the 
C-1 G-2 RFID tags, to use CRC function is a best compromising scheme. By analyz-
ing it is obvious that our proposed protocol is superior to other similar protocols, our 
protocol assures forward security and it can prevent information leakage, location 
tracing, eavesdropping, DOS attack, replay attack, spoofing. The proposed protocol 
can make full use of the computing resources embedded in the tag and it takes some 
effective measurements to reduce the collision of CRC function. The proposed proto-
col completes the strong secure authentication between the tag and the reader by dual 
authentications and it is suitable for the low-cost RFID systems conforming to the 
EPCglobal C-1 G-2 RFID specification. 
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Abstract. By optimizing the execution order of test cases, test case prioritiza-
tion techniques can effectively improve the efficiency of software testing. Test 
case prioritization is becoming a hot topic in software testing research. Combin-
ing genetic algorithm with test-points coverage, this paper obtains some mea-
ningful research results in test case prioritization, especially for the functional 
testing. Firstly, presents two new test case prioritization evaluations APTC and 
its improvement APRC_C. As focused on test-points coverage, these evalua-
tions are more suitable for black-box testing. Then, proposes a test case prioriti-
zation method based on genetic algorithm, whose representation, selection, 
crossover and mutation are designed for black-box testing. Finally, verifies the 
proposed method by experiments data. The experimental results show that the 
proposed method can achieve desired effect. 

Keywords: Software Testing, Test Case Prioritization, Genetic Algorithm, 
Evaluation Function, Black-box Testing, Software Engineering. 

1 Introduction 

Software testing is one of the most important means to ensure software quality. Statis-
tics show that software testing accounts for more than 50% of the total cost of soft-
ware development in general [1]. With the increasing software complexity, software 
testing is becoming more and more difficult and expensive. How to select a few of 
test cases from huge available collection to test software effectively has become an 
outstanding problem.  

Test case prioritization technology (TCP) is one of the most important research  
directions of software testing. According to the importance degree based on some 
specific criteria, TCP sorts the test cases and then executes them sequentially. By 
optimizing the execution order of test cases, TCP can effectively improve the effi-
ciency of software testing.  

A general description of TCP is as follow: for a given test case set T , the total 
permutation PT of T  and a sort function :f PT R→ , to find T PT′∈ , let 

( ) ( )f T f T′ ′′≥  , for ( )T PT T T′′ ′′ ′∀ ∈ ≠ . A typical sort goal is to maximize the rate 
of early defect detection. Other sort goals can be considered such as code coverage, 
defect detection rate of high-risk, defect detection rate of modified code related and 
system reliability and so on. 
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The current researches focus on code-based test case prioritization techniques. 
Usually based on the coverage power to program (e.g. statement, branch or function) 
of every test case, set weights and apply the greedy method to guide test ordering [2]. 
Some researchers try using typical machine learning methods to improve the effect of 
the implementation of TCP technology, such as meta-heuristic search [3], Bayesian 
networks [4] and cluster analysis [5]. 

By simulating the process of biological evolution, genetic algorithm (GA) searches 
the optimal solution for the optimization problem. GA maintains a population of po-
tential solutions; it randomly samples in the entire search space, and evaluates each 
sample in accordance with its fitness function. In the genetic algorithm, some opera-
tors such as selection, crossover and mutation are used, which constantly iterates 
(each iteration is equivalent to one cycle of biological evolution) to search for a global 
optimal solution, until the termination condition is met. 

In the test data generation, the search space of GA is the input domain of the soft-
ware and the optimal solution is some test data to meet for the specified testing  
purposes. GA is more often used in the structural testing, taking running path as opti-
mization goal [6-9]. Researches on using GA in the functional testing are not very 
extensive, including a method based on Z language specification [10] and the method 
based on pre / post-conditions [11]. Because of the high cost of formalization, these 
methods are difficult for large systems. 

Aiming at the functional testing, this paper proposed a new test case prioritization 
evaluation, named Average Percentage of Test-Points Coverage (APTC) and its im-
provement APRC_C. Then, using APTC or APTC_C as fitness function, we proposed 
a test case prioritization method based on genetic algorithm. At last, we verified our 
method by simulation experiments. 

2 Evaluation of Test Case Prioritization 

2.1 Some Existing Evaluation Function 

The purpose of software testing is as much and as quickly as possible detection of 
defects in the software. Compared with software testing in random sequence, one of 
the biggest benefits of TCP is able to check out the errors faster. Rothermel pointed 
out that TCP can be evaluated by the relationship between the number of test cases 
executed and errors detected.  

Rothermel proposed an evaluation named APFD (Average Percentage of Fault De-
tection). Elbaum [12] gave the formula of APFD.  

Suppose test case set T  contains n  test cases and m  defects can be detected. 

For given test cases sequence, iTF  represents the precedence of the first test case  

to detect the thi  defect in the sequence, so there is 1 2 1
1

2
mTF TF TF

APFD
nm n

+ + +
= − +


. 

APFD ranges between 0 to 100%, the higher the value, the faster the defect detection. 



646 W. Zhang, B. Wei, and H. Du 

Since people cannot predict defect detection information of test cases, Li Zheng et 

al [13] then proposed APBC (average percentage of block coverage), APDC (average 

percentage of decision coverage) and APSC (average percentage of statement cover-

age) that could evaluate the coverage power to program (block, decision, statement 

respectively) of the test cases sequence. Formulas of these evaluations are similar to 

APFD, e.g. 1 2 1
1

2
mTB TB TB

APBC
nm n

+ + +
= − +


, where iTB  represents the prece-

dence of the first test case to cover the thi  block.  
As the coverage information can be obtained through coverage analysis tools with-

out test cases execution, so it is feasible to use APBC, APDC and APSC before soft-
ware testing is over. However, these evaluations are clearly more suitable for struc-
tural testing or white-box testing. 

Therefore, we propose a new test case prioritization evaluation based on test-points 
coverage. 

2.2 Average Percentage of Test-Points Coverage (APTC) 

In black-box testing, testers design test cases based on software specifications. Firstly, 
transform the software requirements into the software test requirements using of re-
quirements analysis; secondly, decompose the test requirements into a lots of test 
points; then, design test cases aimed at test points respectively and then form a collec-
tion of test cases. Each test case may correspond to one or more test points. 

For a test cases collection { }1 2, , , mT T TΦ =  , define APTC(average percentage of 

test-point coverage) as follows: 

1 2 1
1

2
mTT TT TT

APTC
nm n

+ + +
= − +


 (1)

Wherein, n  denotes test cases count, m  denotes test-points count, iTT  
represents the precedence of the first test case to cover the thi  test-points. APTC 
ranges between 0 to 100%, the higher the value, the faster the test-points coverage. 

Taking into account the different importance level of each test-point and the differ-
ent cost of each test case, adjust the evaluation object to the importance value of test-
points covered by unit test case cost. Its formulation is expressed as follows: 

 

1

1 1

1
2

_
i

i

m n

i j TT
i j TT

n m

j i
j i

f t t

APTC C
t f

= =

= =

  
× −      =

×

 

 
 (2)
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Wherein, if  represents the value of the importance of the thi  test-point, jt  
represents the cost of the thj  test case, and the other variables is consistent with for-
mula (1). When the importance of all test-points is the same and the costs of all test 
cases is equal, equation (2) reduces to equation (1). That is, APTC_C degenerates into 
APTC. 

Consider the examples shown in Table 1, in which there are 5 test-points and 10 
test cases. For test case sequences A-B-C-D-E and E-D-C-B-A, the APTC values is 
50% and 64% respectively, so the effect of the latter is better than the former. Figure 
1 shows the relationship between the rate of executed test case and the rate of covered 
test-points in different test case sequences. APTC is equal to the ratio of the area of 
the shaded portion under the line to whole area. 

Table 1. An example of the relationship between test cases and test-points 

 1 2 3 4 5 6 7 8 9 10 

A X    X      

B X    X X X    

C X X X X X X X    

D     X      

E        X X X 

 

   

Fig. 1. APTC of different test case sequences 

Supposed that the cost of test case B is two times of the other test cases, and the 
importance value of test-points covered by test case B (that is, test-point 1, 5, 6, 7) is 
two times of the other test-points. According to the formula, it is easy to calculate that 
APTC_C of A-B-C-D-E and E-D-C-B-A are 56% and 68%. 

After replacing the horizontal and vertical coordinates by "test suite fraction with 
cost" and "percent covered test-points with importance", we can draw the diagram of 
APTC_C in a similar way to APTC, as shown in Figure 2. 
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Fig. 2. APTC_C of different test case sequences 

In the case of large differences in test-points’ importance or/and test cases’ costs, 
APTC_C is more appropriate than APTC. 

3 Test Case Prioritization Based on Genetic Algorithm 

3.1 Process of Genetic Algorithm 

In genetic algorithm (GA), each effective solution to the problem is called a "chromo-
some", with respect to each individual of population. A chromosome is a coded string 
using a specific encoding method, and each unit of the coded string is called a "gene". 
By comparing the fitness values, GA distinguishes the pros and cons of chromo-
somes. The chromosome with larger fitness value is more outstanding.  

In GA, fitness function is used to calculate the fitness value of corresponding 
chromosome; selection is used to choose some individual in accordance with certain 
rules, and form the parent population; crossover is used to interchange part of genes 
of two individuals to generate their offspring chromosomes; mutation is used to 
change a few genes of selected chromosome to get a new one. 

B
e
g
i
n

I
n
i
t
i
a
l
i
z
a
t
i
o
n

E
v
a
l
u
a
t
i
o
n
 
t
o
 
k
e
e
p
 
t
h
e
 
b
e
s
t

S
e
l
e
c
t
i
o
n

C
r
o
s
s
o
v
e
r

M
u
t
a
t
i
o
n

R
e
-
E
v
a
l
u
a
t
i
o
n
 
t
o
 
u
p
d
a
t
e
 
t
h
e
 
b
e
s
t

M
e
e
t
 
t
h
e
 
e
n
d
 

c
o
n
d
i
t
i
o
n
s
?

Y
e
s

N
o

E
n
d

 

Fig. 3. Flowchart of GA 
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The main steps of GA include: 
STEP1. To Initialize a population with N  chromosomes, get the genes of every 

chromosome in random manner and keep them inside the range of the problem defini-
tion. Denote the count of generation Generation  and let 0Generation = . 

STEP2. To evaluate each chromosome using fitness function, calculate the fitness 
value of every chromosome, save the best one whose fitness is largest and name it 
Best . 

STEP3. To do selection using of the manner such as Roulette wheel, generate the 
population with N  selected chromosomes. 

STEP4. To do crossover in accordance with the probability cp . Each couple of 
selected chromosomes interchange some genes to generate their two offspring and 
replace themselves; other chromosomes retain in the population. 

STEP5. To do mutation in accordance with the probability mp . Some new chro-
mosomes are generated separately through altering a few genes of corresponding 
selected chromosome; other non-selected chromosomes retain in the population. 

STEP6. Re-evaluate each chromosome using the fitness function. If the largest fit-
ness value in the new population is better than Best ’s, replace Best . 

STEP7. Let Generation + + . If Generation  exceeds the specified maximum 
generation or Best  achieves the specified error requirement, end the algorithm; 
otherwise, goto STEP3. 

3.2 Design of Representation 

In TCP, each chromosome is a test case sequence. What we concern is the order of 
test cases instead of their specific composition. So, we assign a unique natural number 
for every test case, and then each individual can be encoded as an ordered sequence of 
the numbers. The scale of initial population affects to the search capability and opera-
tional efficiency of GA, so it usually range from 20 to 150.  

For an example, the representation of an individual 1 2 3 mT T T T− − −  of test cases 

suite { }1 2, , , mT T TΦ =   is shown as in Figure 4. 
 

 

Fig. 4. Design of representation 

3.3 Design of Fitness Function 

Fitness function is used to calculate the fitness value of each chromosome and to 
guide the search direction of GA. So, it is the key part of genetic algorithm implemen-
tation. Generally, the fitness value is between 0 and 1. The individuals with  
larger value are more excellent, and have greater probability to evolve to the next 
generation. 
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In general, for a test case, the more the count of test points to cover, the larger the 
probability to find defects. Therefore, taking consider of improving the coverage of 
test cases to test-points as evolutionary goal, APTC is good to be used as the fitness 
function. Furthermore, if the goal is designed to improve the importance degree of 
covered test-points in unit test cost, APTC_C is more suitable for fitness evaluation. 

3.4 Design of Selection 

Use roulette wheel selection. For example, for a population with k  individuals, de-
notes ifitness  for fitness of thi  individual, the roulette wheel selection include 5 
steps: first, calculate the fitness percent /i ifitness fitness  which show the capabil-
ity of each individual to yield offspring; second, sort the individuals by descending 
order of their fitness percent; third, for each individual, sum up all the fitness percent 
of individuals that are in ahead of it; then, select the first individual whose summed 
fitness is greater than the random number [0,1]sr ∈ ; lastly, loop above steps until 
enough individuals is born. As can be seen, the individuals with greater fitness will 
have larger probability to be selected to produce the next generation, which is consis-
tent with the principles of evolution. 

3.5 Design of Crossover 

Suppose 1Q  and 2Q  are the selected individuals to do crossover, 1D  and 2D  are 

the individuals after crossover. Set crossover probability cp  and get a random num-

ber [0,1]cr ∈ , obtain 1D  and 2D  when cr  is less than cp  in a manner as follows. 

For a random crossover point ( )1k k m≤ ≤ , 1D  consists of two parts: the first part is 

the first k test cases of 1Q ; the second part is from 2Q  excluding the first k test cases 

of 1Q . Similarly, 2D  consists of two parts: the first part is the first ( )m k−  test 

cases of 2Q , the second part is from 1Q  excluding the first ( )m k−  test cases of 

2Q . Figure 5 shows an example. The value of cp  is generally between 0.4 and 0.99. 

 

1Q

2Q

1D

2D

 
Fig. 5. Design of crossover 
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3.6 Design of Mutation 

Mutation change some genes of the selected chromosome to generate a new individu-

al. Set mutation probability mp  and get a random number [0,1]mr ∈ , obtain the new 
individual when mr  is less than mp  in a manner as follows: according to the impor-

tance of test-points covered by test cases, select two test cases of the parent individual 

using of the manner as roulette wheel selection; then, exchange the positions of the 
two selected test cases to form a new individual. Figure 6 shows an example. The 

value of mp  is generally between 0.001 and 0.1. 

 

 

Fig. 6. Design of mutation 

4 Simulation Experiment 

We use triangle classification program to illustrate the effect of the proposed method. 
Triangle classification program analyzes the values and their relationship of the three 
input variables (x, y, z) to determine the type of the triangle composed by them. There 
are total 7 test-points of triangle classification program, as shown in Table 2. We 
design total 6 test cases by black-box testing method. The relationship between test 
cases and test-points is shown in Table 3. 

Table 2. Test-points of triangle classification program 

No. Name Description Importance 

1 IsNumError 
Judge if (x, y, z) is out of the valid range or not, i.e., check whether each varia-

ble is less than 0 or greater than the maximum value. 
1 

2 IsTriangleError 
Judge if (x, y, z) is able to form triangle or not, i.e., check whether the sum of 

any two sides is large than the other side. 
1 

3 IsTriangle 

Judge if (x, y, z) is suitable for triangle sides or not, i.e., check whether each 

variable is within the valid range and the sum of any two sides is large than the 

other side. 

1 

4 IsScalTriangle 
Judge if the triangle is inequilateral or not in the condition that  (x, y, z) can 

form triangle, i.e., check whether x ≠ y ≠ z. 
2 

5 IsRightTriangle 
Judge if the triangle belongs to right triangle or not in the condition that (x, y, z) 

can form triangle, i.e., check whether x^2+y^2=z^2. 
2 

6 IsIsosTriangle 
Judge if the triangle belongs to isosceles triangle or not in the condition that (x, 

y, z) can form triangle, i.e., check whether x=y、y=z or x=z. 
2 

7 IsEquiTriangle 
Judge if the triangle belongs to equilateral triangle or not in the condition that (x, 

y, z) can form isosceles triangle, i.e., check whether x=y =z. 
3 
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Table 3. Relationship between test cases and test-points of triangle classification program 

No. Test case name 
Test 

case cost 
1 2 3 4 5 6 7 

A NumErrorTest 1 X       

B TriangleErrorTest 1  X      

C ScalTriangleTest 2   X X    

D RightTriangleTest 2   X  X   

E IsosTriangleTest 2   X   X  

F EquiTriangleTest 3      X X 

 
Set the values of GA parameters as shown in Table 4. The best three results is ob-

tained by the proposed method using of APTC and APTC_C separately, as shown in 
Table 5 and Table 6. 

Table 4. Values of GA parameters in triangle classification program 

No. Name Value 

cp  Probability of crossover 0.85 

mp  Probability of mutation 0.05 

maxG Maximum count of iterations 50 

N  Scale of population 150 

Table 5. Partial results of APTC althgram 

No. Sequence of test cases APTC 

1 C-F-D-E-A-B/D-C-E-F-A-B/F-E-D-C-A-B 0.4881 

2 A-C-D-F-E-B/C-A-D-E-F-B/F-D-C-A-E-B 0.4643 

3 A-C-D-B-F-E/C-A-D-B-F-E/D-B-F-A-C-E 0.4405 

Table 6. Partial results of APTC_C althgram 

No. Sequence of test cases APTC_C 

1 D-C-E-A-B-F/D-C-E-B-A-F 0.8030 

2 C-D-E-A-B-F/C-D-E-B-A-F 0.7955 

3 D-C-A-E-B-F/D-C-B-E-A-F 0.7879 
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5 Conclusion 

The use of genetic algorithms in test case prioritization, can effectively reduce the 
blindness in test cases executed order and so improve the efficiency of software  
testing. 

This paper proposed a new test case prioritization evaluation APRC and its im-
provement APRC_C for functional testing. As focused on test-points coverage, these 
evaluations are more suitable for black-box testing. 

In addition, this paper presented an automated test case prioritization method using 
of genetic algorithms which adopted APTC or APTC_C as fitness function. The de-
signs of representation, selection, crossover and mutation in GA are aimed at black-
box testing. We gave the specific steps of the method and validated it by experimental 
data. 

The experimental results show that the proposed method can achieve expected  
results. It provides an effective technical approach to the test case prioritization prob-
lem. In the future, we will do further research in test-points automatically conversa-
tion and applications of GA in the automated generation of black-box test cases. 
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Abstract. Conditional nonlinear optimal perturbation (CNOP) is an initial per-
turbation evolving into the largest nonlinear evolution at the prediction time. It 
has played an important role in predictability and sensitivity studies of nonli-
near numerical models. The popular solution for CNOP is the spectral project-
ing gradient algorithm based on the adjoint model. However, many modern 
numerical models have no adjoint models, and new implementations of adjoint 
models are quite a huge work. It thus leads to a limitation of CNOP applica-
tions. To alleviate the limitation, we propose a simulated annealing based  
ensemble projecting method free of the adjoint models to solve CNOP. To 
demonstrate the validity, we take the CNOP of the Zebiak-Cane model as a case 
to show the application of the proposed method. Also, a comparison is made  
between the adjoint-based method and the proposed method. Experimental re-
sults show that the proposed method can be treated as an approximate solution 
to CNOP. 

Keywords: Simulated annealing, PCA, CNOP, ZC model. 

1 Introduction 

Predictability and sensitivity of atmospheric or oceanic motions are the critical issue 
in the numerical weather and climate prediction. Lorenz introduced the concepts of 
linear singular vector (LSV) and linear singular value (LSVA) [1]. This linear ap-
proach has been widely applied to computing the fastest-growing perturbations [2], 
and it has been also extended to explore error growth, predictability and targeted areas 
in adaptive observations [3]. However, the theories of LSV and LSVA are linear and 
limited in describing nonlinear evolution of finite-amplitude initial perturbation. 

As one attempt for studying the predictability of a nonlinear system, the condition-
al nonlinear optimal perturbation (CNOP) was proposed by Mu and Duan for deter-
mining the initial perturbation with the largest nonlinear evolution [4]. Subsequently, 

                                                           
* Corresponding author. 



656 S. Wen et al. 

CNOP is applied to studying the optimal precursor of El Nino-Southern Oscillation 
(ENSO) and the effect of nonlinearity on error growth for ENSO [5-6]; conduct the 
ensemble forecast [7]; identify the sensitive areas in targeting for the typhoon predic-
tion [8-9]; and explore the nonlinear sensitivity and stability of the ocean’s THC to 
finite amplitude perturbations [10]. 

The common method for solving CNOP is the spectral projecting gradient (SPG2) 
[11]. The algorithm requires two inputs: the objective function and corresponding 
gradient. And the gradient is always computed by the adjoint models. Unfortunately, 
many modern numerical models have no corresponding adjoint models, and it is quite 
a huge work to implement the new. It is of necessity to explore new approach for 
CNOP. On the one hand, some other researchers proposed the ensemble method for 
solving CNOP [12-13] still based on SPG2. Although Chen [13] computes the gra-
dient by definition to avoid the adjoint model, the definition based method is limited 
especially when the model is complex. On the other hand, researchers start consider-
ing those optimization algorithms without gradient. Undoubtedly, intelligent algo-
rithms are a good option. The genetic algorithm (GA) was introduced for solving 
CNOP in the case of models with the “on-off” switches [14-15]. Ye et al. proposed an 
improved particle swarm optimization to solve CNOP, and further compared it with 
the adjoint based approach [16].  However, these related works just took some sim-
ple and ideal models, such as the Lorenz model, as the object. It is due to that the 
complex models always accompany with high dimensional data. The problem of high 
dimensionality is just a bottleneck of the intelligent algorithms. In this paper, we pro-
pose utilizing the simulated annealing algorithm [17] based on principal component 
analysis (PCA) [18] to solve CNOP of practical models, and perform the case study of 
the Zebiak-Cane model which is famous for the successful forecast of the ENSO 
event. 

The rest of the paper is organized as follows: Section 2 introduces some related 
knowledge. In section 3, we come up with the simulated annealing based ensemble 
projecting method. Section 4 reports the experimental results. This paper ends with 
the conclusion and future work in Section 5. 

2 CNOP 

CNOP is the perturbation *
0δx  which makes the target function 0( )J x  achieve the 

maximum with a condition of 0 δ≤x , i.e. 

 

0 0

2

0 0

0 0 0

( ) max , . .

( ) ( ),

δ δ

→ →

=            ≤

= + −
TE A

TE t t t t

J x J s t x

J M x x M x
 (1) 

where 
0 →t tM  denotes the propagator of a nonlinear model from the initial time 0t  

to the prediction time t , TEJ   the nonlinear evolution of the initial perturbation, 0x  

the initial perturbation, and δ is the magnitude of uncertainty. Here, both ⋅
A

and 
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⋅ denote the 2L  norm. For the convenience of optimization, Eq. (1) can also be 

converted to a minimum problem as follows: 

 2
0 0( ) min( ), . .δ δ= −             ≤TEJ x J s t x  (2) 

Therefore, the gradient of J can be further obtained as: 

 2* *∇ = − T
TEJ H J  (3) 

where H is the tangent matrix of the nonlinear model 
0 →t tM , and its transpose TH  

is so-called Jacobian matrix of TEJ . Here, the matrix, TH  is computed by corres-

ponding adjoint models. However, it is difficult for those modern numerical models 
without the adjoint models to compute CNOP. 

3 Simulated Annealing Based Ensemble Projecting Method 

In previous studies [19-20], it is concluded that a driven dissipative system can  
get into a steady state that consists of attractors with low dimension after a long  
evolution. Any other state, that is, can be projected onto the space expanded by the 
attractors. Based on this conclusion, we make an assumption that CNOP can also be 
projected on the space. Thus we need to compute a group of orthogonal basis in the 
space of the attractors first. Then, the optimization algorithm is utilized to obtain 
CNOP in the low-dimensional space. 

 

Fig. 1. The framework of SAEP 

As is shown in Fig. 2, the simulated annealing based ensemble projecting method 
(for short, SAEP) mainly consists of two steps: the feature extraction and simulated 
annealing. Specifically, the training data need to be preprocessed first, and then the 



658 S. Wen et al. 

principal components can be obtained by feature exaction methods. In the simulated 
annealing step, first of all, initialize the state and generate a candidate; then utilize  
the Metropolis acceptance criterion to determine whether the candidate should be 
accepted; finally, update the temperature and go into the next iteration. 

3.1 Feature Extraction 

As discussed above, we should run the model for a long time from an initial state to 
obtain a data set, 1 2, , ( 1,2 )l

n ix x x x R i n∈  =  . We treat it as the training data, 
×∈ l nX R . Before further processing, we should perform the preprocessing including 

dimensionless and centering. The dimensionless process aims to get rid of the  
influence of dimension to better describe real physical laws. 

 / ( 1, )=  = i ix x a i n , (4) 

where a  is a positive coefficient. And the centering guarantee the data mean equal 
to zero: 

 
1

( 1, ),= −  =   = i i ix x x i n x x
n

. (5) 

Model variables always locate in a high dimensional space while the attractors are 
in a low one. Thus we adopt feature exaction methods to find the space of attractors. 
As one popular method of dimensional reduction, PCA can determine the statistical 
principal direction of a training dataset. That is, the extracted features have statistical 
meaning which is similar with the character of attractors. Specifically, the principal 
components can be acquired by the eigen-decomposition: 

 = TXX P P , (6) 

where   is a diagonal matrix whose diagonal entries correspond to the eigenvalues 
of TXX . Since TXX  is a positive definite matrix, the columns of the obtained ei-
genvectors P  are mutually orthogonal. Then take the ( ) k k n  eigenvectors cor-

responding to the top k  biggest eigenvalues. It will be further discussed that how 
many eigenvectors should be taken later. 

3.2 Simulated Annealing 

After obtaining the feature space, it is required to project the perturbation onto the 
space. That is, the perturbation 0x  can be represented by a linear combination of the 

principal components. Replacing 0x , Eq. (2) is converted into: 

 0 00 0 0( ) min( ( ) ( ) )

. .

δω ω

ω δ

→ →= − + ⋅ −

                            ⋅ ≤

t t t tJ M x P M x

s t P
. (7) 
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Actually, the constraint, ω δ⋅ ≤P  can be further simplified, 

 

( ) ( )

( )
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ω ω ω

ω ω
ω ω

δ
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=
=   =
= ≤

T

T T

T T

P P P

P P

P P E

w

 (8) 

Therefore, the final optimal objective becomes: 

 0 00 0 0( ) min( ( ) ( ) )

. . .

δω ω

ω δ

→ →= − + ⋅ −

                            ≤

t t t tJ M x P M x

s t
 (9) 

Here, the argument for the objective function has been changed into the coefficient 
ω  rather than 0x . Because the coefficient ω  locate in a space with the dimension 

( ) k k n , it can be obtained by utilizing the simulated annealing algorithm on the 

space.  
It is worth noting that we do not transform Eq. (9) that is an optimal problem with 

conditions into a Lagragian function. Instead, we utilize the constraint condition to 
guarantee all points locating in a desired super-sphere zone. When any point gets out 
of the zone, it will be pulled back onto the sphere. The specific process of SAEP is 
described as follows: 

Generate an Initial Point Randomly and Initialize the States. 
The initial point ω  need to be constrained in the super-sphere. If the point goes out 
of the boundary, it must be pulled back through the following rule: 

 1, ,

δ
δ δ

              <=
=     = ×    >   



w

w i m
w

w

w
w

. (10) 

Compute the Adaption Value. 
In the case of CNOP, Eq. (7) gives the adaption function. We just run the nonlinear 
model to get the corresponding adaption value. 

Metropolis Criterion. 
The candidate solution *w  has to enter into the judge of the Metropolis criterion 
[21], which models how a thermodynamic system moves from the current state w  

to a new state with minimized energy contents. The candidate solution, *w , is ac-
cepted as the current solution based on the acceptance probability, 
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Algorithm 1. SAEP algorithm 

Input: training set X  
Initialization: 
1: Set the parameters k ,T , L ,max_iter  and α ; 

Feature extraction: 
2: Perform the dimensionless and centering to X ; 

3: Make the eigen-decomposition of TXX ; 
4: Take the top  k eigenvectors as principal components; 
Simulated Annealing: 
5: Randomly generate an initial solution w ; 
6: δproject(w, ) ;  project the point back onto the boundary 
7: while the termination is not satisfied do 
8:   for 1:←i L    L  is the Markov length do 
9:     Generate a candidate solution *w ; 
10:    * δproject(w , ); 

11:    Calculate , * _ * _Δ ← −w w adaption func(w ) adaption func(w) ;  

12:    if , * 0Δ ≤w w , then *←w w ; 

13:    else *←w w  with probability in Eq. (9) 
14:    end if 
15:          If _ * _< optadaption func(w ) adaption func(w )  then 

16:      Update the current optimum, optw ; 

17:    End if 
18:  end do 
19:  Update T;   update the temperature 
20:end while 
Output: the optimal solution δow  

 
exp[ ( ( *) ( )) / ( *) ( )

1 ( *) ( ).

− − ]        >
=                                                 >  

k
Accept

f w f w t if f w f w
P

if f w f w
 (11) 

Moreover, if the candidate solution is better than the current optimum, then update the 
current optimum by the candidate. 

Annealing. 
When completing the calculation of all states in the Markov chain with the length L , 
one should adjust the temperature, called the annealing process. The rule of adjusting 
temperature is as follows: 

 1 α+ =k kT T . (12) 
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α  means the decay rate, and ( 1,2,3 )= iT i  denotes the temperature in the i -th 

iteration. 

Judge Whether the Termination Condition Is Satisfied. 
The common termination condition in SA is that the iteration achieves convergence. 
That is, there is not a big change between the previous solution and the current one. 
However, it is just the ideal situation. In the practical applications, it is a commend 
way to set an upper bound of iteration, max_iter . That is, we don’t need to make the 

program converge every time. When the algorithm converges or the maximum itera-
tion reaches, the program ends up. 

The pseudo-code of the complete SAEP algorithm for solving CNOP is described 
in Algorithm 1. 

4 Experiments 

Our experiments run on a HP Z800 workstation with an Intel  Xeon E5645 2.4 GHz 
CPU and 8 GB of memory. To show the validity of the proposed method, we apply it 
to the CNOP of the Zebiak-Cane (ZC) model [22]. In the case, 0x  in Eq. (2) is a 

perturbation vector composed of the sea surface temperature anomalies (SSTA) and 
thermocline depth anomalies (THA). Also, we perform a comparison between the 
adjoint-based method [23] (for short, the XD method). The experimental results show 
that the SAEP method can be treated as an approximate solution to CNOP, and more 
importantly it is free of the adjoint models. 

4.1 ZC Model 

The ZC model successfully forecasted the El Nino event of 1986-1987. Since then, it 
has been widely applied to the research of the predictability and dynamics of ENSO 
[24]. It is a mesoscale air-sea coupled model for the Tropical Pacific, and consists of 
three sub-models: the atmospheric model, ocean model and coupled model. 
 

 

Fig. 2. The region of the ZC coupled model 
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Atmospheric Model. 
The horizontal structure of the ZC atmospheric model can be denoted with the linear 
shallow-water equations of steady state in the equatorial β  plane. Considering mois-

ture convergence feedback, each step of the iterative procedure in the ZC atmospheric 
model is dependent on the divergence of the previous step. The ZC atmospheric mod-
el covers the region of101.25 73.125− E W , 29 29− S N  with the resolution of 
5.25 2×  . 

Ocean Model. 
The ZC ocean model treats the mixing layer above the thermocline as being fluid, 
while the layer below as being stationary. Due to the time evolution of the sea surface 
temperature (SST) determined by horizontal advection, upwelling and heat loss to the 
atmosphere, the mixing layer is thus divided into two layers, the surface and subsur-
face layers. The ZC ocean model covers 124 80− E W , 28.75 28.75− S N  with 

the resolution 2 0.5×  . 

Coupled Model. 
The ZC ocean model is driven by the anomaly of the wind stress forcing of sea sur-
face which is obtained from the atmospheric wind field anomaly and the climate mean 
state. In the coupled model, the ZC ocean model can generate the sea surface tem-
perature anomaly in the Tropical Pacific. It covers the region 129.375 84.375− E W , 

19 19− S N  with the resolution of 5.25 2×  . 
The whole region of the ZC coupled model is shown is Fig. 2. The inner rectangle 

in the blue short dash is the integration region of SSTA in the coupled model. The 
middle rectangle in the red long denotes the region of the ocean model. The outer 
rectangle of the solid line represents the region of the atmospheric model. 

4.2 Parameter Selection 

In Section 3.2, we have talked about taking the k  eigenvectors corresponding to the 
k  top eigenvalues. How to set the value of k  is unsolved nonetheless. To achieve 
this purpose, the following two aspects should be taken into consideration at least. 
The k  eigenvectors should keep as much as energy, but k  also should be not too 
big due to the problem of convergence and running time. Therefore, we propose uti-
lizing the accumulative eigenvalues ratio to depict the conserved energy, and its gra-
dient to demonstrate the increment rate of energy. The accumulative eigenvalue ratio 
is defined as: 

 ( ) 1

1

, where
λ

λ=

=
=    Ω =

Ω




k

i n
k i

acc i
i

R . (13) 
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Fig. 3. Accumulative eigenvalues ratio and its gradient. The blue dashed line denotes the accu-
mulative eigenvalues ratio while the red solid one depicts its gradient. 

The upper boundary of ( ) ( 1,2 )= k
accR k n  is 1.0. That means the whole energy  

is conserved completely. Obviously, the bigger k  is set, the more computing time is 
required. Therefore, it is wise to set k  at the place where the conserved energy is 
enough much and the increment rate of the energy is relatively low. As is shown in 
Fig. 3, the blue dashed line denotes the accumulative eigenvalue ratio. It keeps in-
creasing, and achieves more than 70% of the whole energy when more than 70 eigen-
vectors are taken. However, as the read solid line shows, the increment rate of  
energy is quite slow after 80 eigenvectors. In other words, increasing the number of 
eigenvectors brought more consuming time instead of effectiveness after 80. Consi-
dering these two factors, we can finally determine 80 eigenvectors as the principal 
components. 

 

Fig. 4. The magnitudes of CNOP in SAEP vs. XD method 
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4.3 Comparison Analysis 

The XD method is a popular solution of CNOP. Due to its high precision, it is usually 
treated as the benchmark. Thus, it is of necessity for the proposed method to be com-
pared with the XD method. In this paper, we compare the magnitudes and patterns of 
CNOP generated by the two methods. Firstly, we set each month as the initial month 
and optimization time span as 9 months, respectively, and perform two methods. The 
magnitude of CNOP each initial month is shown in Fig 4. The red solid line with 
yellow diamonds represents the magnitudes of CNOP generated by SAEP while the 
cyan line with blue stars depicts the magnitudes of CNOP by the XD method. It is 
obvious that the two lines have the same trend. The CNOP goes up from January, and 
reaches the summit in March. Then they both keep decreasing until August. After 
that, they start to recover. 

 

Fig. 5. CNOP pattern in January. The left column is the results from SAEP while the right 
column from the XD method. Three rows of subfigures are respectively the patterns of SSTA, 
THA and SSTA evolution in the time span of 9 months. 

Besides depicting the magnitudes of CNOP in both methods, we also show the  
difference between them in the blue line with blue squares. The biggest difference 
happens in January while the smallest one in April. Without loss of generality, we 
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choose the two months, which own the biggest and smallest difference respectively, 
as the examples to show the pattern comparison. As shown in Fig.5, the left column is 
the results from SAEP while the right one from the XD method. Three rows of subfi-
gures are the patterns of the SSTA, THA and the SSTA evolution. Specifically, in the 
first row, the left SSTA keep the main large-scale characters of the right one. It is that 
the left part is negative while the right part is positive, which is the character of El 
Nino. In the third row, the patterns of SSTA evolution in both methods look the same 
except that the left one is a little weaker than the right one. However, the THA in the 
second row look different at first glance. Actually, they both have the characters that 
middle areas are positive while both sides of the positive area are negative. Since 
SAPE just take a part of all eigenvectors, its THA looks smoother than that in the XD 
method. Although the magnitudes of CNOP in April from both methods have biggest 
difference, the previous rules can be also observed in April, shown in Fig. 6. That is, 
the CNOP generated by SAEP look similar with that by the XD method in both cases 
of the biggest and smallest magnitude difference. Therefore, the conclusion can be 
made that SAEP can be treated as an approximate solution for the XD method. 

 

Fig. 6. CNOP pattern in Appril 
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4.4 Efficiency Analysis 

When 80 eigenvectors are taken, the proposed method consumes about 14.9 minutes 
while the XD method needs 13.45 minutes with 30 initial guess fields. When just one 
guess field is utilized, the XD method is much faster than our method. However, the 
spg2 algorithm in the XD method maybe obtains the locally optimum. It cannot be 
guaranteed that the XD method must obtain the global optimum in the case of one 
guess field. The XD method thus uses 30 initial guess fields, which is of importance. 
Therefore, the proposed method has similar computational efficiency with the XD 
method. 

The most advantage of our method is that it is free of the adjoint models. As  
discussed previously, most modern numerical models do not accompany with  
corresponding adjoint models. It is really a huge work to implement a new. Thus it is 
impossible to implement one just for CNOP. But our method can perform similar 
abilities with the adjoint based method, and do not need adjoint models. From this 
perspective, our method saves a lot of engineering time. 

5 Conclusion and Future Work 

This paper proposes a simulated annealing ensemble projecting method to solve 
CNOP. First of all, a training dataset is got from a long run of the numerical models. 
Then PCA is applied to the training set to obtain principal components which expand 
a space of the attractors. We also discuss how to choose the dimensionality k of the 
space. Finally, we utilize the simulated annealing algorithm to search CNOP on the 
space. Although our method just has similar running time with the XD method, our 
method is free of adjoint model. That is, we can apply the proposed method to CNOP 
of other numerical models without adjoint models, which improves the capability of 
the applications of the CNOP. 

In this paper, we adopt the simulated annealing algorithm to solve CNOP. Al-
though the speed is similar with the XD method, a parallel version of the proposed 
method may be more encouraging. Moreover, PCA is just one of dimensional reduc-
tion methods. Maybe the dimensionality can be further reduced by other methods. 
These two aspects are mainly our future work. 
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Abstract. Developing correct models for embedded systems requires formal 
verification. But it increases the burden on system designers to handle the veri-
fication techniques. In this paper, we solve this problem by providing a map-
ping from actor models to mathematical models suitable for verification; the 
conversion is automatic with minimal human intervention. We have integrated a 
model-designing Ptolemy II tool with verification tool SpaceEx by extending 
syntax with hybrid aspects. The integration of both tools and enhanced expres-
siveness allows Ptolemy II to model hybrid systems and get them verified by 
SpaceEx.  

Keywords: converting algorithm, models, formal verification, Ptolemy II, 
SpaceEx. 

1 Introduction  

Design modeling and formal verification are separated in the traditional embedded 
system design process. Each of them has its own model representation. But in theory, 
they should be tightly bounded so that converting from design model to verification 
model is feasible. 

In this paper, we present a converting algorithm which can convert a specific  
design model to a specific verification model, and thus after designers model systems, 
they can easily verify them rigorously. Little intervention is required when converting 
models used for verification. There is no need for designers to understand much  
technique of the verification model. The verification model checker can analysis the 
converted model and show the results.  

In previous and ongoing CPS (Cyber Physical System) researches, we use Ptolemy 
II as the model design platform. It facilitates the design process with a component 
assembly framework and a graphical user interface for modeling and simulating con-
current, real-time, embedded systems [5]. On the other hand, the SpaceEx Tool [13] is 
a model-checker that we used for verification. It supports verification of continuous 
and hybrid systems which are the main target models for our CPS researches, and it 
facilitates the implementation of several kinds of algorithms related to reachability 
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and safety verification and can output the analysis results in different forms clearly. 
Based on these, we are going to implement the so called converting algorithm that 
converts Ptolemy II models to SpaceEx models for applied verification. 

This paper is organized as follows. Related works are introduced in section 2. In 
section 3, the model structures for Ptolemy II and SpaceEx are defined respectively. 
Next, in section 4 we present the execution semantics of models and the core of the 
converting algorithm. Then we conduct two case studies in section 5. Finally, we 
conclude this paper in section 6.  

2 Related Works 

In Ptolemy II, researchers previously focused on verification in DE and SR domains 
to perform the conversion process [1]. For the SR domain, they translate models into 
formats acceptable by Cadence SMV (also NuSMV) [12], and DE domain can be 
viewed as a generalization of the SR domain, with a global clock visible to the whole 
system, they translate models into formats acceptable by RED [18] for it. Comparing 
with DE, the CT domain concerns more systems that can be modeled using ordinary 
differential equations (ODEs) in continuous-time semantic. Reference [2] integrated a 
model-checking UPPAAL tool (Timed Automata) with HyTech model-checker  
(Hybrid Automata) by extending UPPAAL syntax with hybrid aspects.  

Several of verification tools are emerged to check real-time, embedded systems. 
HyTech [15] is an automatic tool for the analysis of embedded systems. It computes 
the condition under which a linear hybrid system satisfies a temporal require-
ment. Passel [16] is a tool for performing verification of networks composed of inte-
racting hybrid automata. The PHAVer (Polyhedral Hybrid Automaton Verifier) [14] 
is a tool for verifying safety properties of hybrid systems. The UPPAAL [17] verifier 
uses model-checking techniques, that is, given a model with initial states and a formu-
la, it traverses the whole state-space to find whether the model match the formula. 

3 Model Abstract Structures 

3.1 Ptolemy II Models and Designs 

Ptolemy II offers an infrastructure for implementations of a number of components 
called actors. Now we present the following abstract syntax of an actor to further our 
research. 
 
Definition 1. An actor is a tuple A = <E, P, Para, R> [1], where 

• E is a finite set of (inner) actors. 
• P is the set of ports. 
• Para is the set of parameters. 
• R are the channels identifying a source port and a target port between (1)two inner 

actors’ ports or (2) a port of the actor and a port of the actor’s inner actor. 
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A system is merely a composite actor; its hierarchical structure is defined by the 
recursive definition of its inner actor set. In Fig.1, the system is represented as A0 = 
{E0, P0, Para0, R0}, where E0 = {A1, A2, A3, D1}, P0 = Φ, R0 = {(P0, P1), (P2, P3)}. A1 
is an atomic actor, while A2 is composite (in fact it’s an instance of a modalmodel 
[7]). The system consists of an inner modalmodel actor, whose tuple A has some  
differences from the system A0. 

Hybrid systems are models that combine continuous dynamics with discrete mode 
changes [6]. They are created in Ptolemy II by creating ModalModels, a ModalModel 
actor contains a ModalController and a set of Refinement actors that model the re-
finements associated with states. Modalmodels can be constructed with other domains 
besides CT [7], but here we only concentrate on CT. In Fig.1, A2 is a modalmodel, it 
can be represent as A2 = {E2, P2, Para2, R2} where E2 = {A4, A5}, A4, A5 are refine-
ment states in modalmodel A2. Each refinement is required to have its own director 
and inner actors. P2 = {p1, p2}, R2 are still channels but their sources and targets are 
changed to those states with refinements, these channels describe discrete jumps be-
tween continuous dynamic states, rather than the channels between actors’ ports. 

3.2 Models Used in SpaceEx for Verification 

Hybrid automata is a widely used formalism for describing systems with both conti-
nuous and discrete dynamics [9, 11]. Verification tool SpaceEx has implemented 
hybrid automata and some algorithms that compact formal description of the complex 
behavior of such systems.  

For models that made up of one or several modalmodels, each modalmodel corres-
ponds to a component, named base component, which consists of some attributes like 
locations and transitions. A network component consists of one or more instantiations 
of other components (base or network) and it corresponds to a set of hybrid automata 
in parallel composition [4]. Here we introduce the SpEx structure used by the model 
checker. 

 

 

Fig. 1. A system featuring actors and directors in Ptolemy II 

Definition 2. A SpEx structure is a tuple S = {CPB1, CPB2,…; CPNT1, CPNT2,…}, 
where CPBi = { PARAB, LOC, TRAN} is a base component in the SpEx structure 
with the following constraints: 
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• PARAB = {para1, para2,…} is the set of formal parameters; each parameter is of the 
form parai ={name, type, dynamics}. A formal parameter may be: (1) a continuous 
variable (2) a constant (3) a synchronization label. 

• LOC = {loc1, loc2,…} is the set of locations within the base component; each loca-
tion is of the form loci ={name, invariant, flow}, location (state) has a unique 
name, a invariant constraint on PARAB and a flow containing some differential eq-
uations for describing continuous dynamics evolution within the location. 

• TRAN = {tran1, tran2,…} is the set of jumps between locations; each transition is 
of the form trani = {source, target, label, guard, assignment}. A transition has a 
source location and a destination location, and has a label as its name, a constraint 
condition and an assignment to modify the values of continuous variables when the 
transition triggered.   

Just as the base component, the network component can be defined as CPNTi = 
{PARAN, BIND}, it is an instantiation of a base component with the following  
constraints: 

• PARAN = {para1, para2,…} is the set of formal parameters; each parameter is of 
the form parai ={name, type, dynamics}. It only contains the continuous variable 
and synchronization label of its inner components. 

• BIND = {bind1, bind2,…} is the set of initial variables or labels; each bind has the 
form that bindi ={component, MAP}, component indicates which base component 
is to bind, and MAP = {map1, map2 …} is the set of mapi = <key, value>, which 
give values for the parameters in the binding base component. The value of a  
mapi can be an explicit value or a parameter defined in PARAN of the network 
component. 

   

(a)                                       (b) 

Fig. 2. The Bouncing Ball’s base component (a), and the network component (b) 

Fig.2 shows the modular model of a Bouncing Ball in SpaceEx graphical editor. Its 
SpEx structure can be depicted as: S = {ball_template; system}. It only contains a 
base component—ball_template and a network component—system which is the  
instantiation of ball_template. In the base component, ball_template contains six  
parameters, one location and one transition, PARAB = {{x, real, any}, {v, real, any}, 
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{g, real, const}, {c, real, const}, {eps, real, const}, {hop, label, -}}; LOC={{always, 
x>=0, x’==v&v’==-g}}; TRAN = {{always, always, hop, x<=eps & v<0,v:=-c*v}}. 
In the network component (b), it only contains one instantiation of the base compo-
nent ball_template. Its PARAN = {{x, real, any}, {v, real, any}, {hop, label, -}}, 
BIND = {{ball_template, MAP}}, and MAP = {{x, x}, {v, v}, {g, 10}, {c, 0.75}, 
{esp, 0.01}, {hop, hop}}. For the variables and label of base component 
ball_template, MAP maps them to their corresponding parameters in the network 
component. But for constants, MAP assigns them constant values as the initial values. 

4 CT Model Analysis and Conversion 

In Ptolemy II, directors control the execution order and domain polymorphic of ac-
tors. To convert the CT domain models into SpEx structure, we should understand the 
model executing process under CT semantics and abstract interpretation of the mod-
almodel converting. 

4.1 Execution Semantics of Modalmodel under the CT Domain  

In CT domain, a modalmodel is constructed in a modal model actor having the conti-
nuous director as local director. This director mediates the interaction with the outside 
domain, and coordinates the execution of the refinements with the mode controller [7]. 

The execution semantics of modalmodel are controlled by its local director; it has 
the key flow of control methods: 

• prefire(): test precondition to fire(); a modalmodel can always prefire(). 
• fire(): 

1. The continuous director transfers the input tokens to the mode controller and to the 
refinement of its current state. 

2. The mode controller examines the current state, if its preemptive transition can be 
triggered, execute the choice actions of the transition, and skip the (3) and (4). 

3. Fire the refinement of the current state. 
4. The mode controller examines the non-preemptive transition, if it can be triggered, 

execute the transition. 
5. Any output token produced by mode controller or refinement is transferred to the 

outside domain. 

• postfire(): if a transition is triggered in fire(), it executes the choice actions of the 
transition to update the state and its attributes. 

4.2 Abstract Interpretation of the Converting Algorithm  

Converting a common composite actor in Ptolemy II to the SpEx structure needs 
analysis of the model’s actors, especially modalmodel actors. In theory, a modalmo-
del actor can be represented as Amm = (E, P, Para, R) = (S, P, Para, Tran). 
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• S is the set of states in the modalmodel. The modalmodel is a finite-state machine 
controller actor, but inside each state of the FSM is a refinement model. The re-
finement also can describe as (E, P, Para, R), where E is the set of the actors in this 
model, like Integrator, Const, LevelCrossingDetector and so on. Each refinement 
model is required to have its own director [8]. 

• P is the set of ports in the modalmodel. For the same ports of the actor, all states 
share the same instantaneous value of the port. 

• Para is the set of parameters in the modalmodel. It contains elements of the 
attributes in the modalmodel controller configuration, initial values of source ac-
tors (like Const) and the variables in transition properties.  

• Tran is the set of transitions between states in the modalmodel. Elements in Tran 
contain guards which specify the transition conditions and setActions which assign 
new values for parameters when necessary. 

By prescaning the models, we can convert a modalmodel to a base component and 
create an instantiations of the component as a network component. The algorithm 
follows: 

 
Convert_ModalModel_To_CPB_CT( actor Amm ){ 

/* Amm = (S, P, Para, Tran) */ 
Let PARAB = Φ be the set of parameters in CPB 

(1) PARAB = PARAB∪ {v}, ∀ v∈P, 
  vname = Pname, vtype = real, vdynamic = any; 
(2) PARAB = PARAB∪{c}, ∀ c∈Para, 
  cname = Paraname, ctype = real, cdynamic = const; 
(3) PARAB = PARAB∪ {l}, ∀ l∈Tran, 
  lname = Tranname, ltype = label, ldynamic = - ; 

Let LOC = Φ be the set of locations in CPB ∀s∈S, LOC = LOC ∪ {loc}, 
locname = sname; 

locinvariant = guardTran , where 
   Tranguard is the transition guard expression whose source is the loc; 

expr  means the inverse proposition of expr.   
locflow = sderivative.1&,…, sderivetive.n, where 

sderivative.i represents the i-th derivative relation in the location s, 
which is further described in the next paragraph.  

Let TRAN = Φ be the set of transitions in CPB ∀tran∈Tran, TRAN = TRAN ∪ {t}, 
ョloc1∈LOC s.t. loc1name = transource , then tsource = loc1name; 
ョloc2∈LOC s.t. loc2name = trantarget, then ttarget = loc2name; 
tlabel = [ l∈tranguard.xx_isPresent] || [l∈trandestination.port]; 
tguard = tranguard.1&,…, tranguard.n, where 

tranguard.i represents the i-th guard expression of the transition. 
tassignment = transet.1&,.., transet.n, where 
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transet.i represents the i-th setActions of the transition.  
Return (PARAB, LOC, TRAN). 

}  
CPBs_INSTANTIATED_TO_CPNT_CT ( ) { 

Let PARAN = Φ be the set of parameters in CPNT. 
Let BIND = Φ be the set of initial variables and labels. ∀CPB∈SpEx 

/* CPB = (PARAB, LOC, TRAN) */  ∀ pb∈PARAB s.t. (pbdynamics=any || pbtype=label), PARAN = PARAN∪ {p},  
pname = pbname; 
ptype = pbtype; 

BIND = BIND∪ {bind}, 
bindcomponent = CPBname; 
Let MAP = Φ, MAP = MAP∪ {map} 

(1) ∀ v_l∈PARAB &v_ldynamic! = const, ョp∈PARAN s.t. pname=v_lname, 
mapkey = v_lname, mapvalue = pname; 

(2) ∀ c∈PARAB & cdynamic = const, ョp∈PARAN s.t. pname=v_lname, 
mapkey = cname, mapvalue = pinitialValue; 

    bindMAP = MAP. 
Return (PARAN, BIND). 

}
 

 
Above methods lead to a converting algorithm for a CompositeActor with one or 

more modalmodels to SpEx structure. A feasible SpaceEx structure contains base 
components part and instantiation part by the network components. In the first algo-
rithm, the derivative relation is acquired from the specific actor Integrator in Ptolemy 
II (Fig.3), the actor has an input port derivative and an output port state, the value in 
the derivative side is the derivative of the state one. We traverse the port list of the 
actor, then acquire the values from the appointed ports and make up the derivative 
formula that has the following format: state’ == derivative.  

 


 

Fig. 3. Integrator Actor in Ptolemy II 

4.3 Interactions between Modalmodels 

A modalmodel corresponds to a base component. When converting a Ptolemy II  
model with two or more modalmodels to a SpEx structure, the interactions between 
modalmodels must be considered. A modalmodel may have ports to communicate 
with other modalmodels. If two ports respectively in two different modalmodels  
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connect with each other, these ports have the same significance for the system and the 
signal value derived from the ports keep synchronized in the system. 

Just as Fig.4 shows, in MM2, the guard expression of transition from state1 to state2 
is “P2_isPresent”, once P2 signal is present, the transition will be triggered. The P2 
signal derives from port P1 in MM1, so in MM1, there must have a transition that trig-
gers the output of P1. The transitions in MM1 and MM2 have a synchronized relation. 

 

 

Fig. 4. Interactions between modalmodels 

Transitions corresponding to labels in SpaceEx, so it offers a mechanism called 
synchronization labels to handle the composition of two automata with HIOA-style 
parallel composition [3]. That’s to say, label parameters from different base compo-
nents to be declared as non-local and to mapped together when instantiated in a net-
work component can be synchronized. So for the interactions between modalmodels, 
complying with this synchronization mechanism, the converting algorithm respective-
ly defines non-local label parameters and assigns them to the linked synchronized 
transitions’ labels in the corresponding base components, then carefully maps these 
label parameters together when instantiating to network component. 

5 Case Studies 

Our work is intended to provide an auto-converting method to transform a model 
which has CT semantic designed by Ptolemy II to the SX format [3] (the modeling 
language of verification tool SpaceEx). In this section, we present two typical scena-
rios to validate our method as well as to show the details of the transforming process. 

5.1 The Bouncing Ball 

Fig.5 shows the model simulating the process of a falling ball in the CT domain [7].  
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            (a)                               (b)                              (c) 

Fig. 5. (a) is the Bouncing Ball model in Ptolemy II, (b) is the Ball modalmodel, (c) is inner 
refinement of state “always” 

The ball begins falling at the height of an initial position. When it downs to 0 and 
starts to bounce up, its velocity could loss in a certain proportion. With continually 
bouncing and falling, the ball turns to stop when its position and velocity are lower 
than a threshold. 

This model has three states: init, always and stop. States init and stop are special 
supporting startup and stopping of simulation in Ptolemy II, thus they are not under 
consideration in the converting process. The transition with label guard hop_isPresent 
can take the automaton from the always state to the next once the hop signal is  
presented. This model is a typical one base component in SpEx structure, it's  
Sball = {CPB1; CPNT1} = {ball_template; system}. For our convenience to make 
convert, Ptolemy II offer a convert interface as Fig.6. But to realize our design, we 
must provide our Model Type: SpaceEx Type (Acceptable by SpaceEx under CT). 
Only choose this type, can we convert the model to SpaceEx objective file. 

 

 

Fig. 6. The converter interface of SpaceEx in Ptolemy II 

Base Component and Converting. 
Every base component has a name attribute tagged as “id” which defined by SX for-
mat like: 

<component id="ball_template"> 

… 

</component> 
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We get the id of the component from the modalmodel’s name directly. In this 
model, the position x and velocity v is the main variables to describe the movement of 
the ball and we get them from the ports contained in the always refinement. The acce-
leration g, the scale parameter c and the threshold value esp are treated as constant as 
they are configuration parameters in Ptolemy II. The label parameter hop is a signal 
which acquired from the transition guard condition.   

<param name="x" type="real" dynamics="any" /> 

… 

<param name="g" type="real" dynamics="const" /> 

… 

<param name="hop" type="label" /> 

Corresponding to the always state in Ptolemy II, a location named always is gained 
in SpEx structure. The guard expression of the transition whose source is linked to 
always state is “hop_isPresent”, as guard expression of the form “XX_isPresent” is 
related to the port XX, here we make a contribution to analyse the inner execution of 
port hop, and then find that “hop_isPresent” is equal to “x<=0”. Thus, we have “x>0” 
as the invariant of always location. We get the flow of the location by analyzing the 
Integrator actors in the refinement: two integrator actors in the model correspond to 
two derivative formulas, so as v is the derivative of x and –g the derivative of v.  

<location id="1" name="always"> 

    <invariant>x &gt; 0</invariant> 

    <flow>x' == v &amp; v' == -g</flow> 

</location> 

Excluding the special two states init and stop, there is only one transition in this 
model, accordingly, converting algorithm generates one transition. According to 
above, the transition’s guard is “x<=0”; and its assignment is the same as setActions 
in Ptolemy II. In addition, the source and target of this transition can be easily deter-
mined as both ids of always location, which is “1”. 

<transition source="1" target="1"> 

    <label>hop</label> 

    <guard>x &lt;= 0</guard> 

    <assignment>v := -c*v</assignment> 

</transition> 

Network Component and Converting.  
As indicated in section 3.2’s algorithm CPBs_INSTANTIATED_TO_CPNT_CT, for 
a base component, only parameters with any dynamics or with label type should be 
declared in PARAN, thus we have the following parameters in the generated network 
component: 

<param name="x" type="real" dynamics="any" /> 

<param name="v" type="real" dynamics="any" /> 

<param name="hop" type="label" /> 
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Fig. 7. The reachability analysis result of the Bouncing Ball System by SpaceEx 

In this network component, when binding the base component ball_template’s pa-
rameters, variables v, x and label hop are bound to their corresponding parameters just 
mentioned above, while g, c and esp are respectively bound to numeric values 10, 
0.75 and 0.01.  

<bind component="ball_template" as="ball "> 

<map key="x">x</map> 

    <map key="v">v</map> 

    <map key="g">10</map> 

    <map key="c">0.75</map> 

    <map key="eps">0.01</map> 

    <map key="hop">hop</map> 

</bind> 

Fig.2 actually is the converting result of the Bouncing Ball system, which can be 
directly opened in SpaceEx Model Editor. After this, the system can be formally vali-
dated by SpaceEx; the input is the file our converting algorithm has produced. The 
validation result of this case is shown in Fig.7, which gives all the reachable states the 
bouncing ball can go. We can see that our generated file can be properly analysed by 
SpaceEx tool for validation. 

As this case consists of only a single automaton, it may not indicate the interac-
tions between different automatons. So the situation changes when we look at systems 
made up of more than one automaton, which is the topic of the next section. 

5.2 The Water Tank System 

In this case, we demonstrate a complex system shown in Fig.8. It consists of two inte-
racted modalmodels. The modalmodel WaterTank simulates two leaking water tanks 
and one injection plant, where x1, x2 are the current water levels, r1, r2 are the leaking 
rates and w is the injection rate. Only one tank can be injected at a time, which is 
controlled by the Controller modalmodel. At the beginning, one of the two tanks is 
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both leaking and injecting while the other tank is only leaking. When the only leaking 
tank’s water level becomes less or equal to a threshold value c, the Controller produc-
es a command to switch the injection plant to fill the leaking tank. In this way, the 
injection plant is controlled to switch back and forth between the two leaking tanks. 
As we can image, if w is less enough, the two tanks could be finally dried up. It is 
supposed that SpaceEx could validate this situation. 

 

Fig. 8. The Water Tank System model in Ptolemy II 

Interactions between WaterTank and Controller. 
In the generated SpEx structure, two CPBs named WaterTank and Controller and a 
CPNT named system have been produced. In Ptolemy II, WaterTank and Controller is 
connected by ports turn_2, trun_1, x1 and x2. X1 and x2 are dynamic variables which 
are declared as parameter with any dynamic and real type. For the connections turn_1 
and turn_2, however, “turn_1_isPresent” and “turn_2_isPresent” appear in Water-
Tank modalmodel’s state transitions, they should be treated as synchronization labels. 
Fig.9 shows generated result of this case. In the two CPBs WaterTank and Controller, 
label parameters turn_1 and turn_2 are respectively declared as non-local, and they 
are both mapped to the corresponding label parameters defined in the system CPNT. 
According to section 4.3 and its generated result, our converting algorithm realizes 
the conversion of the interaction between modalmodels in Ptolemy II to the interac-
tion between base components in SpaceEx. 

 

Fig. 9. The network component view of the Water Tank System 
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Reachability Analysis.  
After converting the Ptolemy II models to SpEx structure in SX format, we can check 
the security of the model using SpaceEx validation tool by computing the sets of 
reachable states of the system [10]. 

In this case, SpaceEx can help us to get the rational value of the inject rate w ac-
cording to the reachability analysis. Here, we initialize the parameter values as: x1=20, 
x2=15, c1=c2=10, r1=2, r2=1.5. Fig.10 shows the results of different ranges of rate w 
by reachability analysis. (a), (b) and (c) are the results when w<3.5, the water levels 
x1, x2 of tank1 and tank2 are varying over time and both could eventually converge to 
10. If x1 ≤ (c1+ε) and simultaneously x2 ≤ (c2+ε) are regarded as dangerous states, then 
we could draw the conclusion from (c) that w<3.5 could lead to the dangerous states 
which are undesired. When w=3.5(d), the same as the sum of r1 and r2, the system’s 
whole water injecting and ejecting rates are kept balanced, dangerous states are un-
reachable. w>3.5(e) guarantees the sum of the two water levels increase, and of 
course dangerous states are not reachable. 

As these profound reachability analysis results reveal, our converting algorithm 
generates the correct SpEx structure in SX format with complex interactions among 
modalmodels, through accurately dealing with label synchronization provided by 
SpaceEx. 

 

(a) 3≤w≤3.4, x1 vs. time.       (b) 3≤w≤3.4, x2 vs. time.          (c) 3≤w≤3.4, x2 vs. x1. 

 

   (d) w = 3.5, x2 vs. x1.        (e) 3.5<w≤3.6, x2 vs. x1. 

Fig. 10. The reachability analysis results of the Water Tank System by SpaceEx 
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6 Conclusion 

For the purpose to simplify embedded systems design process and reduce designing 
burdens, we introduce an automatic converting approach from the designed models in 
Ptolemy II to verified models in SpaceEx in this research. By working on the file 
formats and model structures of Ptolemy II and SpaceEx, the abstract semantics of 
models in these two tools are defined. After carefully contrasting the abstract seman-
tics and working out their mapping relations, the converting algorithm is proposed. In 
the following work, we have verified this algorithm through two case studies which 
respectively with a single modalmodel and two modalmodels with interactions. By 
applying this approach to what, hybrid models for embedded systems can be designed 
and simulated in Ptolemy II efficiently, then with minimum human intervene,  
auto-converted to SpaceEx model for formal verification, which was previously not 
possible. 
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Abstract. The SNS learning community searches resources mainly
based on the learners’ interests. It significantly influences the learners’
positivity of self-study whether the interest searching efficiency is high
or not. However, the existing interest-based searching mechanisms are
not comprehensive in node interest expressions and seem to be unduly
complex in the calculation of the relevant degrees between the learn-
ers’ interests, which lead to low searching efficiency. Aimed at improving
these deficiencies, it proposes more accurate methods of node interest ex-
pressions. Considering both efficiency and comprehensiveness of the cal-
culation of relevant degree between node interests, it forms nodes with
similar interests into effective interest domains to realize high interest
searching efficiency. The comparisons of the Matlab simulation experi-
ment results demonstrate that the improved searching mechanism can
greatly promote the searching performance.

1 Introduction

Conventional teaching mode is teacher- centered[1], which is unidirectional teach-
ing with few interactions, it is difficult to stimulate the enthusiasm of the learn-
ers’ self-learning.While in SNS learning community [2,3,4,5,6], all members are
equal, anyone can both acquire knowledge as student and teaching as teacher at
the same time. In particular, searching resources is based on learners’ interests,
which motivates the learners better. This paper is Aiming at improving interest-
based searching efficiency in SNS learning community. The existing searching
mechanisms are not fully considered the statistical properties of node interests,
as well as single-angle expression of node interests can not fully express learners’
interests, which leads to both complicated and inefficiency while calculating cor-
relation degree between interest nodes. This paper propose a more accurate way
for node interest expression, which conduct interest search in interest cluster or
interest domain that is consist of nodes with similar interests on the premise of
making comprehensive consider for computational efficiency and comprehensive-
ness while computing similarity of interest nodes. By which provides an efficient
interest-based searching mechanism for SNS learning community.

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 684–690, 2014.
c© Springer International Publishing Switzerland 2014
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2 Network Topology of SNS Learning Community

The basic unit of network topology of SNS learning community is interest do-
main, which is formed by nodes with similar interests and hybrid structure is
adopted[7]. Distribute the high performance super nodes to the center of interest
domain, and the rest as leaf nodes to the periphery. In the interest domain, an
interest cluster consists of a super node and multiple leaf nodes form a interest
cluster, so that interests are much better organized. Topology of interest domain
is showed in Figure 1:

Fig. 1. Network topology of interest area

3 Joins Interest Domain

3.1 Find Similar Interests

Learners’ interests are showed by the topics of their document sets.

Definition 1. Learners’ interests in vector (Vsi :student interest vector)

Vsi = (v1, v2, . . . vn) (1)

Learners’ interests are divided into n types, and the type i is called Interest[i](i=1

to n),

n∑
i=1

vj = 1(j = 1, 2 . . . n).

Definition 2. Entry Selectesentry select: Choose some relatively important en-
tries, rather than all the entries in the entire document set.

es(ti, C) ≥ DFT (2)

es(ti, C) is the document frequency of the entry ti in the document C, and DFT
is the preset threshold value.
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Definition 3. Priori probability estimates of documentation set entry: It mainly
refers to the probability model of the document themes, namely, a probability
distribution (p̂(t1 |MT ), p̂(t2 |MT ), · · · p̂(tm |MT )) on entry set {t1, t2, · · · tm} .

p̂ev(ti|MT ) =

∑
dj∈C p(ti|Mdj )

|C|d
(3)

C is the document set of theme T,|C|d is the number of documents in C,dj is a
document in C.

Definition 4. Themes SetTthemes: Node has all the themes included in the set
of document C.

T = {t1, t2, · · · tm} (4)

Definition 5. Probability of document set theme model (p(ti|MT )):

pev(ti|MT ) =

∑
dj∈C p(ti|Mdj )

|C|d
(5)

get (p(t1 |MT ), p(t2 |MT ), · · · p(tm |MT )), descending sort.

Definition 6. k-high frequency word vector (pk(ti|MT )): calculate the maxi-
mum frequency of the former k nouns appear in vector component of (p(t1 |
MT ), p(t2 | MT ), · · · p(tm | MT )) , and use the sum of this k noun frequen-

cies as the base

n∑
j=1

(pk(ti|MT )). Calculating the probability of higher frequency

nouns which belong to the same category of interest, the form of statistics is∑
wm∈interest[j]

(pk(ti|MT )), wm represents the m-th noun of the highest frequency

of the top k, pk(ti|MT ) represents frequency of wm occurrences in the document.
Finally, get the learners’ expression of interest Vsi = (v1, v2, · · · vn) :

vi =

∑
wm∈interest[j]

(pk(ti|MT ))

n∑
j=1

(pk(ti|MT ))

(6)

Definition 7. Similar interest (Sim: Similar interest):

Sim(Vsi1,Vsi2) =

n∑
k=1

|vsi1k − ¯vsi1| · |vsi2k − ¯vsi2|√√√√ n∑
k=1

(vsi1k − ¯vsi1)
2 ·

√√√√ n∑
k=1

(vsi2k − ¯vsi2)
2

(7)

Sim(Vsi1,Vsi2) means the greater the correlation coefficient, the interest is more
similar between the two learners.
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3.2 Joins Interest Domain

For the process of node joins the interest domain:

(1) Prior to joining SNS learning community node p∗ initialized, the main task
is marshaling local set of documents, generating node expression, achieving
the purpose of initializing the library of node information;

(2) If node p∗ is the first node adds to the network, then specify it as the super
node, and create a new interest domain;

(3) If node p∗ already knew an exists node before joining the SNS learning
community, then it can pre-establish connection with the node;

(4) If pt is the super node, calculate p∗ and pt corresponding values in the
super node table Sim(p∗, IDt) ≥ θ (t is the number of super node table).
If established, connect p∗ with the corresponding super nodes and join in
the interest domain of corresponding super nodes, then perform step (5), or
turn to (6);

(5) After node p satisfied the condition and joined in an interest domain, calcu-
late the similarity si of each interest cluster in interest domain

Sim(p, ICi) = si (8)

p is the node expression of the node, ICi is the representation of i-th in-
terest cluster in the list of interest cluster. Rank the value of similarity in
descending order, and add node p into the high similarity of former k(k ≤ n)
interest clusters, n expresses the list size of interest cluster;

(6) p∗ constantly discovers new n(p∗) by pt, namely new node, repeat the pro-
cess4.

3.3 Exits Interest Domain

In SNS learning community, nodes may add or delete documents according to
their needs, which leads to themes change. Once their own themes are not similar
to the topics of interest domain, the nodes will exits the interest domain, and
delete nodes in list which are not similar to their own interest. When the original
node p in the interest domain wants to communicate node p∗, it will find the
node p∗ has retired, then node p will update its own repository.

4 Interest Domain Searching Mechanism in SNS
Community

When node q searches, the search request is sent to all the super nodes in local
interest cluster at first, then is proceed within this interest cluster.While the local
super node will also send the same search request to some of the super nodes in
neighbor interest clusters so that request can be proceed in other cluster.
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4.1 Searching within Interest Clusters

The super node pj , which has received the query request, searches through doc-
ument sets of local nodes. Meanwhile, it will also select an appropriate amount
of leaf nodes in the interest cluster to complete the searching task. The process
is as follows:

(1) For entry tn , use the language model p(tn|Mdk
) to calculate the frequency

of tn in the document set Cj :

fn =

∑
dεCj

p(tn|Mdk
)

|Cj |d
(9)

Among them,|Cj |d is the number of documents in document set |Cj | of super
node pj.

(2) Through the introduction of appropriate Kullback-Leibler[8,9](K-L) diver-
gence algorithm calculates the interest similarity of computational node q
and document set Cj :

rel(q, Cj) = KL(q, Cj) =
∑
tn∈q

p(tn|q)| log
p(tn|q)
p(tn|Cj)

| (10)

Put the calculated degree of interest correlation into the descending order
and choose the first K leaf nodes to perform searches.

4.2 Searching between Interest Clusters

Super node pj will forward searching request to other super nodes in the same
interest domain, which need to be appropriate selected from the neighbor cluster
to perform searching, while searching in the local interest cluster. The process
is as follows:

(1) The first super node pj in interest domain receives the requesting from node
q and set a value of TTL[10] (Time-to-Live) for q. Each time the interest
cluster searching performs, TTL will be corresponding reduced 1, and when
TTL=0, turn to search within the domain interest.

(2) Neighbor super node pi receives the forwarded searching, then calculates its
interest vector Vsij = (vsij1, vsij2, · · · vsijn) , the Vsi = (vsi1, vsi2, · · ·
vsin) of node q, and the interest correlation between the two nodes:

Sim(Vsij ,Vsi) =

n∑
k=1

|vsi1k − ¯vsik| · |vsi2k − ¯vsik|√√√√ n∑
k=1

(vsijk − ¯vsijk)
2 ·

√√√√ n∑
k=1

(vsik − ¯vsik)
2

(11)

send the result to pi .
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(3) After pi receives the correlation interest values of neighbor super nodes which
are calculated above, put these nodes in descending order according to their
values, selects the top δ2%, then make these nodes performs the searching
task. Certainly, super node that performs the searching mission will decre-
ment the TTL by one, and then forwards the searching request of q, after
that searching is performed within each interest cluster.

(4) If it is known in advance that which interest cluster the object resources
are in, then the above-mentioned approach of searching will be used within
interest cluster.

5 Simulation Experiment and Performance Evaluation

In the simulation experiment environment, constructing a SNS learning com-
munity peer network with 1000 nodes, and each node was denoted by a specific
data structure. At the beginning, nodes connect to other nodes randomlyand the
average degree are 3. Searching request and response between nodes are passed
by parameters. Experimental data comes from the date set of Domain, Docu-
ment and Topic information in Routing Task of TREC8[11,12,13]. Figures.(a)
and Figures.(b) of Fig.2 respectively show comparison of search success rate and
comparison of average search scope between existing interest discovery algorithm
and searching mechanism proposed in this paper

(a) Comparison of search success rate (b) Comparison of average search scope

Fig. 2. Respectively shows comparison of search success rate and comparison of average
search scope between existing interest discovery algorithm and searching mechanism
proposed in this paper

It can be seen from the comparison of Figures (a) and (b), after the formation
of the effective interest domain, the interest searching mechanism had a high
searching success rate and the average search volume is greatly reduced.
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6 Conclusion

This paper presents an interest-based searching mechanism,which denotes the
interest of learners in greater detailand considers computational complexity and
comprehensiveness of factors to calculate the similarity of interests.This interest
searching mechanism forms the nodes whose interest similarity exceeds a certain
value to an effective interest domainand conducts interest searching within inter-
est cluster or interest domain. The experimental results show that, the searching
mechanism has higher success rate, more stable , and the average searching scope
is smaller.
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Abstract. In abnormal detection, the frequency of abnormal activities
is changed over the time, so it is reasonable that detection algorithms
can be adapted to the frequency’s change. In this work, an adaptive
mathematic model is proposed to improve the adaptive capability. Then
an augmented hybrid immune detector maturation algorithm applied in
anomaly detection is presented. Experiment results show the algorithm
can be adapted to the frequency’s change.

Keywords: Artificial immune system, adaptive capability, hybrid
immune detector.

1 Introduction

Nowadays, Artificial Immune System (AIS) has been applied to many areas
such as computer security, classification, learning and optimization [1]. Negative
Selection Algorithm, Clonal Selection Algorithm, Immune Network Algorithm
and Danger Theory Algorithm are the main algorithms in AIS [2,3].

In abnormal detection, the frequency of abnormal activities is always changed
over the time. So it is required that the detection algorithms can be adapted to
the frequency’s change. When abnormal attack’s frequency increased intensely,
the number of these detectors generated in AIS algorithm must be increased
rapidly. Otherwise, abnormal attacks would be fail because fewer detectors are
generated to detect these abnormal.

In our recent works, inspired from reference [4], Hybrid Immune Detector
Maturation Algorithm (HIDMA) is proposed to combine TMA with affinity mat-
uration and solves the population-adapt problem[5]. Lifecycle Model in HIDMA-
LM is proposed, where the detectors can be adapted to the nonself(abnormal)’s
change [6]. To improve the generalization capability [7],HIDMA-GC (General-
ization Capability) is proposed[8].

In this work, a frequency adaptive mathematic model is proposed to improve
the adaptive capability, so the number of detectors generated can be adapted to
the change of the abnormal activities and its frequency. At last the algorithm
HIDMA-FA(Frequency Adaptive) is proposed.

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 691–699, 2014.
c© Springer International Publishing Switzerland 2014
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2 Related Work

2.1 Match Range Model

U={0,1}n ,n is the length of binary string. The normal set is defined as selves
and anomaly set is defined as nonselves. selves∪nonselves=U. selves∩nonselves=
Φ. There are two binary strings Sg=g1g2. . . gn, Sb=b1b2. . . bn. The hamming
distance between Sg and Sb is:

d(Sg,Sb) =

n∑
i=1

gi ⊕ bi (1)

The detector is defined as dct = {<Sb, selfmin, selfmax>|Sb∈U, selfmin,
selfmax∈N}. selfmax is the maximized distance between dct.Sb and selves , self-
min is the minimized distance. The detector set is defined as DCTS. Selfmax and
selfmin is calculated by setMatchRange(dct, selves), i∈[1, |selves|], selfi ∈selves

setMatchRange =

{
selfmin = min(d(selfi, dct.sb))
selfmax = max(d(selfi, dct.sb))

(2)

[selfmin,selfmax] is defined as self area. Others are as nonself area. The antigen
is defined as Ag= {<Sg >|Sg∈U}, The antigen set is defined as AGS.

Suppose there is one antigen ag∈AGS and one detector dct ∈ DCTS. When
d(ag.Sg,dct.Sb) /∈[dct.selfmin, dct.selfmax], ag is detected as anomaly. It is called
as Range Match Rule (RMR) shown in equation3.Value true means that ag is
anomaly.

RMRMatch(ag, dct) =

{
false, d(ag.sg, dct.sb) ∈ [dct.selfmin, dct.selfmax]
true, d(ag.sg, dct.sb)in[dct.selfmin, dct.selfmax]

(3)
Based on RMR, the detect procedure detect(ag,DCTS) is defined as equa-

tion4. True means that ag is anomaly.

detect(ag,DCTS) =

{
true, ∃(dctk ∈ DCTS), RMRMatch(ag, dctk) = true

false, others
(4)

2.2 The State Transformation Model

In this model, the antigen is redefined as Ag= {<Sg,state,undetectedCount
>|undetectedCount∈N, state∈{‘new’,’suspect’,’self’,’nonself’}}.The detector is
redefined as dct = {<Sb, d, harmmax, selfmin, selfmax,state,lifecycle, detectedAg-
Num, oldDetectedAgNum >|d,harmmax, selfmin, selfmax,lifecycle, detectedAg-
Num, oldDetectedAgNum∈N,state∈{‘new’,’highest’,’maturation’,’die’}}.

Other properties in the definition of Ag, dct are calculated by the following
steps:

M = |AGS|, N = |DCTS|, i ∈ [1,m], j ∈ [1, N ] (5)



Improving the Frequency Adaptive Capability 693

The value i is the index of antigen in AGS and the value j is the index of detector
in DCTS. The value of d is the distance between dct and current antigen Ag.

In equation 6, If detector y detects the antige i, antigen i is changed to nonself
antigen and detector y is changed to maturation detector. The detectedAgNum
of detector y is increased . DCTSiM is defined as the set of detectors which can
detect the antigen i as nonself.

if(RMRMatch(Agi,dcty))⎧⎪⎪⎨⎪⎪⎩
Agi.state = ’nonself’
dcty.state = ’maturation’
dcty.detectedAgNum = dcty.detectedAgNum + 1
DCTSiM = DCTSiM ∪ dcty

(6)

In equation 7, rlife is a parameter used to control the lifecycle of maturation
detector. Suppose detector dctm has the max detectedAgNum, dctm’s lifecycle
is increased after agi is detected. So dctm can be reserved to detect more similar
antigens and the generalization capability of the algorithm is improved. If rlife
is set to ∞, it will not die.

∃dctm ∈ DCTSiM
dctm.detectedAgNum = max(dct*.detectedAgNum)

AgNum = dctm.detectedAgNum − dctm.oldDetectedAgNum
if(AgNum > 0){
dctm.lifecycle = dctm.lifecycle + rlife*AgNum
dctm.oldDetectedAgNum = dctm.detectedAgNum
}

(7)

Other detail is required to reference to[8].

3 Frequency Adaptive Model

Wgen is defined as the sample window’s size. g is the generaton’s value.Ng is
defined as the number of abnormal detected in generation g. α and β are the pa-
rameters used to control the lifecycle of one detector. In this paper, the equation
7 is changed as the equation 9.

Fg = Ng/Wgen (8)

∃dctm ∈ DCTSiM
dctm.detectedAgNum = max(dct*.detectedAgNum)
AgNum = dctm.detectedAgNum − dctm.oldDetectedAgNum
if(AgNum > 0){
dctm.lifecycle = dctm.lifecycle + α*AgNum + β ∗ Fg

dctm.oldDetectedAgNum = dctm.detectedAgNum
}

(9)

AgNum is the number of abnormal detected in current generation g. The
detector with bigger AgNum can be reserved to detect more similar antigens
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and the generalization capability of the algorithm is improved. Furthermore,
the bigger the frequency of abnormal activities is, the longer the winner in the
detectors population can live.

4 Experiments

The objective of the experiments is to investigate the frequency adaptive ca-
pability. Experiments are carried out using the famous benchmark Fisher’s Iris
Data. Minimal entropy discretization algorithm is used to discretize these data
sets [9].

Table 1. The value of the parameters

Parameters Values

Wgen 5,10,20,40,100
α 0,5,10,15,20,30,40
β 0,5,10,15,20,30,40

For verifying the adaptive character, nonself data are changed every 20 gener-
ations, maxundetectCount=maxg. In the Iris Data, It has 4 attributes and has
total 150 examples with three classes: ’Setosa’, ’ Versicolour’, ’ Virginica’. Each
class has 50 examples. ’ Virginica’ is considered as normal data. The other two
are considered anomaly and injected into the algorithm in turn and repeatedly.
The proposed algorithm HIDMA-FA runs for 10 times especially with different
Wgen,α,β which are list int table 1. The max generation maxg=1000000.

4.1 Frequency’s Curve

In Fig.1 , it is shown that the value of Frequency can reflect the change of nonself.
The smaller the value of Wgen is, the bigger the change range is. The frequency’s
value Fg is reflected more precisely with the change of nonself at Wgen=5, So
Wgen=5 is choose as a based condition in the following discussion.

Fig. 1. The frequency’s curve using Iris Data
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4.2 Comparison of Generalization

(a)

(b)

Fig. 2. Comparing with HIDMA-GC

In Fig.2 , when β =0, the algorithm is similar with HIDMA-GC. So it is shown
that α can regulate the generalization capability in HIDMA-GC in Fig.2(a). Sim-
ilarly, the Generalization’s value is increased with β in most case in Fig.2(b), so
HIDMA-FA(β>0) has more generalization capability than HIDMA-GC(β =0).

But in β =20, the generalization’s value is smaller than others sometimes
especially when generation is larger than 500. It is because that the valid detector
is easy to life for longer when the change interval of nonself’s number is less
than 20 and there is no life pressure to force the detectors to improve their
generalization capability. In a word, HIDMA-GC can improve the generalization
capability through the Frequency Adaptive Model.

4.3 The Effect of α and β

As the bigger α and β are, longer the lifecycle of the detectors are, so the number
of detectors become more and more with α,β increasing in Fig.3. The smoothness
of the curve reflects the stability of the detector population.
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(a)

(b)

Fig. 3. The number of detectors

In Fig.3(a), α can regulate the number of detectors and improve the general-
ization capability of the detectors. In Fig.3(b), it is shown that the number of
detectors is sensitive with the change of nonself shown in Fig.1 and the changed
frequency of the number of detectors is different with β changing. So β can reg-
ulate the degree of detector population’s response to the nonself’s change. In a
word, α and β have different function, one for population capability, generaliza-
tion capability and one for frequency adaptive capability.

As β can regulate the degree of detector population’s response to the nonself
‘s change, the total number of antigen detected by the detector population is
sensitive with β in Fig.4(b).

The stability of the detector population will influence the agent’s detection.
It is discussed that α can regulate the number of detectors and improve the
generalization capability of the detectors. When α is increasing, the detector
population’s stability is improved in Fig.3(a). So the average number of antigens
detected by all detectors is sensitive with α in Fig.5(a).
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(a)

(b)

Fig. 4. The total number of antigens detected

(a)

Fig. 5. The average number of agentigens undetected
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(b)

Fig. 5. (Continued)

5 Conclusion

In this work, to improve the frequency adaptive capability, an augmented HIDMA
algorithm (HIDMA-FA) is proposed. The results show that the frequency adaptive
capability is improved. It is concluded that HIDMA-FA has the different regula-
tion functions through α and β. α is used for the population capability, general-
ization capability. β is used for the frequency adaptive capability. Furthermore,
the optimized α and β are required to be solved in the future.
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Abstract. Time synchronization is one of the most important premises for 
many applications in wireless sensor networks, including data fusion, target 
tracking, military surveillance, etc. Existing protocols generally suffered from 
higher energy consumption, worse accuracy or applicable only in small wireless 
sensor networks. In this paper, we propose a novel cluster based time synchro-
nization method for large-scale wireless sensor networks. First, a cluster tree is 
constructed as the backbone. Then, after network clustering is completed, dif-
ferent time synchronization mechanisms are applied within cluster head nodes 
and cluster members, respectively. The theoretical analysis and simulation re-
sults show that the proposed algorithm can effectively reduce energy consump-
tion comparing to existing protocols, while it also achieves the high accuracy of 
time synchronization.   

Keywords: Time synchronization, clustering, energy efficient, wireless sensor 
networks. 

1 Introduction 

Time synchronization is one of the most important premises for many applications in 
wireless sensor networks (WSN), such as data fusion, node localization, target track-
ing, military surveillance, and so on. Because of the large number of sensor nodes, 
WSN generally is limited in the nodes’ energy, network communication bandwidth, 
processing power, etc. Therefore, the design and implementation of time synchroniza-
tion in WSN must consider much about good scalability, low energy consumption and 
high reliability, etc. [1]. On the other hand, due to the inherent characteristics of the 
hardware, the internal clock of node always has the cumulative deviations over time. 
Thus, the time synchronization aims at eliminating this deviation, and reaching the 
time synchronization of the entire network. Therefore, due to those limitations, it is a 
big challenge to explore an energy efficient time synchronization mechanism for WSN. 
                                                           
* This work was supported by the National Natural Science Foundation of China (No. 61103216), the  

Natural Science Foundation of HuBei Province of China (No. 2011CDB458), the Natural Science  
Foundation of HuBei Province of China (No.2013CFB295), and the Specialized Research Fund for the 
Doctoral Program of Higher Education of China (No. 20110141120038). 
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Many time synchronization protocols and approaches [2] have been proposed by 
research scholars and institutions recently. Broadcast is the most direct way to achieve 
synchronization among nodes receiving the message. However, it can only be 
achieved among nodes within the transmission radius, and the energy consumption 
for time synchronization is relatively high. Moreover, sometimes the root for broad-
casting may become the most vulnerable point of the network. M. Maróti et al pro-
posed to mark time stamp in the MAC layer for synchronization. But it required more 
support from hardware, thus is not suitable for general circumstances. Hierarchical or 
tree-based methods are effective ways for applications in large-scale networks. Exist-
ing such methods suffered from higher computation complexity, or lower synchroni-
zation accuracy in exchange for complexity reduction.  

To avoid the drawbacks of existing approaches stated above, we proposed a  
Cluster-based Time Synchronization (CTS) protocol for large scale wireless sensor 
networks. The networks are divided into several clusters first. All the cluster heads 
and the root are constructed as a tree and act as the backbone for the network. Then 
different time synchronization mechanisms are applied within the cluster heads tree 
and inside each cluster respectively, so that the overall energy consumption can be 
significantly reduced. The performance of the proposed CTS mechanism is verified 
through theoretical analysis and simulations. We also compare our CTS protocol with 
existing TPSN protocol. As shown from the simulation results, CTS achieves higher 
energy efficiency by significantly reducing the entire communication overhead with-
out increasing much on the synchronization deviation. 

The paper is organized as follow. Section II introduces the related works in time 
synchronization. We illustrate the proposed protocol in detail and corresponding  
theoretical analysis in Section III. The performance evaluation is given in section IV. 
Finally we conclude this paper in Section V. 

2 Related Work 

The problem of time synchronization in WSN was proposed by Jeremy Elson and 
Kay Romer et al. in 2002 HotNets[2] conference. This concept has a far-reaching 
impact on wireless sensor networks. Later on, researches on time synchronization for 
wireless sensor networks began to flourish. Research scholars and institutions have 
proposed many time synchronization protocols [2], such as RBS[3], TPSN[4], 
DMTS[5], FTSP[6], LTS[7], SLTP[8] and so on. 

RBS (Reference Broadcast Synchronization) [3] protocol is one of the most classic 
time synchronization protocol, based on the idea of third-party node making time 
synchronization. In this algorithm, nodes broadcast messages to their neighboring 
nodes. These neighboring nodes exchange the information about their receiving time, 
and calculate the time deviation value so as to achieve time synchronization within 
this group. The main limitation of RBS is the time synchronization can only be 
achieved among nodes within the transmission radius, and the energy consumption 
for time synchronization is relatively high. 
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TPSN (Timing-Sync Protocol for Sensor Networks) [4] protocol is a time  
synchronization algorithm that suitable for the whole wireless sensor networks. The 
synchronization algorithm has two-stage processes: network classification and time 
synchronization. First, the network is divided into several levels. There is only one 
node at level 0 and is called the root node. In the time synchronization phase, the i-th-
level node has bidirectional synchronization with the (i-1)-th-level node, and then the 
(i+1)-th-level node has bidirectional synchronization with the i-th-level node. This 
process is repeated until all nodes reach the synchronization. The synchronization 
accuracy of TPSN is higher than that of RBS, and the scalability of TPSN is better as 
well. However, as the network has only one root node, it has higher probability to 
bring about single point of failure. 

DMTS (Delay Measurement Time Synchronization) [5] protocol realizes time  
synchronization among nodes by estimating and measuring the unidirectional trans-
mission delay. Compared with the synchronization protocols stated above, the com-
munication overhead of DMTS is smaller, the computation complexity is lower, but 
its synchronization accuracy is worse than RBS and TPSN. 

FTSP (Flooding Time Synchronization Protocol) [6] protocol estimates bit offset 
by marking time stamp in the MAC layer and using the linear regression method. It 
reduces the probability of delay, and improves synchronization accuracy. FTSP also 
takes many factors into account, such as the root node selection, link failure, the  
root node failure, the topology changes, redundant information and the problem of 
multiply root nodes. It has strong robustness, but the versatility is poor. It needs more 
hardware to support it, and the energy consumption is relatively high. 

LTS (Lightweight Tree-Based Synchronization) [7] protocol is a time synchroniza-
tion protocol based on spanning tree. To reduce the protocol complexity, it decreased 
the requirements for the synchronization accuracy. Therefore, the time synchroniza-
tion accuracy is relatively low. Meanwhile, its synchronization accuracy is associated 
with the depth of the network spanning tree. The greater the depth, the lower the  
accuracy. 

SLTP (Scalable Lightweight Time Synchronization) [8] protocol is a cluster-based 
time synchronization protocol. It includes configuration phase and the synchroniza-
tion phase. It has static mode and dynamic mode respectively, and therefore is  
adaptable to both static and dynamic networks. But the computation process is quite 
complicated. 

The research on time synchronization in WSN starts about ten years ago, but it has 
already produced a lot of research achievements. However, some of the protocols and 
algorithms stated above only take into account the small-scale networks, and are not 
suitable for the large-scale networks. Some other cluster-based protocols can be ap-
plied to the large-scale network, but the corresponding energy consumption is too 
high. So it is necessary to explore an energy-efficient time synchronization protocol 
that is applicable to a large-scale network. 
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3 Time Synchronization 

We proposed a novel cluster-based time synchronization protocol for wireless sensor 
networks. The proposed protocol is fully distributed, based on sensor collaboration. 
Before going to the specification of the protocol, we first introduced the network 
model and some assumptions that should follow. 

3.1 Network Model 

The network is first divided into several clusters by MLC algorithm [11]. Clustered 
network model is shown in Figure 1. Sensors should follow the specific conditions 
stated below [9]: 
 Sensors are homogeneous and have the same transmission radius, except the 

sink node [10]. 
 Sensors are randomly deployed in the monitoring area, and remain static after 

their deployment. 
 All sensor nodes in the network have a unique ID. 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Clustering Network Architecture 

3.2 Time Synchronization between Cluster Heads 

The sink node and all cluster head nodes together are considered as the backbone for 
the network. A bidirectional protocol similar to TPSN can be used to achieve time 
synchronization among backbone nodes [12]. 

Here, we explain the details about time synchronization between two nodes. As 
shown in Figure 2, T1 and T4 represent the local time of node A, T2 and T3 represent 
the local time of node B. At time T1, the node A sends a time synchronization packet 
to node B. The time synchronization packet contains the information of node A’s 
level and the value of T1. Node B receives the synchronization packet at time T2. 

Sink

1 2 3 4 i
The first level cluster head

1 2 3 j 1 2 3 j

1 2 3 j
1 2 3 j

The second level 
cluster head

The (i-1)-th level 
cluster head

The i-th level 

cluster head



704 J. Zhang, S. Lin, and D. Liu 

 

Here T2=T1 + Δ + d, where Δ represents the time deviation between A and B and d 
represents the transmission delay from A to B. At time T3, the node B sends an ac-
knowledgment packet to the node A. The acknowledgment packet contains the infor-
mation of node B’s level and the values of T1, T2, T3. Then node A receives the 
packet at time T4. Assume that the time deviation and transmission delay is constant, 
then node A can calculate the numbers. 

 

Fig. 2. Bidirectional Time Synchronization between Two-level Nodes 

Specifically, according to the data transmission process between nodes A and B 
(Fig.2), we can get the following two equations: 

 T2=T1+Δ+d   (1) 

 T4=T3-Δ+d (2) 

From the above two equations, we have: 
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After time deviation Δ is calculated, node A is able to achieve time synchroniza-
tion with the reference node B by adjusting with the deviation value. 

Based on the time deviation obtained, the time synchronization process will be op-
erated as follow. First, the sink node starts time synchronization by broadcasting a 
time synchronization package to all cluster heads in 1st-level. After receiving the 
package, all cluster head nodes in the 1st-level wait for a random amount of time to go 
on bidirectional message exchange process with the sink node. Waiting a random time 
can help to avoid collisions on the data link layer. After receiving the response mes-
sage, the cluster head nodes adjust their time to achieve time synchronization with the 
sink node. Similarly, the cluster head nodes in the 2nd-level also overhear messages 
during the exchange process. When they receive the message, the nodes will wait for 
a random time, and then begin the bidirectional message exchange process [13] with 
the 1st-level head nodes. 

This process is repeated until all cluster head nodes of the backbone finish time 
synchronization with the sink node. 
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3.3 Time Synchronization between Cluster Head and Members 

The number of nodes in the cluster is much larger than the number of cluster head 
nodes. In order to reduce energy consumption of time synchronization for cluster 
members, we adopt a unidirectional synchronization broadcasting mechanism by 
cluster head nodes to perform time synchronization among nodes in the cluster. 
 

t0

Sending 
node

Synchronization    
information

MAC 
delay

Send 
preamble  
symbols Send data

Receive 
ACK

Receiving 
node

Receive 
data

Send 
ACK

t1  t2

Receive 
preamble  
symbols

 

Fig. 3. Time synchronization process between head and members 

After the i-th-level cluster heads complete time synchronization with the (i +1)-th-
level cluster heads, the i-th level cluster head nodes will start time synchronization 
process within the corresponding cluster. Synchronous message exchange process is 
shown in Figure 3. The cluster heads keep monitoring the communication channel 
with each cluster members. When the channel became idle, they generate a synchro-
nization packet with timestamp marked as t0. Note that before sending the synchroni-
zation packet, cluster head nodes will send the preamble symbols, in order to  
synchronize with the receiving node. Based on the length of preamble symbols n and 
the forwarding time t per bit, we can estimate the transmission time nt for the entire 
preamble symbols. When synchronization packets arrive, receiving nodes mark the 
timestamp as t1, adjust their local clock recorded as time t2 before and change it to 

)12(0 ttntt −++ . 
When all sensor nodes in the network reached a time synchronization state, the op-

eration is completed. 

3.4 Deviation Analysis 

As we use different time synchronization mechanisms for cluster head nodes and 
cluster members respectively, the synchronized deviation analysis for the proposed 
protocol should be divided into two parts [14] as well. 

3.4.1   Deviation Analysis about Time Synchronization between Cluster Heads 
Consider the similar situation in the message transmission process in Figure 2, where 
node A sends a message packet to node B. The time at each node according to internal 
clock is represented by uppercase letters (i.e., T1, T2), while the external standard 
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time is denoted by lowercase letters (i.e., t1, t2). We can obtain the following  
equations: 
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Here, AS  represents the time for node A to send a packet, BAP →  represents the 

transmission time between node A and node B, BR  represents the time for node B to 

receive a packet. All these denotations are based on external standard clock. 
BA

tD →
1  

represents the clock drift between node A and node B at time t1.  
Then node B sends a response message at time T3, and node A receives the mes-

sage at time T4. Thus, we have 
BA

t
AABB DRPSTT →→ ++++= 434 , where BS  represents the 

time for node B to send a packet, ABP →  represents the transmission time between 

node A and node B, AR  represents the time for node A to receive a packet. 
BA

tD →
4  

represents the clock drift between node A and node B at time t4. 

Because  
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where 
BA
ttRD →

→ 41  represents the relative clock drift between node A and node B from 
time t1 to time t4. 

And we can obtain the following result: 
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where S, R and P represent the deviation of sending delay, receiving delay and trans-
mission delay, respectively. They can be derived from the following formula. 

BA SSS −=    (7)

ABBA PPP →→ −=   (8)

AB RRR −=   (9)

Note that 
BA

tD →
4  is the clock drift between node A and node B at time t4. Thus the 

deviation of time synchronization will be 

2
41

4

BA
ttBA

t
RDRPS
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→
→→ +++=−Δ=

  
(10)

As shown from the results above, the deviation of time synchronization among clus-
ter head nodes has a linear relationship with respect to the deviation of sending delay, 
transmission delay, receiving delay and the relative clock drift between two nodes. 
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3.4.2   Deviation Analysis about Time Synchronization between Cluster Head 
and Members 
Similarly with the methodology of denotations in section 1), uppercase letters are 
used to represent the time at each node according to internal clock (i.e., T0, T1), and 
lowercase letters are  external standard time (i.e., t0, t1). As shown in Figure 3, the 
unidirectional synchronization process is: 

BA
t

BBABA DRPTTT →→→ ++++= 002   
(11)

BA
tt

BA
t

BA
t RDDD →

→
→→ += 2020   

(12)

Here, BAT →  represents the time for preamble symbols transmission from node A 
to node B, BAP →  represents the transmission time of a packet between node A and 

node B, BR  represents the time for node B to receive a packet, 
BA

tD →
1  represents the 

clock drift between node A and node B at time t0. And then: 

devdevBBA RTTTntRT +−++=+→ )12(   
(13)

(n represents the length of the preamble symbols, t is the time for each bit, devT and 
devR  denote the deviation for transmission and reception, respectively.） 
Thus the clock drift within the cluster is: 

devdevBA
tt

BA
t

BA TRRDDP ++++=Δ →
→

→→
202   

(14)

Then the synchronization deviation for cluster members is: 

devdevBA
tt

BABA
t TRRDPDDeviation +++=−Δ= →

→
→→

202   
(15)

Note that the synchronization mechanism within each cluster is unidirectional, 
therefore it is unable to eliminate the deviations during the transmission and reception 
process. 

4 Performance Evaluation 

In this section, we will study the performance of the proposed CTS protocol through 
simulations. We compare CTS with the classical protocol TPSN. The performance of 
both protocols are measured in two metrics:  

a) Synchronization deviation: the average time synchronization deviation of the en-
tire network, i.e., the average time deviation of all nodes with respect to the sink node;  

b) Transmission cost: The number of packets transmitted throughout the network 
during a time synchronization procedure. This metric is to evaluate the energy  
efficiency of the protocol. 
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4.1 Simulation Settings  

The simulation environment is Ubuntu + NS2.34. Since NS-2 platform currently has 
no time synchronization module for wireless sensor networks, we conduct extensions 
and add the synchronization module to the NS-2 platform [15]. NS2 simulators use 
two approaches to record the results. One is the trace file, which records the simula-
tion data during the process; the other one is NAM. Finally, we get the results [16] 
through analyzing trace files. 

Record that a cluster heads tree is first constructed as the backbone for synchroni-
zation. We denote hierarchy (X-axis in Fig.4) as the levels of the cluster heads tree. It 
means the member of the x-th level cluster (the cluster head is on the x-th level) is 
x+1 hops away from the root. We have two sets of experiments. In the first set, the 
number of nodes is fixed at 200. The cluster heads tree hierarchy is increased from 0 
to 7. The objective is to see the variation of synchronization deviation with respective 
to the hierarchy. In the second set, the nodes number is varied from 150 to 400, to see 
the average transmission cost during each round of time synchronization. Mobile 
nodes are randomly deployed in a two dimensional 200×300 network area. Nodes 
use the omni-directional antenna. The transmission range is fixed at 30m. Each  
point drawn in the diagrams below is an average of 30 trials, with 95% confidence 
intervals. 

In accordance with previous experimental parameters, we write TCL script, which 
also includes the definition of component type, delay model, interface queues and 
other detailed parameters. After we finish Tcl scripts, network simulation experiments 
can be carried out. Finally, from the generated trace files, we obtain the following 
results [17]. 

4.2 Analysis 

Figure 4 shows the accuracy of time synchronization vs the hierarchy of cluster heads 
tree. As shown from the figure, the synchronization deviation of both protocols in-
crease as hierarchy rises up. This is consistent with the intuition. Each cluster head 
of i-th level is synchronized with the cluster head of i-1-th level. Due to the inherent 
characteristics of the hardware, the internal clock of node always has the cumulative 
deviations over time. Thus after several rounds of synchronization from the top to the 
leaf of the tree, there will be larger and larger deviation.  

The synchronization deviation of CTS is slightly larger than that of TPSN. Note 
that TPSN uses the bidirectional synchronization mechanism. Differently, in CTS 
protocol, only nodes on the backbone (i.e., the cluster heads) use the bidirectional 
synchronization, while the cluster members apply the unidirectional synchronization 
mechanism. The deviation  caused by different cluster may accumulated as well. As 
the number of the cluster members is much larger than that of cluster heads, the syn-
chronization deviation of members occupies a larger proportion of the results. How-
ever, we can see from the figure that the increasing ratio of CTS is not high, which 
can meet the accuracy requirements of wireless sensor network in most applications. 
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Fig. 4. Relationship between hops and synchronization deviation 
 

 

Fig. 5. The relationship between node numbers and message numbers 

 
Figure 5 shows the relationship between transmission cost and node numbers. As 

we can see from the figure, both protocols have the rising curves when nodes number 
increases. It is easy to understand when nodes number grows, more nodes needs to 
run the synchronization mechanism. But the transmission cost of proposed CTS pro-
tocol is much smaller than that of TPSN. Note that the overhead by TPSN increases 
sharply with the increase of the number of network nodes, while the increasing of 
CTS is more steady. This is because the bidirectional synchronization between a pair 
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of nodes requires more complex operations and cost more energy. In CTS, when 
nodes number increases, as the hierarchy stays fixed, most nodes will be recruited as 
the cluster members which only receive the packets from corresponding cluster head, 
thus the energy cost for packet transmission will not increase much. Therefore we can 
conclude that the CTS is more suitable for large scale networks. 

5 Conclusion 

Time synchronization is important for most applications in wireless sensor networks. 
Existing protocols suffered from higher energy consumption or lower synchronization 
accuracy, especially for large scale networks. In this paper, we propose an energy 
efficient time synchronization protocol CTS, which is based on cluster mechanism. A 
cluster heads tree is constructed as the backbone first. Then the cluster head nodes and 
cluster members apply different time synchronization methods, so as to achieve high 
energy-efficiency. The performance of CTS is evaluated through theoretical analysis 
and simulation. 

The proposed CTS protocol is designed for large scale wireless sensor networks 
with an idealized network environment. For future work, we are going to design syn-
chronization protocols for applications in a more realistic environment, such as with 
signal interference or nodes mobility. Secondly, the hierarchy of the cluster heads tree 
is one of the most important factors for the efficiency of the protocol. So next we will 
also try to find out the best configuration of hierarchy and nodes number. 
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Abstract. Context-based Adaptive Binary Arithmetic Coding (CABAC) is a 
method of entropy coding which is widely used in the next generation standard 
of video coding called High Efficient Video Coding (HEVC). It processes the 
amount of transform coefficients. Due to the complexity of CABAC, it accounts 
for the significant portion of the whole coding efficiency. Based on the feature 
of CABAC and transform coefficients, a fast CABAC algorithm is proposed in 
this paper by reducing the number of bins to be processed. Experiment results 
show that the proposed method achieves about 5.99% times saving in average 
of QP=17 with little performance degradation compared with the CABAC 
algorithm in test model HM-6.0. 

Keywords: CABAC, transform coefficients, entropy coding, HEVC, bypass 
coding. 

1 Introduction 

Entropy coding is a kind of lossless coding method which is adopted in the last stages 
of video encoding. It converts the data of video to bits stream which are suitable to be 
transmitted and stored. Comparing with other methods of entropy coding, Context-
based Adaptive Binary Arithmetic Coding (CABAC) can get high compression 
efficiency very close to the theoretical limit by taking full advantage of the feature of 
CABAC and the dependency of the data. It also maps the data to a certain decimals 
and updates the probability adaptively. So it is currently being the unique algorithm in 
HEVC entropy coding. 

While CABAC provides high coding efficiency, it needs to process a series of 
syntax elements, and its coding speed is restricted by high computational complexity. 
The problem of how to improve throughputs of CABAC is becoming more and more 
emergency. 

Several techniques are used to improve CABAC, it can be described as two ways: 
1) improving the speed of coding by reducing the coding complexity [1][2][3], 2) 
improving the coding efficiency by adopting parallel processing [4][5][6]. 

Based on the analysis of the CABAC coding flow and its feature, a fast algorithm 
will be proposed in this paper. The remainder of this paper is organized as follows. 
Section 2 briefly introduces CABAC entropy coding. Section 3 provides a fast 
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CABAC algorithm. Section 4 presents the result of the proposed algorithm and 
compares it with the original algorithm.  The conclusion is given in section 5.   

2 Overview of Cabac 

2.1 Process of CABAC 

Fig. 1 shows the CABAC encoding process. It can be described as follow: 
Binarization:  In binarization stage, CABAC uses a bits stream with only “0” or 

“1” to encode the data of video by converting the non-binary value to the binary 
value. Several binarization forms are adopted such as unary, truncated unary, k-th 
order Exp-Golumb, and fixed length. The binarization form is selected based on the 
type of syntax element. And some combinations of them are often used. This process 
may be skipped when the initial value is binary. The output of the binarization is the 
mapped bins of syntax elements. 

Context Modeling: Context model is a probability model for one or more bins of 
binarized symbol. The probability of context model is adaptive by the value of the 
previously coded bins. Bins with similar distributions often share the same context 
model. Once the encode process of one bin is over, the context model may switch 
from one to another. 

Determination: There are two ways to process arithmetic coding, regular mode and 
bypass mode.  It can be determined by the probability of bins. 

Regular: CABAC set a range with initial value of 0 to 1, and divided it to two 
subintervals by the probability of the current encode bin. Then it selects one of the 
subintervals which the value of bin belongs to, and divided it to two subintervals by 
the probability of the next bin. After several divide and select, a certain range can be 
obtained. This process will be repeated until it gets a certain range. Finally, any 
decimal in this range can represent the input bins stream approximately. 

Bypass: Bypass coding is a coding mode of CABAC for reducing its complexity. It 
is used to encode a symbol having equal probability by assuming probability of 0.5 
for each bin value. When bypass mode is selected, the modeling process of the input 
bins is simply skipped. For bypass coding, the division of the range can be done by a 
shift, which will make it easier to be process than the regular recursion way. 

 

 

Fig. 1. Process of CABAC 
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2.2 The Feature of CABAC 

2.2.1 Arithmetic Coding 
The essence of arithmetic coding is it maps a decimal not for a single bit but for a 
whole input bits stream. And the principle of arithmetic coding is based on the 
recursive sub-division of interval selection. Once the original interval is set to [0, 1], 
and the sub-interval are repeated, according to the probability, the length of the range 
becomes more and more precise. In other words, the value becomes more and more 
close to its optimum. The division process can be described by diagram Fig. 2.  
 
 

 

Fig. 2. Diagram of Arithmetic Coding  

2.2.2    Self-Adaptive Update 
The probability distribution of the input bits stream is variable. It changes with the 
dependency of the coded bits. Using binval as the current encoding bit and takes Z as 
the former bits stream have been encoded. Then the probability of current bit is the 
conditional probability that equals to P(binval∣Z). CABAC trade-off the complexity 
and the coding efficiency by set a table of context. The update of probability is based 
on some principles [7]. 

3 The Proposed Fast CABAC Algorithm 

3.1 The Bottleneck of CABAC 

CABAC has essential bottleneck in the video coding. The coding efficiency of 
CABAC is determined based on the number of binary bins that it can process in a 
certain time. And the dependencies of the data make it very difficult to process in 
parallel. 
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3.2 The Proposed Algorithm 
The video coding unit bases on the block. They can be described with coding unit 
(CU), predict unit (PU), and transform unit (TU). Rather than sending all the 
information about the video, CABAC only transmit the transform coefficients to 
reduce the number of the bits. And the processing of transform coefficients accounts 
for the significant portion of the whole coding efficiency. 

However, in 4×4 TU, after series operations of prediction, transformation, and 
quantization, it can be represented in few non-zero transform coefficients. And those 
non-zero transform coefficients are concentrated on the top left corner. That means in 
a 4×4 TU, there are few coefficients to be transmitted. 

The proposed algorithm of CABAC in this paper is mainly focus on how to remove 
the dependence of the data and reduce the transmitted bits in 4×4 TUs. 

Fig. 3 shows an example of transform coefficients in a 4×4 TU. The scan order of 
these transform coefficients is based on a certain kind of scan mode. In this case, it 
adopts diagonal scan mode and the encoded symbols for these coefficients is in 
inverse scan order. 
 

 

Fig. 3. Transform Coefficients in a 4×4 TU 

In HEVC, the processing of these transform coefficients are described as 
following: 

last_significant_coeff_flag_x (LSCFX) and last_significant_coeff_flag_y 
(LSCFY): At first, the algorithm transmits the value of coordinate for the last 
significant coefficient position in the TU. 

significant_coeff_flag (SCF): If the current position is not the last significant 
coefficient, the algorithm transmits a significant_coeff_flag to indicate whether the 
transform coefficient is non-zero.  

coeff_abs_level_greater1_flag (ONE): CABAC using ONE to indicate whether the 
absolute value of transform coefficient is greater than 1. 

coeff_abs_level_greater2_flag (ABS):  CABAC also using ABS to indicate 
whether the absolute value of transform coefficient is greater than 2 with ONE as 1. 

coeff_abs_level_remaining (REM):  When the transform coefficient is greater 
than 2, REM indicates the remaining value of the transform coefficient’s absolute 
value minus 3. 

coeff_sign_flag (SIGN): Coeff_sign_flag shows sign information of the non-zero 
transform coefficients. 
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Table 1. Transform coefficients in HEVC 

No. 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 

COEFF 0 0 0 0 0 0 -1 0 3 0 -1 1 5 -2 4 7 

LASTX 3 

LASTY 0 

SCF 0 0 0 0 0 0 1 0 1 0 1 1 1 1 1 1 
ONE 0 0 0 0 0 0 0 0 1 0 0 0 1 1 1 1 
ABS 0 0 0 0 0 0 0 0 1 0 0 0 1 0 1 1 
REM 0 0 0 0 0 0 0 0 0 0 0 0 2 0 1 4 
SIGN 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 

 
 
Sending the X, Y position rather than LSCF can avoid the data dependency of 

LSCF and SCF. And it makes LSCF and SCF be processed in parallel. 
Considering all the feature of transform coefficients, several technic can be taken 

to obtain further efficient improving. As mentioned earlier, there are many zero 
transform coefficients in the TUs. The SCF, ONE and ABS are encoded with adaptive 
context models, which will be the main bottlenecks of HEVC throughput. It is not 
necessary to use lots of bits to transmit all of these zero transform coefficients. To 
reduce the number of context coded bins, Jianle Chan suggested to process only 8 
ONE and 1 ABS [8]. 

There only a few non-zero transform coefficients of ONE, even fewer of ABS in a 
4×4 TU. As shown in tables 9-29 and 9-30 in JCTVC-J1003 [9], the initial process of 
ABS is much simpler than ONE. A fast CABAC algorithm for transform coefficients 
is proposed by skipping ABS to further reduce the number of coding bits. 16 context 
coded ABS in the worst case will be removed. And then, the values of REM are 
changed correspondingly to account for the missing ABS.  The throughput can be 
improved by reducing the number of context coded bins and using bypass coded bins. 

4 Experiment Results 

4.1 The Parameter of Experiments 

Two kinds of experiments were designed to verify coding efficiency of the proposed 
algorithm. In the first one, three sequences of different classes were selected by 
setting three configuration files with QP=32: encoder_randomaccess_main.cfg, 
encoder_lowdelay_main.cfg, encoder_intra_main.cfg. In the second one, three 
sequences of different classes were selected by setting one configuration files 
encoder_intra_main.cfg with 4 different QPs (17, 22, 27, 32) respectively. In order to 
compare coding performance of the proposed method and the original methods, we 
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encode 100 frames for each condition. And the experiments adopted HM-6.0[10] as 
the test model. 

4.2 The Simulations Results 

Comparison between the proposed algorithm and original algorithm in test model 
HM-6.0 are shown in TABLE 2 and TABLE 3. According to the result in TABLE 2, 
the average time reduction of three sequences is 2.68%, 2.25%, and 5.41%.  

The average time reduction of the configuration files (encoder_intra_main.cfg, 
encoder_lowdelay_main.cfg and encoder_randomaccess_main.cfg) is 1.48 %, 6.38%, and 
2.49% respectively. The time reduction of proposed method is about 3.45% in average. 

The time reduction of sequence crowd_run is much higher than others. And within 
three configuration files, using encoder_ lowdelay _main.cfg can obtain the best result. 

Table 2. The comparisions of coding time with different configuration files 

sequences Times(s) intra lowdelay randomaccess 

foreman 
original 218.06 665.58 470.15 

proposed 216.74 637.92 454.80 

basketballdrill 
original 3364.15 9437.70 6951.27 

proposed 3350.54 8914.79 6895.14 

crowd_run 
original 8707.32 27944.41 17694.61 

proposed 8409.55 25307.11 17096.47 

Table 3. The comparisions of coding time with different Qps 

sequences Times(s) QP=17 QP=22 QP=27 QP=32 

foreman 
original 302.43 265.82 237.08 218.06 

proposed 278.91 252.35 227.63 216.74 

basketballdrill 
original 5037.23 4481.28 3815.11 3364.15 

proposed 4698.69 4170.06 3623.44 3350.54 

crowd_run 
original 11896.76 10748.36 9764.41 8707.32 

proposed 11483.83 10339.61 9520.57 8409.55 
 
The second experiment tested three sequence by setting one configuration files 

encoder_intra_main.cfg with 4 different QPs (17, 22, 27, 32) respectively. TABLE 3 
shows the result of coding time reduction. 

It shows the coding time reductions of three sequences are getting higher with the 
decrease of QP. And the average time reduction of the different QPs is 5.99%, 5.27%, 
3.84% and 1.48%. When QP is 17, the result is the best. 

Either adopting a higher quality video or using a lower QP, the number of the 
coding bits and the coding time of those processes will be increased. To sum up the 
result of these experiments, the time reductions of the proposed algorithm will be 
improved by the increase of the number of coding bits as shown in Fig. 4 and Fig. 5. 
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Fig. 4. Saving of Coding Time in Different Cfgs(%) 

 

Fig. 5. Saving of Coding Time in Different QPs(%) 

5 Conclusions 

In this paper, a fast CABAC algorithm for transform coefficients in HEVC is 
proposed. The algorithm can greatly accelerates the speed of CABAC by reducing the 
number of bins to be processed. The proposed algorithm shows an almost negligible 
effect on the video quality and bit-rate. This makes it very suitable to process the huge 
data of high quality video in the future. 
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Abstract. Page sorting has a great meaning to search engines. PageR-
ank algorithm, based on random surfing model, has not fully taken the
content of pages into consideration and the probability of links is sup-
posed to be equal. Thus, this will lead to the ignorance of other impor-
tant information from PageRank algorithm and its values of calculation
are difficult to reach high accuracy. According to the analysis of the de-
ficiencies mentioned above, a key property is supposed to be defined:
randomization matrix and then proposing an improved algorithm called
Pro-PageRank algorithm which does not simply weight the links equally
but take the differences of weights into account. It can effectively solve
the following problems: outlink pages with high PageRank values and
users urgency for needed pages. According to Simulated experimental
data, the improved algorithm, Pro-PageRank algorithm, compared with
the traditional one, has more accuracy and further improves the quality
of page rank so as to meet authority requirements of the page calculation
results.

1 Introduction

With the advent of Web2.0 era[1], the development of the Internet is more intel-
ligent, humane and socialized. It continues to affect and change people’s ways of
life and becomes the main source of information for people as well. Web2.0 em-
phasizes interactions between users, with particular emphasis on people-center.
In Web2.0, users can fully demonstrate their personalization features. Mean-
while, a sharp increase in the amount of information on the network makes
user demands for specific information become more and more urgent. So how
to obtain information which is more relevant, authoritative and able to meet
user demands in a higher accuracy rate in the vast and complex information
environment has been the primary problem for scholars.

PageRank algorithm[2] is proposed by Google founders Larry Page and Sergey
Brin in 1998 and later has been widely used in search engines. In view of the
original PageRank algorithm existing ‘topic drift’ phenomenon[3], a number of
domestic and foreign scholars have proposed some improved algorithms, such
as the PageRank algorithm based on theme of sensitivity proposed by Taher
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Haveliwa[4]. This algorithm calculates different themes for different values of PR,
but the absence of context could lead to ‘topic drift’. QD-PageRank algorithm[5]
combines link relationships with web content but the time complexity and space
complexity of the algorithm make it less practical. On the premise of Web situa-
tion changing at any time, in order to update webpage PageRank values quickly,
Bahmani[6] and others further study the dynamic figure PageRank calculation.
Gao Bin[7] and others, considering the basic meta-information and information
on human oversight, propose a semi-supervised PageRank algorithm that can
accurately calculate website link rankings.

This paper selects PageRank algorithm as a foundation for the algorithm of
the study and proposes a suitable improved algorithm for the lack of PageRank
algorithm-Pro-PageRank algorithm, which considers weights and relationships of
links rather than simply weight equally. Comparing the two algorithms through
experiments proves improved Pro-PageRank algorithm is more convincing and
accurate than traditional PageRank algorithm.

2 PageRank Algorithm Analysis

PageRank algorithm is used by Google to identify the importance of a webpage,
as well as key indicators to measure a website usability.Its core ideology[8] is:
The importance of a page is decided by page link relations. When there is a link
from page A to page B, it can be used as ‘page A to page B casting a vote’,
thereby increasing the importance of page B.If viewing the network as a directed
graph G = (V, E), where V represents the collection in the network web pi and
E represents the set of edges, there is a node pi connecting to node pj edge when
linking from page to page.The iterative equation to calculate values of PageRank
pages is:

PageRank(pi) = (1− d) + d
∑

pj∈M(pi)

PageRank(pj)

C(pj)
(1)

equation: PageRank(pi) is the representative of a webpage pi’s value PR. In
general, PageRank(pi) initial value takes 1; d is the damping coefficient which is
a constant between 0 and 1, usually 0.85; M(pi) is a collection of inward webpages
(pi); C(pj) is the number of outward webpages pj . By the equation can we know
that to compute a page PR value is an iterative process and the accuracy of
final calculation results is determined by the selection of initial values and the
number of iterations.

PageRank algorithm is not based on websites to sort but on link structures
between webpages to evaluate and rank the importance of a webpage which
makes PageRank algorithm ignore other important information, causing it diffi-
cult to obtain a higher accuracy for sorting results. The theoretical basis of the
algorithm is random surfing model[9]. This model’s structure does not consider
the content of webpages. It believes that the probability of a user outside link is
random and equal without taking different pages as well as differences between
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dynamic needs and preferences of users into account. This will lead to an out-
dated page having a higher PageRank value. Meanwhile the urgent needs of the
page the user want have not been well represented as well.

3 Improved Pro-PageRank Algorithm

The traditional PageRank algorithm does not consider every difference between
link and link but those probabilities of outward page links are equal-namely,
the average webpage PR value is assigned to its outward individual page links.
However, in practical applications, links to other pages on the Web are not
necessarily the same. They may be different, which require web link weights
to be recalculated. The paper presents an improved PageRank algorithm called
Pro-PageRank algorithm. Known as the name suggests, it is calculating PR
values while considering the proportion of the number of Web links. The larger
proportion indicates the more important this page is and the respective weights
should be greater.

Definition 1(Link Relation). If webpage pi links into webpage pj, it is said that
there exists link relationships between webpage pi and webpage pj , denoting
link (pi, pj). To mark link relationships between webpages, if there is a link
that exists lines then let link (pi, pj) = True; Conversely, link (pi, pj) = False.
Specifically, link (pi,pi) = False.

Definition 2(Page Relationship Matrix). The matrix consists of relations with
all pages and the rest of each page, denoting LT . Its equation can be expressed
as

LT = (linkij)n×n =

⎛⎜⎜⎜⎜⎜⎜⎝

link11 · · · link1j · · · link1n
...

. . .
...

. . .
...

linki1 · · · linkij · · · linkin
...

. . .
...

. . .
...

linkn1 · · · linknj · · · linknn

⎞⎟⎟⎟⎟⎟⎟⎠ (2)

The Page relationship matrix records link relationships between all pages from
a holistic perspective. In the equation, n represents the total number of pages.
If there are link relationships between pages, the value of corresponding element
is 1; Conversely, 0.

Definition 3(Page Outdegree). The number of line segments with a starting
point-Page pi, denoting d+(pi).

Definition 4(Page Indegree). The number of line segments with a ending point-
Page pi, denoting d−(pi).

Indegrees and outdegrees record partial information on a single page, as well
as the two key attributes of this paper.Indegerees and outdegrees of pages will
produce a comprehensive impact on web link weights. The traditional PageRank
algorithm just does not consider this.
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Definition 5(Page Indegree Matrix). The matrix formed by indegrees of all pages,
denoting Ind. Its equation can be expressed as

Ind = (Ind1, Ind2, · · · , Indi, · · · , Indn) (3)

Among them, Indi = d−(pi).

Definition 6(1 Of Depth Page Indegree Matrix). Matrix consisting of the sum of
indegrees of sub-pages of all pages,denoting D. Its equation can be expressed as

D = IndL = (d1, d2, · · · , di, · · · , dn) (4)

Among them, di =
∑n

j=1 indj · linkij .
As can be seen from equation(3) and equation(4), 1 of depth Page indegree

matrix is a product of the page indegree matrix and the page relationship matrix
transpose. In fact, the paper considers how much chains of the page influence the
page. The effect of proportion between pages will play a significant role. Due to
the improved Pro-PageRank algorithm calculating PR values while considering
the proportion of the number of Web links, the greater the proportion is, the
larger corresponding weights should be. We define probability matrix to represent
relationship proportions between webpages below.

Definition 7(Probability Matrix). Describe relationship proportions between web-
pages, denoting Pro. Its equation can be expressed as

Pro =

⎛⎜⎜⎜⎜⎜⎜⎝

pro11 · · · pro1j · · · pro1n
...

. . .
...

. . .
...

proi1 · · · proij · · · proin
...

. . .
...

. . .
...

pron1 · · · pronj · · · pronn

⎞⎟⎟⎟⎟⎟⎟⎠ (5)

Among them, proij =
linkji ·indi

dj
.

We useΩin(pi) to represent collections of inlink pages, thenΩin(pi) = (pi1, pi2,
· · · , pix), x = d−(pi); Ωout(pi) represents collections of outlink pages, then
Ωout(pi) = (pi1, pi2, , piy), y = d+(pi). When calculating PR values, after adding
the proportion of the number of web links, the improved Pro-PageRank algo-
rithm equation(1) becomes:

PageRank(Pi) = (1− d) + d
∑

(Pj)∈Ωin(pi)

PageRank(pj) · d−(pi)∑
(pk)∈Ωout(pj)

d−(pk)
(6)

In practical applications, equations above are usually written in the form of

matrix vectors. PageRank values are a matrix-vector, R =

⎛⎜⎝PageRank(p1)
...

PageRank(pn)

⎞⎟⎠
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Thus, equation(6) can be written in matrix form as:

R =

⎛⎜⎜⎜⎜⎜⎜⎝

1− d
...

1− d
...

1− d

⎞⎟⎟⎟⎟⎟⎟⎠+ d

⎛⎜⎜⎜⎜⎜⎜⎝

pro11 · · · pro1j · · · pro1n
...

. . .
...

. . .
...

proi1 · · · proij · · · proin
...

. . .
...

. . .
...

pron1 · · · pronj · · · pronn

⎞⎟⎟⎟⎟⎟⎟⎠R (7)

That is:
R = C + d ·Pro ·R (8)

The calculation is an iterative process. First, assume an initial PR value; Then,
evaluate each parameter in the equation until the results stabilize and get PR
values.

4 Experiment Results and Analysis

The initial PR value is 1 for each page. Calculating K iterations by the improved
Pro-PageRank algorithm can draw the final PR value of each page. Informa-
tion of link structures shown in Figure 1 is assumed to analyze the improved
Pro-PageRank algorithm that the chain matrix is randomly generated, which
contains 12 pages.

Fig. 1. chain matrix with 12 pages

Figure 2 and 3 show relations with the PR values and K iterations of tradi-
tional and improved algorithms. As can be seen from figures, when the time of
iteration achieves 50, PR values using two algorithms tend to be a stable state.
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Fig. 2. chain matrix with 12 pages

Fig. 3. chain matrix with 12 pages

Figure 4 shows the comparison of calculated PR values from the traditional
and improved algorithm on condition that the time of iteration is under 50. Table
1 indicates relations of PageRank algorithm and the improved Pro-PageRank
algorithm calculating PR values, webpage ranking and page indegrees.

It can be seen from Figure 4 and Table 1, page ranks calculated by two
algorithms differ. Specifically, although page I and page L have two links at the
same time , one of page I links is out of chains of page L so page I should be more
popular than page L; There is a chain of page D pointing to page C but no chains
point E and in accordance with ‘If a page is referenced by important pages, the
page is also important’[10], therefore page C is considered more important than
page E, even though they have same number of links. Besides, it can be seen that
Pro-PageRank algorithm is more reasonable and accurate than the traditional
PageRank algorithm.
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Fig. 4. chain matrix with 12 pages

Table 1. The relationship between indegrees and PR values of pages

PageRank Indegree PR Value PR-Rank ProPR Value ProPR-Rank

A 5 1.902023276 1 2.172858036 1
D 4 1.665140168 2 1.741946987 1
B 4 1.157643734 4 1.449526733 1
G 3 0.873311357 7 0.856285160 1
C 2 0.709285992 9 0.570320714 1
J 1 0.643008455 10 0.548574628 1
E 2 0.720757430 8 0.524823578 1
I 2 1.106471163 5 0.486825186 1
L 2 1.160019894 3 0.486301416 1
F 2 0.586886304 11 0.421079550 1
K 1 1.090500488 6 0.288054930 1
H 1 0.385942036 12 0.237062513 1

5 Conclusions

The paper analyzes PageRank algorithm and its shortcomings, finding that
PageRank algorithm relies on link structures between pages to evaluate and
rank the importance of a webpage, meanwhile the random surfing model of the
algorithm considers the probability of a user outside links is equal. But it does
not take differences between different pages, user’s needs and dynamic demands
into account. In view of this, an improved Pro-PageRank algorithm is proposed
based on the original PageRank algorithm. The improved PageRank algorithm
considers weights of the relationship between links and the proportion of the
number of Web links. The greater the proportion is, the more important the
page is. And respective weights should be greater accordingly. Simulated exper-
imental data show that PR values calculated by the improved Pro-PageRank
algorithm are more accurate so that high popularity of pages can be better
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reflected. It can be seen that Pro-PageRank algorithm is more accurate than the
traditional PageRank algorithm.
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Computation Offloading Management

for Vehicular Ad Hoc Cloud
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Yunnan University, Kunming, China

Abstract. Vehicular Ad Hoc Cloud(VACloud) research tries to combine
vehicular ad hoc networks and mobile cloud computing, i.e., to imple-
ment cloud computing among vehicles interconnecting with wireless ad
hoc networks. This paper proposed a computation offloading framework
for VACloud, whose functional components including resource registra-
tion and discovery, application partition, surrogate selection, offloading
monitoring,etc. One application partition method and four surrogate se-
lection strategies were put forward and their performances were investi-
gated via simulation experiments. It’s shown that the multi-attributed
strategy that considers multiple attributes, including the computation
capacity and the distance, outperformed than the others, with higher
task completion rate and shorter completion time.

Keywords: Vehicular ad hoc cloud, computation offloading, resource
management, task partitioning, resource selection.

1 Introduction

Mobile cloud computing is a concept which combines cloud computing to the
mobile environments. It is a product of the development of cloud computing and
mobile communications[1][8][2]. The emergence of mobile cloud computing ex-
tends the application areas of cloud computing and offers a new way to augment
the ability of resource-constraint mobile devices by connecting the abundant
resources of cloud computing and mobile devices[1]. With the help of cloud re-
sources(no matter they are remote resources in long-distance power data centers
or local resource such as personal computers or notebooks, or even other smart
phones nearby), the shortage of both computation capability and battery capac-
ity of mobile devices can be overcome or relieved[1][7].

For the last few years, the Vehicular Ad-Hoc Network (VANET) has received
much attention in both the product and the academic areas. A VANET is a set
of moving vehicles that are connected via wireless networks and communicate
with each other to enable novel and attractive solutions in areas such as vehicle
and road safety. Vehicular cloud computing, as a new technical shifting, are
trying to offer the advantages of cloud computing to the vehicles or the vehicle
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drivers of the VANET[5][6][9][12][3][10][11]. The objectives of vehicular cloud
computing include to provide computational service at a low cost, to minimize
traffic congestion, accidents, travel time and environmental pollution, and so
on. Vehicular cloud computing provides a technically feasible incorporation of
wireless communication technologies, intelligent traffic systems and mobile cloud
computing for better and safer traffic systems.

Computation offloading is an important method to enhance the capability of
resource-constrained devices by offloading a partial or whole application from
the devices to other more powerful devices to enhance the computational ability
or to lengthen battery capacity. Offloading solutions such as Cuckoo, MAUI,
COMET, and ThinkAir offload applications via Wi-Fi or 3G networks to servers
or commercial clouds such as Amazon EC2. However, Offloading applications in a
mobile cloud computing environment is complicated by unreliable wireless links,
node mobility, battery capacity and varying QoS requirements for applications.
In such an environment, how to allocate offloading applications to available
surrogates becomes an important issue.

On the basis of existing researches on mobile cloud computing, vehicular ad
hoc networks and computation offloading, this paper investigated the problem
about how to implement computation offloading in vehicular cloud computing
environments, proposed a framework to support computation offloading. Further
more, assume the vehicles are distributed and moved in a two-dimensional plane,
this paper quantified the longest time between directly inter-connected vehicles
and the maximum amount of computation that can be offloaded. On the basis,
four surrogate selection strategies were proposed and their performances were
investigated via simulation.

2 Computation Offloading in Vehicular Ad Hoc Clouds

These are two kinds of computation offloading in VACloud: Offloading between
vehicles and offloading between vehicles and roadside units(RSU). Fig. 1 shows
that vehicles A, B, C, D, E form a VACloud together. The tasks in one of the cars
can be offloaded to other vehicles with available resources to perform. Vehicle
nodes switch data with each other by direct or multi-hop communication links. If
the vehicles are connected via wireless ad hoc networks, they can communicate
without the help of roadside units. However, with the help of roadside units,
the vehicles can not only offload applications to other vehicles nearby, but also
to remote cloud resources. For example, vehicle D can offload its applications
to vehicles C and E, which are connected with D via wireless ad hoc networks.
On the other hand, vehicle D can also offload its applications to remote cloud
resources in the Internet by using RSU AP2. Similar to VANET, here the former
type of offloading is defined as V2V offloading and the latter V2I offloading. In
some cases, if both vehicles C and D and remote cloud resources are available
at the same time, vehicle D can even offload its applications to both kinds of
resources simultaneously and jointly. In this paper,issues on V2V offloading are
mainly considered and those of V2I offloading will be investigated in future
researches.
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Fig. 1. Computation offloading in vehicular clouds

Based on the computation offloading scenarios in Fig. 1, a computation of-
floading framework in such computing environments is presented in Fig. 2. When
a car needs to offload some application, the resource discovery module within the
offloading manager of the car detects available surrogates nearby by sending out
querying packets. Once some other cars nearby receive this request and will to
provide offloading service, they will send back a response packet by the resource
registration module, which including such information as the relative position of
the vehicle, velocity, moving direction, computing power, etc. On the basis, the
offloading decision module will select appropriate surrogate vehicles according
to certain selection strategy and partition the application into local part and
offloaded part according to certain partitioning methods. Finally, the local part
will be executed on the car itself and the offloaded part, as well as data related,
will be transferred to the selected surrogate cars and be executed. During the
execution of the task, the runtime monitoring module in the surrogate vehicles
will monitor the runtime status of the offloaded part continuously and report to
the client vehicle if necessary.

2.1 Resource Discovery

This is one of key components and the basis of the overall offloading framework.
Some researches have already been carried out to investigate the problem about
how to discover resources in mobile cloud computing environments[2]. I n this
paper, in order to increase the possibility of finding available resources, we as-
sume the query packet is disseminated among vehicles in a flooding way, i.e.,
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Fig. 2. Computational offloading framework in vehicle networks

the client vehicle sends out the same query packet to every vehicles nearby and
once the packet is received by some other vehicle, it will be spreaded out again.
Finally all vehicles receiving such a query packet will respond to the client vehi-
cle with information such as the relative position of the vehicle, velocity, moving
direction, computing power, etc. On the basis, the client vehicle can get following
parameters for offloading decision.

Ci :Denotes the subtasks that the vehicle can perform per second.
Vi : Denotes the speed of the vehicle.
D : Denotes the direction of the vehicle, 0 represents the bottom-up, 1 repre-

sents a top-down, 2 represents right to left, 3 represents left to right.
R : Denotes signal coverage radius of a vehicle.
u : Denotes the hop counts from the client vehicle node to the target node.
Pij : Denotes the communication overheads per task.
Qi : Denotes the computing overheads for execution per task.
Tij : Denotes the longest time between vehicles for communication. Including

the communication time of a task from the client to the other vehicles(T
′
ij) and

the execution time of a task on other vehicles(T
′′
ij).

Wi : Denotes the amount of tasks that a vehicle can perform. That is the
number of subtasks assigned to each vehicle. Wi = Ci × T

′′
ij ,W0 represents the

task load that a client vehicle can complete. Wi represents the task load that
other vehicles can complete. So the total size of the task W = W0 +

∑n
i=1 Wi,

n = 1, 2, 3, ....
The execution time of a task on other vehicles(T

′′
ij) can be calculated according

to the vehicle speed and the distance between the vehicle client and the vehicles
that can provide resources available. Then the amount of tasks that a vehicle
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can perform can be represented by the product of the computing power and
communication time.

In the following, the procedure to calculate the longest time between directly
inter-accessible vehicle pairs(i.e., Tij) and the amount of tasks that a vehicle can
perform(i.e.,Wi) are presented in detail.

2.2 The Longest Time between Inter-Accessible Vehicle Pairs

Assume the vehicles are moving in a two-dimensional plane(See Fig. 3). At the
present time, assume the client vehicle node stays at the origin of coordinate,
i.e., (x0, y0) = (0, 0) and the coordinate of the surrogate vehicle node is (xi, yi).
After time T0i, the coordinates of the client node and the surrogate node become
(x

′
0, y

′
0) and (x

′
i, y

′
i) respectively. When the communication distance between the

two vehicle nodes reaches the coverage of the wireless communication technology,
they will no longer directly inter-accessible in the next moment. The elapsed time
during this process is defined as the longest communication time Tij . The longest
communication distance Dij is the wireless coverage radius R:

R =
√
(x

′
i − x

′
0)

2 + (y
′
i − y

′
0)

2 (1)

Assume the vehicles just move horizontally or vertically in the two-dimensional
plane and the relative movement direction can be divided into two cases: (1)move
in the same horizontal/vertical direction; and (2) move at right angles.

Move in the Same Direction. At the present time, assume the client vehicle
and the surrogate vehicle are on the same horizontal line and their coordinates
are (x0, y0) = (0, 0) and (xi, yi) = (xi, 0) respectively. After time T0i, the coor-
dinate of the client node becomes (x

′
0, y

′
0) = (V0×Ti0, 0), and the coordinates of

the surrogate becomes (x
′
i, y

′
i = (xi + Vi × T0i, 0)). Bring the values of the two

coordinates into Equation 1, the value of T0i can be obtained as follows:

T0i =
−xi ± R

Vi − V0
(2)

As time is unlikely to be negative, thus the positive value is regarded as the
longest time between the two vehicles to communication directly.

If the vehicles move in the same vertical direction, T0i can be calculated in
the same way.

Move at Right Angles. At the present time, assume the coordinates of the
client vehicle and the surrogate vehicle are (x0, y0) = (0, 0) and (xi, yi) = (xi, 0)
respectively. If the client vehicle and the surrogate vehicle move at right angles,
after time T0i, the coordinate of the client node becomes (x

′
0, y

′
0) = (V0×T0i, 0),

and the coordinate of the surrogate vehicle becomes (x
′
i, y

′
i) = (xi, Vi × T0i).

Bring the values of the two coordinates into Equation 1, the value of T0i can be
obtained:
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T0i =
−(yi × Vi − xi × V0)±

√
(yi × Vi − xi × V0)

2−
(
Vi

2+V0
2
)
(xi

2 + y2i −R2)

Vi
2+V0

2

Take client vehicle A and surrogate vehicle E for example, as shown in Fig-
ure 3, the coordinate of vehicle E is (x4, y4). The point O is the center of the
crossroads, and the longest communication time between vehicle A and E is T04.
After time T04, vehicle A moves horizontally to A

′
(x

′
0, 0) from left to right and

vehicle E moves to E
′
(x

′
4, y

′
4) from bottom to top. While they are moving, if the

distance between them is within their coverage, they will be able to communi-
cate with each other. However, once the distance is beyond the coverage, they
can not communicate directly.

Fig. 3. The motion model of two vehicles that has a 90-degree angle

Furthermore, assume (0, 0) and (x4, y4) and (x
′
0, 0) and (x

′
4, y

′
4) are the be-

ginning and ending coordinates of A and E respectively at which they can begin
to communicate and cannot communicate anymore, the longest communication
time between vehicle A and E can be figured out as follows:

T0i =
−(y4 × V4 − x4 × V0)±

√
(y4 × V4 − x4 × V0)

2− (V4
2+V0

2
)
(x4

2 + y2
4 −R2)

V4
2+V0

2

2.3 The Amount of Tasks That a Vehicle Can Perform

The longest communication time between the client vehicle node and the surro-
gate vehicle nodes (i.e., T0i) includes the communication time of the task between
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them (i.e., T
′
ij) and the execution time of the task on the surrogate vehicle(T

′′
ij),

ie T0i = T
′
0i + T

′′
0i, so T

′′
0i = T0i − T

′
0i.

The computing power of the surrogate vehicle is known as Ci, so the maximum
amount of tasks that a vehicle can perform(Wi) can be calculated as follows:
Wi = Ci × T

′′
0i.

3 Surrogate Vehicle Selection

On the basis of the information aforementioned, if there is a task that need to
be offloaded from the client vehicle to surrogate vehicles, it’s necessary for the
schedule to decide how to select surrogate vehicles to execute the offloaded task.
In this paper, four decision strategies were put forward and their performances
were evaluated in the following.

– Random selection strategy: During surrogate selection, random selection
strategy first selects a vehicle node randomly, then calculates the amount
of task that this node can perform. If this node is able to perform the task
completely, then the task will be assigned to it. If this node cannot perform
the task completely, then a node will be selected randomly in the remaining
nodes and the amount of task that the new node can perform will be worked
out. Repeat this process until one node is selected to offload the task.

– Computing capacity-based selection strategy: Sort available surrogate vehicle
nodes in descending order according to their computing capacity Ci, then
select a vehicle node in this order until one node is found out to perform the
task completely.

– Distance-based selection strategy: Sort the vehicle nodes according to their
distance from the client node in ascending order and assign the task to the
vehicle nodes in this order.

– Multi-attributed selection strategy: Multi-attribute algorithm determines
the final node to perform the tasks by considering multiple parameters of
the surrogate vehicle nodes. This algorithm can select the best node from
the candidate surrogate nodes by considering the variety of factors involved
in the offloading process.
During surrogate selection, the factors need to be considered are as follows:
the computing capacity of vehicles, the longest communication time between
vehicles, the communication overheads for transmission per task, the com-
puting overheads for execution per task. All of these factors constitute a
row vector: a = [Ci, Tij , Pij , Qi]. After getting the parameter matrix con-
sisting of the parameter vector for each surrogate vehicle node, filtrate out
the vehicles and sort them in descending order.

4 Simulation and Results

The simulation environment was built on the Eclipse development platform in
Java language. It is set up by referring to the classic development mode of the
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MVC three layer architecture. The simulation environment is mainly composed
of three modules: the Car, the Action, and the ControlLayer.

The Car module is a model of vehicles, which has all the attributes required
for vehicles in the experiment. These attributes include the definition of car
properties and the constructor of the vehicles. And it also provides: (1) Con-
tainer function(For carrying the cars searched and processed by strategy) (2)
Deduplication function(Avoid the searched car being searched again) (3) The
display function of vehicle attributes and other related information.

The Control Layer is the core function layer of this architecture, its main func-
tions are as follows: (1) To produce a certain number(this number is variable) of
vehicles by their basic attributes and put these cars into the Car Container(Can
be seen as the vehicle information database). This can imitate and search the
information of vehicles located within the signal coverage of the client vehicle.
(2) To provide the result set of four target selection strategies according to the
computing power, the communication time, the relative distance, the commu-
nication overheads, the computational overheads and other related processing
operations. In the simulation experiments, the calculation of the longest com-
munication time and the selection of target vehicle nodes are realized in the
Control Layer.

The Action module is the executive layer which can complete the execution
of the function method of the Control Layer.

The performance metrics of the simulation experiments are divided into two
issues: the total task completion time and the completion rates. These perfor-
mance metric results of the four target selection strategies were obtained by
changing the speed of the vehicle and the number of the target nodes. When
the selected target node has completed all the tasks, these four target selec-
tion strategies will be evaluated according to the task completion time and task
partition number of the total tasks. When the selected target node has not com-
pleted all the tasks, the performance of the four target selection strategies will
be evaluated by the task completion rate.

In the first part, when the speed of the vehicles is changed, the task completion
time, the task partition number and the task execution cost will change with it.
Following are the simulation results of these three cases:

As can be seen from Figure 4, the task completion time decreases as the vehicle
speed increases. This is because the longest communication time between the
client vehicle and the target vehicles decreases when the vehicle speed increases.
As a result, the tasks assigned to the target nodes are reduced. Thus the task
completion time will be gradually reduced. Meanwhile, as is shown in figure 5,
the task requires more target nodes to perform, thus making the task partition
number increases with the increase of the vehicle speed. As the task partition
number increases, the total cost of task execution increases accordingly. Thus
as the speed of the client vehicle increases, the total cost of task execution is
certain to go up(As is shown in figure 6).

Since the task allocation is based on the product of the computing power and
the expected execution time on the target node, the task completion time of
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the selection strategy which is based on the computing capacity of vehicles is
shorter(Figure 4) in the four target selection strategies. When the speed of the
client vehicle reaches a certain size, the task completion time of random selection
strategy and selection strategy based on the distance between vehicles shows a
rapid decline(Figure 4) due to the rapid increase in task partition number(Figure
6). Since the task partition number of the multi-attribute selection strategy
is the least(Figure 5), the task completion time is relatively longer(Figure 4).
Meanwhile, because the task partition number is the least, so the desired number
of the target nodes is also the least. This makes the cost of the task execution
reduce to the minimum in the four target selection strategies(Figure 6).

Fig. 4. The impact of speed changes on the task completion time

Fig. 5. The impact of speed changes on the task partition number
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Fig. 6. The impact of speed changes on the task execution costs

As can be seen from the simulation results, the multi-attribute selection strat-
egy has the best performance on both task partition number and task execution
cost. However, the multi-attribute selection strategy needs more time to com-
plete the task, while the selection strategy based on the computing capacity has
the best performance on the task completion time.

In the second part, the moving speed of the client vehicle remains unchanged.
The performance of the four target selection strategies varies as the target node
number changes.

When the selected target node is not able to complete all the tasks, the perfor-
mance of these four target selection strategies can be observed by task completion
rate. When the target node number reaches to a certain value, the tasks can be
completed. Then the performance of the four target selection strategies can be
observed by the task completion time. This can be seen from figure 7 below.

As is shown in figure 7, with the increase of the target node number, the task
completion rate of the four target selection strategies increases correspondingly.
Under the condition of the same number of target nodes, the multi-attribute
selection strategy has a higher task completion rate than the other three target
selection strategies. Moreover, the multi-attribute selection strategy can com-
plete all the tasks when the target node number is just four. However, the other
three target node selection strategies need more to complete all the tasks.

5 Conclusion

Vehicular cloud computing, as an combination of vehicular ad hod network and
cloud computing, is getting more and more attention from the industry and the
academic area. The computational offloading technology of the vehicular ad hoc
cloud can exploit idle computing resources and divide the task into several parts,
then offload some of them to other resource nodes to perform. It makes full use of
network resources scattered and enhance the computation ability of the vehicles.
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Fig. 7. The impact of target nodes changes on task completion rate

This paper proposed an architecture to implement computation offloading
among vehicles inter-connected with ad hoc networks, defined the parameters
needed and illustrated how to exchange these information between vehicles
via query-respond packets. Then, assume the vehicles are moving in a two-
dimensional plane, the longest time interval between inter-accessible vehicle pairs
and the computation amount of each available surrogate vehicle are quantified.
Based on such information, four surrogate vehicle selection strategies were pro-
posed and their performances were evaluated via simulation. It’s proved that the
selection strategy that considers multiple attributes can outperform the others
with respect to the completion time and the completion rate of the tasks.

In this paper, we only considers the computation offloading between directly
inter-connected vehicles. In the future researches, multi-hop connection will be
included. Further more, more realistic mobility scenarios, such as the Manhattan
mobility model, will be considered.
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Abstract. Big data driven cyber physical systems not only meet big data 4V 
feature requirements, but also have to meet time constrains and spatial 
constraints of cyber physical systems. Big data driven cyber physical systems 
have to deal with time-constrained data and time-constrained transactions. They 
are now being used for several applications such as automobile and intelligent 
transportation systems, aerospace systems, medical devices and health care 
systems in each of big data driven cyber physical applications, data about the 
target environment must be continuously collected from the physical world and 
processed in a timely manner to generate real-time responses. Those systems 
contain a large network of sensors distributed across different components, 
which leads to a tremendous amount of measurement data available to system 
operators. Regarding big data modeling, an important question is how to 
represent a moving object. In contrast to static objects, moving objects are 
difficult to represent and model. The efficiency of modeling methods for 
moving objects is highly affected by the chosen method to represent and 
analyze the continuous nature of the moving object. The design of big data 
driven cyber physical systems requires the introduction of new concepts to 
model classical data structures, 4V features, time constraints and spatial 
constraints, and the dynamic continuous behavior of the physical world. In this 
paper, we propose a model based approach to model big data driven cyber 
physical systems based on integration of Modelica, Modelicaml, AADL, RCC 
and clock theory, we illustrate our approach by specifying and modeling 
Vehicular Ad hoc Networks (VANET). 

Keywords: Big data, CPS, Modelicaml, RCC, VANET. 

1 Introduction 

Big Data is characterized by what is often referred to as a multi-V model, variety, 
velocity, and volume are the items most commonly mentioned. Variety represents the 
data types, velocity refers to the rate at which the data is produced and processed, and 



 An Approach to Model Complex Big Data Driven Cyber Physical Systems 741 

volume defines the amount of data. Veracity refers to how much the data can be 
trusted given the reliability of its source. Regarding data Velocity, data can arrive and 
require processing at different speeds, While for some applications, the arrival and 
processing of data can be performed in batch, other analytics applications require 
continuous and real-time analyses, sometimes requiring immediate action upon 
processing of incoming data streams.[1]. 

Cyber Physical Systems [2]are integration of physical processes with computation 
and communication. Thus, Cyber Physical Systems connects the virtual world with 
the physical world. Cyber physical systems integrate physical devices, such as sensors 
and cameras, with cyber (or informational) components such as Cloud computing to 
form situation-integrated analytical system that responds intelligently to dynamic 
changes in the real-world scenarios. Cyber physical systems interconnect the cyber 
world with physical world by embedding sensors and computational nodes to the 
physical world. Applications of Cyber physical systems include, but are not limited 
to, automobile and intelligent transportation systems, aerospace systems, medical 
devices and health care systems, electric grid management, disaster recovery, factory 
automation, smart spaces, military applications, and environmental science research. 
Cyber physical systems not only have rosy visions but also face challenges. One of 
the key challenges is providing real-time data services for Cyber physical systems . 
Cyber physical systems have to deal with large amounts of data in a timely, secure 
fashion. 

Big data driven cyber physical systems not only meet big data 4V feature [3] 
requirements, but also have to meet time constrains and spatial constraints of cyber 
physical systems. Big data driven cyber physical systems have to deal with time-
constrained data and time-constrained transactions. In each of big data driven cyber 
physical applications, data about the target environment must be continuously 
collected from the physical world and processed in a timely manner to generate real-
time responses [4]. Those systems contain a large network of sensors distributed 
across different components, which leads to a tremendous amount of measurement 
data available to system operators. The design of big data driven cyber physical 
systems requires the introduction of new concepts to model classical data structures, 
4V features, time constraints and spatial constraints, and the dynamic continuous 
behavior of the physical world. In this paper, we propose a model based approach to 
model big data driven cyber physical systems based on integration of Modelica [5], 
Modelicaml [6] , AADL [7], RCC [8] and clock theory [9], we illustrate our approach 
by specifying and modeling Vehicular Ad hoc Networks (VANET) [10]. 

2 Challenges for Big Data Driven Cyber Physical Systems 

In big data driven cyber physical system, its data is different from other types of data 
with the following aspects: Variety : there are continuous data in physical world and  
these data are described by differential-algebraic equations; these data have  complex 
structure, there have not only mass of non-spatial data in cyber physical systems but 
also large number of spatial data. Spatial data have complex structure in many facets 
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and high dimensional attributes space. Some physical data sources can produce 
staggering amounts of raw data. We must analyze the physical data and physical 
entities behavior because much of these data is of no use, and it can be filtered and 
compressed by orders of magnitude.  Therefore, one challenge is to model physical 
entities and analyze the dynamic behavior and define these filters in such a way that 
they do not discard useful information. Volume: there are enormous amount of data in 
big data driven cyber physical systems. Spatio-temporal data is very large. Especial, 
the data of moving physical entities is increased in geometry growth over time. 
Spatio-temporal data captured through remote sensors are always big data. However, 
recent advances in instrumentation and sensor networks make the spatio-temporal 
data even bigger, and put several constraints on data computation and analytics 
capabilities. Velocity: physical entitles often have strict time constraints and require 
cyber systems react in real time. Especially, the operations of spatial data involve 
many spatial entities and spatial objects, each object or entity also contains a large 
number of points, lines or regions. Therefore, the operations of spatial data are more 
complex than ordinary large text and digital data. 

Cyber physical system data processing challenges in real time are very complex. 
The four characteristics of big data are defined as volume, velocity, veracity and 
variety and Hadoop like system can processes the volume and variety part of it. In 
addition to the volume and variety, the cyber physical system must process the 
velocity of the data as well. And meeting the requirements of the velocity of big data 
in cyber physical systems is not an easy task. First, the system should be able to 
understand the physical data, acquire physical data, and collect the data generated by 
physical world and real time event stream coming in at a rate of millions of events  
per seconds. Second, it needs to handle the parallel or distributed processing of this 
data in real time as and when it is being collected. Third, it should perform real time 
data mining from moving data stream and spatial-temporal historic data. The big data 
driven cyber physical systems should be not also a low latency system so that the 
computation can happen very fast with near real time response capabilities, but also 
the big data driven cyber physical systems should meet spatial requirements when the 
physical objects move. A moving object represents the continuous evolution of a 
spatial object over time. Regarding big data modeling, an important question is how 
to represent a moving object. In contrast to static objects, moving objects [11]are 
difficult to represent and model. The efficiency of modeling methods for moving 
objects is highly affected by the chosen method to represent and analyze the 
continuous nature of the moving object. The data model defined for modeling 
continuously changing locations over time should be simple, extensive, though 
expressive, and be easy to use and implement.  

In order to realize the full benefits of big spatio-temporal data, one has to overcome 
both computational and I/O challenges. We not only need new models that explicitly 
model spatial and temporal constraints efficiently, but further research is also required 
in the area of physical world modeling, moving object behavior analysis , moving 
object database, and model integration and transformation.  
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3 Big Data Driven Cyber Physical System Design 

Big data driven cyber physical applications that require real-time processing of high-
volume data streams are pushing the limits of traditional design methods. Big data 
driven cyber physical systems not only meet big data 4V feature requirements [12], but also 
have to meet time constrains and spatial constraints of cyber physical systems. Big data driven 
cyber physical systems have to deal with time-constrained data and time-constrained 
transactions. Especially, Spatio-temporal data models should enable the user to represent 
the dynamic behavior of moving objects over time. The dynamic behavior refers to 
the continuous change of the positions of moving objects over time. Spatio-temporal 
data models must have the capacity to specify moving points , moving lines and 
moving regions. Big data driven cyber physical system is hard to develop because 
developers need to consider functional properties, non-functional properties, such as 
timeliness, energy, memory, safety and reliability, dynamic continuous properties, 
spatial requirements and the interaction with physical world. The lack of specification 
and modeling methods and techniques has a very important impact, as the increasing 
complexity of cyber-physical systems built today pushes traditional development 
processes to their limits. In these development processes the different aspects and 
disciplines of mechanics, electrics, and software usually act isolated from each other, 
which inhibits taking advantage of the full potential of mechatronic solutions. One 
approach to overcome this separation of engineering disciplines is an integrated 
abstract model that serves as a common language for specification and analysis of the 
cyber physical system. By modeling and simulating the cyber physical system on an 
abstract level, design alternatives can be explored and a common interdisciplinary 
understanding of the physical world behaviors and the internal behaviors of the 
system can be fostered. In this paper, we propose a model based approach to model 
big data driven cyber physical systems based on integration of Modelica, Modelicaml, 
AADL, RCC and clock theory as shown in Fig.1. 

Modelica and Modelicaml are used to model the physical world of aviation cyber 
physical systems, and AADL and Modelicaml are used to model cyber system. 
Modelica allows models to be defined in a declarative manner, modularly and 
hierarchically and various formalisms to be integrated in the more general Modelica 
formalism. The multi-domain modeling capability of Modelica allows integrating 
electrical, mechanical, hydraulic, thermodynamic, etc., model components within the 
same model of aviation cyber physical systems. The main aim of ModelicaML is to 
enable an efficient and effective way to use both Modelica and UML [13]/SysML 
[14] models reusing notations that are also used for software modeling. ModelicaML 
is based on a subset of the OMG Unified Modeling Language (UML) and reuses 
concepts from the OMG Systems Modeling Language (SysML). ModelicaML is 
designed towards the generation of Modelica code from graphical models. Since the 
ModelicaML profile is an extension of the UML meta-model it can be used for both: 
Modeling with standard UML and with SysML and  Modelica . 
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Fig. 1. Model based approach to model big data driven cyber physical systems based on 
integration of Modelica, Modelicaml, AADL, RCC and clock theory 

Architecture Analysis & Design Language (AADL) is proposed by Society of 
Automotive Engineers (SAE). AADL provides the data component to model data 
types and data abstraction. We can use the data component to model the big data of 
cyber physical systems.  The data component category supports representing data 
types and data abstractions in the source text at the appropriate level of abstraction for 
the modeling effort. The data type is used to type ports to specify subprogram 
parameter types. AADL defines Data Modeling Annex document [15] for the 
Architecture Analysis & Design Language v2.0 (AS5506A) to model complex data 
types [16]. 

The existing theory for specifying objects in both space and time is not applicable 
to Intelligent Transportation Systems for at least three reasons: (1) the theory ignores 
physical attributes and constraints on the objects; (2) the interaction of objects in 
space in time is not addressed; and (3) the range and precision of time resolution is 
not adequate for real-time spatio-temporal systems. The Spatio-temporal 
representation and reasoning methods should be powerful enough to express 
categories of motion that can be useful in a qualitative context, and be kept as simple 
as possible so that characterizing its properties is still possible in a precise way. Only 
then can we have a principled representation for motion that could unify the various 
needs for spatio-temporal representation and reasoning of Transportation Cyber 
Physical Systems. The expressive power of the combined spatio-temporal formalisms 
of the proposed spatio-temoral Sequence Diagram lays in the expressivity of the 
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spatial requirements, the expressivity of the temporal requirement, and the interaction 
between the two components allowed in the combined logic. In this paper, we propose 
a spatio-temoral Sequence Diagram that integrates Region Connection Calculus RCC, 
clock theory and UML Sequence Diagram as shown in Fig.2, such a combined spatio-
temporal formalism permits us to describe spatial configurations that change over 
time. we aim at specifying, modeling and analyzing some properties of space and time 
in a formalism which allows for the representation of relations between moving 
entities over time as shown in Fig.3. 

A UML sequence diagram [17] illustrates a collaboration of interacting objects, 
where the interactions are invoked by exchange of messages. Its focus is on the 
temporal order of the message flow. Each object is assigned a column, the messages 
are shown as horizontal, labeled arrows, and a vertical time axis is assumed. 
 
 

 

Fig. 2. The Proposed Spatio-Temoral Sequence Diagram 

 

Fig. 3. The representation of spatio-temporal diagram in RCC-8 with the clock theory 
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RCC [18] is a logic theory for qualitative spatial representation and reasoning. The 
fundamental approach of RCC is that extended spatial entities, i.e.regions of space, 
are taken as primary rather than the dimensionless points of traditional geometry; and 
the primitive relation between regions — giving the language the ability to represent 
the structure of spatial entities— is that of connection. The RCC is an axiomatization 
of certain spatial concepts and relations in first order logic. The basic theory assumes 
just one primitive dyadic relation: C(x, y) read as “x connects with y”. Individuals (x, 
y) can be interpreted as denoting spatial regions. The relation C(x, y) is reflexive and 
symmetric. Of the defined relations, Disconnected (DC), Externally Connected (EC), 
Partially Overlaps (PO), Equal (EQ), Tangential Proper Part (TPP), Non Tangential 
Proper Part (NTPP), Tangential Proper Part Inverse (TPPi) and Non Tangential 
Proper Part Inverse (NTPPi) have been proven to form a jointly exhaustive and 
pairwise disjoint set, which is known as RCC-8. Similar sets of one, two, three and 
five relations are known as RCC-1, RCC-2, RCC-3 and RCC-5. The syntax of RCC-8 
[19] contains eight binary predicates, 

 
• DC(X, Y ) — regions X and Y are disconnected, 
• EC(X, Y ) — X and Y are externally connected, 
• EQ(X, Y ) — X and Y are equal, 
• PO(X, Y ) — X and Y partially overlap, 
• TPP(X, Y ) — X is a tangential proper part of Y , 
• NTPP(X, Y ) — X is a nontangential proper part of Y , 
• the inverses of the last two—TPPi(X, Y ) and NTPPi(X, Y ), 
 
The RCC-8 and RCC-5 relations between regions is shown in Fig.4. 
 

 

Fig. 4. RCC-8 and RCC-5 relations between regions 

When modeling a cyber physical system not only structure and dynamic behavior 
have to be considered, but also timing constraints are mandatory for the correctness. 
In order to define relations changing through time and to recover some concepts of 
spatial (relative) localisation, we are going to define a concept of temporal part, called 
a temporal slice. A temporal slice of a spatio-temporal entity is the maximum part of a 
spatio-temporal region corresponding to the lifespan of another one. 
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Clock theory [20] puts forward the possibility to describe the event in physical 
world by using a clock, and can analyze, records the event by clock. To use clock to 
specify Cyber Physical Systems, the time description is clearer to every event and 
can link continuous world with discrete world better. 

4 Case Study: Big Data Driven Vehicular Cyber Physical 
Systems Design 

Vehicular Ad Hoc Networks (VANET) [21] captures, collect, possess and distribute 
traffic information to improve traffic congestion and to massively reduce the number 
of accidents by warning drivers about the danger before they actually face it. 
Vehicular Ad Hoc Networks (VANET) contain sensors and On Board Units (OBU) 
installed in the vehicle as well as Road Side Units (RSU). The data captures and 
collected from the sensors on the vehicles can be delivered and displayed to the 
driver, sent to the RSU  and traffic control centers, or even broadcasted to other 
vehicles depending on its nature and importance. The traffic control center also can 
send traffic information to vehicles and RSU, control the states of vehicles and RSU, 
vehicles can communicate with other vehicles, The RSU distributes this data, along 
with data from road sensors, weather centers, traffic control centers, etc to the 
vehicles and also provides commercial services such as parking space booking, 
Internet access and gas payment. 

Vehicular Ad hoc Networks (VANET) [22] are supported by a large amount of 
data that are  captured and collected from various resources, are systems that would 
enable  users to efficiently utilize data resources that pertain to intelligent 
transportation systems, access and employ data through more convenient and reliable 
services to improve the performance of transportation systems. The data In Vehicular 
Ad hoc Networks (VANET) include information, such as geographic space, location, 
speed, count, and behavior patterns, which are combined to obtain estimates of traffic 
conditions. As traffic data continues to grow, the average monthly data for traffic 
information has now reached 100 terabytes. The traffic volume, speed and occupancy 
data and position of vehicles over time have been regarded as important features in 
traffic control and information management systems such as vehicular Ad hoc 
Networks (VANET). For example, in an urban area with hundreds of thousands of 
vehicles, drivers and passengers in these vehicles want to get information relevant to 
their trip.  They require that the location information van be displayed on screen and 
at any time, the available parking spaces around the current location of the vehicle are 
informed. The driver may be interested in the traffic conditions one mile ahead. Such 
information is important for drivers to optimize their travel, to alleviate traffic 
congestion, or to avoid wasteful driving.  

There are enormous amount of data in Vehicular Ad hoc Networks (VANET). 
Spatio-temporal data for moving vehicles in Vehicular Ad hoc Networks (VANET)  
is very large. Especial, the data of moving vehicles is increased in geometry growth 
over time. Spatiote-temporal data captured through remote sensors in Vehicular Ad 
hoc Networks (VANET) are always big data. 
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The VANET includes ITS Vehicle station systems, IVS, ITS Roadside station 
system and ITS Control station system. The top Modelicalml  [23] model of VANET 
is shown in Fig.5. 

 

 

Fig. 5. . The top Modelicalml model of VANET 

Fig.6 represents the requirements of VANET 
 
 

 custom Features

«requirement»
OriginalStatement

«requirement»
Get Vechile Information

«requirement»
Get Traffic Condition

«requirement»
OBU

«requirement»
RSU

«requirement»
ITS center

«requirement»
Traffic Delay

«requirement»
Position

«requirement»
Traffic FLow

«requirement»
Engine Speed

«requirement»
GetWeatherInformation

 

Fig. 6. The requirements of VANET 
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Fig.7 represents the Modelica model of vehicle. 
 

 

Fig. 7. The Modelica model of vehicle 

Fig. 8 represents the use case diagram of traffic Control. 
 

 

Fig. 8. The use case diagram of traffic Control 
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Fig. 9 represents the class diagram of traffic control 
 

 

Fig. 9. the class diagram of traffic control 

Fig. 10 represents Connection Diagram for Traffic Light Control. 
 

 

Fig. 10. Connection Diagram for Traffic Light Control 

The Modelica model of the Optimizer in traffic light control is as follows: 
within ModelicaMLModel.Scenarios.ICS; 

model Optimizer   

 Real S; 

 output Real Ty; 
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 Real broom; 

 Boolean safe; 

 ModelicaMLModel.Scenarios.Interface.speedSensor VIn; 

 ModelicaMLModel.Scenarios.Interface.BrakeSensor BIn; 

 ModelicaMLModel.Scenarios.Interface.LaneSensor XIn; 

 equation 

 broom=VIn.V/2*BIn.B; 

der(XIn.X)=VIn.V; 

Ty = if (XIn.X/VIn.V>broom) then 0 else XIn.X/VIn.V; 

S=VIn.V*VIn.V/2*BIn.B; 

safe= if (XIn.X>S) then true else false; 

end Optimizer; 

within ModelicaMLModel.Scenarios.Interface; 

connector BrakeSensor   

 parameter input Real B=25; 

end BrakeSensor; 

within ModelicaMLModel.Scenarios.Interface; 

connector speedSensor   

 constant input Real V=13; 

end speedSensor; 

within ModelicaMLModel.Scenarios.Interface; 

connector LaneSensor   

 Real X; 

end LaneSensor; 

model ConnectedPI   

 ModelicaMLModel.Scenarios.ICS.Optimizer ComputingModule; 

 ModelicaMLModel.Scenarios.IVS.ThrottleActuator SpeedActuator; 

 ModelicaMLModel.Scenarios.IVS.BrakePedal BrakePower; 

 ModelicaMLModel.Scenarios.IRS.TransToICS RoadDetector; 

equation 

 connect(SpeedActuator.VOut, ComputingModule.VIn); 

 connect(BrakePower.BOut, ComputingModule.BIn); 

 connect(ComputingModule.XIn, RoadDetector.XOut); 

end ConnectedPI; 

 
When we specify spatio-temporal relations of vehicle to vehicle using Spatio-

Temporal Sequence Diagram, we need to walk a fine line between realism and a 
suitable level of abstraction. Since automobile driving is a physically complex 
process, realistic models are often also complex. We define four basic operations: 
Acc:accelerate, Dec: decelerate, Trans: transform lanes, Turn: turn lanes, 
Uniform :constant. 
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Fig.11 represents the car spatial relations in cross road. 
 

 

Fig. 11. The car spatial relations in cross road 

Fig. 12. represents the spatio-temporal sequence diagram of Cross roads. 
 

 

Fig. 12. The spatio-temporal sequence diagram of Cross roads 

clock(Turn)  clock(Uniform) climb(Car_B, Car_A)  clock(Dec)  
clock(Acc))  climb(Car_A, Car_C)  clock(Uniform)  clock(Turn)  
clock(Dec)  clock(Acc) drop(Car_A, Car_B) 
 

ρ(clock(Turn), clock(Uniform)) ≤ dAB/VB 
ρ(clock(Uniform), climb(Car_B, Car_A)) ≤ dAB/VB 
ρ(climb(Car_B, Car_A), clock(Dec)) ≤dAB/VB 
ρ(clock(Dec), clock(Acc)) ≤dAB/VB 
ρ(clock(Acc), climb(Car_A, Car_C)) ≤dAC/VA 
ρ(climb(Car_A, Car_C), clock(Uniform)) ≤dAC/VA 
ρ(clock(Uniform), clock(Turn)) ≤dAC/VA 
ρ(clock(Turn)，clock(Dec)) ≤dAC/VA 
ρ(clock(Dec), clock(Acc)) ≤dAC/VA 
ρ(clock(Acc), drop(Car_A, Car_B)) ≤dAB/VB 
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clock(Dec)  clock(Uniform)  clock(Turn)  climb(Car_A, Car_B)  
clock(Acc)) drop(Car_A, Car_D) 

 
ρ(clock(Dec), clock(Uniform)) ≤dAB/VA 
ρ(clock(Uniform), clock(Turn)) ≤dAB/VA 
ρ(clock(Turn), climb(Car_A, Car_B)) ≤ dAB/VA 
ρ(climb(Car_A, Car_B), clock(Acc)) ≤dAB/VA 
ρ(clock(Acc), drop(Car_A, Car_B)) ≤dAB/VB 

5 Conclusion 

Big data driven cyber physical systems not only meet big data 4V feature 
requirements, but also have to meet time constrains and spatial constraints of cyber 
physical systems. Regarding big data modeling, an important question is how to 
represent a moving object. In this paper, we propose a model based approach to 
model big data driven cyber physical systems based on integration of Modelica, 
Modelicaml, AADL, RCC and clock theory, we illustrate our approach by specifying 
and modeling Vehicular Ad hoc Networks (VANET). The main advantages of the 
proposed approach  is its capacity to take into account big data properties and cyber 
physical system properties through specialized concepts in rigorous, easy and 
expressive manner. 

In future work , we extend MapReduce in real time aspects to of enable the 
scheduling of mixed hard and soft real-time MapReduce applications, we extend our 
method to model big data driven cyber physical systems on cloud platforms and SOA. 
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Abstract. Wireless Mesh Networks (WMNs) is considered as a key technology 
to solve the last mile problem. However due to the nature weakness of wireless 
channels, the packet transmission in WMNs is not that reliable. In this paper we 
proposed a new packets transmission scheme which is called – Reliable 
Transmission with Redundancy and Multipath (RTRM). RTRM uses ETT as its 
routing metric which not only consider the Packets Delivery Ratio (PDR) but 
also consider bandwidth. In RTRM we use scalar redundancy strategies and will 
choose a proper redundancy strategy depends on the minimum ETT of all paths. 
What’s more, how to send redundant packets will be considered. We compared 
four different strategies to send redundant packets and add the best one into 
RTRM. By using RTRM the WMNs will have more capacity of fault-tolerance 
and can offer reliable Quality of Service (QoS) guarantee. 

Keywords: wireless mesh network, redundant packets, multipath routing, 
reliable transmission, scalar redundancy, QoS. 

1 Introduction 

Wireless Mesh Networks (WMNs) is a new kind of broadband wireless access network 
which aims at providing networks anytime anywhere [1]. In WMNs these nodes can 
dynamically self-organize and self-configure and are able to establish and maintain 
mesh connectivity automatically. What’s more, other wireless networks, like Ad hoc, 
focus more on mobility while WMNs cares more about wireless. Most of the base 
stations in WMNs have low mobility. All these characteristics make WMNs reliable 
and flexible. However it’s not enough since wireless channels have high noise, fading 
and easy to suffer interference which can cause packets loss during transmission. When 
the distance between two radio nodes becomes larger, the Signal-to-Noise decreases 
[2], the packets loss rate will be highly increased. Our target in this paper is to improve 
the fault-tolerant ability of WMNs and extend its reliable transmission radius. 
Multipath routing will be adopted because if one path failed, we don’t need to recovery 
that path since other paths still work. What’s more, multipath routing can distribute 
network traffic to ease up the load of each path. Scalable redundancy strategies are also 
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essential since it can balance the number of redundant packets and the ability of 
recovering lost packets.  

The rest of this paper is organized as follows. Section 2 introduces some related 
works. Section 3 shows how to scale the redundant strategy. In Section 4, we give the 
implementation of Reliable Transmission with Redundancy and Multipath (RTRM). 
Section 5 shows the performance evaluations of our scheme. Finally, conclusion and 
future works are given in Section 6.   

2 Related Works 

Fault-tolerance on networks has been studied for decades. Those proposed schemes is 
divided into two categories: hardware level and software level. The software level 
contains network coding, adding redundant packets, multipath routing, data fusion. 

Multipath routing combines with packet redundancy is a main method to enhance 
the fault-tolerant capacity [3]. Lei Wang et al. proposed a Multipath Source Routing 
(MSR) which uses two paths to transmit original packets and duplicate packets 
respectively to guarantee the reliability [4]. However, in MSR duplicate packets will 
add 100% of extra traffic into network. And their metric RTT cannot estimate the 
packet loss rate of a path , so that they may not choose a proper path.   

Akyildiz et al. proposed a Forward Error Correction (FEC) based schemes for 
underwater sensor networks [5]. This kind of networks usually has low bandwidth, 
large propagation delay, high error rate, half-duplex channels, and highly dynamic 
topology. They designed a reliable transmission protocol by adding redundant 
information into original data. However the difficulty is to decide how many redundant 
packets should be added.  

Network coding is another popular method to enhance network reliability [9].Lun et 
al. use random linear network coding to construct a capacity-approaching scheme. But 
their algorithm does not guarantee 100% Packets Delivery Ratio (PDR) [6]. Zhenyu 
Yang et al. proposed a R-Code network coding based reliable broadcast protocol [7] 
which can achieve 100% PDR. Nevertheless they didn’t give the reliable transmission 
radius for the PDR cannot always be 100% when the distance between two nodes 
extend. 

Adding redundant packets is surely able to make the packets transmission more 
reliable. However this kind of resource hungry method would increase 100% of 
network load. In this paper we aimed at finding out a best tradeoff between redundancy 
and reliability. Our reliable transmission scheme RTRM adopts XOR operation as its 
encoding method. In this case we can rank the redundancy in different levels. Heavy 
redundancy strategy will add more redundant packets and maybe get better 
performance. Therefore, how to choose a proper redundancy strategy becomes the key 
point. What’s more, how to send redundant packet in multipath will influence the 
performance of RTRM. We will proof round robin is most suitable for RTRM. 
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3 Scalable Redundancy Strategy 

In RTRM we designed a scalable redundancy strategy which uses XOR operation to 
generate redundant packets. 

3.1 XOR Operation 

Since the packet transmission in WMNs is not reliable, we try to add redundant packets 
to increase the PDR. Theoretically, more redundant packets leads to higher PDR. 
However, too much redundancy will consume a large amount of network resources and 
even cause network congestion. Therefore, how to tradeoff between redundancy and 
reliability becomes a key research point.   

Here we adopt XOR operation as redundant packets generating method for it is a 
popular way of network coding and easy to implement [10]. It not only can generate 
redundant packets but also is scalable due to its excellent feature. We know that if 

cba =⊕  then bca =⊕  and acb =⊕ . That means if any element in a and b loses, it can 
be recovered by doing XOR between the other element and c. This feature can be 
extended like, if caaa n =⊕⋅⋅⋅⊕⊕ 21  then inii acaaaa =⊕⊕⊕⊕⊕⊕ +− ...... 111  )1( ni ≤≤ . 
That means if any one of these n elements loses, it can be recovered by doing XOR 
among c and other elements. We define the redundancy rate R equals to formula (1): 

   %100*
1

n
R =                                (1) 

From formula (1) we see that R is controllable by changing the value of n. What’s 
more this feature of XOR is suitable when these elements are changed to packets which 
have the same size. For example, when we use duplicate as redundant packets, the 
value of n equals to 1, then R equals to 100%.  

3.2 Redundancy Strategy 

When n is small, that means the R is large, and the reliability would be higher 
theoretically. Meanwhile the network should undertake heavier extra load. When the 
value of n becomes larger, extra load of network will be smaller, but the reliability may 
decrease. In order to choose a proper value of n, we did some simulations in a two 
nodes single path scenario by adding redundant packets to get the relationship between 
PDR and Distance. The topology is like Fig. 2(a) shows. The value of n varies from 0 to 
10. When n equals to 0 that means no redundant packet will be added. Table 1 shows 
the parameters of this scenario. 

In order to make the redundant strategy more reasonable, we rank the redundancy in 
5 scales. Table 2 shows these 5 redundancy strategies and some related parameters like 
n, Redundancy rate, Delivery threshold. Here Delivery threshold means without 
redundancy if the PDR of one path is larger than this threshold, we can use the 
corresponding strategy to increase the PDR up to 99%. Fig.1 shows the PDR to 
Distance in 5 redundancy scales. 
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Table 1. Important parameters of scenario 

Name of Parameter Value 

Wireless standard 802.11a 

Bandwidth 48Mbps 

CBR 1Mbps 

Number of nodes 2 

 

Fig. 1. PDR to Distance in 5 redundancy scales when Bandwidth is 48Mbps 

Table 2. Details of 5 redundancy strategies 

Scales n Redundancy rate (%) Delivery threshold (%) 

1 1 100 90 

2 2 50 91.5 

3 3 33 93 

4 5 20 95 

5 10 10 96.5 

 

Fig. 2. Topology of simulation scenarios 
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4 Implementation  

In RTRM we decide to use Multipath and Source Routing based on the following 3 
reasons.  
 Risk-sharing: Wireless channels have high noise, fast fading and easy to suffer 

interference. So we need multipath to distribute network traffic [11]. 
 Weak mobility: Wireless mesh network focuses more on wireless than mobility. 

At most of the time the base stations are fixed. That means their topologies are 
comparatively stable.  

 Path measurement: If we use source routing, it would be easier to measure the 
metrics of these paths. Thus the redundancy scheme could be predetermined. 

4.1 Multipath Routing 

Simulation was hold to compare the reliability between a two node single path scenario 
and a two node three paths scenario which are shown in Fig. 2(a) and Fig. 2 (b). The 
CBR of source node is 12Mbps which is high data rate. Other parameters are the same 
as Table 1 shows. 

The simulation result is given in Fig. 3. It shows that adopt multipath looks much 
more reliable than single path since its PDR is much higher than single path. However, 
actually the enhancement of reliability by using multipath is not that much, because 
most of the time its PDR is close to 99% but below 99%. Nevertheless, we believe that 
combine multipath and redundancy while transmission will satisfy our requirements of 
reliability. 

 

Fig. 3. PDR to Distance in comparison of single path and multipath  
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4.2 Route Discovery 

There are many existent multipath source routing protocols, our research will not focus 
on how to find paths. The route discovery phase is briefly as follows: 

Step 1: When the source node has sent demand, it broadcasts route discovery 
packets neighbors. Each route discovery packet contains a route vector which is used to 
recode the route it has passed. 

Step 2: If a intermediate node receives a route discovery packet, firstly, it will check 
if itself has already been in the route vector. If so, it will drop this discovery packet 
immediately. Otherwise it will add itself into the route vector. This step can prevent 
routing loop and reduce the number of probing packets. 

Step 3: When a route discovery packet gets to the destination node, it will be sent 
back from the reverse direction of its route vector. 

Step 4: Source node receives many available route vectors, it can measure the metric 
of each path. Here we use ETT as the path metric because it not only consider the 
packet loss rate but also take bandwidth into account. Both of these two factors are 
essential when deciding redundancy strategy. 

Step 5: Then we choose at most 3 paths from the best to the worst. When choose one 
path, we should compare its path vector with those we have chosen. This step can 
ensure these paths are node disjoint. 

4.3 Implementation of RTRM 

Fig.4 shows the network model of RTRM. Since IEEE 802.11 standard has already 
defined a relatively reliable MAC layer, we put our attention between Network layer 
and Data Link layer. Between these two layers we add a pair of Redundant Packet 
Generator (RPG) and Redundant Packets Filter (RPF).  

 
Fig. 4. Network model of RTRM  
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Functions of RPG: 

 Generate redundant packets according to the redundancy strategy decided by ETT. 
 Distribute network traffic. 

Functions of RPF:  

 Recover lost original packets. 
 Filter out redundant packets. 

The implementation of RTRM is as follows: 

Step1: According to the metric ETT of selected paths, we can choose a proper 
redundancy strategy. Then the value of n is decided. 

Step2: All packets through the network layer which have a same destination address 
will be allocated a same FlowID and a different SeqID. FlowID shows these packets are 
in a same flow and SeqID represents the sequence of a packet in that flow. 

Step3: When original packets go through RPG, RPG will classify those packets 
which have the same FlowID into groups, each group includes n original packets. 

Step 4: RPG makes all packets inside a group do XOR operation and get a redundant 
packet. That redundant packet will get a same GroupID and FlowID. What’s more it 
will have a redundant flag to sign it is a redundant packet. 

Step5: RPG allocates each packet a PathID. Original packet will be transmitted by 
round robin, while redundant packets will follow some redundant packet transmission 
strategies. We design 4 redundant packet transmission strategies and will compare 
them latter. 

Step6: In RPF, there is a two-dimensional structure array, and the subscript is 
FlowID and GroupID. Each structure includes 4 elements: 
 The number of group packets n. 
 A counter to calculate how many packets in the same group has been received. 
 A recover which has the same size as original packet. Its initialization value is 0. 
 A flag which is the sign of redundant packet. 

When any packet arrives, it can find a particular structure for its group. RPF will 
make every arrived packet and the recover do OXR operation and recode the value in 
the recover. After that if the packet is a redundant packet, RPF will filter it out. 
Otherwise, RPF will submit it to upper layer. 

Step7: the transmission results of a group can be divided into the following 3 
conditions: 
 If the value of counter of a particular equals to n+1, that means all packets are 

delivered. 
 If the value of counter equals to n, then we check the value of flag. If flag equals to 

1, that means 1 original packet is lost. Then we submit recover to upper layer as the 
lost packet. 

 If the value of counter is littler than n, that means in a group more than 1 original 
packet has been lost. In this case we can do nothing. 
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Redundant Packet Transmission Strategy 

In order to preserve the good put while enhance reliability, we decide to transmit 
redundant packets during the interval of two original packets. Experiments show that, 
at what time during the interval to send redundant packet is indifferent. However in 
what way to send redundant packets lead to different results. We designed 4 redundant 
packet transmission strategies and described as follows: 

 Follow the same path (same): Use the same path as the latest original packets. 
 Use next path (next): Use the path which will be used by next original packet.  
 Use last path (last): Use the path which has been used before the latest original 

packets. 
 Round robin: Treat redundant packet as original packet and send them by round 

robin. 

Fig.5 shows the original and redundant packets sequence by these 4 different 
redundant packet transmission strategies when n equals to 2. Three lines represent three 
paths in time axis. 

 

 

Fig. 5. Original and redundant packets sequence by different strategies 

5 Performance Evaluations 

Our simulation was held on Qualnet simulator [8]. There are two scenarios, one is low 
data rate scenario, the other one is high data rate. And the topology is like Fig.2 shows, 
one is two nodes single path topology, the other is two nodes three paths topology. In 
both scenarios, distance is a variable which varies from 1 meter to 100 meters. 
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5.1 Under Low Data Rate 

In low data rate scenario the CBR of source node is 1Mbps.  
We compare the performance of RTRM in 5 different redundancy strategies and the 

condition without redundancy when bandwidth equals to 12Mbps,18Mbps, 24Mbps, 
36Mbps and 54Mbps. The topology is two nodes single path. Their results are just the 
same as Fig.1 shows. From the result we get that under low data rate higher redundancy 
can achieve better performance. This conclusion can be applied to all bandwidths. 

5.2 Under High Data Rate 

In high data rate scenario, the CBR of source node is 12Mbps.  

Single Path Topology 

Here we still use single path with redundancy. The result is like Fig.6 shows. From this 
figure we can see that under high data rate heavier redundancy strategy even has worse 
reliability. Dramatically, transmission without redundancy has the best performance.  

 

Fig. 6. PDR to Distance under high data rate when Bandwidth is 48Mbps 

Multipath Topology 

In this scenario, we adopt three paths topology with 4 different redundant packet 
transmission strategies. Fig.7, Fig.8, Fig.9 and Fig.10 show their results respectively. In 
these figures the red curve represents no redundancy on multipath. 
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Fig. 7. PDR to Distance use “same” as redundant packet transmission strategy 

 

Fig. 8. PDR to Distance use “next” as redundant packet transmission strategy 
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Fig. 9. PDR to Distance use “last” as redundant packet transmission strategy 

From these figures we can briefly see that transmission with redundancy can provide 
better reliability. However, heavier redundancy strategies are not always better than 
lighter redundancy strategies. Fig.11 quantitatively compares the reliable radius of 
different redundancy scales and different redundant packets transmission strategies. 
Here we consider that where PDR is higher than 99% is reliable area. 

 

 

Fig. 10. PDR to Distance use “round robin” as redundancy transmission strategy 
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From this Fig.11 we can get three conclusions: 

 Different redundant packets transmission strategy can affect the performance of 
RTRM especially in some particular redundancy strategies. 

 Round robin achieves the best performance compares with other redundant packet 
transmission scheme. 

 Redundancy strategy scale 4 provides the best reliability and its redundancy rate is 
only 20%. 

 

 

Fig. 11. Performance evaluations of different redundancy strategies 

5.3 Discussion 

From the simulation results, we can see that under low data rate scenario, higher 
redundancy rate can get better reliability. However under high data rate scenario, heavy 
redundancy strategy may add too much extra load while the enhancement of reliability 
is not desirable. We draw the conclusion that RTRM is sensitive to data rate. Under 
high data rate scenario we cannot choose redundancy strategy according to the value of 
ETT. High redundancy may cause the reliability worse. Here we recommend to use 
RTRM with round robin as its redundant packet transmission strategy and to set the 
redundancy strategy on scale 4 or scale 3for it can prove the best reliability and inject 
least redundant packets. 
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6 Conclusion and Future Works 

In this paper we proposed a new packet transmission scheme named RTRM. By adding 
redundant packets and using multipath, the reliability of WMN is significantly 
enhanced. And we prove that Round robin is the best redundant packet transmission 
scheme. The most important thing is we find out that high redundancy is not always 
effectual in enhancing the transmission reliability. To use scale 3 or scale 4 maybe a 
better choice.  

Our future works will focus on finding out the relation between data rate and 
reliability, since we find that wireless channel is sensitive to data rate.  
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Abstract. Opportunistic mobile networks enable mobile devices to ex-
change data by opportunistic contacts between devices. Since commu-
nication is highly impacted by human mobility, the social properties of
human beings are exploited to improve the performance of data for-
warding. In this paper, we first analyze the threshold configuration of
community merging during the process of distributed community dis-
covery. We then introduce a new social-based routing algorithm, called
Community Roamer, which identifies those active nodes moving between
different clustered communities to create an efficient inter-community
forwarding path. Simulations on four real data sets show that the new
algorithm has a much lower overhead than the existing algorithms and
comparable message delivery ratio.

Keywords: Opportunistic social networks, social routing algorithm, com-
munity detection.

1 Introduction

Message delivery in opportunistic mobile networks depends on opportunistic con-
tact between mobile devices. It enables mobile devices to exchange messages in
the wireless range of each other in the absence of communication infrastructures.
Communication in such networks is multi-hop and relies on the intermediate
nodes to store and forward the message to the destination.

Opportunistic mobile ad hoc communication usually happens between the de-
vices carried by human beings; the performance of such networks relies heavily on
human mobility patterns and social behaviors. Research on mobility tracing data
in different scenarios, including the campus life [1], conference [2], and virtual
social networks [3], shows that the human mobility model is strongly correlated
with social relationships among individuals. The contact rate, contact duration
and inter-contact time in the tracing data reflect the contact frequency, longevity

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 768–780, 2014.
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and regularity between people. On average, people tend to meet with family and
friends frequently and regularly, with casual acquaintances less frequently and
regularly, and with strangers randomly. Social relationships between people may
vary less significantly than the topology of mobile networks. Those relatively
stable characteristics alleviate the difficulties in effective data forwarding and
dissemination due to unpredictable node mobility, rapid changing topology and
lack of global network information. Based on those observations, some social-
based characteristics, such as centrality, similarity and community, are employed
to design opportunistic forwarding mechanisms [4], [5], [6], [7], [8], [9], [10]. In
the literature, different social characteristics or their combinations are used as
utility functions to rank which of the two nodes is more effective in forwarding
or disseminating data.

In the social metrics used by routing algorithms, community is especially sig-
nificant from a social perspective. Community structure reflects the clustering
tendencies of human being and is relatively robust, since society itself offers a
wide variety of possible group organizations: families, working and friendship cir-
cles and so on [11]. Community can be derived from the contact graph according
to contacts between mobile devices in opportunistic mobile networks. In prac-
tice, however, it is challenging to discover a community locally and dynamically,
since contacts between devices are opportunistic and time-varying.

In opportunistic mobile networks, it is important to consider how to dis-
cover the community structure and obtain accuracy similar to that of the cen-
tralised methods. At the same time, designing the forwarding metrics which
reflect the data dissemination capability of nodes is also key to improving the
performance of opportunistic routing. The paper explores these two problems
from the point of view of theoretical analysis and experiments on real data sets.
It uses conductance as the community evaluation metric to infer the thresh-
old of community merging in the distributed community detection algorithm,
which is proposed in [12]. Furthermore, a social-based routing algorithm, called
Community Roamer, is proposed as an inter-community metric to guide routing
decisions. Community Roamer routing uses the number of local communities
that a node has been to as the utility function to evaluate the effect of a node
in inter-community data forwarding.

The rest of the paper is organized as follows: Section 2 presents the related
work, and Section 3 describes the distributed community detection method and
the threshold configuration in the process of community discovery. The Commu-
nity Roamer routing algorithm is introduced in Section 4, followed by the results
of the experiment on data sets in Section 5, and the conclusion in Section 6.

2 Related Work

Many data forwarding algorithms in opportunistic mobile networks, or Delay
Tolerant Networks (DTNs), have been proposed. Since there is no stable path
between the mobile device pairs, all the current routing mechanisms use the
store-carry-forward fashion. The routing decision is made locally by the message
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carrier, depending on partial knowledge of network topology and prediction of
future contacts. In the evolution of relay selection approaches, the literature has
fallen into three categories: flooding-based, encounter-based and social-based.

Flooding-based methods are simple and straightforward. The most popular
algorithms are Epidemic routing [13] and Spray and Wait [14], which deliver
the messages to all the encounters all the way or in the spray phase of routing.
These algorithms are the most effective but have the highest cost. Encounter-
based algorithms use the microcosmic viewpoint to evaluate the utility of relay
candidates. They select relays directly according to contact information, such
as the number of contacts, contact duration and inter-contact time. PROPHET
routing [15] is one of the algorithms which use the past contact records to predict
the message delivery probability to the destination.

Influenced by studies of social network analysis, social-based routing methods
try to explore the various social properties from the contacts between mobile de-
vices. These methods use the macroscopic viewpoint to discover relatively stable
characteristics against volatile contacts to evaluate data forwarding capabilities.
Label routing [4] takes advantage of the social communities of groups/affiliations
as the community labels and selects the nodes which are in the same community
as destination for relay. Bubble Rap routing [5] combines centrality and com-
munity to improve the performance of routing on the base of the distributed
community detection. Since people have different roles and community struc-
ture may be overlapped [16], the recently developed Overlapping Community
routing [7] explores overlapping community structures in mobile networks and
forwards messages to those which share more common community labels with
the destination. Friendship-Based routing [6] forwards the message to the node,
which is in the same friendship community as the destination and has stronger
friendship with the destination. The friendship community is a weighted tem-
poral graph, in which the weight, defined as the social pressure metric, qualities
the friendship between two specific node pairs and measures the average for-
warding delay between them. Transient Community routing [10] explores the
transient social contact patterns to improve forwarding performance. Besides
the community-based routing, SimBet routing [9] relies on the combination of
two social characteristics, the similarity between message carrier and the destina-
tion, and the ego betweenness centrality of the encounter nodes, to make routing
decisions. Some literature explores other social properties related to routing in
DTNs, such as PeopleRank routing [8]. It extends the idea of PageRank, which
is used to evaluate the importance of web pages in webgraphs, and forwards
messages to those nodes with higher PeopleRank value.

In the social-based routing algorithm, almost all of the literature tries to
identify the highest ranking node in the contact graph as the message forwarder,
according to contact rates, the number of contact neighbors or contact dura-
tion time. However, the recent work of Zyba et al. [17] emphasizes the roles
of vagabonds in data dissemination when the vagabonds have large population
and density under certain circumstances. Furthermore, Pietilainen et al. [18]
show that devices with higher contact rate that spend most of the time within
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these social clusters do not impact data delivery performance as much as those
nodes which have a medium number of contacts but spend less time in temporal
communities. With these findings in mind, this paper proposes the Community
Roamer routing algorithm which tries to find those nodes which are truly active
and has strong forwarding capacity between communities.

At the same time, an efficiently distributed community detection mechanism is
important for selecting a better relay node, since the community structure deter-
mines the scope for evaluating the forwarding utilities. The work in Overlapping
Community routing [7] extends the overlapping clustering methods used in com-
plex networks to a two-phase community detection framework for community de-
tection and evolution in dynamic mobile networks. Although this work addresses
the adding/deleting nodes and edges dynamically, it still needs global informa-
tion during the basic overlapping community discovery. In Transient Community
routing [10], broadcast is used to get community members to form the transient
community at a certain moment. In [12], Hui et al. propose three distributed com-
munity detection methods, including SIMPLE, k -CLIQUE and MODULARITY,
to identify the local community of each mobile node. In these three methods,
MODULARITY exploits modularity evaluation of local communities proposed
by Clauset [19], which extends the centralised global modularity [20] into the
scope of distributed local community of each node. It is shown that MODU-
LARITY has a computational complexity of O(n4) and has no significant im-
provement on performance compared with SIMPLE and k -CLIQUE method,
while the complexity of these two methods is O(n) and O(n2) at the worst
case, respectively. Considering the computational and storage limit of mobile
device, SIMPLE is competitive compared with the other two methods. However,
it requires appropriate thresholds to determine the formation or combination of
communities. The analysis in [21] demonstrates that SIMPLE with bad threshold
configuration would lead to poor performance in Bubble Rap routing [5]. In the
following section, the paper will analyze the threshold configuration and provide
an analytical foundation for SIMPLE in distributed community detection.

3 Community Detection Threshold

Society of human beings is composed of clusters of family, friends or colleagues,
etc. Communities are groups of people which probably share common proper-
ties and/or play similar roles within social networks [11]. Generally, nodes are
strongly connected within a community and are more sparsely connected between
communities. The conductance score is one of the simplest notions of community
quality and can give the best performance in identifying ground-truth communi-
ties [22]. Conductance can be defined as the ratio between the number of edges
inside the community and the number of edges leaving the community.

In a graphG(V, E), S is a set of nodes, S ∈ G. The conductance of S is defined
as ϕ(S) = cs

cs+2e , where cs = |{(u, v), u ∈ s, v /∈ S}|, e = |{(u, v), u, v ∈ S}| [23].
For two node sets, A and B, if ϕ(A) < ϕ(B), node set A is more like a community
than B since a good community should have better internal connections than
those between communities.
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In the process of community detection, each mobile node will keep a map of
familiar set and local community. When the node v0 meets the node vi, each
of them will check whether the other node can be included into the familiar
set first. If the accumulation contact duration or number of contact exceeds a
threshold, each node would join the other’s familiar set. In this way, the node
with only occasional contacts in temporal contact graph will be excluded from
joining the other node’s local community. Algorithm 1 shows the process of one
node joining the other’s local community in SIMPLE in Hui et al. work [12]. For
example, for v0, whether vi can join in its local community LC0 is determined

by |Fi∩LC0|
|Fi| , in which Fi is the familiar set of node vi.

Algorithm 1. SIMPLE Community Detection

When node vi meeting node v0
if vi /∈ LC0 then

if |Fi ∩ LC0|/|Fi| > γ then
vi → LC0

end if
end if

When considering the threshold of whether a node would join in the local
community of another node, we compare the conductance before and after the
merging. Fig. 1(a) and (b) show the community structures before and after
merging. Supposing that the number of internal links in LC0 is e0, and the
number of leaving edges is cs0 except for those links with nodes ending in the
set of |Fi ∩ LC0|, the conductance ϕ(LC0) before the node vi joining in LC0 is
then shown as

ϕ(LC0) =
(cs0 + |Fi ∩ LC0|)

(cs0 + |Fi ∩ LC0|+ 2e0)
.

After merging, the conductance is

ϕ′(LC0) =
(cs0 + |Fi| − |Fi ∩ LC0|)

(cs0 + |Fi| − |Fi ∩ LC0|+ 2(e0 + |Fi ∩ LC0|))

=
(cs0 + |Fi| − |Fi ∩ LC0|)

(cs0 + |Fi|+ |Fi ∩ LC0) + 2e0)
.

When |Fi| is not too large and |Fi|−|Fi∩LC0| ≤ |Fi∩LC0|, i.e. |Fi∩LC0|/|Fi| ≥
1/2, then ϕ′(LC0) < ϕ(LC0). This means that when the proportion of the
intersection of the local community of v0 and the neighbor set of vi in the
neighbor of node vi is equal to 1/2 or more, the merge would make the internal
structure of v0’s local community more tight than before. Therefore, from the
view of community structure, a untight lower bound of one node joining the
other’s local community is 1/2 when |Fi| is not too large.
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v0
vi

LC0
LCi

v0
vi

LC0
LCi

(a) Before vi join LC0 (b) After vi join LC0

Fig. 1. Community structures before and after vi joining LC0

Fig. 2. Community Roamer routing. Each solid circle denotes the local community of
the node which is marked in red and the dashed circle denotes the local community of
the other nodes which the red node belongs to. The source of the message is v0, and
the destination is vy . The inter-community forwarding path is v0 → vi → vj → vk, and
the intra-community path is vk → vy .

4 Community Roamer Routing

In opportunistic networks, data forwarding relies on opportunistic contacts.
According to community properties shown on the mobile devices, the community-
based data forwarding would be carried out in two phases: inter-community for-
warding and intra-community forwarding. Inter-community forwarding occurs
when the local community of message carrier does not contain the destination.
In this case, the message should be delivered as soon as possible along the path to
the community containing the destination. Therefore, the forwarding utilities in
inter-community forwarding typically rely on global rankings, such as the global
degree centrality in [5], the number of overlapping communities with the desti-
nation in [7] and betweenness centrality used in [9]. Intra-community forwarding
means the data forwarding when both the local communities of message carrier
and the encounter node contain the destination. In this case, messages are only
forwarded inside the community in order to deliver to the destination as fast
as possible. Intra-community forwarding typically relies on local ranking, such
as the higher number of encounters in the local community [5]. The paper pro-
poses Community Roamer routing algorithm which focuses on inter-community
forwarding and uses a new routing metric that reflects the data dissemination
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Algorithm 2. Community Roamer routing

When message m′s carrier v0 meets node vi
if vi merged into LC0 then

number of communities vi traveled ++;
end if
if v0 merged into LCi then

number of communities v0 traveled ++;
end if
if dst(m) == vi then

deliver message m to vi
else if dest(m) ∈ LC0&&dest(m) ∈ LCi then

if vi has large local centrality than v0 then
select vi as relay;

end if
else if dst(m) /∈ LC0||dst(m) ∈ LCi then

select vi as relay;
else if dst(m) /∈ LC0||dst(m) /∈ LCi then

if vi traveled more communities than v0 then
select vi as relay;

end if
end if

capability between clusters. The intuition behind the idea is that the node which
has been to a large number of communities has larger inter-community forward-
ing capabilities, since they are more active and roam between clustered commu-
nities, like a postman traveling between different communities. In the community
detection process, a node can join in the local community of the encounter node
if the threshold is met. Therefore, those nodes with more encounters or more
acquaintances will have more chances to join in local communities of the other
nodes. When quantifying the number of local communities to which a node have
been, a larger number means larger capabilities of data forwarding between com-
munities. Fig. 2 demonstrates of details Community Roamer routing. When two
nodes meet each other, the node having the higher number of traveled com-
munities will be selected as the relay until the message enters the community
containing the destination and is delivered to the destination. The details of
routing method are described as Algorithm 2.

5 Experiments

5.1 Data Sets and Parameter Configuration

In this paper, we use four experimental data sets: MIT Reality, Infocom06, Info-
com05 and Cambridge to evaluate the effectiveness of the Community Roamer
routing algorithm. These data sets are modified as encounter traces for ONE
simulator [24] [25]. They include two campus environments: MIT Reality and
Cambridge, and two conference environments: Infocom05 and Infocom06. MIT
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Reality has 97 participants within a period of nearly 9 months. The Cambridge
data set has 36 experimental devices in 11 days. Infocom05 and infocom06 record
the contacts during the INFOCOM conference in 2005 and 2006, respectively.
The former involves 41 mobile devices and the latter includes 20 static devices
and 78 mobile devices. In simulation, the threshold for a node joining the local
community of the other is set at 1/2. The message is created randomly every
300-360 seconds. The length of each message is 0.5KB, and the memory of each
node is 500MB. The message time-to-live (TTL) is set at 1 hour. Since the con-
tact is sparse in MIT Reality data set, the success-delivery ratio/succesful is
relatively lower than that of the other three data sets.

5.2 Results

In this section, the Community Roamer routing algorithm is compared to epi-
demic routing [13], Bubble Rap routing (including both the inter-community
delivery and intra-community delivery) [5] and Bubble Rap with only intra-
community delivery, called Simple routing, which means the messages are for-
warded only when the local communities of message holder and encounter both
contain the destination. For intra-community forwarding, the local degree cen-
trality is used as the ranking function. For inter-community forwarding, the
global degree centrality is used in Bubble Rap. Fig. 3 shows the results of suc-
cess delivery ratio, overhead, latency and the average number of hops of the
delivered messages on four data sets, respectively.

The message delivery ratio evaluates the percentage of the number of messages
delivered within the total number of messages created. Epidemic routing has
the best delivery performance since it explores all the possible paths to the
destination. The Simple routing should have the lowest performance since it
explores only intra-community transmission. The delivery performance of Bubble
Rap and Community Roamer should be in between Epidemic routing and Simple
routing. As shown in Fig. 3(a), for Infocom05 data set, Community Roamer is
the best except for epidemic routing, and has a successful delivery ratio of 83.8%,
while the performance of Bubble Rap is 81.1%. For the Infocom06 data set, the
performance of the Community Roamer is 73.6%, 4% lower than that of Bubble
Rap. For MIT Reality, the performance of Bubble Rap and Community Roamer
are 14.9% and 10.9%, respectively. They are all much higher than that of Simple
routing, which is 4.9%. The results mean that most messages are delivered in
inter-communities forwarding for MIT Reality data. Similar results are found for
Cambridge.

Fig. 3(b) shows the overhead of each methods, defined as the ratio of all the
useless relay in the relay leading to successful delivery. The overhead measures
the cost of each delivered message. The overhead of Epidemic routing is the
largest since it is based on flooding. Simple routing has the lowest overhead
since it only relays messages inside the community. In Simple routing, almost
all relays lead to the successful delivery on Infocom06 and Cambridge data. In
contrast to Bubble Rap, Community Roamer has much lower overhead on all
the four data sets. Especially for the Infocom05 data set, the overhead of the
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Fig. 3. Routing performance on four data sets in terms of (a) message delivery ratio,
(b) overhead, (c) latency and (d) hops

Community Roamer is 13.46, while the overhead of Bubble Rap is 19.61. At
the same time, the success delivery ratio of the Community Roamer is 83.8%,
while that of Bubble Rap is 81.1%. This means that Community Roamer routing
has better forwarding performance with fewer relays than the Bubble Rap for
Infocom05 data set. On Infocom06, the overhead of the community roamer is
only 47.8% of that of Bubble Rap, while the successful delivery ratio is just 4%
lower than that of Bubble Rap.

Message delivery latency measures the delay from the time/when a message
is created to the time a message is delivered. The average number of hops of
the delivered messages measures the length of delivery path. Fig. 3(c) and Fig.
3(d) show the latency and the number of message delivery hops, respectively.
Except for Infocom05, the latency in Community Roamer is slightly larger than
Bubble Rap, while the hops taken by messages in community roamer is lower
than Bubble Rap in all four data sets.

For the Infocom05 data set, Fig. 4(a) and Fig. 4(b) further illustrate the chang-
ing of message delivery ratio with simulation time and the cumulative delivery
probability sorted by delivered messages’ delay. It is shown that the performance
of Community Roamer outperforms Bubble Rap over time for Infocom05 data.
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Fig. 4. Routing performance for Infocom05 data

In order to analyze the effectiveness of the Community Roamer routing al-
gorithm further, we compare the global degree centrality of each node which is
used in Bubble Rap routing, and the number of community to which each node
traveled, which is used in Community Roamer routing for Infocom05 data. Fig.
5 illustrates the value of the number of each node traveled and the global degree
centrality at the end of the temporal contact graph, respectively. For each node
from 0 to 40, the global degree centrality and the number of communities to
which each node traveled are not positively correlated. For example, node 31
has been to 15 local communities, the largest number, while its global degree
centrality is 39, and many other nodes’ global degree centrality is 40. Node 30
has the smallest number of acquaintance, 21, but has traveled to 3 communities.
Further, it is shown that many nodes has the largest degree centrality, 40, which
is nearly equal to the size of the Infocom05 data set. It means that the cumulated
contact graph expands to the entire network over time when calculating degree
centrality. On the other hand, the number of the local communities to which
a node has traveled is far less than the size of the data set due to the use of
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Fig. 5. Comparison of the number of communities to which each node traveled and
the degree centrality of each node for Infocomm05 data
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threshold. According to the analysis of the performance mentioned in Fig. 3 and
4, the performance of Community Roamer outperforms the Bubble Rap routing
for Infocom05 data. In this sense, the metric of the number of communities to
which a node has traveled accurately qualifies the inter-community forwarding
capability of nodes.

6 Conclusion

This paper analyzes the threshold configuration in the process of local com-
munity formation using conductance. At the same time, a social-based routing
algorithm, Community Roamer, is proposed and evaluated. Community Roamer
routing uses the number of local communities to which a node have traveled to
evaluate the data dissemination capability of a node for inter-community for-
warding. The experiments on four data sets show that the community roamer
has much lower overhead than Bubble Rap but comparable delivery performance.
Especially for Infocom05, it outperforms Bubble Rap in all of the terms of success
delivery ratio, overhead, latency and hops of delivered messages.

The Community Roamer is designed for inter-community message delivery. Its
efficiency depends on the accuracy of detected community structure. The current
evaluation is done on the cumulative contact graph and SIMPLE method fol-
lowing the work of Hui et al. Future work will consider designing a new effective
distributed community detection for dynamic networks to reflect the evolution
of community structures and evaluate community roamer routing algorithm in
temporal communities.
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Abstract. Packets transmission in Wireless Mesh Networks (WMNs) is not that 
reliable due to the inherited weak points of wireless channels. In this paper we 
proposed a new packets transmission scheme which is called – Self-adaptive 
Reliable Transmission scheme with Redundancy and Multipath (S-RTRM). S-
RTRM is improved on the foundation of RTRM which uses XOR operation as 
its encoding method and rank the redundancy strategy in 5 standard scales. Dif-
ferent from RTRM, S-RTRM uses new path metric and can monitor each path’s 
performance in real-time. Then it can choose a proper redundancy strategy dy-
namicly for each path. Any path will undertake its own redundant packets. 
Compared with RTRM, S-RTRM is effectual in a much larger data rate area 
and doing its best on weighing the reliability against good put. 

Keywords: Wireless mesh networks, redundant packets, multipath routing, re-
liable transmission, self-adapting packet transmission scheme. 

1 Introduction 

Wireless Mesh Network (WMNs) is a kind of distributed, self-organizing, multi-hop 
wireless network which is made up of radio nodes organized in a mesh topology [1]. 
These features bring many characteristics like easy and low cost deployment, larger 
coverage, powerful self-healing ability, etc. As a new type of broadband wireless 
access network, WMNs aims at providing networks in anytime anywhere. All these 
advantages attract a lot of attentions on it. However the nature weaknesses of wireless 
channel such as high noise, fast fading and easy to suffer interference make the pack-
ets transmission on WMNs not that reliable [9]. For example, when there is interfe-
rence, Signal-to-Noise Rate (SNR) will decreases at the receiver and the packet loss 
rate will be highly increased. In this case, how to make the packets transmission more 
reliable on WMNs becomes a research hotspot in recent years [5].  

Since Reliable packet Transmission with Multipath and Redundancy (RTRM) [12] 
is sensitive to data rate, researches were done focus on packets loss and the basic 
reasons of packets loss were found. According to these, we can prevent packets loss 
in Network layer by control the original data stream to each path. Then we choose a 
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proper redundancy strategy for each to recover lost packets in Mac layer. Based on 
these theories a Self-adaptive packets transmission scheme S-RTRM is proposed.  

The rest of this paper is organized as follows. Section 2 introduces some related 
works. Section 3 shows the research process on packet loss. In Section 4, we give the 
implementation of S-RTRM. Section 5 shows the performance evaluations of the 
proposed scheme. Finally, conclusion and future works are given in Section 6.   

2 Related Works 

Network fault-tolerance strategy in software level includes network coding [6], data 
fusion, multipath routing [7], adding redundant packets, etc. 

Multipath Source Routing (MSR) was proposed by Lei Wang [3][4]. MSR com-
bines multipath routing and adding redundant packets together to ensure the reliable 
transmission in Mobile Ad hoc NETwork (MANET). However it only uses two paths 
to transmit packets and use duplicate packets as redundant packets. The increment of 
reliability by using two paths is restricted and using duplicate packets will increase 
100% of network load. What’s more they send original packets and duplicate packets 
in different paths. But they do not denote which way is more suitable for redundant 
packets. And they use RTT as multipath metric [8]. RTT cannot estimate the packet 
loss rate of a path so that they may not able to choose a proper path to use.   

Reliable Transmission scheme with Redundancy and Multipath (RTRM) also 
combines multipath routing [11] and adding redundant packets together. It uses XOR 
operation as its encoding method and rank the redundancy strategy in 5 standard 
scales. Different redundancy strategy has different redundant rate. Usually we think 
that higher redundant rate leads to higher reliability. But RTRM proves that this rule 
is just suitable in low data rate scenarios. In high data rate scenarios, light redundancy 
strategy maybe lead to better performance. It means we only need to add 20% extra 
packets which will get higher reliability than that adds duplicates into network traffic. 
What’s more RTRM treats redundant packets the same as original packets and distri-
butes them to each path by round robin. It also proved that round robin is the best way 
to transmit redundant packets. 

Even RTRM get big progress in balancing the reliability and good put, it still has 
some problems. We found RTRM is a data rate sensitive scheme. Since the rule that 
higher redundant rate leads to higher reliability is only useful in low data rate scena-
rios, it will be difficult for RTRM to choose a redundancy strategy in all cases. The 
reason why heavy redundancy strategy causes worse performance in reliability is 
unknown. This paper will unravel the basic reason of packet loss and find out why 
RTRM is sensitive to data rate. After solving these problems a self-adaptive reliable 
packets transmission scheme S-RTRM was proposed. Simulation proves that S-
RTRM can provide reliable transmission in a much larger data rate area compared 
with RTRM.  
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3 Research on Packet Loss 

In order to simulate in more complex scenario, we decide to control the SNR of a 
wireless link by changing Transmission Power (Tx-Power) at the sender. If so, we 
need to get the relation between Packet Delivery Ratio (PDR) and Tx-Power first. 
Since we use Tx-Power to control the change of SNR, the distance between two nodes 
does not need to change. That distance is fixed at 5 meters. Fig.1 shows the relation 
between PDR and Tx-Power of different bandwidths in IEEE 802.11a standard. The 
simulation scenario is a two nodes wireless link. And CBR at the sender is 1Mbps. 
We believe that we can set any wireless link’s PDR freely depends on Fig.1 However, 
in our latter simulations their PDR is not what we expected. Then we did the same 
simulation but on different CBR. Fig.2 is the relation between PDR and Tx-Power 
when CBR is 20Mbps. This figure shows most of the curves are totally different from 
Fig.1. This phenomenon also proves that PDR is sensitive to data rate.  
 

 

Fig. 1. PDR to Tx-Power of IEEE 802.11a when CBR is 1Mbps 

In order to get clear about the relation between PDR and data rate in a particular 
bandwidth, we did more simulations in a two nodes wireless link by changing its 
Bandwidth and CBR. Fig.3 shows the simulation results when bandwidth is 12Mbps. 
We can see from this figures that when Tx-Power is fixed, generally higher data rate 
have lower PDR. Based on previous research, we infer that the decrease of Tx-Power 
causes more packet loss, and the MAC layer of IEEE 802.11 standards has a unicast 
retransmission mechanism. Retransmission needs more time, and if the data rate is 
very high, the sender will not be able to send all this packets, some packets would be 
lost. In order to prove our inference, we did more simulation and not only focus on 
PDR but also paid attention to some MAC layer and Physic layer statistics. These 
statistics are shown in Table 1. We found two basic reasons of packet loss as Fig.4 
shows. 
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Fig. 2. PDR to Tx-Power of different Bandwidth when CBR is 20Mbps 

 

Fig. 3. PDR to Tx-Power of different CBR when Bandwidth is 12Mbps 

Table 1. Some important Mac and Physic Layer simulation statistics of QualNet 

Layer  Name of Statistics 

Transport    Packets from Application Layer = 10000 

Network       Total Packets Queued =  2873 

MAC   Unicast packets sent to channel = 2864 

MAC Packet retransmissions due to ACK timeout = 1806 

MAC Packet drops due to retransmission limit = 9 
Physical       Signals  transmitted = 4670 
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Reason1: When Tx-power decreases the SNR decreases either, and it makes the 
receiver’s MAC layer more difficult to recover the frames. This causes some packets 
lost and we call it Frame Error Rate (FER) of a wireless channel.  

Reason2: Between the Network layer and Data link layer there is a queue. When 
FER increases the MAC layer have to retransmit frames incessantly. That causes the 
ability of a sender to send frames becomes weaker. And then the queue becomes full 
and causes overflow. Here we call it Network layer Packet Loss Rate (NPLR). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Two basic reasons cause packet loss 

At the same time, because of the unicast retransmission mechanism, there are two 
kinds of FER. One is Physic layer FER (PhyFER) and the other is MAC layer FER 
(MacFER). Fig.5 shows the PhyFER and Fig.6 shows the MacFER. Because our 
scheme is located between Network layer and Data Link layer, here we only consider 
MacFER. 

 

Fig. 5. PhyFER to Tx-Power of different Bandwidths of IEEE 802.11a 
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Since we find out the basic reasons of packet loss, we can get the formula of PDR 
as shown in formula (1): PDR=(1-NPLR)(1-MacFER)                       (1) 

To increase PDR, we only need to decrease NPLR and MacFER. From reason 2 we 
know that, when Tx-Power is fixed, the ability of a queue to pass packet is fixed too. 
Since this ability looks like a window size, we call it Queue Window Size (QWS). 
Then we find out the relation between QWS and Tx-Power as Fig.7 shows.  

Assume that the Tx-Power is fixed, if we can control the data rate of the sender no 
larger than its QWS, then no packet will loss before entering the queue. In this case, 
the NPLR can be controlled to 0%. Now the PLR can be written as formula (2):  

PLR=MacFER                               (2) 

Table 2. Details of 5 redundancy strategies 

strategy n Redundancy rate (%) Delivery threshold (%) 

1 1 100 90 

2 2 50 91.5 

3 3 33 93 

4 5 20 95 

5 10 10 96.5 

 

 

Fig. 6. MacFER to Tx-Power of different Bandwidths of IEEE 802.11a 

In addition, we combine Fig.6 with Fig.7 and find that the horizontal axes of these 
two figures are the same. That means there must be a mapping relation between QWS 
and MacFER. If we know the value of QWS we can get the value of MacFER. From 
formula (2) we know MacFER equals to PLR. Table 2 shows some details of these 5 
redundancy strategies. It includes:  
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n: the number of original packets in a group  

Redundancy rate: equals to . 

Delivery threshold: it means if the PDR is larger than this threshold, we use this 
strategy can increase the PDR up to 99%. 

Table 2 is referenced from [12]. Depending on Table 2, if the PLR is no bigger 
than 10%, we can choose a proper redundancy strategy to make it smaller than 1%. 

 

Fig. 7. QWS to Tx-Power of different Bandwidths of IEEE 802.11a 

4 Proposed Scheme 

4.1 Network Model  

Fig.8 shows the network model of S-RTRM. Our attention is still between Network 
layer and Data link layer. Different from RTRM, S-RTRM adds a Redundant Packet 
Generator Manager (RPGM) firstly, and under the RPGM there are several RPGs. 
One path has one RPG. The green packets represent redundant packets. 

Functions of RPGM:  

 Choose a proper redundancy strategy. Different path use different redundancy 
strategy. 

 Counting the capacity of a path depends on its QWS.  
 Distribute network traffic. According to the capacity rate among all paths, RPGM 

distribute a different number of original packets to each path. 
Functions of RPG: 

 Generate redundant packets according to the redundancy strategy chosen by 
RPGM. 

Functions of RPF:  

 Recover lost original packets. 
 Filter out redundant packets. 
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Fig. 8. Network model of S-RTRM 

4.2 Process of S-RTRM  

Step 1: Use Source Routing Protocol to discover available paths, and choose at most 
3 node disjoint paths. Firstly we choose the path with minimum MacFER. If their 
MacFER are the same then we choose the path with maximum QWS. 

Step 2: RPGM will choose a proper redundancy strategy for each path according 
to QWS and MacFER. Then n, the number of original packets in a group is decided. 
At the same time, RPGM will count the maximum original packet data rate for each 
path, and we define it as  for Path i. It follows the formula (3)  =          (1 ≤ ≤ ℎ )           (3) 

Step 3: All packets go through RPGM can get a FlowID. And RPGM will distri-
bute a PathID to each packet by running traffic distribution algorithm. 

Step 4: When these packets go through RPG, they will be divided by FlowID and 
get a SeqID. Then they will be classified into groups. Each group has n packets, and 
each packet has a same GroupID. 

Step 5: RPG will have all packets in a same group done XOR operation and get a 
redundant packet. Redundant packet has the same GroupID and a redundancy flag . 

Step 6: In RPF, there is a two-dimensional structure array, and the subscript is 
FlowID and GroupID. Each structure includes 4 elements: 

 The number of group packets n. 
 A counter to calculate how many packets in the same group have been received. 
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 A recover which has the same size as original packet. Its initialization value is 0. 
 A flag which indicate if a group has received a redundant packet. If that group has 

received a redundant packet, flag sets to1, otherwise flag sets to 0. 

When any packet arrives, it can find a particular structure for its group by checking 
the subscript of PathID and GroupID. Then RPF will make the arrived packet and re-
cover do XOR operation and record the value in the recover. After that if the packet is a 
redundant packet, RPF will filter it out. Otherwise, RPF will submit it to upper layer. 

Step7: the transmission result of a group has the following 3 possibility: 

 If the value of counter equals to n+1, that means all packets have been delivered. 
 If the value of counter equals to n, we check the value of flag. If flag equals to 1, 

that means 1 original packet is lost. Then we submit recover to upper layer as the 
lost packet. 

 If the value of counter is littler than n, that means in a group more than 1 original 
packets were lost. In this case we will do nothing. 

4.3 Traffic Distribution Algorithm 

Because S-RTRM distribute original packets depends on the condition of each path, so 
different path may undertake different amount of network traffic. Therefor how to dis-
tribute the traffic has significant meanings. For example there are 3 paths and their  
capacity rate is  : : = 1: 2: 3 . If their distribution algorithm doesn’t 
follow the rate in time which just like Fig.8 shows. Since the real time data rate of each 
path dose not decrease, it will cause overflow at the queue and more packets will loss. 

 
 

 

 

Fig. 9. Packets transmission sequence of a sample distribution algorithm 

To solve this problem we proposed a new distribution algorithm based on the ac-
cumulation of path step length. We take the condition in Fig.8 as an example. In that 
example : : = 1: 2: 3, so we define sum as formula (4)  = ∑    (0   ℎ )               (4) 

Process of Traffic distribution 

Step 1: Compute the ℎ of Pathi as formula (5):  ℎ =                                 (5) 
Step 2: Each path has a counter for accumulating its ℎ. Every time Path i 

send a packet, the value of  will plus ℎ . If the value of  
equals to sum,  will be set to 0. 

CBR1:CBR2:CBR3=1:Path1 

Path2  

Path3 
time 
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Step 3: The path which has the minimum value of , has the highest 
priority to send packet. 

Step 4: Otherwise the path which has the minimum of ℎ  will has the 
highest priority to send packet. 

Step 5: If the ℎ of all paths are equal, the path with the minimum PathID 
will sent packet first. 

Fig.9 shows the packets transmission sequence of our traffic algorithm. The real 
time data rate of each path absolutely follows their capacity rate.  

 

 

 

 

 

Fig. 10. Packets transmission sequence of our distribution algorithm 

5 Performance Evaluations 

5.1 Scenario Topology 

All of our simulations were held on QualNet 4.5 simulator [10].We assume to have 3 
nodes disjoint paths from a source node to destination node. The distance between 
each neighbor node is 5 meters. We set their Bandwidth and MacFER as Fig.10 
shows. 

 

 

 

 

 

 

 

 

Fig. 11. Topology of simulation scenario 
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We test the performance of RTRM and S-RTRM respectively when CBR changes 
from 1Mbps till 30Mbps. Fig.11 compares the PDR of RTRM and S-RTRM when 
CBR changes. 

5.2 Simulation Results and Analysis 

Simulation results are seen in Fig.11, before CBR is 10Mbps, RTRM can provide 
reliable transmission. However, when CBR keeps increasing RTRM’s PDR decreases 
fast. This phenomenon is obvious due to previous research. When CBR is smaller 
than 10Mbps, even RTRM add some redundant packets into each path, the total data 
rate of each path dose not exceeds its QWS. However, when CBR keeps increasing, 
bad path losses a lot of packets since its data rate exceeds its QWS, while good path 
has poor efficiency because the amount of redundant packets is decided by bad path. 
Many of these redundant packets are unnecessary for good path. Therefore, when 
CBR is larger than 10Mbps, its PDR decrease fast. 

 
 
 
 
 
 

Fig. 12. Comparison of RTRM and S-RTRM when CBR changes from 1Mbps to 30Mbps 

For S-RTRM, when CBR is 20Mbps the PDR can get to 99%.That is due to the 
control of network traffic to each path. S-RTRM controls the original data rate to each 
path, this can keep the data rate always below its QWS.S-RTRM also chooses appro-
priate redundancy strategy for each path to make the transmission reliable. After 
20Mbps the PDR starts to decrease. It is because there is no perfect transmission 
scheme which is impactful in any scenario for any data rate. S-RTRM extends the 
effectual data rate area from 10Mbps to 20Mbps compared with RTRM. 
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From the comparison we draw the conclusion that S-RTRM not only can improve 
the reliability of transmission in wireless mesh network but also be effectual in a larg-
er data rate area.   

6 Conclusion and Future Works 

In this paper, a new self-adaptive reliable transmission scheme for wireless mesh 
network, S-RTRM is presented. S-RTRM is evolve from RTRM but much better than 
RTRM. During the process of design S-RTRM, we found out the basic reason of 
packet loss. Based on these findings our S-RTRM can adapt to each path’s own con-
dition and make a best transmission scheme respectively. S-RTRM does its best to 
balance redundancy and good put. The simulation results also prove that our S-RTRM 
can provide reliable transmission for wireless mesh network in a much larger data rate 
area. 

Even though we find out the basic reason of packet loss and can control the net-
work traffic effectively, we have other findings but don’t know the reason. From 
Fig.3 we know that at a fixed Tx-Power value, when the CBR increase the PDR de-
crease. It is because at this point the capacity of the wireless link is fixed. Higher 
CBR can cause more packets loss at the queue. However this rule sometimes doesn’t 
work especially when the CBR is very small thus cannot cause overflow and there is 
MacFER but not very large. Under this circumstance higher CBR usually get higher 
PDR. We can see this from Fig.3 when Tx-Power equals to -16 dBm, 2Mbps CBR 
has higher PDR than 1Mbps CBR. And this phenomenon is more serious in large 
Bandwidth like 54Mbps. This causes the PDR of multipath lower than single path 
when the original data rate very small. So our Future work will focus on finding the 
reason of this phenomenon. 
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Abstract. The localization problem arises from the need of nodes of
a wireless sensors network to determine their positions without the use
of external references, such as the Global Positioning System – GPS. In
this problem, the node location may be established thanks to distance
measurements to existing reference nodes. Reference nodes know their
respective positions in the network. In the search for efficient yet accu-
rate methods to determine node locations, some bio-inspired algorithms
have been explored. In this sense, targeting a more accurate solution
of the localization problem, we propose a new multi-hop method based
on the Backtracking Search Algorithm. It includes a new technique to
assess the confidence that should be granted to a contribution received
from a neighboring node, and hence incorporating it into the localiza-
tion computation accordingly. The achieved performance results prove
the effectiveness of the proposed method as well as the efficiency en-
tailed by the confidence factor assessment technique. The impact of the
latter is more evident when the number of reference nodes in the net-
work is reduced. This constitutes a very big advantage with respect to
state-of-the-art localization methods.

1 Introduction

Wireless Sensor Networks (WSNs), whose prospect of application is very broad,
have attracted great attention from industry [1]. However, in most cases, WSNs
have little use when no positioning sensors are included into the nodes [12].
Similarly, many applications of Swarm Robotic Systems (SRSs) require that a
robot is able to discover its position. This position may be either absolute, i.e.
with respect to a universal reference system, or relative to other robots, based
on a local coordinate system.

In both cases of WSNs and SRSs, the basic devices, i.e. sensors or robots,
respectively, have common characteristics, which are of a reduced size, have
access to a limited energy source and must be of low cost. The straightforward

X.-h. Sun et al. (Eds.): ICA3PP 2014, Part I, LNCS 8630, pp. 794–808, 2014.
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solution that consists of endowing each basic device with a Global Positioning
System – GPS is often not feasible.

The localization problem consists of inferring the position of a set of sensors
or robots when no external reference, such as GPS, is available. Many of the
localization methods depend on the ability of a node (sensor or robot) to measure
its distance to some reference nodes, also known as anchors. The position of
reference nodes are known [10].

In general, common techniques for distance measurement are based on the
power of the received signal, its propagation time and/or the comparison of the
propagation time of two signals that are known to have different propagation
speeds [8,9]. As the measurement techniques presented rely on signal propagation
characteristics, a threshold distance for such measurements has to be considered.
In the simple case, wherein all reference nodes are within the distance measure-
ment threshold, the measurements are direct and thus, made via a single hop.
However, in the cases where one or more reference nodes are outside this thresh-
old, distance measurements are obtained indirectly using a multi-hop strategy.
For this purpose, algorithms such as Sum-dist or DV-hop are used [7]. Depending
on the network topology in WSNs or swarm connectivity in MRSs, the use of
one and multi-hop can be combined. In [7], a three-step approach is proposed:

1. Estimate the distances of each node to the reference nodes.

2. Compute the position of each node using the measurements obtained in
step 1.

3. Refine the position of each node using the positioning and distance informa-
tion informed by the neighboring nodes.

The mentioned three-step approach is identified in algorithms that present
skills of self-organization, robustness, and energy efficiency [7], such as the algo-
rithms: Ad-hoc positioning [10], N-hop multilateration [13] and Robust positioning
[11]. Also, this approach provides two advantages: it is possible to analyze partial
results in order to have a better understanding of the combined behavior; and it
is possible to further mix-and-match other alternatives for both phases, in order
to obtain better performances [7].

The optimization using bio-inspired techniques are often applied to the local-
ization problem, in the case of a single hop as well as in that of multi-hop [12,4].
This paper proposes a new method for solving the localization problem based
on a multi-hop strategy. The method exploits an optimization process using the
Backtracking Search Algorithm – BSA. The methods acts in three stages: Dur-
ing the first stage, the Sum-Dist [7,11] is used to estimate the node distances to
the reference nodes; Then, during the second stage, an initial position estimate
is made using the Min-Max method [7,11]; After that, during the third stage,
the refinement of the positions is performed by mean of an optimization process
using BSA. Aiming at improving the evaluation of the accuracy of inferred lo-
calizations, we propose and evaluate a new technique to establish the confidence
factor, which is used to assess the importance of the contributions received from
neighboring nodes.
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The rest of this paper is organized as follows: First, in Section 2, we present
some related works. Later, in Section 3, we briefly describe the main steps of
BSA; In Section 4, we show the proposed distributed localization method to-
gether with the novel technique to establish the confidence factor of the feedback
made by the neighboring nodes; Then, in Section 5, we report and discuss on the
achieved performance results. Finally, in Section 6, we present some concluding
remarks along with some possible future work.

2 Related Work

The importance of the localization information to sensors in wireless networks
and robots of a swarm, conjugated with the limitations in terms of hardware and
energy requirements that are typical of these devices, have motivated the search
for more efficient yet accurate algorithms to solve the localization problem.

In [12], the authors report on the use of genetic algorithms for solving the
problem of localization in sensor networks without barriers and without noise.

Another approach to the localization problem is presented in [6]. The authors
propose the use of genetic algorithms to determine the position of unknown
static nodes. In contrast with [12], this localization was done with respect to
mobile reference nodes. This application showed to be inefficient for networks
that are spread through a large coverage area. Mainly, this drawback was due
to the high-energy required during the movement of the reference nodes.

In [4], the author presents a localization algorithm based on swarm intelli-
gence. I uses Particle Swarm Optimization – PSO to evolve a solution. The work
is applicable to network of static sensor nodes only. However, the extension of
the proposed algorithm to mobile sensor networks was later demonstrated in
[5]. Two or three dimensions can be considered. The distance measurements to
reference nodes are performed using a multi-hop strategy.

3 Backtracking Search Algorithm

The Backtracking Search Algorithm – BSA is a relatively new evolutionary algo-
rithm [2] that uses knowledge gathered from past generations to seek solutions
of better fitness. The bio-inspired philosophy behind BSA is similar to that of a
social group of animals that, at random intervals returns to hunting areas that
were previously visited for food foraging. The general structure of BSA is shown
in Algorithm 1.

During the initialization step, the algorithm generates and evaluates the initial
population P0 and sets the historical population Phist. The latter composes the
BSA’s memory.

During the first selection step, the algorithm randomly determines, based on
a uniform distribution, whether the current population P should be kept as the
new historical population, and thus replace Phist. Subsequently, it shuffles the
individuals of this population.
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Algoritmo 1. BSA

begin
Initialization;
repeat

Selection-I;
Generate new population

Mutation;
Crossover;

end
Selection-II;

until Stopping Condition;

end

The mutation operator creates Pmod, which is the preliminary version of the
new population Pnew). It does so according to (1):

Pmod = P + η · Γ (Phist − P ), (1)

wherein η is adjusted empirically via simulations and Γ ∼ N(0, 1), with N being
a normal standard distribution. Thus, Pmod is the result of the movement of P ’s
individuals in the directions established by vector (Phist − P ).

In order to create the final version of Pnew , the crossover operator combines
randomly, also following a uniform distribution, individuals from Pmod and oth-
ers from P .

In second selection stage, the algorithm evaluates, selects elements of Pnew

(i.e. individuals obtained after mutation and crossover), which should have bet-
ter fitness than those in P (i.e. individuals before applying both the operators
of crossover and mutation) and replaces them in P . Hence, P includes only
new individuals that should have evolved. While the stopping condition has not
yet been reached, the algorithm iterates. Otherwise, it returns the best solution
found.

4 Localization Proposed Method

The localization proposed method can be applied to problems with two or three
dimensions. However, for the sake of clarity of the analysis presentation, but
without loss of generality, we focus on the case of two dimensions. As a premise,
the problem is regarded as multi-hop. This means that the unknown nodes,
in most cases, cannot measure their distance to the reference node directly. In
this case, the node estimates it distance to the anchors via an available multi-
hop path. In this formulation, all nodes are considered static and no distance
measurement errors are taken into account. Also, let A be the search space, Vi

the set of neighboring nodes of node i and R the set of the reference nodes of
the network.
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Like the approach presented in [7], as reported in the introduction, the pro-
posed method operates in three stages. In the remainder of this section we in-
troduce the underlying details of each of these stages; then we explain the new
technique to establish the confidence factor associated with the position trans-
mitted by a neighboring node. This factor is used in the third stage of the algo-
rithm; subsequently, we present the complete algorithm of the proposed method.
It is worth noting that all the nodes of the network execute the same localiza-
tion algorithm simultaneously. Furthermore, for a certain period of time at the
beginning of the localization process, all the network reference nodes keep send-
ing messages composed by their respective position together with the message
traveled distance (0 at this moment), to all neighboring nodes.

4.1 Distance to Reference Nodes

Mainly, the first stage (STAGE-I) allows for node i to estimate its distance to
the reference nodes using the Sum-Dist algorithm [7]. Sum-Dist algorithm is
chosen to perform STAGE-I due to its low computation and communication
costs [7]. This stage starts by disseminating any message that was transmitted
by an anchor. The message is passed from node to node, so that the distance in
each hop is added to the total distance traveled by the message. The message
received by a node is stored and then retransmitted if and only if, the distance
traveled by the message is the so-far smallest distance to the given reference
node. Thus, each unknown node i will be aware of the position coordinates (x̂r ,
ŷr) of all the network reference node r ∈ R and the distance of the shortest route
li,r that exists between them.

Note that li,r, i.e. the shortest distance traveled by a message from unknown
node i till anchor r, is not necessarily the actual distance between them. For
instance, in a scenario with randomly distributed nodes, it is common that nodes
that compose the path between i and r are not aligned, causing that li,r is greater
than the actual distance between the two nodes.

4.2 Initial Node Position

The second stage (STAGE-II) allows for node i to estimate its initial position
ui. This is done using the Min-Max technique [7,11]. It identifies for each ref-
erence node r a region, denominated as bounding box Bi,r, whose boundaries
are computed by adding and subtracting li,r from the position of each reference
node (x̂r, ŷr), according to (2). Recall that both li,r and (x̂r, ŷr) were obtained
during STAGE-I.

Bi,r : [x̂r − li,r, ŷr − li,r]× [x̂r + li,r, ŷr + li,r]. (2)

Let Si be the region corresponding to the intersection of all these bounding boxes
as defined in (3):

Si =
⋂
∀r

Bi,r : [max
∀r

(x̂r− li,r),max
∀r

(ŷr− li,r)]× [min
∀r

(x̂r+ li,r),min
∀r

(ŷr+ li,r)]. (3)
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The initial position ui of unknown node i is computed as the center point of Si.
Fig. 1 illustrates the Min-Max technique to estimate the position of an unknown
node i from three anchors r1, r2 and r3.

r1=(x1, y1) r2=(x2, y2)

r3=(x3, y3)

Si

ui=(xi, yi)

li,1 li,2

li,3

Fig. 1. Graphical illustration of the Min-Max method

Alternatives to Min-Max consists of using an optimization algorithm, as it
was done in [4], or using the Lateration method [7]. However, even with the use
of those processes, the computation remains dependent on li,r, which is predom-
inantly inaccurate. Since both methods are impacted by the inaccuracy of li,r,
we opted by using the Min-Max approximation for its simplicity. Furthermore,
it results in a reduced computational cost when compared to both evolutionary
optimization process or Lateration method.

4.3 Node Position Refinement

The third stage (STAGE-III) is an iterative process that achieves an accuracy
improvement of the unknown node positions. During this stage, each unknown
node re-evaluates its position based on those of its neighbors as well as on the
inferred distances to those neighbors. Note that the initial position of the un-
known nodes are those computed during STAGE-II. These positions are updated
at each iteration. Since, ideally the measures of distance between nodes remain
constant, the estimated positions of the unknown nodes tend to be adjusted
gradually, in order to finally and hopefully, converge to their real positions.

In this stage, the position refinement is performed using BSA. The objective
function is a composite of three main terms. For a given unknown node i, we first
consider the error introduced in the distance to each of its neighboring nodes
v ∈ Vi [4]. In this case, node v is considered a neighbor of node i, if and only
if it is accessible from i via one single hop. Note that node v may either be an
anchor or an unknown node. The considered error is defined in (4):

g(i) = (di,v − ||pv − pi||)2 , (4)
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wherein di,v is the estimated distance between unknown node i and its neighbor
node v, pv is the position inferred by v and pi is that of node i.

The first term of the objective function takes into account the error intro-
duced by each unknown node i, and normalizing it by a confidence factor that
establishes how accurate is the knowledge passed by neighbor v ∈ Vi. Hence,
this term is defined as in (5):

f1(i) =
∑
v∈Vi

g(i)

ζv
, (5)

wherein ζv is the confidence factor associated with neighbor v. The technique
used to assess the confidence factor of a node is detailed in 4.4.

The second term of the objective function considers those nodes that are two
hops away from unknown node i. According to [4], the distance between unknown
nodes i and w, that is positioned at two-hop distance away from each other, is
always greater than the threshold of distance measurement, denominated L, but
always smaller than 2L. Thus, the contribution of node w in the second term of
the objective function can be defined as in (6):

h(i) = max(0, L− ||pw − pi||, ||pw − pi|| − 2L)2, (6)

wherein pw is the position of node w. Observe that if a possible solution is
such that L ≤ ||pw − pi|| ≤ 2L, then no value should be added to its fitness.
However, if ||pw − pi|| < L, then the square of the distance between pi and
the circumference of radius L, centered at pw should be added to the fitness.
Otherwise, i.e. if 2L < ||pw − pi||, then the square of the distance between pi
and the circumference of radius 2L, centered at pw should be added to the fitness.

Based on the aforementioned explanation, the second term of the objective
function is defined as in (7):

f2(i) =
∑

w∈Wi

h(i)

ζw
, (7)

wherein Wi is the set of nodes that are two hops away from i and ζw is the
confidence factor related to the knowledge informed by node w. Its definition is
detailed in Section 4.4.

The third term of the objective function, defined as in (8), is intended to guide
the possible solutions towards area Si, as defined by the Min-max technique,
during second stage of the proposed method (see Section 4.2). Thus, if a possible
solution falls within Si, then no value should be added to its fitness. Otherwise,
i.e. if it is situated outside Si, then a value that is proportional to the square
of the distance between the solution and the center of Si should be added to its
fitness.

f3(i) =

⎧⎨⎩
0 if pi ∈ Si;

ϕ1 + ϕ2||pi − ui||2 if pi /∈ Si.
(8)
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wherein ui is the position of the center of Si and ϕ1 and ϕ2 are empirically set
positive parameters. They allow to always favor positions inside Si against those
outside even though they are both very close the border of Si.

Finally, the objective function is then given by (9):

min
pi∈A

f(i) = f1(i) + f2(i) + f3(i), (9)

wherein pi is the position of node i and A is the whole search space. Note that,
as there are no errors in distance measurements, the global minimum value of
f(i) is 0 for any node i.

4.4 Confidence Factor

The confidence factor evaluates the degree of accuracy of a given position as
informed by a neighboring node. It gives more importance to a node contribution
that tends to have more accurate positions. In this sense, a position is said to
be more accurate than another if the former is closer to the anchors than the
latter. Another way to assess the accuracy of a position is how confined is region
Si (as defined in Section 4.1). Recall that this factor is used in (5) and (7). Two
different methods are used to evaluate this confidence factor. It is worth noting
that in both views, the confidence factor of an anchor must be 1.

The first technique [4], denominated as Hops to Anchor Confidence Factor –
(HTA-CF), is based on the idea that the closer the nodes are to the anchors the
more accurate their positions should be. In this method, the confidence factor is
calculated according to (10):

ζ(HTA)

i =

⎧⎪⎨⎪⎩
1 if i ∈ R∑
r∈Ri

λ2
i,r if i /∈ R.

(10)

wherein Ri is the set composed by the three closest reference nodes to i in terms
of total number of hops, and λi,r is the number of hops between node i and
anchor r.

The second technique, proposed herein, designated as Min-Max Area Confi-
dence Factor – (MMA-CF), takes into account the area Si, established by the
Min-Max method. It corresponds to the region where unknown node i must be
positioned [11]. Thus, it can be inferred that the smaller the region is, the greater
the possibility of position ui, established in the second stage (see Section 4.2),
is closer to the actual position.

Depending on the topology of the network, node i that is far away from
any reference node may have a reduced area Si, and consequently, has a good
reliability. This may occur, for instance, when there is a good alignment of the
nodes that are between i and reference nodes. In this case, distances li,r from i to
any reference node r ∈ R are very close to the actual distances, hence, reducing
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the size of Si. The confidence factor MMA-CF for a node i is defined as (11):

ζ(MMA)

i =

⎧⎨⎩
1 if i ∈ R

1 + Si if i /∈ R.
(11)

Fig. 2 shows the behavior of the confidence factors HTA-CF and MMA-CF
for a network that includes 10 anchors and 200 unknown nodes. In this figure,
the nodes were classified in an ascending order according to the value of HTA-
CF. Observe that some nodes that are associated with a high confidence factor,
according to HTA-CF, are distant from the reference nodes of the network. These
have a low confidence factor according to MMA-CF, i.e. have a small area Si.
Some of these nodes are highlighted in Fig. 2. This indicates that, even when
far away from the reference nodes, these nodes tend to have a “good” initial
positions with respect to accuracy, as computed during the second stage of the
proposed method (see Section 4.2). Hence, these nodes can be considered, at
least in the initial iterations of the third stage, as nodes with “good” reliability,
even though these are away of the reference nodes. This property of MMA-CF
suggests the possibility of improving the performance of the optimization process
used during the third stage of the proposed method. Further evaluations of the
impact of MMA-CF vs. HTA-CF were conducted. The results are reported in
Section 5.
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Fig. 2. Comparison of HTA-CF vs. MMA-CF for a network of 10 reference nodes and
200 unknown nodes

4.5 Algorithm of the Proposed Method

The complete algorithm of the proposed method to the multi-hop localization
problem is shown in Algorithm 2. It includes the three main stages, as presented
previously. Note that the algorithm is executed simultaneously by each unknown
node of the network, yielding the emergence of the localization of all the network
nodes. In Algorithm 2,Δ defines the number of cycles performed during the third
stage while δ defines the number of the BSA iterations, done in each of these
cycles.
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Algoritmo 2. Complete algorithm of the proposed method at node i

begin
STAGE-1: Sum-Dist

Message exchange to get (x̂r, ŷr) and li,r for r ∈ R, using Sum-Dist;

end

STAGE-2: Min-Max
Compute ui using Min-Max;
Compute the confidence factor ζi;
Message exchange to share ui and ζi with all neighbors v ∈ Vi;

end

STAGE-3: BSA minimization
Initialize P and Phist;
Insert ui into P ;
Compute fitness of P using (pv, ζv) of all 1-hop neighbors v ∈ Vi and
(pw, ζw) of 2-hop neighbors w ∈ Wi, as received from STAGE-II;
for 1 ≤ j ≤ Δ do

if new pv and pw received then
Update fitness of P using (pv, ζv) of 1-hop neighbors v ∈ Vi

and (pw, ζw) of 2-hop neighbors w ∈ Wi, as received from
STAGE-III;

end
for 1 ≤ k ≤ δ do

Selection-I;
Generate new population

Mutation;
Crossover;

end
Selection-II;

end
Exchange messages to share new pi and new ζi;

end
end
return Best result;

end

5 Performance Results

In order to evaluate the performance of the proposed method, we conducted
simulations in an area A = 100× 100 measurement units. In this search space,
100, then 150, and then 200 unknown nodes were randomly distributed. Re-
spectively, we randomly allocated 10, then 20, and then 30 reference nodes. The
distance measurement limit L was set to 20 units. For each combination of the
reference and unknown nodes, 10 scenarios were generated, resulting in a total
of 90 different simulations.
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To evaluate the proposed method together with the performance of the new
technique used to compute the confidence factor, two versions of the algorithm
were tested: one using HTA-CF and the other MMA-CF. It worth emphasizing
that, although randomly generated, the same scenarios were precisely reproduced
and submitted to both algorithm versions, thus guaranteeing the fairness of
the performance comparison. In all simulations, we employed a BSA with a
population of 100 individuals.

The proposed algorithm was implemented using MATLAB. As a basis, we
used the implementation of BSA available in [3]. Parameter η used by BSA was
adjusted empirically through several simulations. The best results were obtained
with η = 1. The values of Δ and δ, of the third stage, were set to 100 and 10,
respectively. Moreover, the objective function parameters ϕ1 and ϕ2 were set to
103 and 106, respectively.

For the purpose of the comparison of the impact provided by the confidence
factors, we computed, for each iteration, the mean positioning error (MPE) of
all unknown nodes, as defined in (12):

MPE
(s)
j =

∑I
i=1 ||p

(s)
real(i)− p

(s)
comp(i)||

I
, (12)

wherein j represents the number of the iteration during the third stage, i the
unknown node, I is the total number of unknown nodes, preal is the actual
position of the node and pcomp is the estimated position by the optimization
process, as achieved until iteration j.

In order to synthesize all the MPEs of the simulated 10 scenarios, generated
for each pair of the numbers of reference and unknown nodes, MMPE, which
represents the average for all MPEs, was computed using (13):

MMEPj =

∑10
s=1 MPE

(s)
j

10
(13)

The results of MMEP per iteration of the third stage, obtained by the two
versions of the algorithm, are depicted in Fig. 3(a) for the combination of 100,
150 and 200 unknown nodes with 10 anchors. Fig. 3(b) shows the same results
for the combination of 100, 150 and 200 unknown nodes with 20 anchors. Fig.
3(c) shows the results for the combination of 100, 150 and 200 unknown nodes
with 30 anchors.

Considering both versions of the algorithm, we can see that in the worst case,
i.e. with 10 reference nodes and 100 unknown nodes, the MMEP is approxi-
mately 1 measurement unit and in the best case, i.e. with 30 reference nodes
and 200 unknown nodes, the MMEP reached the order of 10−10 measurement
units. Recall that, this is with respect to a total search area of 100× 100 mea-
surement units. In general, this proves the effectiveness of the proposed method,
independently of using either of the confidence factors. Note that the accuracy
of the solution tends to increase with the number of reference nodes. Likewise,
an increase in connectivity, i.e. when the number of unknown nodes increases,
also contributes positively to the accuracy of the inferred positions.
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Fig. 3. The behavior of MMPE × iteration, for the network different configuration

A summary comparison of the techniques based on HTA-CF and MMA-CF is
shown in Table 1, wherein for each combination of the numbers of reference and
unknown nodes, it indicated the confidence factor that has achieved the best
performance after 100 iterations.

Table 1. A comparative summary of HTA-CF and MMA-CF

100 unknown 150 unknown 200 unknown

10 anchors MMA-CF MMA-CF MMA-CF

20 anchors MMA-CF MMA-CF HTA-CF

30 anchors MMA-CF HTA-CF MMA-CF

The reported results indicate that the MMA-CF, in most cases, provided
better performance than HTA-CF, especially when there were fewer reference
nodes in the network. It is also possible to observe in Figure 3(b) and Figure 3(c)
that even in the cases where the HTA-CF is more efficient, MMA-CF presents
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lower values of MMEP during the initial cycles of the execution. In these cases,
the performance of the MMA-CF, observed at the beginning of the optimization
process together with the good performance of HTA-CF, during the subsequent
cycles, points out that, in order to further improve both accuracy and efficiency,
both both factors should be combined.

An assessment of the processing time of is shown in Fig. 4, where it is possible
to relate the time increase to the increase in terms of network connectivity.
Network connectivity is defined as in (14):

connectivity =
(I +R− 1)πL2

A
(14)

wherein R is the total reference nodes and A is the total search space area. Recall
that L is the measurement threshold and I is the total number of unknown nodes
in the network.

It is noteworthy to point out that there was no significant difference in terms
of processing time with respect to the used confidence factor. This is simply due
to the fact that both factors underlying computation represents a very small
portion of the overall computational effort required by the entire localization
process.

6 Conclusions

Based on the presented results, we can conclude that the proposed method to
solve the localization problem is effective, with both confidence factors: HTA-
CF and MMA-CF. Such effectiveness is proven by the accuracy achieved. In
the worst case, the mean error introduced is of the order of 1 measurement
unit, while in the best case, it is of the order of 10−10 measurement units. The
measured whole area is of 100× 100 measurement units.

The proposed technique, to compute the confidence factor MMA-CF, performs
very well, particularly when the number of anchors is reduced, which is almost
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always the case in real world applications. The performance speedup obtained,
mainly at the beginning of the optimization process, when using MMA-CF, and
the best performance observed in subsequent cycles with HTA-CF, for some
network configurations, encourages the combination of both factors to take ad-
vantage of the nice features of both. This points out one of the possible near
future investigation.

Also, as future work, we propose to investigate the performance of the method
proposed herein when there is noise in the distance measurements process. This
will be implemented using a swarm of real robots. Another interesting investi-
gation is to assess the performance of the proposed method when in localization
problems that involve node mobility.
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Abstract. This paper describes user specific QoS requirements that are a criti-
cal innovation for  improving spectral utilization for wireless systems. An 
adaptive scheduler is presented that incorporates user specific QoS require-
ments in the spectral allocation of resources. In this paper, we focus on voice 
applications, and demonstrate that by dynamically adapting MAC scheduling 
algorithms to the user specific QoS requirements, user satisfaction, as measured 
by the user specific Mean Opinion Score (MOS), is maximized. OPNET LTE 
system simulations have been performed for a set of AMR VoIP users with as-
signed specific QoS target levels. Simulation results show that significant MOS 
improvements can be achieved if such user specific QoS requirements are  
considered in the MAC scheduler. Furthermore, when targeted to maximize 
spectrum utilization and combined with AMR codecs matched to the auditory 
characteristics of users, higher system capacity, at comparable MOS levels, may 
be achieved. 

Keywords: User specific QoS, Cross layer scheduler, MOS, AMR. 

1 Introduction 

In today’s wireless 4G LTE networks, the spectral allocation of resources is either 
independent of the application’s specific Quality of Service [QoS] requirements and 
of the users’ specific perceived QoS, or at most relies on a set of pre-defined fixed 
priorities[1, 2]. Although in these standards, the MAC and the PHY layers have an 
increased role in optimizing the usage of the spectral resources and implementing link 
quality-aware techniques, nevertheless, optimization is still largely independent of the 
application context, the users’ requirements, and the users’ perception of performance 
degradation. In particular, the standards do not take into account the Quality of Ser-
vice (QoS) required by different applications and their users, beyond simply assigning 
fixed priorities to traffic classes. Indeed, from the user’s perspective, the QoS required 
by different applications can be quite variable. Similarly, for a given application type, 
different users may require different levels of QoS.  

As a motivating example, consider the fact that the perceived voice quality of  
different languages may differ substantially when allocated the same data rate and  
the same Bit Error Rate (BER), because of the different spectral content of such  
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languages and because of a particular user’s auditory spectral response (with varia-
tions typically due to aging), making the user more or less sensitive to a particular 
type of distortion. Consequently, the same amount of degradation, as experienced by 
individual applications and their users, may have substantially different perceptual 
effects. Another example is the varying talk environments, where some users have a 
conversation under very noisy conditions, while some other users converse under very 
quiet conditions, thus making users more or less sensitive to packet losses. If the same 
amount of spectral resources is allocated to users in very noisy and quiet back-
grounds, then a highly degraded user experience will likely be incurred in the noisy 
environment. As another example, consider that people from different age groups 
normally have different sensitivity to high frequency content[3], which can be ex-
ploited to maximize the system capacity by reducing the bit rate for users with re-
duced frequency sensitivity. 

Furthermore, we observe that some previous studies (e.g. [4–7]), which use the 
QoS characteristics of an underlying application (typically expressed as a function of 
the Mean Opinion Score [MOS]), allocate average spectral resources to applications, 
independently of the application’s actual specific QoS requirement. Though, in the 
literature, there are MAC schedulers that take into account instantaneous data rates 
and user’s QoS [8, 9], to date no user-specific QoS requirements have been consi-
dered in the MOS functions and in the MAC scheduler. Thus, in such schemes, espe-
cially for applications with widely varying QoS requirements (even for the same type 
of application), either the spectral resources are not efficiently utilized or the MOS is 
significantly degraded.  

Based upon the user specific requirements, in this paper, we will derive a user spe-
cific MOS formula and present a novel user specific QoS-aware cross-layer scheduler 
that maximizes user satisfaction (MOS) through dynamically adapting MAC schedul-
ing algorithms to these user specific QoS requirements. Here, we focus on voice ap-
plications in the context of 4G LTE wireless systems. Moreover, we also address 
improving system capacity by observing that some users are less sensitive to the high 
frequency content. 

The paper is organized as follows. In Section 2, the VoIP E-Model algorithm is de-
scribed. A brief summary of prior work on the MAC scheduler is presented in Section 
3. In Section 4, our user specific MOS formula is derived and user specific QoS aware 
scheduling approach is described. Section 5 presents our user specific frequency sen-
sitivity research. Section 6 presents the OPNET LTE system simulation setup. In 
Section 7, the system simulation results of the user specific QoS scheduler are shown. 
Finally, our conclusions and future research directions are presented in Section 8. 

To summarize, it is the purpose of this paper to introduce and evaluate the perfor-
mance of an adaptive scheduler that incorporates user-specific QoS requirements in 
the spectral allocation of resources to optimize the MOS and/or the system capacity. 

2 E-Model Algorithm  

The E-Model algorithm [10] is a computational model for objective call quality as-
sessment, is described in the G.107 recommendation by the ITU-T. The computation 
of the MOS is defined as follows: 
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R = − −                                                         (1) 

where R is the transmission rating factor, which combines all transmission parameters 
relevant for the considered connection.  is the basic signal-to-noise ratio which has 
a default value of 93.2 [11, 12],  represents the impairments due to delay, which is 
the same for all the codec modes, and  represents the effect of packet losses and 
depends on the codec  (e.g. AMR, G.711) that is used. 

 = 0.024 + 0.11( − 177.3) ( − 177.3)                       (2) 

where d is the end-to-end delay in milliseconds and  is the unit step function 
[12]. 

For AMR codecs [10], 

= + (95 − ) 100100 +                              (3) 

where  represents packet loss ratio,  is the Average length of observed 
bursts in an arrival sequence to the Average length of bursts expected for the network 
under "random" loss ratio. In this paper we assume the packet loss is independent and 
hence we set = 1.  is the robustness factor which is set to 10 for all AMR 
codec modes.  is defined for all AMR codec modes in[13], where eight AMR-NB 
codec modes are defined  in LTE [14]. 

For G.711 codecs [12], = 0 + 30 ln 1 + 15                                          (4) 

 is converted to MOS according to (5): 

MOS = 1,                                    ℎ  01 + 0.035 + ( − 60)(100 − )                · 7 · 10 ,                                 ℎ    0, 1004.5,                                       ℎ  > 100                    (5) 

3 Current MAC Scheduler Approaches 

3.1 The MAC Scheduler 

The MAC Scheduler is a key component of the LTE Evolved NodeB (eNodeB). The 
function of the scheduler is to facilitate the allocation of the available spectral re-
sources (e.g., time and frequency resources), while striving to satisfy the QoS re-
quirement of all the users. 

Two of the main functions of the LTE radio scheduling are dynamic packet sche-
duling and link adaptation [8, 9], where the scheduler needs the input of the link adap-
tation module to select the appropriate Modulation and Coding Scheme(MCS) for 
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channel dependent scheduling. In dynamic packet scheduling, the time-frequency 
domain resources are distributed dynamically among the active users to get their 
packets scheduled at the MAC layer. The packet scheduling comprises two schedul-
ing components [8, 9]. They are done sequentially in each scheduling time unit, 
known as Transmission Time Interval (TTI) in LTE (TTI = 1ms). The first component 
is the time domain scheduler (TDS) and the second is the frequency domain scheduler 
(FDS). Such a split is driven simply by the consideration of lower complexity and 
independent configurations for both domains. The objective of the time domain sche-
duler is to choose a subset of all users requesting frequency resources, while the ob-
jective of frequency domain scheduler is to allocate physical resources for the candi-
date users provided by the time domain scheduler. Several basic scheduling algo-
rithms exist both in time and frequency domains[8][9]: 

1. Round-Robin scheduling algorithm 

Users are served in a Round-Robin way so that each user is served fairly but at the 
expense of system throughput and spectral efficiency. 

2. Maximum C/I scheduling algorithm 

Users with the maximum C/I [Carrier-to-Interference power ratio] are served first. 
This kind of scheduling aims to achieve maximum benefits in terms of system 
throughput and spectral efficiency but comes at the expense of fairness. 

3. Proportional-fair (PF) scheduling algorithm 

PF scheduling algorithm aims to tradeoff the system throughput for the users’ fair-
ness. The PF priority metric is calculated by dividing the predicted user’s throughput, 
which is the instantaneous supportable data rate, by the estimation of the user’s past 
average throughput.  

3.2 LTE Baseline Scheduler 

The benchmark for performance comparison is the LTE baseline scheduler, where the 
time domain and frequency domain schedulers are as follows: 

1. Time Domain Scheduler 

Since the VoIP service is a real time service, it is served and scheduled in real 
time with the highest priority compared with other non-real time services. But, VoIP 
users can tolerate a certain amount of delay without being scheduled strictly in real 
time. The pre-defined scheduling delay is set to 80ms in the LTE baseline scheduler. 

2. Frequency Domain Scheduler 

Each user has a C/I metric for each sub-band in the system bandwidth and is sorted 
for each sub-band among all the scheduled users. A max C/I approach is used in the 
LTE baseline scheduler where each sub-band is first allocated to the user that has the 
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highest C/I , then to the user with the second and third highest C/I, and so on until all 
the resources of this given sub-band are allocated. 

4 User Specific QoS Aware Scheduler 

The novelty of the proposed cross layer scheduler is that it incorporates the user spe-
cific QoS requirements into the scheduling and differentiates the UEs’ scheduling 
utilizing this user specific QoS information to improve system performance as de-
scribed below. The cross layer scheduler is aware of the individual QoS requirements 
of the users, including those with the same application type, and uses this information 
to optimize the scheduling algorithm by giving higher scheduling priority to those 
users that are more sensitive to the voice quality. One of the differences with user 
specific QoS requirements addressed by the cross-layer scheduler in this paper is 
users different sensitivity to packet losses. Another is users different sensitivity to the 
high frequency content of the speech signal as a function of age and other factors, 
which is addressed in Section 5. 

4.1 UE-Specific MOS Formula 

Here we have assumed that different people have similar sensitivity to the end-to-end 
delay for VoIP applications, so that only UE specific sensitivity to packet losses is 
studied. To reflect different users sensitivity to packet losses, a UE specific sensitivity 
factor, α, is added to (1) so that the metric becomes: R = − − α ·                                                (6) 

 

Fig. 1. MOS versus packet loss ratio for different sensitivity factors  for AMR 10.2K 
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The higher the delay, or the higher the packet loss ratio, the lower the MOS value. 
Thus, the MOS can be improved either through the optimization of the time domain 
scheduler or frequency domain scheduler to reduce the delay or packet loss ratio re-
spectively if the user-specific QoS requirement information is known by the schedu-
ler. To be more specific, when a given UE has higher QoS requirement (e.g. higher 
sensitivity factor), the scheduler can give a higher scheduling priority to this UE in the 
time domain, i.e. scheduling delay or buffering delay will be set to a predefined small 
value (e.g. 20ms in the proposed scheduler) and/or higher scheduling priority to this 
UE in the frequency Domain. For example, if several users have the same C/I metric 
in a certain sub-band, the user with a higher QoS requirement will be assigned a pre-
ferred sub-band with the highest priority. 

4.3 Proposed Scheduler 

Based on the above optimization principles, the time and frequency domain scheduler 
can be optimized by using the UE specific QoS requirements as follows: 

1. Time domain scheduler 

If a given UE is more sensitive to packet losses, this user will be scheduled with a 
smaller weight on the buffering delay (e.g. 20ms buffering delay in the proposed 
scheduler). 

 

Fig. 3. Workflow of the optimized frequency domain scheduler  
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2. Frequency domain scheduler 

If a given UE is more sensitive to packet losses, the C/I metric for the best sub-
band of this user will be weighted in the proposed scheduler so that the user can be 
allocated this best sub-band with much higher priority. The UE specific weighted 
metric scheduling can also be easily extended to other baseline schedulers. Fig.3 
shows the workflow of the optimized frequency domain scheduler. From Fig.3, we 
can also find that the extra operations resulting from the user specific QoS awareness 
scheduling are only the weighting operation and sorting operation in all the sub-bands 
for each packet losses sensitive user. Therefore, the extra complexity is low. 

5 User-Specific Frequency Sensitivity QoS Study 

Another very promising area of research is a user-specific frequency sensitivity QoS 
study. For humans, the audible range of frequencies is usually between 20 Hz and 20 
kHz. However, there is considerable variation between individuals - especially at the 
high frequency end, which is primarily affected by a gradual decline with age. Elderly 
people are normally less sensitive to high frequencies, while younger people are more 
sensitive to higher frequencies. Fig. 4 shows the hearing loss as a function of the fre-
quency and age[3]. This difference in the sensitivity to higher frequencies can be 
utilized to further increase system capacity. A frequency sensitivity factor β is de-
fined as the ratio of highest sensitive frequency of a given user to the standard sam-
pling rate 8 KHz. If a user has a frequency sensitivity factor less than 1, the sampling 
rate can be reduced to  8β KHz, the data rate will be reduced, then the system capaci-
ty (i.e. number of concurrent users) will be increased correspondingly. An OPNET 
experiment was performed to determine the capacity improvement. 

6 System Simulation Setup 

6.1 System Simulation Configuration 

The system simulation was run using the OPNET 17.5 Modeler[15] with the LTE 
modules. The system simulation configuration is partly based upon LTE macro-cell 
system simulation baseline parameters [16] as shown in Table 1. In this paper, one 
single cell with 24 AMR VoIP users was tested for a downlink cross layer scheduler, 
with an ideal uplink receiver. 

6.2 System Simulation Scenarios 

Two scenarios were designed and simulated as described in Table 2. In Scenario 1 
users have different packet loss sensitivity factors affecting voice quality, while in 
Scenario 2 in Table 2 user have different frequency sensitivity factors affecting voice 
quality.  
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7 Simulation Results 

The simulation results for Scenario 1 are shown in Fig. 5-6. The average MOS of all 
24 UEs are plotted in Fig. 5. From the figure, we see that greater MOS improvement 
can be achieved for UEs with larger sensitivity factors and relatively poor MOS (e.g. 
around 39% MOS improvement for UE24). A view of the MOS of UE24 changing 
with the time was plotted in Fig.6. It can be seen that the proposed scheduler greatly 
improves the MOS for UEs that are more sensitive to packet losses and have a rela-
tively poor MOS at the same time. Since UEs with poor MOS need to improve their 
MOS, the user specific QoS-aware scheduler is very effective in improving the MOS 
to the desired level. 

 

Fig. 4. Hearing loss [HL] as a function of frequency and age [3] 

Table 1. System Simulation Configuration  

Parameter Assumption 
Cellular Layout 1 Cell 

Cell Radius 1Kilometer 
Path loss model 3GPP suburban Macrocell 
Mobility model Random Way Point (RWP) with speed of 0.1km/h 

Carrier Frequency 
Uplink:1920MHz 

Downlink:2110MHz 
System Bandwidth 5MHz 

Channel model ITU Pedestrian A 
Total BS TX power 40dBm 

UE power class 23dBm 
VoIP codec modes AMR12.2,AMR10.2K, and mixed codec modes 
Number of Users 24 VoIP Users 

Scheduler 
Dynamic scheduling 

The proposed scheduler and LTE baseline scheduler 

Other assumptions 
Ideal uplink receiver(no block error and packet loss) , PDCP 

compression disabled 
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Fig.7 plots the approximate capacity improvement (i.e. number of supportable  
users) as a function of frequency sensitivity factor β. In the simulation, a rough 
mapping from the Physical Downlink Shared Channel (PDSCH) load to the system 
capacity improvement can be done according to the following formula:  Capacity impovement for factor (%)= 1/(load for factor )1/(load for factor = 1) − 1                                                    (7) 

From Fig.7, we can see that more than 100% capacity improvement can be 
achieved with a sensitivity factor β of 0.25, while an increase of around 30% can be 
achieved with a sensitivity factor β of 0.5 and 0.75.  

Table 2. System Simulation Scenarios 

Scenarios Assumption 

Scenario 1 24 AMR10.2K VoIP Users, each user randomly takes a value for the 

sensitivity factor α,  where α ∈ 0.8, 0.9, 1, 1.1, 1.2 , the proposed 

scheduler and LTE baseline scheduler. 

Sensitivity factor α is taken in the test as follows: 

UE index  Sensitivity Factor α 

1-2 0.8 

3 0.9 

4-6 1 

7 1.1 

8-11 1.2 

12-14 0.9 

15 0.8 

16 1 

17 0.8 

18 0.9 

19 1 

20 1.1 

21 1.2 

22 0.9 

23 0.8 

24 1.2 
 

Scenario 2 24 G.711 VoIP users with a freqeuncy sensitivity factor β = 1 

24 quasi-G.711 VoIP users with a freqeuncy  sensitivity factor β = 0.75, 0.5, 0.25 respectively 
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8 Conclusion and Future Research 

In this paper, we introduced the concept of user specific QoS requirements and dem-
onstrated their importance and utility in spectral allocation and improving the per-
ceived quality [MOS] for wireless systems. A user specific QoS MOS formula was 
defined and a novel user specific QoS aware scheduler with low complexity was de-
scribed that significantly improves the MOS of VoIP users based on the user-specific  
 

 

Fig. 5. Average MOS as a function of UE index for AMR10.2K 

 

Fig. 6. MOS as a function of time for UE24 for AMR10.2K 
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Fig. 7. Approximate capacity improvement as a function of frequency sensitivity factor β 

QoS requirements, especially for UEs with relatively poor MOS. The simulation re-
sults presented here are only for voice users; however, the same scheduling algorithm 
will be extended to other applications [e.g., multimedia or data] as one of our future 
research directions. Moreover, when combined with AMR codecs matched to the 
different high frequency auditory characteristics of users, higher system capacity as 
well as comparable MOS levels may be achieved. 
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Abstract. In this paper we present a novel efficient, simple, local, memoryless 
and deterministic storage aggregation model for large wireless sensor networks 
(WSNs). Our goal is to maximize the system storage utilization. While normal-
ly most of WSN systems have a vast amount of global storage reserves, their 
storage capacity may not be fully explored due to the fact that each sensor indi-
vidually has a very limited low storage capacity. We suggest an aggregated sto-
rage model that overcomes this drawback of low individual storage capacity. 
Our model constructs "on-demand" distributed storage chains (DSCs) which 
search for available un-occupied storage space inside WSNs. Those chains are 
constructed via deterministic geographic walks; however, their behavior resem-
bles random walks. Simulation has revealed that the proposed storage distribu-
tion model is capable of maximizing utilization of WSN storage capacity as 
well as maintaining network loads geographically uniformly distributed.  

Keywords: Distributed algorithms, Expanders, Geo-Routing, P2P, Random 
walk, Voronoi Diagrams. 

1 Introduction 

Sensor networks (also SensorNets) are distributed sensing systems comprised of large 
numbers of autonomous devices that record activities on different regions [1,2,3]. 
These devices record detailed information about their surrounding environments in 
order to study or measure some physical and field phenomena. As the number of tran-
sistors on a cost-effective chip doubles every year or two [4] (Moore’s law), Sensor-
Net technology has become feasible economically which enables new paradigms for 
network computing. In fact SensorNets have provided the state of the art solution for 
monitoring extensive observations, for example seismographic activity, weather, sur-
veillance, radioactivity, habitat monitoring, etc. 

While the amount of storage capacity for each individual sensor is very limited, the 
network system as a whole globally possesses a vast amount of aggregated storage 
space [4]. In terms of its storage capacity the network system seems to be robust, but 
its information management maneuverability is highly constrained by the low storage 
resource limitation of each individual sensor. Clearly substituting new sensors with 
higher storage capacity and/or predicting the amount of monitored activities on each 
region many not always be feasible; in consequence, considerable research work has 
been conducted in intelligent exploitation of the overall SensorNet resource capacities. 
Although there has been a lot of prior work on resource aggregation, most approaches 
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are based on the characteristics of the aggregated resource in order to implement an 
appropriate aggregation solution. In other words, most solutions are case or scenario 
dependent.  

Another important issue of SensorNets is regarding energy consumption which is 
widely studied. More specifically the investigations have focused on SensorNet energy 
optimization. The power consumption in SensorNets can be viewed as a local 
management problem (within individual sensor – e.g. when it is active) or a global 
optimization problem within the entire network system. A typical example for the latter 
issue is the problem of energy holes [5] dealing with the problem of high energy 
consumption of those sensors that have to process heavy traffic load. Those sensors 
having depleted their available energy become “energy holes” and, as a consequence, 
create communication coverage holes which can jeopardize the full functionality and 
applicability of any SensorNet.  The study reported in [5] is based on the “many to 
one” communication strategy, i.e., all sensors communicate with a central station (sink 
station). Accordingly, sensors that are closer to a sink point may observe and have to 
process heavy traffic load towards the sink point also and therefore with high risk of 
having their energy depleted off very early. Moreover, since the position of a sink 
point is usually pre-defined, in this work we do not investigate the situation of random 
energy hole formation. In fact, energy holes can be avoided by making them 
geographically distant from sink points.  

Naor et al [6] present a novel approach for constructing a P2P (Peer to Peer) 
network topology based on a Distributed Hash Table. The proposed model divides the 
continuous 1-D interval I=[0, 1) into various non-overlapping subintervals, each one 
representing a process job. Then, through a continuous-discrete mapping, the resulted 
network system is a discretization of the continuous graph by division of the 
underlying space into a cell domain. A similar approach is also used for constructing a 
GHT (Geographic Hash Table), that is, segmenting a continuous geographic address 
space in order to associate with discrete home-node set (sensor locations). Ratnasamy 
et al [11] suggest a data aggregation (data centric) model dealing with both 
communication and storage capacities. All data information related with the same 
event type (e.g., elephant sighting) is directed to or stored at a common node. 
Therefore, queries for any specific information should be sent directly to the 
corresponding hosting sensor without necessity of flooding the system. Under this 
model, sensors communicate among themselves in order to deliver acquired event 
information to their hashed location. Unlike storage aggregation, data gathering is 
based on the type of activity data being stored. 

In this paper we address the problem of overloaded activities of sensors where sen-
sors having their storage capacity already depleted (exhausted sensors) by their own 
generated information data. A SensorNet can maximize its storage capacity utilization 
if events occur at locations which are geographically uniformly distributed. If not, 
some coverage holes may sooner appear due to those sensors with exhausted storage 
space. Mostly important, under this circumstance the overall storage may not be fully 
utilized; therefore, the system may still hold unused storage capacity. If this is the 
case, the following crucial problem still needs to be solved: how to explore and access 
this unused storage space. In this work we design a protocol that establishes paths 
between exhausted sensors and simultaneously accesses sensors with available sto-
rage reserves. 
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Fig. 1. A Voronoi diagram for a set of nodes; the continuous GG walk starting at s, 
w(s)=(s,g1,g2,g3) and its DSC (s,s1,s2,s3) 

2 Network Model and Layers  

2.1 The Network Model 

Without losing generality, we model our wireless sensor network as a set S of n sen-
sors ( , , … , ) distributed inside the unit square 0,1 . Let ( ), ( )  de-
note the coordinates of sensor , and assume that the sensors are aware of their own 
geographical locations. We model the communication network as a unit disk graph 
[8], on which two sensors can communicate wirelessly if and only if their Euclidian 
distance is less than the transmission range r, which is a parameter of the network. 
We further assume that the network is connected, i.e., r is large enough to guarantee 
that there are no isolated components inside a circle of radius r. Whenever an infor-
mation generator sensor si∈ S becomes exhausted, it sends and stores the unstored 
data at available sensor l1(si)∈ S. If sensor l1(si) is also exhausted, it seeks and for-
wards information to another available sensor l2(si)∈ S. This procedure is repeated 
until the data information is adequately stored. The chain of accessed sensors, origi-
nated from the source sensor si, is denoted by w(si)=(si,l1(si),l2(si),...,ln(si)) and called 
Distributed Storage Chain (DSC). Our routing protocol, therefore, is composed of a 
set of instructions for a source sensor to establish the corresponding DSC. 

For better description and understanding of our protocol we use a well-known con-
cept of computational geometry called the Voronoi diagram [10]. A Voronoi diagram 
for a set of nodes S in a two dimensional space is a procedure partitioning the input 
space into non-overlapping Voronoi cells or regions denoted by Vor(s), s∈ S. A Voro-
noi cell is a convex region such that all the points inside Vor(s) are closer to s than to 
any other node of S. In our case, we only consider points in [0, 1)2. We use the Eucli-
dean distance as our distance measure. An example of a Voronoi Diagram for a set of 
nodes is illustrated in Fig. 1. 
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2.2 Network Layer - Geographical Routing 

Similarly to the GHT [7], our routing protocol is built atop GPSR (Greedy Perimeter 
Stateless Routing) [11], which provides routing instructions based only on the geo-
graphical locations of sensors in the field. This kind of routing holds local, memory-
less and unicast characteristics that fit the needs of DSC. GPSR uses two routing 
modes: Greedy Forwarding and Perimeter Forwarding. In the Greedy Forwarding 
mode, packets are routed progressively closer to their destinations. In other words, 
when a sensor receives a packet, it forwards the packet to its neighbor that is closest 
to the packet’s final destination. The Greedy Forwarding mode cannot be applied 
whenever the packet reaches a node whose neighbors cannot forward it further to any 
sensor closer to the destination (known as a void or local minima). In such a case, we 
change to the perimeter forwarding mode which execute a planar sub-graph proce-
dure of the network, i.e., the packet will be routed along the faces of the planar graph 
using the right-hand rule. As soon as the packet being able to reach a sensor that is 
closer to the destination (closer than the sensor that initiated the perimeter forwarding 
mode), GPSR returns to execute the greedy forwarding mode.  

As we will show later, the continuous nature of DSC requires that messages can be 
routed not only between two sensors but also between any two geographic-locations. 
To do so, we use the same solution proved by Ratnasamy et. al. [11]; that is, when a 
message is addressed to some destination that does not corresponding to a sensor 
location, we say that the message was routed to the region covered by a particular 
sensor. If a packet has not reached its destination, it should be related to a sensor s 
that represents the region covered by this sensor. This representing sensor is called the 
Home node which is the closets sensor to all destinations delimited by the Voronoi 
cell defined by this Home node.  

2.3 The Gabber-Galil Overlay Network 

Conceptually a DSC builds dynamic overlay networks which are “on-demand” de-
fined by a set of exhausted sensors. Those dynamic networks grow by time (starting 
as an empty graph). Chain links are dynamically added whenever a sensor or its re-
lated chain becomes exhausted. Our overlay network is formed based on the explicit 
expander construction proposed by Gabber and Galil [12]. We show below that the 
resulted network is a highly connected graph with a linear number of edges.  

We formally introduce the continuous Gabber-Galil expander graph: Let G(V, ) be 
a continuous graph within the unit square where {x, y}∈ V = [0, 1)2 is a continuous set 
of vertices (points) [9].  ⊂ V×V denotes the set of edges in G. We use the Gabber-
Galil transform [12] (actually only a part of it) to relate each point in V with two Gab-
ber-Galil links. With respect to the link directions, we name them East Link and 
North Link. 

 
Definition 1. The Gabber-Galil transform for a point {x, y} in [0, 1)2 establishes the 
following two links: 
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An edge ({x,y}, {x’, y’}) is in  iff {x',y'} matches either the east or north link of {x, 
y}. The major motivation of using this expander over the geographic field is due to a 
desired expansion property of the continuous Gabber-Galil graph as described estab-
lished by Theorem 1, 

 

 

Fig. 2. Two dimensional continuous discrete approach 

Theorem 1[12]. For every set A of points in V such that µ(A) ≤ 0.5, where µ(A) 
represent the area size covered by A, the following the property holds: 
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According to Theorem 1, the Gaber-Galil transform enables rapid area expansion. 

The covered area size expansion rate is superior to 13.3% ( √ = 0.133) of the 

original covered area size only by the first iteration. As a consequence, a few number 
of iterations of the Gaber-Galil transform of any sensor set size will allow quick cov-
erage of a large network area and therefore localize potential network storage re-
serves. 

Since the output of the Gabber-Galil transform can result in a pair of real numbers, 
the results of this transformation will indicate the cell regions delimited by their cor-
responding sensors. Notice that two cell regions are connected if they share adjacent 
points provided by the real number graph. In our case, the sensors divide the whole 
area into disjoint Voronoi cells (i.e., regions) and we say that each sensor is a home 
node for all the points inside its Voronoi region. Notice that Voroni cells defined by 
sensors can be viewed as a continuous-discrete state mapping [6] which relates the 
real number sets of vertices and links V and  with the discrete set of vertices S  
(sensors). 

 
Definition 2. For a point p ∈ [0, 1)2 and a set of sensors S located in [0, 1)2 , let D(p) 
denotes the Home node(sensor) of p. There is only one sensor s∈ S for which p∈ Vor(s). 
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Now, we can formally define our overlay network as a discrete graph G(V, E). Let V 
= S denote a set of sensors that are located on the unit square and let E represents a 
discrete set of edges. G describes the overlay network resulting from our protocol 
(section 3). Definition 3 (and Figure 2) establishes the relation between the set of 
edges E of the discrete graph and the set of edges  of the continuous graph: 

 
Definition 3. By the continuous-discrete mapping approach: An undirected edge 
(si,sj) is in E if and only if: 

ji spDspDpptspp =∧=∧∈∃ )'()()',(..', ε                      (3) 

In other words, an edge in E is directed from a point in the region of si to a point in 
the region of sj . 

2.4 System Lifetime 

If the network system lifetime is defined as the moment on which at the first time a 
sensor becomes depleted and fails to save or forward generated information, we can 
say that the main goal of this work is to prolong the system's lifetime by avoiding the 
loss of information. Our approach proposed in this work is to design a transmission 
mechanism that enables exhausted sensors, even having their storage capacity dep-
leted, forward information data to other un-exhausted sensors.  

3 Protocol Description 

The proposed routing protocol can be described by a simple abstract instruction that 
runs at each sensor: If possible store locally else store forward. In other words, our 
protocol uses the store-forward instruction to build a DSC. The links connecting two 
nodes (sensors) are established by a deterministic search function to locate available 
sensors. Since our search function operates deterministically, it can be applied for 
both tracking available sensors and retrieving the distributed data from destination 
sensors. An information source should keep the address of the last link (EOC - End of 
Chain) in order to identify the sensor at which the information data is stored. When an 
EOC sensor becomes exhausts, a new link is added to the DSC by the routing algo-
rithm, updating the current EOC sensor. 

3.1 Distributed Storage Chains 

In literature applying several random walks simultaneously to build a graph expander 
also has demonstrated good efficiency [17]. Notice that the Gabber-Galil expander or 
transform is a deterministic expander; therefore generating deterministic graphs. It is 
worth mentioning that data retrieval can be easily achieved by running this Gabber-
Galil deterministic mapping. Now we formally define the previously introduced con-
tinuous space chain and its corresponding distributed storage chain version. 
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Definition 4. A continuous Gabber-Galil (GG) walk of length k+1 initiated by site 
s=g0 is the path w(s) = (g0,g1,g2,...,gk) where gj={xj,yj} and for 1≤ j ≤k, (gj-1,gj)œ . We 
say that w(s) is a chain on the continuous layer.  

 
A discrete form of w(s) is a chain denoted as W(s)=(s, D(g1), D(g2),...,D(gk)) and can 
be considered as a special case of the discrete Gabber-Galil walk. 

 
Definition 5. A distributed storage chain (DSC) starting at s, is the discrete form of 
the continuous chain, where for every step j, 1 ≤ j ≤ n, 
gj =GGj-1(gj-1): 

( )
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In other words, the continuous chain is alternatively constructed by taking the East 
and North links from the Gabber-Galil transform. Note that for a sensor s, its conti-
nuous chain w(s)=(g0(s), g1(s), g2(s),...) can be computed recursively, i.e., 
gj+1(s)=GGj(gj(s)). Thus, a sensor can compute locally the j'th location of its conti-
nuous space chain. 

Fig. 1 illustrates a DSC of length 4 starting at the generator sensor s. The conti-
nuous space walk is denoted by w(s)=(s, g1, g2, g3) where g1=GG0(s), and 
g2=GG1(g1)=GG1(GG0(s)), etc... The discrete space chain of sensors for this walk is 
represented by (s, s1, .s2, s3) where D(gi)=si. 

3.2 Protocol Specifications 

Our data storage protocol consists of three basic messages: PUT, GET and ACK. The 
messages contain the following basic variable parameter: pos - destination address, 
(on continuous space layer); notice that it does not have to be the address of any 
specific sensor; gen - the location of the generator sensor; step - the current length of 
the DSC originated from gen; data - the data to be stored; user - location of the user 
that issued the query; Q - query, (each sensor is either able to answer Q or determine 
whether such data does not exist in its local memory), EOC - location of the last link 
of DSC (continuous address). 

 

Algorithm 1. PUT(pos,gen,step,data) 
if FreeMemory(data) then 

StoreLocally(data) 
send ACK(gen,step) 

else send PUT(GGstep(pos), gen,step+1,data) 
 

Whenever an exhausted sensor is requested to store data, it issues a PUT packet to its 
EOC (i.e., pos=EOC) so as to forward that data. A sensor with free memory space, 
after receiving this data packet, will store this data on behalf of the generator. Then, 
an ACK packet will be created and sent back by the last sensor to the source generator 
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Fig. 4. Average number of links for the STORE sessions 

4 Simulation Results 

The experimental investigation described in this section intends to evaluate the quality 
of the DSC algorithm in terms of the efficiency of the proposed data storage and re-
trieval procedures. For this end, we setup a simulation environment using Wolfram 
Mathematica 7. The designed software program executes some computational geome-
try procedures required by our protocol (i.e., determining Home nodes on a conti-
nuous domain space and implementing multi-domain trees). In this simulation task, 
the network topologies are established by random deployment of n sensors uniformly 
distributed on a unit square. Eight different network sizes were evaluated, composing 
of {50, 100, 200, 400, 800, 1600, 3200, 6400} sensors. For each network size we 
have tested 120 different sensor distribution topologies randomly generated. 

4.1 Experiment 1: DSC Expansion Sets 

Although a DSC mechanism allows maximum use of network storage capacity by 
making exhausted sensors forward data information to other still available sensors, 
the operational cost for additional activities of storage and retrieval operations must 
be considered. This is due to the fact that the DSC protocol causes an exponential 
increase of number of links as well as the number of packets traveling inside the net-
work and visiting a large number of exhausted sensors. Ideally it is desirable to reach 
available sensors as early as possible, possibly avoiding non-active links (a link lead-
ing to an exhausted sensor). In this experiment, we simulated several deterministic 
searching strategies over the network with the aim of evaluating the expansion quality 
of these expansion mechanisms and the overhead costs (non-active links) caused by 
running the DSC algorithm. Actually the proposed and adopted Gabber-Galil trans-
form has demonstrated its simplicity and efficiency in search tasks through North and 
East links alternatively. 
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To determine the expansion properties of DSC, we performed the following simu-
lation. We examined five different primary sensor component sets with size k = {1, 
log2(n), 5%, 10%, 20%} representing hot-spots (network regions presenting high sen-
sor monitoring activities). A primary component set S0⊂ S whose elements si’s were 
randomly selected (si∈ S0, 0≤i<k) from S={s1, s2, s3, ..., sn}. Each site si∈ S0 indivi-
dually initiated its own DSC procedure. At each iteration step, denoted by variable j, 
0≤ j<200, we let Sj be the set of all sensors that have already been visited (or covered) 
by at least one of the k chains. The same simulation procedure is repeated 200 times 
with different initial S0 primary component sets randomly selected. Our analysis fo-
cused on the evaluation of the performance of DSC. Notice that for each searching 
step performed on the overlay network, considerable GPSR hops were generated. 
Moreover, we assume each packet has a constant-size overhead regardless of network 
system size and topology.  

Fig. 3 presents the growing rate of |Sj| (expressing in percentage (%) of the total 
number of sensors) in function of step number j for network topologies varying from 
100 to 6400 sensors with the primary components set size fixed at (log2(n)). To eva-
luate the obtained simulation results, we compare our DSC deterministic walk with a 
random walk, denoted by rXY. rXY randomly chooses a Home node from the unit 
square at each searching step. It is interesting to observe that the sensor selection by 
rXY does not conform with uniform probability distribution. In fact the sensor selec-
tion probabolity is proportional to the Vor(s) area of sensor s. This problem of differ-
ent Voronoi cell sizes was also discussed in [2]. The area coverage rate provided by 
rXY can be considered as the best among all the expansion procedures reported in the 
literature and becomes the reference of the comparison carried out here. For our expe-
rimental comparison, the area coverage rate provided by rXY is represented by the 
dashed curves in Fig. 3. 

According to Fig. 3, clearly the performances of the DSC deterministic routing al-
gorithm are very similar to those provided by rXY almost independent of network 
size. These results prove that the Gabber-Galil transform is a good deterministic 
search function in which, mostly importante, each sensor relies only on its local in-
formation. Although the results presented here are only for k = log2(n), our experi-
ment revealed that the walk behavior of our DCS is close to that of rXY under any 
network configuration and size (even for a single hot-spot,  k =1). 

4.2 Experiment 2: Data Storage and Retrieval 

In this part of experimental investigation, we evaluated the efficiency of the DSC 
algorithms in terms of activities of information generation, storage and retrieval per-
formed by network sensors as proposed in Section 3.2. We set out to evaluate two 
basic metrics, STORE and RETRIEVE. STORE refers to the number of messages that 
the algorithm needs to generate and send through the overlay network (using PUT 
message). RETRIEVE is the number of hops a data packet has to travel in a data re-
trieval operation (using a GET message). 

To test the proposed protocol, we considered and evaluate network environments 
under the so-called extreme hot-spots conditions (high event activity rates occurring 
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at few number of specific sensors). We dedicated our simulation on a network with 
1600 sensors. Each sensor has a local memory size equal to M=100 data units. During 
the simulation, we generated event activity (data units) up to 80% of the total system 
storage capacity in the following way: Let SHS={s1,s2,s3,...,sk} be a set of k hot-spot 
sensors. With probability pHS=0.8, an event activity is generated by a sensor si chosen 
randomly from the set SHS , and with probability 1−pHS=0.2  the activity being gener-
ated by another sensor also randomly selected from S/SHS (the complement sensor set 
of SHS.) Therefore, it is almost certain that each sensor s∈ SHS needs to construct its 
own DSC in order to accommodate all the activity data it detected. This is due to the 
fact that those hot spot sensors usually will sooner become exhausted. 

In order to prevent endless data forwarding in the network, we fix TTL (Time to 
Live) at 16 hops for PUT packets. Interesting enough, our simulation revealed that 
only less than 0.05% of messages were discarded after expiration of TTL. 

We also investigated situations under an additional restriction: local capacity sto-
rage for each sensor (i.e., the amount of memory allocated to local activities) varying 
between 0-40 units. In addition, since a sensor generator receives ACK messages for 
successive storage operations, it can also localize non- active links. Therefore, on a 
retrieval operation, it is possible that a user avoid sending messages to those links. 
Fig. 4 shows the simulation results for 1600-sensor network and local storage varying 
0-40% with 4 different hot-spot sets. The results for each local storage size represent 
the expected value among repetitions with 100 different random hot-spot sets of the 
same size. Fig. 4 and 5 present show the average chain lengths (i.e., number of hops) 
for STORE and RETRIEVE for different sizes of local storage and different amounts 
of generated activities (in % of the total system storage capacity). Fig. 5 in fact 
represents the worst case in terms of information retrieval cost because it provides the 
chain length, or the cost needed to retrieve data from the last sensor of the chain. 

Fig. 4 and 5 provide important information about network behaviors under the  
effects imposed by the proposed protocol. For low activity (up to 50% of the total 
storage), we report that the cost difference between STORAGE and RETRIVE is 
minimum, because localizing available sensors for storage is straightforward. On the 
other hand, as the majority of sensors in the network have become exhausted soon, it 
is more difficult to track available sensors immediately. Therefore STORAGE opera-
tion will become more expensive with the increase of activity rate (e.g. 80%, see Fig-
ures 4 and 5). Here, we consider the cost difference between STORE and RETRIEVE 
in terms of the amount of energy that was wasted due to non-active link sessions on 
which the GG transform was applied to reach exhausted sensors. Generally the opera-
tional cost of Gabber-Galil transform becomes more expensive with the increase of 
activities. The STORE measure grows exponentially fast and the RETRIEVE fortu-
nately shows more moderate growing rate (to local storage of 35 data units for this 
given simulation). Moreover, according to Fig. 4 and 5, there are minimum cost 
points for STORE and RETRIVE operations, respectively, what suggests that the 
local storage size can be a network parameter for network performance optimization, 
i.e., minimum chain length.   

Fig. 6 shows the Voronoi diagram of a 1600 sensors network. Each cell is illu-
strated by a distinct brightness level representing the average number of times it was  
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selected but unable to store data locally (becaming exhausted). Clearly there is some 
correlation between the size of the Voronoi cells and the number of storage failures.  
Notice also the larger the cell the brighter it appears. We conclude that the Gabber-
Galil transform can adequately cover the network field uniformly regardless of site 
locations. Therefore, if sensors are geographically uniformly distributed or the Voroni 
cells are of equal size, better performance of SensorNets is expected to achieve. 

 

 

Fig. 5. Average number of links for RETRIEVE sessions 

 
 

  

Fig. 6. Load balancing analysis for a 1600 WSN: number of visits on each sensor region  

5 Conclusion 

In this work, we present a novel new information storage strategy for WSN. First we 
provided some background about expanders and introduced the original Gabber-Galil 
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expander graphs for a discrete grid network. Then we developed our continuous ex-
pander graphs about the deployment of sensor in field and defined a 2-D continuous 
discrete approach that relates sensor nodes with the proposed continuous expander 
graphs. Our main contribution is this work consists of implementing distributed sto-
rage chains (DSCs) via a deterministic walk (but with random walk behavior) for 
information storage and distribution based on geographic expander graphs, GPSR and 
Veroni diagrams. Simulation results showed that the proposed DSC mechanism al-
lows sensor networks to operate satisfactorily even under extreme conditions (e.g., 
information not geographically uniformly generated). Since the proposed DSC proto-
col is deterministic, there is no need to maintain any routing tables or information 
about network structure or topology. The simulation revealed that the DSC imple-
mented in SensorNet has similar behavior of multiple random walks [13] over ex-
pander graphs and, mostly important, is highly efficient in searching available storage 
reserves. For future work, we will extend and deepen our investigation into the fol-
lowing issues: comparison with performance of random walk [7], energy issues on 
WSN [15], lifetime of WSN [16] and topology discovery algorithms for WSN [14]. 
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Abstract. Regular sampling methods have a widely use in the target trajectory 
tracking fields and the tracking results are accurate but not fast enough 
sometimes especially with the long-data measurement. Irregular sampling 
methods for target tracking can trace the target with less time cost but the result 
may not very accurate due to the reduced information. This paper aims to find a 
balance between the computing speed and estimation performance. Based on an 
irregular sampling closed-loop tracking method, a sample with 2991 points 
simulated for 2D tracking. We conclude that our method can get a good 
estimation performance with high computing speed when the Irregular 
Sampling Rate is 66.1%.  

Keywords: closed-loop tracking, irregular sampling rate, Kalman filter, 
estimation performance, estimation covariance. 

1 Introduction 

In many applications, there are so many measurements needed to track on real-time. 
Select some of the measurements to estimate the real trajectory can save computing 
cost, but will lead to irregular sampling tracking [1]. In this case, the classical models 
[2] and the estimation methods are no longer applicable, because they are all based on 
the regular sampling, i.e., visual tracking [3] and the tracking with autonomous 
underwater vehicles and lagrangian drifters [4].  

The paper [5] provides a solution for the target tracking system with randomly 
sampling measurement, where the irregular sampling interval is transformed to a 
time-varying parameter by calculating the matrix exponential, and the dynamic 
parameter is estimated by the online estimated state with Yule-Walker method. This 
closed-loop estimation method can obtain fast tracking for the long trajectory. 

In order to implement the fast video tracking, a method to track target with 
irregular sampling is developed in [6], which developed an adaptive system dynamic 
model under irregular sampling and gave the tracking algorithm based on Kalman 
filter. The model concluded that the irregularity of sampling time has no effect on the 
estimation performance when with the same number of measurements. 
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The paper [5] discussed the convergence of the method and paper [6] provided in 
detail and established adaptive model for indoor moving targets. The paper concluded 
that regular sampling and irregular sampling can get the same estimation variance if 
the measurement range is the same for a period of time. The simulate results also 
show that the reduction of sampling points results in a reduction of the measurement 
information, and causes the performance degrade. Thus we found the relationship 
between the sampling points and the performance of system is very important, and it 
is necessary to find a balance between the computing speed and the estimating 
performance. 

This paper studies the estimation of performance about the time and the number of 
random sampling points, by which found a balance between the computing speed and 
estimation performance. The paper is organized as follows: Section 2 gives the 
estimation method based on Kalman filter. The simulations and experiments are 
provided in section 3. Finally, concluding remarks are given in Section 4. 

2 Tracking Based on Adaptive Statistics Model 

Let x , x and x  be the target position, velocity, and acceleration along a generic 
direction, respectively. Specifically, x( ) ( )t a t= . In this section, the state vector is 

always taken to be [x, x, x]x ′=    along the generic direction, unless stated otherwise 

explicitly. 
We get the discrete-time equivalent as the following 

( 1) ( 1| ) ( ) ( ) ( )x k k k x k U k a w k+ = Φ + + +                     (1) 
21 ( 1 ) /

( 1, ) 0 1 (1 ) /

0 0

T

T

T

T T e

k k e

e

α

α

α

α α
α

−

−

−

 − +
 Φ + = − 
  

                        (2) 

2

2 2

1 1
( )

2/ 2 ( 1 ) /
1

( ) (1 ) /

1 1

T

T

T
T

T
T

T e
T

T T e
e

U k T e T

e
e

α

α
α

α

α
α

α
α αα α

α
α

−

−
−

−

−
−

 −− + + 
    − +
 −   = − − = −    
        − 
 
 

                   (3) 

where [ ]( ) x( ) x( ) x( )x k k k k ′=   , a is the mean of acceleration, the 

parameter 1α τ= is the reciprocal of the maneuver time constant τ and thus α  

depends on how long the maneuver lasts. T is the sampling interval.  
The covariance of the ( )w k  as 

11 12 13
2

12 22 23

13 23 33

( ) [ ( ) ( )] w

q q q

Q k E w k w k q q q

q q q

δ
 
 ′= =  
  

                    (4) 

where 
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2 2
13 223 3

23 2

1 2 1
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1 2                                           4 3 2
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q e
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   = − − = − − +   

= 2 2
33

1
1 2                                                 1

2
T TT q eα αα

α
−   + − = −   

  (5) 

Let the parameter 2 2( )a E a tδ  =   be the “instantaneous variance” of the 

acceleration, which has the conversion relationship with 2
wδ  as 2 22w aδ αδ= . We have 

the discrete time equivalent of the acceleration as  
                          ( 1) ( ) ( )aa k a k w kβ+ = +                            (6) 

where ( )aw k is a zero-mean white noise sequence with variance  
2 2 2(1 )                     T
aw a e αδ δ β β −= − =                        (7) 

For a first-order stationary Markov process, we have the statistics relation between 

the autocorrelation function with α and 2
awδ as

2(0) (1) 1

(1) (0) 0
aw

r r

r r

δ
β

    
=     −     

, where 

(0)r and (1)r are autocorrelation of the acceleration, that means 
1

0

1

1

1
ˆ ˆ(0) ( ) ( )

1
ˆ ˆ(1) ( ) ( 1)

N

N
k

N

N
k

r a k a k
N

r a k a k
N

−

=

−

=

=

= −




                            (8) 

and 
2(1)

       (0) (1)
(0) aw

r
r r

r
β δ α= = −                     (9) 

Then we can use Eq. (7) to get α and 2
aδ  by β and 2

awδ . 

The discrete state–space model of the tracking system is as the following 
( 1) ( 1 | ) ( )

( ) ( )

(

( ) (

) ( )

)

x k k k x k U k a

y k H k x k v

w

k

k+ = Φ
+

+
=

+ +
             (10) 

where [x, x, x]x ′=   is the state of the system to be estimated and whose initial mean 

and covariance are known as 0X and 0P , ( )w k and ( )v k are white noise with zero 

mean and independent of the initial state 0x , ( )y k is the measurement vector, ( )H k is 

measurement matrices and ( )v k is measurement noise with known variance R. 

The following is the algorithm in the predictor–corrector form by Kalman filter, 
which is convenient for implementation: 

Initialization: 0k =  

0ˆ(0 | 0)  x x= 0(0 | 0)  P P= 0(0)α α=  
2 2

0(0)w wδ δ=  0 0 0(0) x xr = ⋅    0 0(1) xr =   
Recursion: : 1k k= +  
a) Prediction: 

        ˆ ˆ( 1 | ) ( 1, ) ( | ) ( )x k k k k x k k U k a+ = Φ + +                  (11) 

( 1 | ) ( 1, ) ( | ) '( 1, ) ( )P k k k k P k k k k Q k+ = Φ + Φ + +             (12) 

b) State update: 
ˆ ˆ ˆ( 1 | 1) ( 1| ) ( 1)[ ( 1) ( 1) ( 1| )]x k k x k k K k y K H k x k k+ + = + + + + − + +       (13) 
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( 1) ( 1 | ) ( 1)[ ( 1) ( 1| ) ( 1) ]K k P k k H k H k P k k H k R′ ′ ′+ = + + + + + +         (14) 

( 1 | 1) [ ( 1) ( 1)] ( 1 | )P k k I K k H k P k k+ + = − + + +                (15) 

c) Adaptation: Set the estimation of acceleration ˆ( )a k as 

ˆ( ) x( | )a k k k=                                  (16) 

d) Parameter update: 
ˆ( )a k is the estimation of acceleration, we have 

1

0

1
ˆ( )

N

k

a a k
N

−

=

=                                (17) 

when 0K k≤ , 1 20α =  , 2
a 25 (4 )δ π π= × − , then use Eq. (2) - (4) to get the system 

parameter ( 1, )k kΦ + , ( )U k  and ( )Q k . 

when 0K k> , the following is used to update the system matrix. 

[ ]1 1

1
ˆ ˆ(1) (1) ( ) ( 1) (1)k k kr r a k a k r

k− −= + − −                      (18) 

[ ]1 1

1
ˆ ˆ(0) (0) ( ) ( ) (0)k k kr r a k a k r

k− −= + −                       (19)    

      2(1)
       (0) (1)

(0) aw

r
r r

r
β δ α= = −                         (20)              

    2 2 2(1 )a awδ δ β= −                              (21)              

ln

T

βα = −                                     (22) 

then use Eq. (19) - (22) to get the system parameter ( 1, )k kΦ + , ( )U k  and ( )Q k . 

Note1: (0)kr and (1)kr are the autocorrelation functions, which need to have 

statistical data. In the simulation, we set the two parameters change after 4-20 steps. 
Here we set 0 4k = . 

The conditions above are not enough to make it possible that the target tracking is 
achieved when the sampling ratio changed. To ensure the convergence of the 
algorithm is the key to guarantee the performance of algorithm 

Based on the closed-loop estimation algorithm [6], we can see the parameter used 
to estimate state is an estimated one and similarly, the estimated states to calculate the 
parameters iα  and 2

 a iδ  have estimation errors, too. So it’s important to guarantee 

the convergence of the estimation of the states and parameters. From paper [5], we 
can see if one step predictive covariance is bounded, i.e., 0( | 1) |P k k P− ≤ ,  

( 1| )P k k+ must be bounded with the fact 0
ˆ ( ) |dQ k Q≤ . And ( 1)K k +  must be a 

bounded matrix and ˆ( 1| 1)x k k+ + must be bounded, too. 

Note3: we set 2
 aδ a bounded value 10000 to avoid system divergence.   

Note4: We update the model parameters α and aδ when 0β > only, because 

if 0β < , the system will divergence.  
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3 Simulation Results 

Based on the algorithm developed here we will analyze the relation between the 
random sampling interval, the location and number of sampling points, i.e., Irregular 
Sampling Rate (ISR) and the tracking performance  

the number of sampling points

the  total number of the sample
ISR =                    (19) 

We can see lower ISR means larger irregular sampling interval. 
The proposed algorithm is applied to a two dimensional planar tracking problem to 

verify the performance through a series of simulation runs. The measurement noises 
are generated as white Gaussian random numbers with variance R. We assume R is a 
given parameter, as 25R = .The initial state estimate 0x  and covariance 0P  are 

assumed to be [ ]0 0 0 0 0 0 0x ′= and 0 (10,10,10,10,10,10)P diag= . The actual 

trajectory of the target (contents 2991 points) is shown in Fig.1. Due to the 
measurement noise we can only get the trajectory sequence with noise shown in Fig.2. 
The solid line is the actual trajectory and the star line represents the locations of 
sampling points. 
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Fig. 1. The actual trajectory of the target           Fig. 2. The measurement of the target  

Based on the develop algorithm about irregular sampling interval for closed-loop      
tracking, we give nine types of estimation results about different irregular random 
sampling rate under a sample with 2991 points, that is 90.3%,79.8%,70.4%, 60%, 
49.8%,40.5%,28.5%,21.5%,9.5%. 

To better illustrate our results, we give the contradistinction of the real and the 
estimates trajectories shown in Fig.3. The estimations of horizontal and longitudinal 
axis show in Fig.4 and Fig.5 respectively. The location estimation errors show in 
Fig.8 and Fig.9 respectively. 
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Fig. 3. The real and the estimations of 
horizontal axis with ISR as 90.3%, 79.8%, 70.4% 

and 60% 

Fig. 4. The real and the estimations of 
horizontal axis with ISR as 49.8%%, 40.5%,  

28.5% , 21.5and 9.5% 
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the real trajectory
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Fig. 5. The real and the estimations of 
longitudinal axis with ISR as 90.3%, 79.8%, 70.4% 

and 60% 

Fig. 6. The real and the estimations of 
longitudinal axis with ISR as 49.8%%, 40.5%, 

28.5% ,21.5and 9.5% 
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Fig. 7. The estimation errors of horizontal axis 
with ISR as 90.3%, 79.8%, 70.4% and 60% 

Fig. 8. The estimation errors of horizontal axis 
with ISR as 49.8%%, 40.5%, 28.5%, 21.5 and 
9.5% 
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Fig. 9. The estimation errors of horizontal 
axis with ISR as 90.3%, 79.8%, 70.4% and 
60% 

Fig. 10. The estimation errors of horizontal 
axis with ISR as 49.8%%, 40.5%, 28.5%, 21.5 
and 9.5% 

To illustrate how the irregular sampling rate affects estimation performance, we 
choose the estimated covariance as a metric.  
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Table 1 gives some of the estimated covariance under different irregular sampling 
rate (ISR). Fig.11 gives the covariance of the location of sampling points of different 
ISR. 

Table 1. Relation between Irregular Sampling Rate and Estimated Covariance 

        ISR           90.3% 79.8%  70.4%  60%  49.8%  40.5% 28.5%  21.5%   9.5% 

Covariance Of X axis  9.874 9.929  10.527 17.424 16.381 13.224 14.730 19.657 22.217 

Covariance Of Y axis  7.883 9.210  9.340 10.732 13.562 13.002 19.010 17.392 23.263 
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The covariance of the location of sampling points

 

Fig. 11. The covariance of the location of sampling points 
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We can see the sampling rate doesn’t have much impact on the estimated variance. 
The lower sampling rate means the less measured data is get, and the less useful 
information can be provided, therefore the estimate is faster. From fig.11 we can 
conclude that there exist balance between the computing speed and the estimating 
performance when ISR=66.1%.   

4 Conclusions 

The main contribution of this paper is to analysis how the randomly selected 
measurements and irregular sampling rate will effects the estimation performance and 
cost time on closed-loop tracking. We found it can reduce the computing cost greatly. 
But we can also see with the larger ISR, the estimation performance will decline 
because less useful information is used for tracking. Thus we conclude that a balance 
between the computing speed and the estimating performance is existed.  
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de Sá, Alan Oliveira I-794
Desrosiers, Robert II-507
Dong, Jiwen II-553
Dong, Mianxiong I-255
Dong, Xiaoshe II-300
Dong, Xinnan II-68
Du, Congjin II-286
Du, Huisen I-644
Du, Yong I-242
Duan, Guihua I-587
Duan, Zhemin I-712

Fan, Jianxi I-114
Fedak, Gilles II-1
Feng, Bo I-563
Feng, Dan I-457, II-312
Feng, Kun I-563
Feng, Qingqing I-415
Fu, Haohuan I-1
Fu, Junhao II-404
Fu, Min I-457

Gan, Yanglan II-54
Gao, Huisheng II-601
Gao, Wenwen II-43
Gao, Yiyi I-100
Gao-Xiaori II-386
Gitlin, Richard D. I-809
Guo, Hui II-245
Guo, Longjiang I-166, II-231
Guo, Yaling I-152

Han, Jizhong I-415
Han, Yuejuan II-219
Hao, Huilong II-487, II-496
Hao, Jiangling II-417
Hassan, Mohammad Mehedi I-352
He, Chao I-809
He, Haiwu II-1
He, Kai I-400, I-429
He, Shuibing I-563
He, Wenfeng I-152
Honda, Takumi I-483
Hong-Biguang II-386
Hongxiang, Ren II-396



846 Author Index

Hsu, Yarsun I-71
Hu, Wenbin I-270
Hu, Yong I-1
Hua, Yu I-457, II-312
Huang, Chuanhe I-400, I-429
Huang, Hao I-391
Huang, Ning II-273
Huang, Xiaomeng I-1
Huang, Yongfeng II-54
Huang, Zhen II-325

Ikenaga, Takeshi I-755, I-781
Ito, Yasuaki I-57, I-483, II-178

Ji, Changqing II-15
Ji, Li II-29
Jia, Gangyong I-310
Jia, Xiaohua I-400
Jia, Zhiping I-192, I-323
Jiamei, Guo II-447
Jiandao, Liu II-533
Jiang, Bo I-378
Jiang, Congfeng I-310
Jiang, Guiyuan I-100, I-285, I-497
Jiang, Hong II-339
Jiang, Xia I-42
Jiang, Zhenyuan II-618
Jie, Dong II-436
Jin, Hai I-214
Jin, Hu I-166
Jin, Xiang I-443
Jin, Xin II-96
Jin, Xue-bo I-836
Jing, Shan II-631
Ju, Lei I-192, I-323
Ju, Rui I-587
Ju, Tao II-300

Kim, Hwagnam I-138
Kim, J.S. I-526
Koge, Hiroaki I-57
Kong, Qian I-204

Lai, Rongyu I-457
Lee, Suk kyu I-138
Li, Bo I-15, I-728
Li, Changlong II-82
Li, Chao II-207
Li, Feng I-42, I-192
Li, Hongyu I-655

Li, Huaguan I-338
Li, Jie II-286
Li, Jinbao I-166, II-231
Li, Keqin I-152
Li, Keqiu I-85
Li, Liang II-300
Li, Meirong II-192
Li, Meng I-179
Li, Peng I-400
Li, Qiuyu II-312
Li, Shaochong II-671
Li, Shoupeng I-577
Li, Tie II-54
Li, Weifeng II-461, II-507
Li, Xi I-310
Li, Xin I-323
Li, Xuejin II-259
Li, Yibin I-323
Li, Yuanyuan II-15
Li, Yuelei II-164
Li, Yuxiang II-108
Li, Zebing II-543
Li, Zhihuai I-684, I-720, II-525
Li, Zhiyang II-15, II-43
Li, Zhoujun II-611
Liao, Xiaofei I-214
Liao, Yu-Cheng I-71
Lin, Bin II-425
Lin, Cheng-Kuan I-114
Lin, Jinzhi I-669
Lin, Jun II-479, II-516
Lin, Shang-Chieh I-71
Lin, Shiping I-700
Ling, Lee Luan I-822
Li-Tieshan II-386
Liu, Anfeng I-619
Liu, Bin II-108
Liu, Dandan I-700, I-768
Liu, Fangfang I-28
Liu, Haixia I-728
Liu, Hongyang I-166
Liu, Junpei I-684
Liu, Lei I-299, II-659
Liu, Qin I-400
Liu, Tao II-581
Liu, Weijiang II-43
Liu, Wenjun I-114
Liu, Xiulong I-85
Liu, Yao I-204
Liu, Yiqun I-28



Author Index 847

Liu, Yong II-543
Liu, Zhaobin I-229
Liu, Zhi I-728
Lu, Feng I-214
Lu, Gang I-204
Lu, Kun II-82
Lu, Sanglu I-255
Lu, Siyu I-535
Lu, Yutong I-28
Luan, Weixin II-525
Luo, Gangyi I-255
Luo, Juan I-152, II-96
Lyu, Lijun I-549

Ma, Jianchu I-720
Ma, Wenyao II-461, II-507
Ma, Xiuhua II-553
Mao, Bo II-339
Mi, Wei II-560
Miao, Bei-bei I-836
Min, Geyong I-85
Mu, Bin I-655

Nakano, Koji I-57, I-483, II-178
Nedjah, Nadia I-794
Nie, Zhenhua II-312
Ning, Ding II-436
Niu, Zhendong II-259
Nobayashi, Daiki I-755, I-781
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