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Abstract. Detection of different regions like impervious surfaces, veg-
etation and water from a multispectral satellite image is a complex
task. This paper introduces a novel idea for impervious surface detec-
tion from multispectral images using SURF descriptors. To determine
the efficiency of the proposed system, a comparative evaluation is done
with other two techniques, namely histogram based and spectral-value-
based technique. The result shows that the proposed system outperforms
the other two techniques in detecting impervious surfaces like buildings
and vehicles with an accuracy of 80.48%. The histogram-based technique
and spectral-value-based clustering obtained an accuracy of 61.89% and
68.29% respectively. However, in classifying vegetation the other two
techniques outperforms SURF descriptors. The histogram based tech-
nique gives an accuracy of 86.46% and an accuracy of 94.35% is obtained
by using the spectral-value-based clustering. Whereas SURF based tech-
nique gives only an accuracy of 50.71%.

Keywords: Clustering, Histogram, Impervious surface detection, Mul-
tispectral, Surf.

1 Introduction

Satellite image processing is a complex task. It is mainly because of the huge
amount of data present even in a single image. Object detection is an impor-
tant research area in satellite image processing. During the past decade, many
methodologies have been proposed for automatic identification of objects from
multispectral images. It is in fact a type of image classification, where the given
image is classified into different object classes like vegetation, water and impervi-
ous surfaces (buildings, vehicles etc.,). The recent availability of high-resolution
satellite imaging sensors such as IKONOS and QuickBird provide a new data
source for impervious surface extraction. In such images the visibility of ter-
restrial features, especially urban objects, has been increased drastically, which
helps in easy detection of small objects like vehicles. Detection of vehicles from
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satellite images can be used effectively in various fields such as military and
surveillance applications to find unauthorzed vehicle entry to a particular area.

In this paper, SURF descriptors are being used for detecting objects, mainly
impervious surfaces, from multispectral images. Detection of In order to analyze
the efficiency of proposed technique, the detection is also done using Histogram-
based method and Spectral-value-based Clustering

This paper is organized as follows: section 2 gives a brief description about the
state-of-the-art, section 3 explains the architecture of proposed method, section
4 describes the results and discussions and conclusion is given in section 5.

2 State-of-the-Art

During last four decades, a number of satellite image processing techniques were
developed. Based on the literature survey done, a topology of image processing
techniques being used was created as shown in Figure 1. The image processing
techniques can be grouped into per-pixel, sub-pixel, per-field and object-based
approaches. Traditional techniques were on a per-pixel basis, in which, infor-
mation is extracted from each of the pixels. The spectra of all the pixels are
combined to get a spectral signature in such methods. The spectral signature
will be having information from all the materials in the pixel which is then used
for further processing [1, 2]. However, these methods suffer from mixed pixel
problem in which the same pixel may belong to different classes. This will in
turn reduce the efficiency of remotely sensed data in per-pixel classifications
[3, 4].

The sub-pixel based methods were introduced to avoid the mixed pixel problem
in the per-pixel techniques. In these methods, pixels are divided into sub-pixels
and features are then extracted from each of the sub-pixels. A fuzzy representation

Fig. 1. Topology of Image Classification Techniques
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is being used, in which each location contains many partial membership degrees
belonging to each of the classes. Sub-pixel classification approaches have been de-
veloped to provide a more efficient classification than per-pixel approaches, espe-
cially when coarse spatial resolution data are used [3], [5]. Many methods have
been introduced for developing a soft classifier such as fuzzy-set theory, softening
the output of a hard classification from maximum likelihood, certainty factor [6]
and neural networks [7].

Since pixel-based approaches group each of the pixels into a specific class,
increase in the spatial frequency may lead to incorrect results. The per-field clas-
sifier was developed so as to avoid problems with heterogeneous environments.
Many researches have proved the increased classification accuracy of per-field
approaches [8–10]. The per-field classifier reduces the noise by using individual
units of land called fields [8, 9] . Per-field classification is implemented by inte-
grating both vector and raster data [2] . The vector data are used to subdivide
an image into fields, and classification is then conducted based on the fields,
thus avoiding intraclass spectral variations. However, per-field classifications are
often affected by such factors as the spectral and spatial properties of remotely
sensed data, the size and shape of the fields, the definition of field boundaries,
and the land cover classes chosen [11] . The per-field classification approach is
not very common due to the difficulty in handling both vector and raster data.

An alternate approach is to use an object-based classification [12] , which
does not require the use of GIS vector data. Mainly there are two stages in an
object-based classification: image segmentation and classification. Using image
segmentation pixels are merged into objects, and then a classification is carried
out based on objects, instead of individual pixels. This approach has proven
to be better when compared to pixel-based approach especially for fine spatial
resolution data. The eCognition method is so far the most commonly used object-
oriented classification [12].

3 System Architecture

An object based technique is being proposed for identifying different classes in
a multispectral image using SURF descriptors. Figure 2 illustrates the generic
system architecture. The input images are initially segmented into objects and
features are extracted from them. The extracted features are then grouped using
clustering algorithm which represents the detected classes. Each of these phases
are explained in the following sections.

3.1 Image Segmentation

Segmentation is the process of partitioning an image into regions based on a
discontinuity or a similarity criterion. The proposed technique uses Canny Edge
Detector for segmenting the images. The working of Canny operator involves
multiple stages. Initially, the image is smoothed by Gaussian convolution. Then
a simple 2-D first order derivative is applied to highlight the regions of the image
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Fig. 2. System Architecture

with high first spatial derivatives. Edges will result in ridges in the gradient
magnitude image. The algorithm will then moves along the top of these ridges
and all pixels that are not actually on the ridge top are set to zero so as to give
a thin line in the output. The tracking process carries out hysteresis with two
thresholds: T1 and T2, where T1 < T2. Tracking begins only at a point on the
ridge which is higher than T1. Tracking is then continued in both directions until
the height of the ridge becomes less than T2. By using this hysteresis, it can be
ensured that the noisy edges are not broken up into small edge fragments.

3.2 Feature Extraction

Feature extraction is a special form of dimensionality reduction. It transforms
the huge amount of data present in a multispectral image into a reduced repre-
sentation set of features. Feature extraction is done from each of the segments
obtained from the previous phase. The features used in this paper are described
in the following subsections.

Speeded-Up Robust Features (SURF). Even though there are many state-
of-the-art techniques, most of them uses global features for image classification.
Two most popular local feature descriptors in computer vision are SIFT(Scale
Invariant Feature Transform) and SURF(Speeded Up Robust Features). They
are often used for performing tasks like object recognition. These descriptors
are stable under viewpoint and lighting changes, so they are able to cope with
significant amounts of image variability. At the same time, discriminative power
is achieved by representing feature points as high-dimensional vectors. The tech-
nique proposed in [13] extracts SIFT descriptors from the satellite image and
uses a graph-cut method for object classification. However, the standard version
of SURF is much faster than SIFT. Hence the SURF descriptors are used for
classifying the image in this paper. In SURF, the interest points are detected by
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using Hessian matrix approximation. The use of integral images have drastically
reduced the computational complexity. A distribution-based descriptor is used,
which makes use of 2D Haar wavelet responses ([14]).

Histogram. The histogram of an image graphically represents the tonal dis-
tribution of an image. It plots the number of pixels for each tonal value. The
vertical and horizontal axes in the graph represents the tonal variations and
number of pixels in that particular tone respectively. The black and dark areas
are plotted in left side of the horizontal axis, medium grey in the middle and
light and pure white areas towards the right side. Thus, a very dark image cre-
ates a histogram having majority of its data points on the left side and center
of the graph. Conversely, for a very bright image with few dark areas and/or
shadows, the histogram will have most of its data points on the right side and
center of the graph.

3.3 Object Detection

In both SURF-based and spectral-value-based techniques, the extracted features
are to be grouped using any clustering algorithms. There are many clustering
methods available for classification of a wide variety of data. K-means algorithm
is useful for determining the natural spectral regions present in the satellite
data. K-means is an unsupervised clustering technique. The user will initiate
the algorithm by explicitly specifying the number of clusters to be segmented
from the image. In other way, the algorithm can be started in the feature space,
each with some pixel clusters defined by its center. By associating each of the
pixels to the given nearest centroid, the initial cluster can be created. The mean
values of the cluster elements are then computed which replaces the existing
centroids. These steps are done repetitively until no more new clusters can be
formed.

Whereas in the case of histogram-based technique, the pixels will be auto-
matically grouped into different classes based on their intensity values. Different
colors are assigned for the pixels in each class. The impervious surfaces normally
appear bright in color. The green colored vegetation areas are seen as red color
in a satellite image. Similarly water bodies will be black in color. Keeping these
in mind, a rule-based approach was incorporated. For example, green color was
assigned to the class which corresponds to red colored pixels.

4 Results and Discussion

4.1 Experimental Setup

Multispectral images of both urban and rural (vegetated) areas were used for
the experiments. The dataset used in this paper consists of multispectral images
of both urban and rural areas. Two input images used are shown in Figure 4(a)
and Figure 5(a). For comparing the performance of image segmentation two edge
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detectors, namely Sobel and Canny filters, were applied. Results of applying both
the filters are given in Figure 3. The result shows that the Canny filter produces
better and thin edges compared to the Sobel filter. The Canny edge detector was
therefore selected for image segmentation as it outperformed the Sobel filter.

(a) Canny Filter (b) Sobel Filter

Fig. 3. Canny Edge Filter vs. Sobel Edge Filter

The image segmentation was done using the Canny edge detector for various
thresholds (both T1 & T2). When T1 = 1, T2 = 5 the result obtained was very
poor, since too many edges in the figure was identified. By increasing the T1 to
10 and the higher threshold to 20, better results were obtained. A more optimal
classification was obtained while keeping T1 = 20 & T2 = 40 and the objects
were easily detected from the results. When T1 = 30 & T2 = 60, many of the
useful edges were eliminated which resulted in poor classification results.

The segmented image is then used as the input to second phase ie., feature ex-
traction. Initially SURF local descriptors are extracted which are to be labelled
in the next phase. The second feature being used is the image histogram. The
histogram was computed for different number of bins and optimal results were
obtained when the number of bins equal to 20. When the histogram was calcu-
lated for lesser or higher number of bins, the rate of misclassification increased.
Next, the spectral value of each of the pixels is extracted and passed to the next
phase.

In the object detection phase, all the extracted features are labelled inorder
to detect the various classes present in the image. K-means clustering algorithm
is used to group the extracted SURF and spectral features. The spectral-value-
based clustering was implemented with the number of clusters being 4, as it gave
more accurate results compared to lower or higher number of clusters. The result
of object detection using the three techniques for urban area is given in Figure
4 and for rural area is given in Figure 5.

4.2 Performance Evaluation

The proposed technique for object detection, using SURF, proved to be efficient
in detecting impervious surfaces, like buildings and vehicles. It outperforms the
other two techniques in impervious surface detection. The performance of the
proposed system is evaluated using following statistical measures.
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(a) Input Urban Im-
age

(b) SURF based Ob-
ject Detection

(c) Histogram based
Object Detection

(d) Spectral value
based Clustering

Fig. 4. Object Detection in urban areas

(a) Input Rural Im-
age

(b) SURF based Ob-
ject Detection

(c) Histogram based
Object Detection

(d) Spectral value
based Clustering

Fig. 5. Object Detection in rural areas

– Accuracy =
detected number of objects

total number of objects
– Sensitivity or True Positive Rate = tp

tp+fn

– Specificity or True Negative Rate = tn
tn+fp

– Precision or Positive Predictive Value = tp
tp+fp

– False Positive Rate = fp
fp+tn

– False Discovery Rate = fp
fp+tp

where tp = true positive, tn =true negative, fp = false positive and fn = false
negative. The confusion matrix developed for Figure 4(a) is shown in Table 1.
The image consists of 328 buildings, 475 vehicles, 23 vegetated regions and 10
bare land regions. The confusion matrix for each of the classes is shown in Table
2 which is used for performance evaluation.

After implementing the proposed system using SURF for Figure 4(a), the
results obtained are shown in Table 2. Out of the 328 buildings 264 were identified
using SURF, which resulted in an accuracy of 80.48%. By using histogram-
based technique, only 203 buildings were detected which gave 61.89% accuracy.
The spectral-value-based technique produced an accuracy of 68.29%, in which
only 224 building were detected. Hence, it is clear that the SURF descriptors
outperforms the other three techniques in building detection.

However, other impervious surfaces like vehicles present in the image were not
easily identified using the proposed technique. Among the 475 vehicles, only 56
were detected. This is mainly because of the low resolution of images being used
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in this paper. This problem can be rectified by using high resolution images such
as IKONOS. In the case of vegetations, both histogram-based and spectral-value-
based techniques outperformed the proposed technique. An accuracy of 94.35%
is obtained using the spectral-value-based technique. Histogram-based technique
gave an accuracy of 86.46%. Whereas SURF-based technique produced only an
accuracy of 50.71%.

Table 1. Generic Confusion Matrix

Buildings Vehicles Trees Bare Land

Buildings 264 56 7 1

Vehicles 56 419 0 0

Trees 7 0 16 0

Bare Land 1 0 0 9

Table 2. Confusion Matrix For Each Class

Buildings Others

Buildings 264 64

Others 64 444

Sensitivity = 80.48%, Specificity = 87.40%
Precision = 80.48%, FPR = 12.59%, FDR = 19.51%

Vehicles Others

Vehicles 56 419

Others 272 289

Sensitivity = 17.07%, Specificity = 40.81%
Precision = 11.78%, FPR = 59.18%, FDR = 88.21%

Trees Others

Trees 7 16

Others 321 692

Sensitivity = 2.13%, Specificity = 97.74%
Precision = 30.43%, FPR = 2.25%, FDR = 69.56%

5 Conclusion

An impervious surface detection technique from multispectral images was pre-
sented. The proposed technique, which uses local SURF descriptors, extracts im-
pervious surfaces with an accuracy of 80.48%. After comparison with two other
techniques, namely histogram-based technique and spectral-value-based cluster-
ing, results show that our technique was more accurate in detecting impervious
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surfaces. Among the different impervious surfaces, buildings were more easily
identified using the proposed technique than the smaller surfaces like vehicles
due to low resolution of images being used. The performance can be improved
by the use of high resolution images. However, in rural vegetated areas, SURF
descriptors failed to efficiently classify the vegetations. Whereas, both histogram-
based and spectral-value-based techniques produced better results in classifying
vegetations.
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