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Message from the APWeb 2014 Workshop
Chairs

It is our great pleasure to welcome you to the proceedings of the 16" APWeb
workshops. APWeb is a leading international conference on research, develop-
ment, and applications of Web technologies, database systems, information man-
agement, and software engineering. This year, we have three workshops held in
conjunction with the main conference, which include

e First International Workshop on Social Network Analysis (SNA 2014)

e First International Workshop on Network and Information Security (NIS
2014)

e First International Workshop on Internet of Things Search (IoTS 2014)

The goal of these workshops is to promote the new research directions and
applications, especially on social network analysis, security, and information re-
trieval against the heterogeneous big data. After a series of evaluation process
conducted by the workshop Program Committee members, the workshop pro-
gram features 34 papers with two invited papers among 59 submissions. All
papers were presented in the workshop session at the main conference, held in
Changsha, China on September 5, 2014.

We would like to thank the authors for choosing APWeb workshops as a venue
for publishing their high quality papers and the Program Committee members
for their timely reviews of the papers. We are also very grateful to the workshop
organizers from the University of Science & Technology Beijing, Harbin Institute
of Technology and Institute of Information Engineering CAS, China for their
essential efforts on paper selecting and program organizing. Furthermore, we
also gratefully acknowledge the support of the main conference organizers for
their great effort in supporting the workshop program.

Finally, we hope that you enjoy reading the proceedings of the APWeb 2014
workshops.

July 2014 Weihong Han
Zi Huang
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Reviews Hype Detection

Xiaolong Deng' and Runyu Chen®
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Abstract. In our daily life, fake reviews to restaurants on e-commerce website
have some great affects to the choice of consumers. By categorizing the set of
fake reviews, we have found that fake reviews from hype make up the largest
part, and this type of review always mislead consumers. This article analyzed all
the characteristics of fake reviews of hype and find that the text of the review
always tells us the truth. For the reason that hype review is always absolute
positive or negative, we proposed an algorithm to detect online fake reviews of
hype about restaurants based on sentiment analysis. In our experiment, reviews
are considered in four dimensions: taste, environment, service and overall
attitude. If the analysis result of the four dimensions is consistent, the review will
be categorized as a hype review. Our experiment results have shown that the
accuracy of our algorithm is about 74% and the method proposed in this article
can also be applied to other areas, such as sentiment analysis of online opinion in
emergency management of emergency cases.

Keywords: Sentiment analysis, Hype review, Multi-dimension analysis, Bayes
judgment.

1 Introduction

In nowdays, most consumers have the habit of scanning the online reviews before
purchasing the commodity. Products with many positive reviews often make good
impact to customers. Therefore, for merchants in e-commerce time, it is important to
maintain the online reputation of their products. However, some of the merchants, in
order to enhance the popularity of their products, they hired some groups of people
who is called internet “Water Army” to post positive reviews of their products online,
and which can greatly affect the choice of consumers.

In this article, we have established collaborative relationship with dianping.com
and have obtained fake review dataset collected by the company. Through serious
observation and analysis, we concluded that most of the fake reviews are hypes. And
they are very similar to authentic reviews in many aspects including length, tone and

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 1-10, 2014.
© Springer International Publishing Switzerland 2014



2 X. Deng and R. Chen

wording and so on which is the reason that is why they are most misleading to
consumers.

We have done some further investigation on fake reviews of hype we sort out. This
kind of reviews is most distinctive in its text, i.e. totally positive or negative. Some
reviews of this kind, although not suspicious according to analysis on other attributes,
possess little reference value because of extreme sentiment.

Aiming at the problem described above, we have applied sentiment analysis
methods to detection of such kind of fake reviews. To obtain a desirable accuracy, we
first find out all the subject words by matching the sentiment words we extracted from
all the fake reviews data set with the corresponding features. We manually judged the
subject words and divided them into four dimensions: taste, environment, service,
overall attitude. To evaluate the authenticity of a review about restaurant, our
algorithm will conduct sentiment analysis from the four dimensions of it based on
Bayes classifier. If the analysis results of the four dimensions are the same (all
positive or negative), the review is hype. And to our surprise, the algorithm has an
good accuracy of about 74%.

2 Related Work

Relevant research is always focus on spam detection [1] and rubbish website diction
[2]. And in recent years, researchers started to identify spam reviews.

Researchers have concentrated on some different characteristics of spam reviews.
Jindal proposed the algorithm concerns unusual score [3][4].Wang and Xie paid more
attention on store reviews to detect spam.[5][6].Arjun considered a number of
indicators to find fake reviewer groups[7]. Some mainly considered relevant, Song
defined the relevance of their basic characteristics and features among other comments
[8]. Myle proposed the combination of language features SVM modeling [9].

In this paper, a innovative method is proposed to classify the content itself from the
marked spam reviews, for which account the largest number and most influential
speculation reviews. Then we draw the appropriate model program to solve this
problem. By using sentiment analysis in more special areas of multi-dimensional
analysis, our method gained greater accuracy of identification of such spam reviews.
In comparison, our algorithm requires much more manual handling, but the recall rate
reflects better performance.

3 Sentiment Analysis

3.1 Bayes Classifier

Through investigation on the possibility of a specific event happening in the past,
Bayes Theorem can calculate the approximate the probability of the event happening
in the future. And Bayes theorem only requires a few parameters for estimation and is
not sensitive to the lost data. Algorithms that implemented from this theorem can run
more faster due to the simplicity of Bayes theorem [10].
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Bayes classifier is the application of Bayes Theorem to classification of text. By
calculating the probability of each category, the algorithm categorizes the text to the
one with largest probability.

Bayes equation:

:P(Xl,xz,...,xnlcj)

P(c; 1x,,%,,...,X,) ey

P(c,,c,,....c,)

Since each condition is independent and identically distributed, we have:
e =Pc)[ [P, Ic)) @)
i

Because there is no apparent feature in the labeled text, we apply multi-event model
based on word frequency here:[11]

P(t, | ¢ = spam) = 1+ Count(t,) 3

n+ Counts(thl.)

3.2  Training Set Obtainment

Training data is always needed in calculating Bayes prior probability, and we
manually selected 500 totally positive and negative reviews respectively. We have
proved that the training set is enough since by enlarging the size from 300 to 500 we
did not find noticeable change in the result. When selecting the sample of training set,
we followed the principle that the review is as comprehensive as possible.

Table 1. Training set data

Positive Negative

SMTERBERE T » 2 RG4
e o RHRE - HF A ANTUR
o BB - KM T EREDERA
BRERYG NN - BRI
MYIACATEAZT » BRIE T2 -
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SRR T S BT R FT 550
AT T N I T
AP RTINS 2 E R A
FEL I ©

WER G IIACRIZ IR » W iseisl LAY R
BREPERAH) - TR TJLAR
W > TN EE o R LE
FROZE - FrEeng - SAZREIRL, ik
it o AN EAR % - 3K
HH MR IRE - RS SR
fy o TEEANTT - A TEEEARIT
HZ ATk 55 BIEVAEE] T -

B & o R RN 7 LB
B > HSEREE AT 1 AR SR A AN AR T
Z BUA B IR/ ECRORER G (R s
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Table 1. (Continued.)
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3.3 Sentiment Evaluation

To find out the sentiment of a review, we use the method of multiplying the
conditional probability of each word. Whether a review is positive or negative
depends on the value of the result of multiplying process. We multiply the probability
of each word with 10 first in case the result is too small.

4 Multidimensional Discrimination

4.1 Establishment of Sentiment Word Library

First we sorted out 56483 reviews about restaurants from our original data set. With
the help of ICTCLASO0 algorithm [12], we divided all the Chinese contents into
words. We extracted all the sentiment words and set up our sentiment word library. In
the same time, we calculated the frequency of each adjective, which enables us to get
rid of some undesirable words with low frequencies. The final version of our
sentiment library contains 1590 adjectives.
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Table 2. Emotional word library

Words/Frequencies Words/Frequencies
REFa 12.389356882973637 SifFla 7.453503647044743
Tz /2 11.14669772771281 #Fifi/a 7.406438314516372
Rifa  11.052315097990974 Bla  7.3550685280099195
SeE/a 9.742061863915502 SEt)a 7.350785294189377
F¥/a  9.651343822312056 Lila 7.289251208561696
fEif5/a  9.466860974306062 Mis/a  7.262434541770648
JAEla  9.096459212424548 A A/a 7.18616605729332
HHl/a 9.000203638575638 Mki(afa  7.141585285545526
EFAR/a 8.995655552806497 MF/a 7.044336876237392
ffH/a  8.929070356945344 AHY/a  7.03207042683553

Fchila  8.40933391245834 FEla  6.988856149668119
{RE/a  8.213934707582403 ER/a  6.957181112804157
{bHE/a  8.193907482484725 HET/a  6.9435164471041055
{EEE/a  8.078017307503831 Aififa  6.795440558011954
HiiE/a  8.023967758424863 HR/a  6.752448672847059
K% /a  8.008506960447109 EH/a 6.7334198176058955
fie/a  7.982753540338287 Hihla 6.654735396670123
JifE/a 7.9191048016013506 fit/a  6.63665330359303
#if/a  7.905370323918099 Frfa 6.636631314797421
fif2E/a  7.887444208296432 ifE/a 6.61751253180918
Hiifa  7.806704408558014 /a2 6.612146670170864
AWk/a  7.788232816199374 Ré{E/a  6.533682077002941
Fi%/a  7.6268743931156555 fitya  6.46625147932886
Hist/a  7.513344086828133 Frla  6.452121735931351
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4.2  Feature Finding

Feature refers to the corresponding none phrase of existing sentiment words. We
managed to find them by searching words before the adjectives that match those in
our library; the nearest noun phrase is the matching result. Finally, we obtained 2303
subject words of reviews about restaurants.

4.3  Classification of Subject Words

After finding all the subject words, we analyzed the dimension each of them belongs
to and finally limited the dimension into four types: taste, environment, service and
overall. Then we classified these subject words. There are 1314 words belong to
dimension “taste”, including those that describe the look, flavor and taste of foods.
222 words describing the environment, geographical conditions and traffic conditions
of the restaurants are categorized into “environment”. 286 words are categorized into
“service”, most of them describe the quality of service, prices. And there are 151
words classified as “overall”, including name of restaurants, names of places and
holistic description etc.

Table 3. Main body of word library

Taste Service Environment Overall
SIS ey Rk LR
el 32 47 8 1REE 5 ZkH
B IR2WE REE T TAEIE L ANIsEs
LRI EES S LAl
LK RS A TR
ZEHEAI (53 B[] ARG JUERE
B T s s
J\FAERE SERIN S A B & X
INEFRAER e BRI S BiE A1
NE Fetirs A e v
RS SEEMIRS il BT
FHE sk &ML 18 SN
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Table 3. (Continued.)

Taste Service Environment Overall
P AR B 5
SE 20 KER% 358 SR
FIA eI Pl ] BTHAAE EAS
Akt BTORSAR | BT JEER
EF7 BITHIEN BTHET JEBRIE
72D e RITEIS ARPH B
L Hok I TR

5 Hype Identification

5.1 Determination of Dimension

By observing the sample data we find that spans of reviews are usually very large,
thus using period to divide the sentences brings many errors. To avoid this, we use
comma as monitoring sign to divide the sentences first.

When categorizing each sentences, we first set the default dimension as “overall”.
Then we matching each subject word in the sentence with our library established
before, the sentence will be categorized into the dimension with most matching
words.

5.2  Detection of Hype

In our process of detecting reviews of hype, our model analyzed the sentiment of
all sub sentences of each dimension. If the results of four dimensions are same
(all positive or negative), we will label the review as hype. In the following statistics,
we find that positive reviews of hype are far more than negative reviews. Thus
we assume that the default sentiment of a review is positive when there is information
loss in 1 or 2 dimensions. Result shows that this preprocessing brings error less
than 0.1%.
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6 Experiment Result

6.1  Algorithm Difficulty Analysis

Through the analysis and category on the original data provided by dianping.com, we
obtain 17681 fake reviews of hype about restaurants, and we applied our model to test
these data. With the increase of reviews being tested, the result accuracy remained
stable around 68%.

72.00% Experimentresult
o 70.00%
@
5 68.00%
o
O 66.00
64.00%
] - L annn Sennn e
0 5000 aview H00QBers 15000 20000

Fig. 1. Experiment result on raw data

Afterwards, we randomly sampled 2000 reviews to analyze. We found some error
in labeling among the original data by checking the content of each review. Possible
reasons are summarized below: (1) reviews are not about restaurants; (2) reviews are
apparently not hype. After correcting the label of the 2000 reviews one by one, we
witnessed the accuracy increased from 67% to 73%. Therefore we can estimate that
same labeling errors exist in other parts of original data set, and the accuracy of our
algorithm could reach around 74%.

Table 4. A random sample of 2,000 reviews

Review Original Non- Available Error Revised
numbers correct rate restaurant reviews reviews mark correct rate
1-500 68.4% 34 466 7 73.2%
501-1000 62.8% 29 471 11 70.3%
1001-1500 65.6% 38 462 9 71.4%
1501-2000 71.8% 21 479 5 76.2%
All 67.15% 122 1878 32 72.79%

In Figure 2, sample 1 to 6 is respectively stands for review numbers 1-500,501-
1000,1001-1500,1501-2000,1-2000 and 1-17681. It is hard for us to clean all the error
marked data, but the ultimate accuracy can be predicted about 74%.
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Experimentresult correction

100.00% o e 6 AR 77 O
o sooow | 63:40% 29365 43.40% TH:80% £3.18% en 33
S 60.00% =
S 40.00%
S 20.00%
0.00%
0 1 2 3 4 5 6 7

sample of reviews

—@— Original p— Revised

Fig. 2. Experiment result on revised data

6.2  Algorithm Difficulty Analysis

During the error analyzing process, we found that nearly 60% of errors occur for
mainly two reasons. (1) Using comma as delimiter can cause incomplete sentence-
breaking. (2) Some neutral reviews can be sorted wrongly by different training set,
and it is difficult to judge whether they are hype or not.

7 Application of Emergency Management

The method proposed in this paper can also be used in emergency management for
sentiment analysis. We can divide comments into different dimensions to get more
specific sentiment analysis. We can also base on individuals, considering some of its
comments together, to discover some associations with highly consistent in the emotion.

8 Conclusion

In this paper, we proposed a method to detect fake reviews of hype based on
sentiment analysis. Reviews of hype take large part of fake reviews and are
influential. The model we established can detect this type of review with an accuracy
of around 74%. We set up our own sentiment word and multi-dimensional subject
word library focus on reviews about restaurants as well. This method can also be
applied to field other than reviews about restaurants.

Acknowledgement. Thanks to the support of National Natural Science Foundation of
China (NNSF) (Grants N0.90924029), National Culture Support Foundation Project
of China (2013BAH43F01), and National 973 Program Foundation Project of China
(2013CB329600, 2013CB329606).
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Abstract. Many news articles in the Internet portal, blog and forums always have
their own emotional orientations. Considering sentiment key sentence plays an
important role in supervising social trends and public sentiment state, there has
been a significant progress in this area recently, especially the lexicon-based me-
thod. However, the lexicon-based method totally dependents on lexical semantics
and does not excavate the implied syntactic structure. We propose a new method
which integrates lexical semantics and syntactic dependencies. And the method
performs dependency parsing on the basis of a novel lexicon-based algorithm.
Experimental results on COAE 2014 dataset show that this approach notablely
outperforms other baselines of sentiment key sentence identification.

Keywords: sentiment key sentence, lexical semantics, syntactic dependencies,
SVM, TextRank, LDA, PMIL

1 Introduction

With the rapid development of Internet, more and more news and blog articles con-
tained emotional orientations are emerging online. Therefore, it is important for net-
work monitoring and analysis to identify sentiment key sentences.

Sentiment key sentence, also called topical sentiment sentence, is characterized by
two parts. One is topic related keyword, and the other one is sentiment related key-
word. Existing sentiment key sentence identification methods maintain a single score
for each sentence and most of them are lexicon-based approaches. To address the
shortcomings of lexicon-based method which loses the implied syntactic structure,
it is intuitive to consider the combination of lexical semantics and syntactic depen-
dencies. In this paper we propose to acquire lexical semantics by emotion lexicon
expansion and keywords lexicon construction, and get syntactic dependencies through
dependency analysis. Then, we regard sentiment key sentence identification as a clas-
sification task, in which a model is trained to determine whether a candidate sentence
is a sentiment key sentence. Finally, by using SVM classifier and choosing different
groups of features to finish the accurate identification. In experiments on the COAE
2014 dataset we find that our method can substantially extract sentiment key sentence
more effectively under different evaluation metrics.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 11-22, 2014.
© Springer International Publishing Switzerland 2014
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2 Related Work

Sentiment key sentence identification is a new subject which is proposed recently.
Starting with topic sentiment sentences, researches on sentiment key sentence identi-
fication are drawing more and more people’s attention. Sun[1] designed a novel Bi-
segment method to extract topic words and converted the problem of topic sentiment
sentences identification into Chinese chunking by using CRFs. Yang[2] computed the
semantic similarity of a candidate sentence with the ascertained topics which were
identified using an n-gram matching approach and meanwhile determine whether the
sentence was topic sentiment sentence. Lin[3]presented a new algorithm which takes
three attributes into account: sentiment, position and special words attributes. Until
2014, the 6th Chinese Opinion Analysis Evaluation proposed the task named the ex-
traction and determination of sentiment key sentences. It required to extract the sen-
timent key sentence in a collection of news articles which had been cut into sentences.

However, existing sentiment key sentence identification methods only considered
to analyze lexical semantic information using lexicon-based methods, and the me-
thods of topic words extraction are not effective enough. Consequently, we propose a
new method which incorporates syntactic dependencies within lexical semantics in
this paper through emotion lexicon expansion, keywords lexicon construction and
syntactic dependencies analysis.

3 Lexical Semantics Analysis for Sentiment Key Sentences

Since emotional words and topic-related keywords are two primary ingredients of
sentiment key sentence, we perform expansion of emotion lexicon and construction of
keywords lexicon for lexical semantics information.

3.1 Expansion of Emotion Lexicon

Beginning with semantic lexicon construction[4,5], we start trying to build an emo-
tion lexicon. Currently, there is not a complete and universal emotion lexicon in sen-
timent analysis. In this paper, we select the positive, negative emotional words and
evaluation words in Hownet', with simplified Chinese NTUSD? words together for
addition to the basic emotion lexicon.

Since the emotional words in the basic emotion lexicon are limited and the means
of Chinese expression are varied, it is necessary for us to expand the basic emotion
lexicon. There are many approaches to expand emotion lexicon such as PMI[6], se-
mantic similarity[7], TongyiciCilin[8] and Synonyms-based method[9]. Through
investigation, we adopt the method based on mutual information to expand emotion
lexicon, and thus build a field-related emotion lexicon.

1
2

http://www.keenage.com/html/c_index.html
http://www.datatang.com/data/11837
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In expansion of emotion lexicon, we calculate the probability of two words co-
occur in the same sentence using the point mutual information (PMI)which is mainly
used to calculate semantic similarity between words. For every two words wy, w,,
the PMI value between them is computed as follows:

P(w1&wz)
P(w1)P(w2)

PMI(wy, w,) = log( ) (1

Where P(w;&w,) represents the co-occurrence probability in one sentence of
word w; and word w,. P(w;) and P(w,) are respectively defined as the separately
appearance probability of each word.

The algorithm based on PMI is composed of following 3 steps:

1. Select noun, verb, adjective from the corpus as candidate emotional words.

2. Calculate the PMI value between basic emotion lexicon and candidate emo-
tional words using Eq. (1) and choose the highest 600 as expansion of basic
emotion lexicon.

3. Add expanded words with their appearances together into basic emotion lex-
icon and generate the field-related emotion lexicon.

This PMI algorithm not only makes up for the lack of small-coverage basic emo-

tion lexicon, but also enriches the field-related emotional words. Finally, we can ob-
tain an integral emotion lexicon which has stronger field-applicability.

3.2  Construction of Keywords Lexicon

The task of keywords lexicon construction is automatically extracting certain mea-
ningful words from a given article. It can be achieved by building a model through
training corpus[10,11], as well as analyzing the internal relationship between words.
The latter is widely used because of its unsupervised characteristic. In general, there
are three kinds of unsupervised methods: TF-IDF, topic model[12][13] and graph
model[14,15,16]. In this paper, we employ the graph model which combines LDA
with TextRank to acquire the ranking scores of words. Considering the fact that the
quality of keywords lexicon construction varies substantially with different kinds of
weighting methods, we propose a novel weighting approach namely PCFO.
In fact, the weight is mostly related with following four factors:

¢ Position Influence
Generally, words in title are more important than others.
e Coverage Influence
A vertex is important if the number of vertexes pointing to it is large.
e Frequency Influence
A vertex is important if the vertexes pointing to it have high appearance frequency.
e Co-occurrence Influence
The co-occurrence number represents for the cohesion relation between words.

In graph-based model, the score of a vertex is obtained from its neighboring ver-
texes mutually, which is named diffusion of influence. Consequently, we design a
new weighting method which takes the above four factors into consideration. Let
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a,B,y,0 be the proportions of the four influence factors, where a +f+vy+ 86 = 1.
The weight value between two vertexes is defined as

wi; = awy (U V) + Bwe (Vs V) +ywe (v 1)) + Swe (v V) (2)

* w,(v;» v;) represents for the position influence of v; , it can be computed using

P(v;)
wy (Vs V) == I8
PR / thEOut(vi)P(vt)

P(vj) is the importance score of vertex v;. In this paper, we only consider the
importance of title information. It can be calculated by

A, vin title
1, v is not in title

P(v) = {

where A > 1. In experiment, through investigation and evaluation, we set
A=15.
* w.(v;, v)) isregarded as the coverage influence of v; , it can be calculated by

1
Wt ) fGutGwy]

where |Out(v;)| is the out-degree of vertex v;.
* w(v;» v;) shows the frequency influence of v; , its function is

f(17~)
J
we(vy V) = o<
SR / thGOut(vi)f(vt)
where f(vj) is the appearance frequency of v; in a document.
® w,(v;» v;) indicates the co-occurrence influence of v; , it can be expressed as

Co(vi, vj)

theOut(vi) CO(Ui' Ut)

wo (v, ) =

where Co(vi, vj) is the co-occurrence number of v; and v; within a sliding win-
dow w. Here we assign w = 15 based on the result demonstrated in [14].

Finally, we summarize and conclude the keywords extraction algorithm as follows:

1. Construct graph model [14] and weight them using PCFO weighting method.

2. Compute Eq. (3) and Eq. (4) in [14] to obtain the final ranking scores of
words using LDA model® and TextRank. Noticing that the final values ob-
tained are not affected by the choice of the initial value[l16],we set
initial value = 1.

3. Select the top ranking ones with final ranking scores together for addition to
the keywords lexicon.

3 https://www.cs.princeton.edu/~blei/topicmodeling.html
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4 Mining Sentiment Key Sentence Structures on Syntactic
Dependencies

Dependency analysis is primarily mining the implicit syntactic structure through
analyzing the various components of language units in a sentence. Dependency pars-
ing[17][18] regards the verb as the center of a sentence that it can dominate or be
restricted by other ingredients. The dependencies reflect the semantic dependency
relations between core word and its subsidiaries words[19].

An example of dependency analysis result is illustrated in Fig.1.

— T

N e T NN e
Roat E£-] WA ' FRE Rk BATEREE f 1t ;5] RC 0 EA] =3 E2 =B [:E! e)

n v wp ns n nh ¢ r u v n d v d a u v wp

Fig. 1. Example of dependency analysis result

For sentiment key sentence identification, we expect to exploit the implicit syntac-
tic structure relations in one sentence. Consequently, we perform HIT-LTP* to extract
dependency templates as follows:

Algorithm 1. Dependency templates extraction

Input: Preprocessed corpus T, Dependency analysis result D.
Output: Dependency knowledge base DB.

for word in sentences of T:
if word in expanded emotion lexicon, Hownet advocating words:
CoreWord = word
if word.relate=="HED” in D:
CoreWord = word
for word in sentence:
if word.parent == CoreWord:
add word and word.relation into dpWords.
for word in dpWords:
if relation == WP:
delete from dpWords.
//Such as “%# (SBV) Wb (HED) %% (VOB) ”
// ForeRelations = SBV and BackRelations = VOB.
for word in dpWords:
if word.ip < CoreWord.ip:
ForeRelations += relation
else:
BackRelations += relation
//Using following approach extract templates, such as templatee
// SBV+IAK+VOB
for forerelation in ForeRelations:
for backrelation in BackRelations:
templates += forerelation + CoreWord + backrelation

4 http://www.ltp-cloud.com/
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//Select the final templates
for template in sentiment key sentences and other sentences:
calculate the appearance frequency of each template
if frequency in sentiment key sentences > other sentences:
Final_templates += template
//Combine the final templates with their frequencies in sentiment key
//sentences for addition to DB ultimately.
DB += Final_templates + frequencies.

return DB

5 Sentiment Key Sentence Identification Using SVM

Through Section 3 and 4, we have acquired expanded field-related emotion lexicon,
keywords lexicon and dependency knowledge base. Relying on all these above work,
we select four kinds of features as the candidate feature vectors for SVM: sentiment
feature, keyword feature, dependency feature and position feature. For each sentence,
we select the top n appearance frequencies or keywords ranking scores with the sum
of this feature together for addition to SVM through expanded emotion lexicon, key-
words lexicons and dependency knowledge base. If the sum is smaller than n, we set
the excessed dimension as 0. Finally we assign n as 8 through experiments. Moreover,
considering the fact that sentences in the beginning or ending of a document are more
important than other sentences, we design two scoring functions as follows:

1. Improved Gaussian distribution

2no

1 _(pos(sem)—p)?
scoresen(pos(sen)) = 1-e 202 3)
where | = g , pos(sen) is the position of sentence in a document.
2. Parabola
scoregen (pos(sen)) = a x pos(sen)? + b x pos(sen) + ¢ “

b . .. .
where = 2 ,a>0, b<0, pos(sen) is the position of sentence in a document.

6 Experiments and Analysis

6.1 Experiments System

The process of sentiment key sentence identification consists of following five steps
which is also illustrated in Fig.2:

1. Preprocess the articles in dataset: tokenization, part of speech, remove stop words.
2. Expand emotion lexicon, construct keywords lexicon and extract dependency tem-
plates.
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3. Filter out some sentences based on the expanded emotion lexicon and keywords
lexicon to obtain candidate sentiment key sentences.

4. Select four features for candidate sentiment key sentences: emotional feature, key-
word feature, dependency feature and position feature.

5. Use support vector machine classifier to determine whether a sentence is a senti-
ment key sentence.

Lexkcal Semaniies ™,
!
1
Dataset Ernation Lexican
" Expansion
Preprocess =
Keypuords Lexican
‘ Construction
“Byntsclc Dependencles
{ N § Fworation
Cependency Candidate Sertiment
Templates Key Sentences
Extraction i
i s
‘-"-.. ﬁ_,-"'
Dependency SV
knovwledoe Base ) Feature Selection - Result

s
h B

Fig. 2. The process of sentiment key sentence identification

6.2  Preparation of Dataset and Emotion Lexicon

To evaluate the performance of our method, we conduct experiments on dataset pro-
vided by COAE2014. The dataset is roughly composed of news articles which have
been divided into sentences from some news and blogs. In this paper, we adopted
NLPIR2014° to make tokenization and part of speech.

This dataset contains 1,994 news articles. After filtration by expanded emotion lex-
icon and keywords lexicon, there are almost 38,797 sentences with 5,019 manually
annotated sentiment key sentences. Finally, we select 4,047 sentiment key sentences
and 5,000 normal sentences for training, 972 sentiment key sentences and 7,325 nor-
mal sentences for testing to perform classification. Standard precision(P), recall(R)
and F-measure(F) were adopted in this paper to evaluate the performance in each kind
of experiment.

As the significant factor of the sentiment key sentences, we test expanded emotion
lexicon on two aspects of completeness and adaptability. We separately investigate
the coverage rate of the basic emotion lexicon of 2,201 words and the expanded field-
related one of 2,801 words. The dataset in this paper includes 5,119 sentiment key
sentences and 43,699 normal sentences before filtration by emotion and keywords

5 http://ictclas.nlpir.org/
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lexicons. In this experiment, we analyzed the dataset and respectively computed the
coverage rate of the basic emotion lexicon and expanded field-related one.

The result shows that there are 3,721 sentiment key sentences among 5,119 tested
sentences when using the basic emotion lexicon with 72% coverage rate. On the other
hand, using the expanded field-related emotion lexicon, we find there are 5,019 sen-
timent key sentences among 5,119 tested sentences with a larger coverage rate of
98%. Consequently, the expanded emotion lexicon improves the coverage rate to a
high level and compensates for the shortage that the basic emotion lexicon may be not
field-related. However, it is not enough for sentiment key sentence identification only
depending on emotion lexicon. So we should combine emotion lexicon with other
methods to make the quality of sentiment key sentence identification better.

6.3  Comparison of Different Approaches of Keywords Lexicon Construction

As keywords are an important ingredient of sentiment key sentence, the method of
keywords lexicon construction will greatly influence the accuracy of sentiment key
sentence identification. In this part, we employed four methods to extract keywords
for keywords lexicon construction such as TF-IDF and three other ones based on
graph model. In methods of graph-based model, we mainly adopted three weighting
ways: the reciprocal of distance, the times of co-occurrence and PCFO proposed by
us. We added the four methods of keywords extraction with sentiment, dependency
and position of Eq.(4) to the SVM classifier. The comparing results of the four me-
thods are represented in Tables 1.

Table 1. Comparing results in sentiment key sentence identification of different keywords
extraction methods

Methods P/% R/% F/%
Tf-idf 31.49 48.63 38.22
1/distance 32.51 49.57 39.26
Co-occurrence 33.84 50.10 40.39
PCFO 36.29 52.35 42.87

The results show that the method PCFO proposed by this paper performs notablely
than the other three ones. The effectiveness of PCFO primarily is because its combi-
nation of four kinds of important information: position, coverage, frequency and co-
occurrence. To optimize the performance of PCFO, we investigated the influence of
the parameters a,B,y,6 to PCFO for sentiment key sentence identification. In this
experiment, we selected five parameters combinations of (a,f,y,8) in which the first
three ones only considered a part of weighting influential factors and the other two
took all this four weighting influential factors into consideration with different pro-
portion distribution. They are represented as 1,2,3,4,5 of (0,1,0,0), (0.5,0.5,0,0),
(0.3,0.4,0.3,0), (0.2,0.3,0.2,0.3), (0.25,0.25,0.25,0.25) in Fig. 3.



A Hybrid Method of Sentiment Key Sentence Identification 19

43 > ——1
N > -2
B 425 3
2] / A S —X—4
g w TS %5
23 al
415

2 4 6 8 10 12 14 16 18 20

Keyword Vector Dimension

Fig. 3. F-measure of sentiment key sentence identification when a,f,y,8 are assigned with
different values and different keyword vector dimensions are selected for SVM

From this figure we find that, it performs best when we select 8 dimensions as
keyword vector for SVM and use the fourth approach of (0.2,0.3,0.2,0.3). In the
research of keyword vector dimensions, we found too large dimensions decreased
classify ability inversely. And in the investigation of the five combinations of
a,B.,y,6, we found the integration of the four weighting influential factors performs
obviously better than just a part of the factors in the four. Moreover, the coverage and
co-occurrence influential factors 5,8 occupy more important places than the other
two, which is probably because they mainly reflect the relations among words and not
the importance of the word itself just as position and frequency do.

Consequently, this experiment not only demonstrated the effectiveness of PCFO,
but also revealed the importance of keywords lexicon construction to sentiment key
sentence identification.

6.4  Analysis of Groups of Features

In this section, we adopted four kinds of different groups of features for SVM clas-
sifier. As emotional words and keywords are the two basic ingredients of sentiment
key sentences, we chose four groups of features: emotional words and keywords;
emotional words, keywords and dependency; emotional words, keywords, dependen-
cy and position of Eq. (3); emotional words, keywords, dependency and position of
Eq. (4). The below Table 2 shows the results of them:

Table 2. Results of SVM with different groups of features

Methods P/% R/% F/%
Sentiment+Keyword 23.04 50.02 31.54
Sentiment+Keyword+dp 33.24 50.79 40.49
Sentiment+Keyword+dp+Pos_(3) 35.13 51.76 41.85

Sentiment+Keyword+dp+Pos_(4) 36.29 52.35 42.87
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It can be seen that the effect of sentiment key sentence identification is highly im-
proved after adding dependency analysis and position information, which is probably
because the dependency analysis can explore the implied syntactic structure informa-
tion and the position is a representation for the structure of an article. Meanwhile, we
also investigated the effect of two scoring functions and found that the parabola form
performed better than improved Gaussian distribution form with the reason that Gaus-
sian distribution is too smooth at both beginning and ending of the article, which
could not reflect the importance of beginning and ending obviously.

6.5 Combination of Lexical Semantics and Syntactic Dependencies

We compared combination of lexical semantics and syntactic dependencies method
with other two basic ones as follows: best result of COAE2014 task 1 and lexicon-
based method[3]. Besides, we also investigated combination of lexical semantics and
syntactic dependencies method using COAE-500labelled, statistics-based and combi-
nation of rules and statistics approach for contrast. The COAE-500labelled approach
employed 500 human-assigned sentiment key sentences as training corpus using
combination of lexical semantics and syntactic dependencies method proposed in this
paper as to compare with the COAE baseline which did not offer training set in the
contest. Moreover, differing from our combination of rules and statistics approach,
statistics-based method performed classification without filtering by emotion and
keywords lexicon before. The results are presented in Table 3 as follows:

Table 3. Results of different baselines

Methods P/% R/% F/%
COAE 10.41 38.88 16.42
Lexicon[3] 12.18 29.13 17.19
COAE-500labelled 16.74 39.09 23.44
Lexicon+Syntax(Statistics) 30.70 50.79 38.27
Lexicon + Syntax(Rules+Statistics) 36.29 52.35 42.87

As we can see, the lexicon-based method such as Zheng Lin, 2012 did not improve
the result substantially as the method based on lexical semantics and syntactic
dependencies especially using combination of rules and statistics approach. The main
reason for this is that this method integrated lexical semantics with syntactic depen-
dencies and when we used the emotion and keywords lexicon filtering out some
sentences in rules and statics approach, it was equal to reduce the noise of corpus and
so as to reach a higher precision, recall and F-measure. Furthermore, even though we
only selected 500 human-assigned sentiment key sentences as training corpus, it out-
performed the best result of COAE2014 task 1 and lexicon-based method considera-
bly. So this experiment strongly demonstrated the effectiveness and applicability of
combination of lexical semantics and syntactic dependencies method.
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7 Conclusions and Future Work

In this paper we proposed a novel method for sentiment key sentence identification. It
was regarded as a classification task, in which we incorporated sentiment, keyword,
dependency and position features into SVM classifier to judge whether a sentence
was a sentiment key sentence. The experiment results showed that it performed better
than other baseline approaches with different keywords lexicon construction methods
and groups of features.

In the future work, we will take the following points into consideration:

1. Perform phrase structure analysis on sentences and combine with dependency
analysis for sentiment key sentences.

2. For dependency templates extraction algorithm, we plan to conduct synonym
expansion on the core word of the template so as to improve the quality of al-
gorithm.

3. In this paper, we use SVM for classification. We will investigate the impact on
other classifiers.
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Abstract. Influence Maximization (IM) is the problem of finding k& most
influential users in a social network. In this paper, a novel propagation
model named Independent Cascade Model with Limited Propagation
Distance (ICLPD) is established. In the ICLPD, the influence of seed
nodes can only propagate limited hops and the transmission capacities
of the seed nodes are different. It is proved that IM problem in the
ICLPD is NP-hard and the influence spread function has submodularity.
Thus a greedy algorithm can be used to get a result which guarantees
a ratio of (1 — 1/e) approximation. In addition, an efficient heuristic
algorithm named Local Influence Discount Heuristic (LIDH) is proposed
to speed up the greedy algorithm. Extensive experiments on two real-
world datasets show LIDH works well in the ICLPD. LIDH is several
orders of magnitude faster than the greedy algorithm while its influence
spread is close to that of the greedy algorithm.

Keywords: influence maximization, propagation models, limited prop-
agation distance, local influence, heuristic algorithm.

1 Introduction

With more and more popular utilization, the online social network currently
serves as a fundamental communication platform and ties individuals closely
in daily life. Due to its powerful information propagating capability, the social
network becomes a good carrier of viral marketing for the real world transactions.
In viral marketing, the seller usually wants to choose a small group of influential
people such that they can influence the maximum people through the word-
of-mouth effect in a social network. The Influence Maximization (IM) is just
the problem of how to find such an influential group. Kempe et al. [1] first
formulated IM problem as a discrete optimization problem. In the formulation,
a social network is modeled as a directed graph G = (V, E) where each vertex
in V represents an individual and each edge in F represents the relationship
between individuals. A propagation model M also known as the diffusion model
describes the entire propagation process in a social network. Given M, it aims to
find a seed set S including & nodes such that the influence spread of S denoted
as o (S) is maximized.
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© Springer International Publishing Switzerland 2014
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Most of the propagation models studied before assume that influence of seed
nodes spreads endlessly and the transmission capacity of each node has no differ-
ence which is too idealized. In viral marketing, information can’t diffuse endlessly
and different information sources have different transmission capacities. Firstly,
information/product may be time-sensitive, so after propagating certain steps,
no one will be interested in the information/product. For example, a company
intends to promote a product designed for the coming holiday via the method
of viral marketing. It is obvious that no one will accept the product when the
holiday comes to the end. Furthermore, the source of the information also af-
fects individuals’ choice. One will not accept the information if he doesn’t trust
the source of the information even though his friend has already accepted it.
So after propagating several steps, the rest nodes usually terminate to forward
the information because they tend to distrust the sources. As the sources have
different reputation, then they have different transmission capacities.

Taking into account the above situations, we establish a new propagation
model named Independent Cascade Model with Limited Propagation Distance
(ICLPD) in this paper. In the ICLPD, each node has an important parameter
called limited propagation distance. Such a distance means the maximum hops
that the influence of the node can propagate when it is chosen as a seed and of
course it represents the transmission capacity of the node. It is proved that IM
problem in the ICLPD is NP-hard and the objective function has monotonicity
and submodularity. Thus a greedy algorithm can be applied to solve IM prob-
lem in the ICLPD, which can guarantee a ratio of (1 — 1/e) approximation. In
order to speed up the greedy algorithm, an efficient heuristic algorithm called
Local Influence Discount Heuristic (LIDH) is proposed. The LIDH can select
influential nodes with high efficiency by utilizing local structure of a social net-
work. Experiments show that LIDH runs several orders faster than the greedy
algorithm while its influence spread is close to that of the greedy algorithm and
it significantly outperforms other compared heuristic algorithms in terms of the
effectiveness.

2 Related Work

The problem of information diffusion in a social network is well studied in re-
searches. The most popular and classic propagation models studied in the liter-
atures are the Independent Cascade (IC) model and the Liner Threshold (LT)
model [1]. The IC model is the simplest cascade model [2] and both the models
are successful at explaining propagation phenomena in social networks. Based
on these work, many sophisticated propagation models are proposed [3—6], which
consider more factors affecting information diffusion in social networks. For ex-
ample, Li et al. [5] observed that not only positive relationships but also negative
relationships exist in social networks. Considering this situation, they studied
influence diffusion and influence maximization in signed networks where two op-
posite opinions propagate. In this paper, a novel propagation model based on the
IC model is proposed with the restriction that the information can only prop-
agate limited hops which is analyzed before. It is called Independent Cascade
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Model with Limited Propagation Distance (ICLPD). Chen and Liu studied the
time-sensitive IM problem [7, 8] where influence also diffuses limited hops. They
solve the IM problem in the IC model under the condition of limited time and
find out the set of nodes which have the maximum influence for a certain pe-
riod of time. However, different from their work, our work aims to solve the IM
problem in the ICLPD in which different seed nodes have different transmission
capacities.

Domingos et al. [9] are the first to study IM problem as an algorithm problem.
Following their work, Kempe et al. [1] formalized the problem as a discrete opti-
mization problem. They proved that IM problem in both the IC model and the
LT model is NP-hard and the influence spread function is submodular and mono-
tonic. Therefore, a climbing-hill greedy algorithm can be applied to solve the IM
problem in both models and it guarantees an approximation within (1 — 1/e).
Due to the inefficiency of the greedy algorithm, a lot of work has been done
either on improving the original greedy algorithm [3], [10, 11] or proposing effi-
cient heuristics [12-15]. For instance, Chen et al. [13] proposed the fast heuristic
algorithm PMIA which is based on the most influential path between two nodes.
The PMIA needs enormous amount of memory to store arborescence for each
node, which makes PMIA not applicable to large-scale networks. In this paper,
we prove the NP-hardness of the IM problem in the ICLPD and the monotonic-
ity and submodularity of the objective function. Then a greedy algorithm is
applied to solve the IM problem in the ICLPD. In addition to the greedy algo-
rithm, an efficient heuristic algorithm called LIDH is designed to speed up the
solution. The LIDH selects influential nodes with the maximum local influence
which represents the node’s ability to influence its 2-hops neighborhood.

3 Indecent Cascade Model with Limited Propagation
Distance

We first review the classic Independent Cascade (IC) model, and then introduce
the new propagation model named ICLPD which is an extension to the IC model.
It is proved that the IM problem in the ICLPD is NP-hard and the influence
spread function has monotonicity and submodularity.

The IC model is one of the most popular propagation models. In the IC
model, nodes have two states, i.e. active and inactive, which represents whether
an individual accepts the information. The state of nodes can transform from
inactive to active but not in the opposite direction. The influence of seed nodes
spreads in discrete steps. At step 0, the seed set S are set active. Nodes in S
try to activate each of their inactive neighbors. If the activation succeeds, the
activated node becomes active at step 1. Then the newly active nodes try to
activate their own inactive neighbors and the process goes on. In the activation
process, if a node u first gets activated at step ¢, u will have a single chance to
activate each of its inactive neighbors, for example, the node v. The activation
action succeeds with a probability P(u,v) which is the propagation probability
of the edge (u, v), and then the node v becomes active at step ¢+ 1. This process
ends when no more activation happens.
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Fig. 1. Difference of propagation process between the IC model and the ICLPD

Before introducing the ICLPD, the maximum propagation distance of a seed
node in the cascade model [2] is defined below.

Definition 1. Given a social network G = (V, E) and seed set S, let the influ-
ence spread in the cascade model, then the maximum propagation distance of the
seed node k (k € S) denoted as dn, (k) is defined as the maximum step t at which
the last inactive node gets activated by node k.

According to Definition 1, the maximum propagation distance of any seed
node k (k € ) in the IC model is not fixed. If the network G is large enough, the
distance d,, (k) can be arbitrarily large. As we analyzed in the Introduction, this
assumption is too idealized to model the influence propagation in online social
networks. So we extend the IC model with the restriction condition that the
seed nodes can only propagate limited hops. It is named Independent Cascade
Model with Limited Propagation Distance (ICLPD). In the ICLPD, each node
u has a new parameter called limited propagation distance denoted as 6, which
means influence of v can only propagate up to 6, steps when it is selected as a
seed. The parameter 0, represents the transmission capacity of the node w and
its value is in a limited range, i.e. 6, < 10.

In the ICLPD, influence of seed nodes spreads in discrete steps. At step 0,
seed nodes S are set active. Each node u which first gets activated at step ¢t — 1
has a single chance to activate their inactive neighbors, for example, the node
v. The activation action succeeds with the propagation probability P(u,v). If
succeed, the node v becomes active at the step t. The activation process starting
from each seed node k (k € S) terminates by up to 0 steps. Then it is clear
that the maximum propagation distance of node k (d,,(k)) is not larger than 6
in the ICLPD whatever the activation process is.

A simple example to demonstrate the difference of propagation process be-
tween the IC model and the ICLPD is shown in Fig. 1: (a) activation process
in the IC model; and (b) activation process in the ICLPD and ¢; = 2. In this
example, node 1 is the only seed node and propagation probability of each edge
is 1 in both models. To the same simple network, the results of influence spread
in the IC model and the ICLPD are different. After propagating two steps, node
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3 becomes active at step 2. Then activation process will end in the ICLPD be-
cause influence of node 1 can only propagate up to 2 steps (f; = 2), while that
goes on in the IC model until the last node is active at step 3.

IM problem in the ICLPD is stated as follows: Given a social network G =
(V, E) and the parameter 6, for all the node u, it aims to find a set nodes S
(IS| = k), such that influence of S propagating in the ICLPD influences the
maximum number of nodes.

Consider the difference between the IC model and the ICLPD. When all the
limited propagation distance 0, is large enough, saying 6,, — oo, the ICLPD is
just the classic IC model. Thus the IC model is one special case of the ICLPD.
As is known, IM problem in the IC model is NP-hard which is proved by Kempe
et al. [1]. Tt is clear that IM problem in the ICLPD is also NP-hard.

To prove the monotonicity and submodularity of the influence spread function
in the ICLPD, the t-step-paths of node u is defined first. For a directed path
P =<wvy - vy = -+ = v, > in a network, where each node on the path is
unique, the distance of path P is the number of edges in the path. Thus the
distance of such a path P is n.

Definition 2. Suppose t is an integer (t > 0), the t-step-paths of node u denoted
as I (u) is defined as the set of paths starting from the node u with a distance
not exceeding t.

Theorem 1. Given an instance of the ICLPD, the influence spread function
o() is monotone, submodular and non-negative.

Proof. We prove the theorem above using the similar way as Kempe et al. [1]
done in the proof of Th. 2.2. The spread function o() is monotone and sub-
modular iff o(SU{v}) — o(S) > o(T'U{v}) — o(T) > 0 whenever v ¢ T and
S CT. View each edge in the graph as live and blocked links by flipping a coin
with related probability. Let X be one of the possible outcome after flipping all
coins, and the possibility of sample X is P(X). Let 6, be the limited propaga-
tion distance of node v in the ICLPD and Iy, (v) denote 6,-step-paths of node
v according to Definition 2. For a fixed sample X, let L(v; X) be the set of all
live link paths starting from v and R(v; X') denote the nodes that belong to the
paths in Iy, (v) N L(v; X). According to the activation process in the ICLPD,
it is clear that ox({v}) = [R(v; X)| and ox(S) = |U,cg B(u; X)|. Then the
quantity of (ox (S U{v}) — ox(S)) is the number of nodes in R(v; X) that are
not in the union Uue g R(u; X'). Mathematically, the inequality is shown below.

ox (S| J{v}) = ox(S) = |R(v; X)| — [R(v: X) [ (| R(u; X))|

uesS

|R(v; X)| = |R(v; X) (| R(u; X))

= ox (T o) —ox (1) 2 0. (1)

By now, it is proved ox () is monotone and submodular. With o(S) = Xoutcomex
P(X)ox(S), it obvious that o(SJ{v}) — o(S) > 0, so o() is monotone. Fur-
thermore, o() is also submodular because the non-negative linear combination

Y
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function of submodular functions is also a submodular function. Besides, with
a(@) = 0 and the monotonicity of o(), it is proved that o() is non-negative. 0O

With Theorem 1, IM problem in the ICLPD can be solved by a greedy algo-
rithm which can guarantee a (1—1/¢e) approximation according to the conclusion
by Nembhauser [16]. The specified greedy algorithm is given in Algorithm 1.

Algorithm 1. The Greedy Algoriithm

Input: G = (V,E), k, M

Output: seed set S

1: S« 0

while |S| < k do
Select v = arg maz,ev\s(om (S U{u}) — o (S))
S+ SU{v}

end while

return S

4 Local Influence Discount Heuristic Algorithm

As is known, the low efficiency is one of the most serious drawbacks of the greedy
algorithm for the IM problem. Algorithm 1 is a typical greedy algorithm. Chen
et al. [13] proved that the computation of influence spread o, (.S) is #P-hard, so
computing the exact influence spread of seeds is nearly impossible in a network.
Greedy algorithms select the most competitive node by evaluating oy (S | J{u})—
o (S) with Monte Carlo Simulations (MCS) in each round. However, it takes
too much time to do MCS in a social network, which makes greedy algorithms
not applicable to large-scale networks. Finding competitive nodes (perhaps not
the most competitive) with high efficiency is a good way to solve IM problem in
large-scale networks.

Mathematically, let +,(t) denote the number of nodes get activated by node
u at step ¢, given node u is a seed node. Suppose d,,(u) is the maximum prop-
agation distance of node u in a cascade model, then o({u}) = Zf!o(“) Yu ().
Algorithm 1 selects the most influential node with maximum o({u}) with MCS
which is too time-consuming. As analyzed before, it is a good way to select nodes
with some parameter which approximates to o({u}) with high efficiency. So we
give the definition of local influence of u as follows.

Definition 3. Given a social network G = (V,E), Let Na(u) denote the 2-
hops-neighborhood of node u. Nao(u) is a set of nodes which contains node u and
neighbors of u and neighbors of u's neighbors. Local influence of u, denoted as
o(u), is the expected number of nodes in Na(u) that get activated by node u.
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With o({u}) = f!o(") Yu(t) = P(u) + 2523(") Yu(t), we declare the quantity
of Zf;”g(") ~Yu(t) is limited. Firstly, it is shown that -, (¢)(t > 3) is not large in
a social network. Suppose P is a directed path starting from w and ending at v
with a distance of ¢, and path P is u = qy — g1 — -+ — ¢ = v. The possibility
that v gets activated by u through path P is Hf;é P(¢;,qi+1)- This probability
is at most 10~¢ as the propagation possibility of an edge in the cascade model is
among 0.01 ~ 0.1. When ¢ = 3, the value is at most 0.001. In a sparse network,
the number of paths from u to v with a distance of 3 is limited. So 7, (t)(t > 3)
is not large. Furthermore, notice the variable d,, (u) in the ICLPD is generally a
small value because d,,(u) is up to 6, which is the limited propagation distance
of node u. Thus, in the ICLPD, the local influence of u defined as ¢(u) which
equals to Z?:o Yu(t) is a good approximation to o({u}).

Local influence represents the ability one can influence his two hops neigh-
borhood. Intuitively, if one can influence a great number of people in the whole
social network, he is sure to have a great influence over his surroundings. On the
contrary, if the nodes are chosen with maximum local influence, they are sure to
have great influence over the whole network. Local influence can be calculated
with high efficiency, so it is a good measurement to select competitive nodes
with maximum local influence in a heuristic algorithm.

Given a social network G = (V, E) and P(u,v) is the propagation probability
of each directed edge (u,v). Let PP be the 2-hops-propagation-matrix of the
network that PP (u,v) is the probability that node v gets activated by node u at
step 2. Node u can activate v through various directed paths starting from u and
ending at v with a distance of 2. So PP(u,v) =1 —T[[;_,(1 — P(u, k)P (k,v)) ~
>y P(u,k)P(k,v). It is clear that PP(u,v) = P?(u,v). Notice each node on
a path P is unique, so PP(u,u) = 0 for u € [1, n]. Therefore, we compute P x P
and then set diagonal elements of P? to be zeroes, the result is matrix PP. Then
¢(u) can be calculated with the matrix P and PP.

At first, let’s compute the local influence of a node u when there is no other
seed in Na(u). At step 0, node u is active and local influence of node u is the
expected number of nodes that get activated by u within two steps. Thus for
each node v € V| it has a probability to be activated by node u within two step.
We first calculate the probability for each node v, and then add them up. The
summation is the local influence of node u. For any node v # u, the probability
that node v gets activated by node u within two steps is 1 — (1 — P(u,v))(1 —
PP(u,v)) = P(u,v) + PP(u,v). For node u itself, the value is 1. Adding all the
probabilities up, local influence of node u is shown as follows.

¢(u) =1+ P(u,v)+ PP(u,v). (2)

v=1

Considering a more general situation, let’s suppose there are already some
nodes selected as seeds in Na(u) and S is the set that are already selected as
seed nodes. In this case, local influence of node u decreases compared to the situa-
tion that there is no node in N (u) selected as a seed. If node u gets activated by S
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2-hops-neighborhood of node 1

./'.1\.0?_,?
——

Fig. 2. An example of calculating local influence

within two steps, then selecting u as a seed makes no contribution to ¢(u). This
probability denoted as p can be computed below.

p=1-]J1 = P,uw)1 - PP,u)~> P,u)+PP,u), (3)

v

where v € Na(u)[()S. If node w is not activated by v € Na(u)()S with the
probability (1—p), in this case, selecting u as a seed will activate additional nodes
in Na(u). Node u has a probability to activate nodes through paths I'z(u|S).
I'>(u|S) is the set of paths in I'x(u) but excluding paths that have node belonging
to S on it. The expectation of additional nodes get activated with the probability
(1 — ) is shown below.

v =) =Y P(u,v)(1 +¢(v) = P(v,u)) + PP(u,v)

~ ¢(u) = Y P(u,0)(1 +¢(v)) + PP(u,0), (4)

where v € Na(u)(S and ¢(u) = > _, P(u,m). In conclusion, local influence

m=1
of node u in this case is (1 — p) * v shown below.

’

¢ (u) = (1= P(v,u) + PP(v,u))x
(6(w) =D P(u,v)(1 + ¢(v)) + PP(u,v)). (5)

An example of calculating local influence in shown in Fig. 2. Node 3 and 7 are
nodes already selected as seeds and propagation probability of each direct edge
is set uniform p for simplicity. In this case, u = 1 — (1 —p)(1 — p?) =~ p + p* and
v = (1+4p+2p?) —p—p* =1+ 3p+p? Local influence of node 1 is calculated
that ¢(1) = (1 — ) xv = (1 —p—p®) = (1 +3p+p?).

Therefore, we propose an efficient heuristic algorithm called Local Influence
Discount Heuristic (LIDH) which selects influential nodes with maximum local
influence. The pseudo algorithm of LIDH is shown in Algorithm 2. In LIDH,
¢(v) for each node is calculated at first according to equation (2) when there
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is no other seed selected. dd(v), which is the updated local influence of node
v, equals to ¢(v) at the initial part. The algorithm selects the first node with
the maximum dd(v). After selecting the first node, local influence of nodes in
Ny (v) are updated according to equation (5) (update dd(v)). In similar ways, the
second node is selected. The process goes on until all k£ seed nodes are selected.

Algorithm 2. LIDH algorithm
Input: G = (V,E), k

Output: seed set S

1: S« 0

2: compute PP

3: for all vertex v € V do

4: compute its local influence ¢, and ¢,
5:  initialize u, and v, to 0

6:  ddy, = ¢y

7: end for

8: while |S| < k do

9:  Select v = arg maz,cv\sdd.
10: S« SU{v}
11:  for all vertex u € N2(v) do

12: tu = pu + P(v,u) + PP(v,u)

13: Auw = Ay + P(u,v)(1 + pu) + PP(u,v)
14: ddy, = (1 = pu)(Pu — Au)

15: end for

16: end while

17: return S

5 Experiments

Experiments on two real-world datasets are conducted to evaluate both efficiency
and effectiveness of different algorithms in the ICLPD. All the experiments are
done on the same PC with Intel i5 2.5GHZ CPU, 4G memory and 750G disk.
The directed and undirected graphs are both considered in the experiments.
The first network denoted as NetComm originates from an online community
for students at university of California [17]. In the online community, if student
u is followed by student v, then an undirected edge (u, v) represents such a rela-
tionship. In NetComm, the propagation probability of each edge is set randomly
from 0.01 ~ 0.05. The second network, which is denoted as NetHEPT, is the
scholar collaboration network coming from the section of high-energy physics
theorem covering papers from January 1993 to April 2003 [18]. In NetHEPT,
propagation probability of each edge is set uniform. The statistics of the two
datasets is shown in Table 1.

We compare influence spreads and running time of the algorithms and heuris-
tics below in the ICLPD.
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Table 1. Statistics of the datasets

Datasets Type Node Edge Average Degree
NetComm directed 1899 20296 21.4
NetHEPT undirected 9877 51946 10.5
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Fig. 3. Influence spreads on NetComm in Fig. 4. Influence spreads on NetHEPT in
ICLTD (all 8, = 5, p € [0.01,0.05] ran- ICLTD (all 8, =5, p = 0.05 uniformly)
domly)

CELF: The greedy algorithm with lazy-forward optimization [3]

LIDH: The algorithm proposed in this paper (Algorithm 2)

Degree: The algorithm of selecting k nodes with the largest degrees [1]
Random: The algorithm of selecting k nodes randomly in the network, which
it is a baseline heuristic algorithm [1]

We conduct experiments to evaluate the performance of different algorithms
in the ICLPD. Experiments are done with all the limited propagation distance
0, = 5 for simplicity (in other cases, the results are similar).

At first, let’s compare the influence spreads of different algorithms on both
datasets. Fig. 3 and Fig. 4 show influence spreads of different algorithms on
NetComm and NetHEPT in the ICLPD. As expected, the greedy algorithm
CELF which exploits good properties of submodular functions outperforms all
the other heuristics in terms of influence spread on both datasets. As is shown
in the graph, the influence spread of the proposed LIDH is about 4.1% and
3.7% lower than CELF. Meanwhile, the degree algorithm performs even worse
in terms of the influence spread that it is about 11.1% and 13.0% lower than the
CELF.

Then we compare the running time of different algorithms for selecting 30 seed
nodes. Fig. 5 depicts the running time (in sec on log scale) of different algorithms
for selecting 30 nodes. As analyzed before, the CELF algorithm has low efficiency
that it takes dozens of hours to select 30 seeds in a medium-size social network.
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Fig. 5. Running time for selecting 30 seeds on two datasets (all 6, = 5)

However, the proposed LIDH only takes less than 100 seconds to get a result.
In comparison with the execution time of the CELF and LIDH algorithms, it
is obvious that the LIDH has extremely high efficiency compared to the greedy
algorithm. The exception time for other compared heuristic algorithms is also
shown in the graph. Though they run faster than LIDH, their influence spreads
are significantly lower than that of LIDH.

Results show that LIDH is several orders of magnitude faster than CELF
and its influence spread is close to that of CELF. Thus, LIDH can be applied
to solve IM problem in ICLPD in large-scale networks with high efficiency and
effectiveness.

6 Conclusions

In this paper, we establish a more sophisticated propagation model called Inde-
pendent Cascade Model with Limited Propagation Distance (ICLPD) in which
different information sources have different transmission capacities. It is proved
that IM problem in the ICLPD is NP-hard and the influence spread function is
submodular. Thus, a greedy algorithm can be applied to solve IM problem in
the ICLPD which guarantees a (1 — 1/e) approximation. In order to speed up
the greedy algorithm, an efficient heuristic algorithm named LIDH is proposed.
Experiments demonstrate that LIDH has extremely high efficiency compared to
the greedy algorithm, while its effectiveness is close to the greedy algorithm. Fur-
thermore, LIDH significantly outperforms other compared heuristics in terms of
effectiveness in the ICLPD. For the future work, we plan to investigate our work
to the Liner Threshold Model which is also a fundamental propagation model.
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Abstract. Social network is a kind of complex networks which reflects
social relations among people and is characterised by distinctive node
degree correlation. In recent years, the node degree correlation of online
social network (OSN) has been found to undergo a transition from assor-
tativity to dissortativity. To reveal the mechanism of network evolution
that leads to this transition, in this paper, an OSN model based on local
preferential attachment (LPA) is proposed. The LPA model is proved
to reproduce not only the transition of node degree correlation from
assortative to dissortative, but also common characteristics of all social
networks including “small world” phenomenon, “scale free” property and
community structures.

Keywords: Local preferential attachment, Node degree correlation, as-
sortativity.

1 Introduction

It is evident that the structural and functional properties of complex networks
are dependent on their static or evolutionary network structures. In order to
gain a better understanding of relationships between them, appropriate network
models are needed for theoretical and experimental studies. For instance, the
WS model [1] and NW model [2] were built to introduce randomness into regu-
lar networks by rewiring existing edges, which helps to explain that the “small
world” networks are networks of intermediate randomness between regular net-
works and random networks with short average path length and high clustering
coefficient. The BA model [3] creates networks with preferential attachment and
proved that equivalent behaviors of webpage links or human interactions are the
cause of pow-law distribution in corresponding real world networks.

The development of social network studies has partially stimulated the im-
provement of understanding complex networks. After thoroughly theoretical and
experimental researches, a general belief exists that essential properties of so-
cial networks are short average path length, high degree clustering coefficient,
scale-free node degree distribution, community structures and assortative node
degree correlation (see Table 1). Therefore, different approaches have been taken
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Table 1. Coefficient of node degree correlation for social networks, technological net-
works and biological networks

Network size r Ref.
Physics coauthorship 52909 0.363 [4]
Biology coauthorship 1520251 0.127 [4]

Mathematics coauthorship 253339 0.120 [4]
File actor collaborations 449913 0.208 [4]
Company directors 7673 0.276 [4]
Power grid 4941 0.003 [5]
Internet 10697 -0.189 [4]

World Wide Web 269504 -0.065 [4]
Protein interaction 2115 -0.156 [4]
Neural network 307 -0.163 [4]
Marine food web 134 -0.247 [4]
Freshwater food web 92  -0.276 [4]

to build social network models that reproduce part or all of the essential fea-
tures. In recent years, however, studies have found that OSNs are not assortative
but mostly dissortative or inapparent assortative networks [6] (see Table 2). To
make a further explanation, we firstly divide social networks into traditional so-
cial networks and OSNs according to the type of human interactions. In OSNs,
social relationships are maintained by virtual web links, such as followships in
twitter and acquaintanceships in facebook, while in traditional social networks,
links are maintained by face-to-face contact, such as collaborations of actors or
scientists. Thereby, an adjustment of the former conclusion may be made that
traditional social networks are assortative networks and OSNs are dissortative
ones. However, a recent study on a large social network called Wealink! with
data sets over 27 months found that the network underwent a transition from
the initial assortativity characteristic of traditional networks to subsequent dis-
sortativity characteristic of many OSNs [6]. Time before this, no studies had
ever been involved with the transition of node degree correlation of an OSN
and there had been a general belief that social networks always belong to the
same type of assortativity or dissortativity from time to time. In this paper, a
novel model is proposed to reproduce the transition of node degree correlation
in OSNs. Numerical simulations indicate that this network model also exhibits
“small world” phenomenon, scale-free property and community structures.

The rest of the paper is organized as follows: in Section 2, we give a brief
review of related works. Section 3 introduces the motivation of LPA model and

! http://www.wealink. com
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Table 2. Node degree correlation coefficient of online social networks

Network size r  Ref.
Cyworld 12048186 -0.13 [7]
nioki 50259  -0.13 [§]
MySpace 100000 0.02 [7]
Orkut 100000 0.02 [7]
Xiaonei 396836 -0.0036 [9]
Flickr 1846198 0.202 [10]
LiveJournal 5284457 0.179 [10]

[

[
YouTube 1157827 -0.033 [10]
mixi 360802 0.1215 [10]

its algorithm. Simulation results are discussed in Section 4 and conclusions are
made in the last section.

2 Related Works

It was argued in [11] that assortative mixing is an important feature that dif-
ferentiates social network from other complex networks. This has been taken
into consideration by many works in social network modeling [11-13]. However,
there are still models not involve assortative mixing [14-17]. In this section, we
briefly summarize the related work from the following two perspectives: social
network models without assortative mixing, and social network models involve
assortative mixing.

2.1 Models without Assortative Mixing

Social network models that does not include assortativity are the ones [15, 18]
proposed before [11] or the ones that focus on aspects of other network properties
[14, 16]. Taking geographical space into consideration, a spatial social network
model was built in [14] by letting the edge probability between any two nodes de-
pendent on their spatial distances. The model captures “small-world” properties,
skewed degree distribution and community structures. Another model in [15] was
built to reproduce short path length, high clustering, scale-free or exponential
link distributions and it was based on the assumption that acquaintanceships
tend to form between any two friends of a person. A community structure ori-
ented model was built in [16] based on inner-community preferential attachment
and inter-community preferential attachment mechanisms, its community struc-
ture and scale-free properties was proved by theoretical results and numerical
simulations. In [18], a model which incorporates three features extracted from
real human behavior was proposed and reproduces high level of clustering or
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network transitivity and strong community structures. Above all, all the models
mentioned above do not incorporate with node degree correlation.

2.2 Models Involve Assortative Mixing

The assortative mixing pattern of social networks was firstly found in [4] and
a model of assortatively mixed network was proposed. Within the model, net-
works were found to percolate more easily and more robust to vertex removal if
they are assortative. In [11], a simple model was built to assist the explanation
of latent relationship between assortative mixing and variation in the sizes of
the communities. In [12], the social network model was built to produce effi-
ciently very large networks to be used as platforms for studying sociodynamic
phenomena. The model was built under a mixture of random attachment and
implicit preferential attachment and is characterized by high value of clustering
coefficient, assortativity and community structures. Inspired by individual’s al-
truistic behavior in sociology, a model with “altruistic attachment” growth was
developed in [13] and found that altruism leads to emergence of scaling and as-
sortative mixing in social networks. The work in this paper extends the above
models by proposing an evolutionary model that incorporates the transition of
node degree correlation from assortative to dissortative during its growth. To
the best of our knowledge, the model in this paper is the first one focusing on
the transition of node degree correlation with other essential features includ-
ing short average path length, high degree clustering coefficient, scale-free node
degree distribution, community structures.

3 Model

3.1 Motivation for the Model

To explain the transition from assortativity to dissortativity in Wealink, a con-
jecture was proposed in [6] that in the early stage of network growth, the network
structure of this OSN reflects traditional social networks, which means that users
link to other ones who are their friends in real world and makes the OSN an
identity mapping of traditional social network. As the OSN attracts more users,
preferential attachments occur and the OSN gradually evolves into a dissortative
one.

Consequently, we build LPA model based on following considerations: for a
constantly growing OSN, there exists one tight-knit group at the initial stage.
The group is an identity mapping of traditional social network and corresponds
to the seed network of LPA model. Link establishment occurs when a new user
join in the OSN. The user establishes relationships firstly with a pre-existing
member chosen randomly and secondly with the a influential neighbor of the
first chosen one. “Local preferential attachment (LPA)” comes from the second
relationship formation process, during which the influential neighbor is chosen
preferentially based on local information. Namely, the first chosen member with
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limited neighbors provides partial information for the new user and the uuser
cannot get to know the globally most influential members. The influence of a user
is measured under node degree centrality [19], i.e. , higher the degree, greater
the influence.

The LPA model is characterised by three important features: (1) A complete
seed network at initial stage. (2) Growing network size, as newcomers are in-
troduced into the club. (3) Establishment of preferential attachment based on
partial information, as newcomers attaches to influential neighbors of the first
randomly chosen user.

3.2 Model Algorithm

The LPA model we build produces undirected and unweighted networks with
nodes representing social network members and links representing relationship
of acquaintances. The algorithm is described as follows:

Step 1. Initially, the target network N starts with a complete seed network N
consisting of Sy nodes.

Step 2. A new node n, arrives at the network.

Step 3. A node ny is chosen from N with probability P, and a link is established
between n, and ny.

Step 4. A node n. is chosen from neighbors of node n; with probability P, and
a link is established between node n, and n..

Step 5. Repeat from step 3 to step 4 for m(m < Sp) times.

Step 6. Repeat from step 2 to step 5 until the network size reaches S.

Probability P, and P, are defined as follows:

m

P =
So+7r

k-

where r presents repetition times of step 6, ranging from 0 to N — Ny — 1, k;
represents node degree of n;.

4 Statistic Results

In this section we present the simulation results of LPA model. Statistical charac-
teristics of the generated networks are proved to be evolutionary degree correla-
tion, “rich club” phenomenon, “small world” phenomenon, “scale free” property
and community structures. All results of statistical properties are averaged over
100 iterations.



40 Y. Yang et al.

4.1 Evolution of Node Degree Correlation

Node degree correlation is a comprehensive measurement in describing the pat-
tern of links built between any node pairs. It is the Pearson Correlation coefficient
of degree between pairs of linked nodes and defined by Newman [4] as follows:

M= jiki = [M7Y 5 (i + ki)
T MY k) - MUY LG+ k)

where M is the total number of links in the network, j; and k; are the degrees of
the two nodes at either end of the ith link, respectively. Networks with positive
value of r are assortative networks and this indicates that nodes of similar degrees
tend to link to each other. Networks with negative node degree correlation are
dissortative networks and this indicates that nodes tend to link to others of
dissimilar degrees.
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Node degree coefficient
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(a) Coefficient vs. network size. The net-  (b) Coefficient vs. m. The size of network
work size ranges from 1000 to 35000 is 5000 nodes with m ranging from 1 to
nodes with m = 3. 7.

Fig. 1. Evolution of node degree correlation

The value of node degree correlation not only manifests in its capability of
differentiating social networks from other types of networks, but also it can be
used to reveal the trend of acquaintanceship establishment between two people
in social networks. As in physics coauthorship and film actor collaboration net-
works, both of these networks are assortative mixing and it can be inferred that
partnerships are inclined to be established between people of same reputation
or influence. While in OSNs, the dissortative mixing of some networks indicates
a contrary followships establishment, and inconspicuous assortative mixing in
some networks indicates random link formation. Particularly, from the evolu-
tionary pattern of Wealink, it can be inferred that at the stage of website es-
tablishment, all of new registrants have few and similar links and the network is
characterised by assortative mixing. With more registrants joining in, high influ-
ential ones emerge and followed by more and more less influential ones, leading
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the network evolves into a dissortative mixing. The LPA model is built to reveal
this evolutionary pattern.

Fig. 1(a) shows the simulation results of node degree correlation coefficient.
We can see that the coefficient drops dramatically when the network size is
smaller than 10000 and it is followed by a smooth downtrend towards a steady
negative value. At the end of evolutionary process, the correlation coefficient
reaches a stable state. This process adequately reveals the characteristic of node
degree correlation with the evolutionary process from assortative to dissortative
and in the steady state, the network remains inconspicuous dissortative.

Fig. 1(b) shows another property of node degree evolution and node de-
gree correlation coefficient decreases monotonically with the growth of m. It
shows that if the newly added members are willing to make more acquain-
tances, the network will become less assortative. This can be used to explain
the phenomenon that traditional social networks are assortative networks while
OSNs are dissortative or inconspicuous assortative networks: the social activity
in OSNs is maintained by web links, thus one can follow more people than he
may be acquainted in real social environment.

From the simulation we can conclude that seed network has important impact
on the evolutionary pattern of node degree correlation. In the initial stage, the
network is a seed network of Ny seed nodes and each node links to other Ny — 1
nodes. Thus the network is assortative mixing with correlation coefficient equals
1. With new nodes of lower degrees added in, pre-existing nodes are more likely to
be linked to and some of them grow into influential ones with high degree. While
network size is small, the network correlation coefficient drops dramatically with
more nodes of low degree attach to influential ones. Until the turning point
around 0, the network grows into a larger size and the decline trend becomes
smooth.

4.2 “Rich Club” Phenomenon

In human society, the “rich club” phenomenon refers to the fact that people who
possess most of the social wealth tend to form tight social relationships. While
in social network, the “rich people” correspond to influential nodes. Based on
the measurement of node degree centrality, the “rich club” in social network are
composed of high degree nodes, which are inclined to form links between each
other.

Networks produced by LPA model are characterised by “rich club” phe-
nomenon. During the evolutionary process in numerical simulation, one “rich
club” forms up. The “club” is a sub-network with only nodes of high degrees
linking to each other, while these nodes may be connected with low degree nodes
which are not “rich club” members. The occurrence of “rich club” phenomenon
can be explained as follows: during the evolutionary process, nodes of seed net-
work are tightly connected with each other and their initial degrees are higher
than any newly added member. Therefore, they are more likely to be linked to
by newly added nodes and this advantage is amplified when the network size
grows larger. Meanwhile, several newly added nodes happen to be linked by
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Fig.2. The “Rich club” phenomenon. This network consists of 1000 nodes with m
equals 3. It is displayed using F'ruchterman — Reingold layout[20] scheme with nodes
of higher degrees placed in the center. Seed nodes are painted in red, newly added
nodes green and links between nodes of degrees higher than 100 yellow. In this figure,
nodes linked to each other by yellow lines form a tight-knit group of high degree nodes
with most of them are red nodes and few are green nodes.

other ones and become members of the “rich club”. As a result, the “rich club”
includes most of the seed nodes and a very small part of newly added nodes.
This phenomenon is presented in Fig. 2 and we can see that a tightly connected
“rich club” forms up at the end of the evolution process.

4.3 “Small-World” Phenomenon

Small world networks are highly transitive networks. These networks possess
high proportion of cliques and quasi cliques, of which node pairs are mostly
connected by short paths. A simple measurement of network transitivity is the
average clustering coefficient, which is the number of closed triplets over the total
number of triplets with an interesting saying: the probability of “the friends of
one’s friend is also his friend”. The clustering coefficientC; of any node i can be

calculated as follows:
261’

ni(ni — 1)

Where n; is the number of neighbors of node i and e; is the number of links be-
tween these n; neighbors. And the average clustering coefficient C' is the average
value of all nodes. It is calculated as follows:

L N
C= .G
Where N represents the network size. To verify the network of “small-world”
phenomenon, a second measurement is the length of average shortest paths,
which is the mean value of all shortest paths between node pairs.

Social networks are typically “small-world” networks. They are more tran-
sitive than random networks and are characterised by high average clustering
coefficients and short average length of distances between node pairs.

Correlation between network evolutionary mechanism and transitivity is anal-
ysed in numerical simulations. The results are drawn in Fig. 3(a). In the figure,
the network size grows from 0 to 50000 nodes with m equals 3 and network
transitivity is calculated with every 1000 nodes added in. From the results, we

C; =
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Fig. 3. Evolution of network metrics

can see that there is a dramatic decline during the first stage and the descend-
ing trend stops when the network size reaches 5000, with the lowest point no
less than 0.285. During the second stage, it rises gradually as the network size
grows larger. At the equilibrium of network evolution, the clustering coefficient
ranges around 0.310. It can be concluded that the networks produced by LPA
model exhibit the transition from assortativity to dissortativity, which matches
the one proposed by Hu et al [6] in analysing Wealink data sets. The value at the
equilibrium of network evolution also matches those of Flickr and LiveJournal
at 0.313 and 0.330. It can be explained as follows: initially, the seed network
is a complete network with clustering coefficient equals 1. As new nodes added
in, the network becomes more and more sparse with a downtrend of clustering
coefficient. However, with newly added nodes repeat m iterations on linking to
m randomly chosen nodes and their influential neighbors, a definite number of
m triangles form and the lower limit of clustering coeflicient is set when network
grows into large scale.

Similarly, the simulation results of the diameter, radius and length of average
shortest paths are shown in Fig. 3(b). In the figure, network size grows from 0
to 50000 nodes with m equals 3. Numerical values are calculated as every 1000
nodes add in. The length of diameter and radius are calculated under 1 iteration,
while the length of average shortest paths is calculated under 50 iteration. The
diameter of network falls between 3 and 4, while radius falls between 2 and 3.
The length of average shortest paths ranges between 2 and 3. From the results,
we can see that network diameter and radius are network size independent and
it can be concluded that the strengths of association between any node pairs are
steady and strong. This property matches those of traditional social networks
[1] and online social networks [10].
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Fig. 4. Node degree distribution displayed in log scale. Networks with the size of 5000,
10000 and 15000 nodes displayed in red, green and blue colors.

4.4 “Scale Free” Property

“Scale free” networks are heterogeneous networks with power-law degree distri-
bution. Simulations have been proceeded to verify that preferential attachment
based on partial information produces “scale free” networks. Fig. 4 reveals the
degree distribution of networks in different sizes. It apparently shows that all of
them follow power law distribution and display apparent “big tails”.

Fig. 5. Community division. A random choosen network of 50000 nodes is drawn in
15 colors. This network is displayed under DrL layout[21] with nodes belonging to the
same community in one color. There are totally 15 communities of different size in this
figure.

4.5 Community Structure

Community structure is one of the most important characteristics in social net-
works. Communities of different size and closeness are built based on common
interests or organizational structure in our social interaction. Under fast algo-
rithm of community detection [22] based on optimization method of modularity
[23] or fast greedy algorithm [24] for community detection, simulation networks
of different size are tested and different size of communities are found in these
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networks. To make a further explanation, a randomly chosen network of 5000
nodes is tested under fast greedy algorithm and 15 communities are found under
modularity 0.394, which is represented in Fig. 5. The network is displayed under
Drl layout [21]. As a result, social network model based on local preferential
attachment produces networks with different size of communities, in accordance
with real social networks.

5 Conclusions

In this paper, we propose a LPA model to characterize online social network
evolution. This model is capable of reproducing networks with characteristics of
evolutionary node degree correlation, “small world” phenomenon, “scale free”
property and community structures. Unlike most existing models, the proposed
model naturally produces networks with the same topological characteristics as
real OSNs. From the statistical results we can see that the seed network has im-
portant influence on the evolution of node degree correlation, and the evolution
process goes from strong assortativity to a steady state of weak dissortativity.
Interesting phenomenon of the “rich club” phenomenon in human society is also
found.

Acknowledgments. This work is supported by the State Key Development Pro-
gram of Basic of Basic Research of China(973) under Grant Nos. 2013cd329601
and 2013cb329602.
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Abstract. This paper study temporal curve patterns associated with BBS infor-
mation and how the information’s popularity grows and fades over time. We
develop the Temporal-Peak clustering algorithm that accurately finds the curve
pattern in BBS. According to the characteristics of BBS platform and applying
sudden and durative describes temporal variation curve of information. The
article demonstrates our approach on a massive dataset. The algorithm effec-
tively avoids interference of random in the temporal node. Temporal-Peak accu-
rately and succinctly finds temporal curve patterns in BBS.

Keywords: Social Networks, BBS, Temporal Curve Patterns.

1 Introduction

Bulletin Board System (BBS) is one kind of social networks that based on the shared
space. Compare with other social networks’ platform, BBS has following features:

e Low Cost: users doesn’t need real-name authentication in BBS platform. A simple
registration can publish the information.

e Periodicity: information in BBS has an obviously grows and fades over time every
24 hours.

e Weak Real-Time: BBS platform allows the users reply for the post no matter the
information publisher or others. But nonsupport real-time remind of reply message.
So there is strong stochastic behavior of the temporal node.

e Less Frequency, Long Time: Users’ show less frequency log in and keep a long
time on line in BBS. Users browse or reply the post which they are interested in.

These features make information temporal node has strong random and informa-
tion curve has periodic. Temporal variation curve becomes more complicated.

There are two distinct lines of work related to the topics presented here: base on
network node of information diffusion, and study on the general time series analysis.

Base on Network Node. Anderson and May confirmed epidemiological models like
SI. SIR. SIS in theirs text-book, according the probability of node that be affected

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 47-57, 2014.
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by the information, research the ability of the message diffusion [1]. Although the
theory of diffusion of innovations. Rogers categorizes people into one of five catego-
ries [2]. And then, Cere Budak basis of how early/late a person adopts information
and divide all network node to local node or goral node [3]. Pattern of human atten-
tion [4], the influence of neighborhoods and popularity [5, 6] have been extensively
studied.

Time Series Analysis. Earlier work on temporal pattern is Riley Crane in 2008 put
forward [7] there are two basic time-series model: emergency and un-emergency.
Previous research on Youtube [8] data claims four temporal patterns exist in it. In
paper of Yasuko Matsubara, they propose SpikeM [9], a concise yet flexible analyti-
cal model for the patterns of information diffusion. Time series clustering is used
finding different classes of the information temporal curve. Jaewon Yang developed
the K-SC algorithm [10] and found six main temporal shapes of information in online
media.

However, BBS information exhibits rich temporal dynamics, and random node in-
tensifies this process. Using existing methods can not accurately solve such problems.
For example, Figure 1 illustrates the ambiguity of choosing a time series normaliza-
tion method. Here we aim to group time series C1 and C2 in two clusters, where C1
(solid line) has two peaks and C2 (dash line) has only one sharp peak. K-SC aligns
and scales time series by their peak volume and run the K-SC algorithm using Eucli-
dean distance. (We choose this time series normalization method because it shows
well in online media.) However, the K-SC algorithm identifies wrong puts C1, C2
into one cluster. This is because the peak scaling tends to focus on the global peak and
ignores other time series node.

y

re==ho 0

scaling} | |l

-——ay 1

Fig. 1. C1 has two peaks and C2 has only one peak. Euclidean distance is nearly zero, in fact,
there are two different clusters.

To tackle this problem this paper adopt a measure that using characteristic expres-
sion information temporal curve and applied a clustering algorithm, which gets rid
of the interference factor from stochastic volatility in information curve. Two
dimensional attributes: sudden and durative represent the complicated time series
curve. And then, using clustering algorithm on the two dimensional characteristics.
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The experiment results show that Temporal-Peak algorithm can effectively finds out
the information temporal curve patterns in BBS.

2 Temporal-Peak Algorithm

Temporal variation curve refers to information’s popularity grows and fades over
time, such as the volume of click, the volume of reply or the volume of retweet every
hour. The time series curve of BBS shows rich temporal dynamics. There are many
interference factors, as periodicities, weak real-time, node stochastic volatility.

BBS information curve has cyclical change every 24 hours, peak is defined within
one cycle, the maximum node is the summit of peak, and others node are the part of
peak. By definition the factors of peak and the relationship of each other express the
sudden and the durative of complicated information temporal curve.

2.1 Sudden

Sudden shows the explosive power of information, consists of three parts that the
main peak time (Mpt), sum of peaks (Sp) and arduous of peak (Ap). Strong sudden
means main peak often appear earlier in lifecycle of information, shorter time to
reach a larger peak level, the higher degree of steep peaks, peaks will become more
arduous.

Main Peak Time (Mpt): main peak time be defined as when the time of maximum
peak appears from publish to the fall of whole lifecycle. Main peak time (Mpt) means
the maximum peak time subtract mid-life of information’s lift cycle. Mpt values as
follows:

Mpt= Max(T,,)- T/2 ey

s f

In the formula Max (T,.,. ): the time of maximum peak appear.s — f : From grows

to demise of whole lifecycle. T : the entire life cycle.

In addition, different valu;s_gf Mpt:
>0
Mpt= <=0 early>0, middle=0, late<0
<0

Sum of Peaks (Sp): total of peaks’ value, the peaks are defined in this paper. Sp can
avoid interference caused by the stochastic volatility temporal point. N is the number
of all peaks. Sp defined as follows:

Sp= ZNumPeaki 2)
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The formula NumPeak, : the number of one peak’s values.

Arduous of Peak (Ap): the steep of peak is part of sudden, the more craggy the larg-
er values of the sudden. Ap can indicates whether the information belongs to explo-
sive and emergency information. Equation is as follows:

n 11 n 11
Ap = z Z (NumPeak, — Num,_,) + Z Z (NumPeak, — Num,, ;) (3)
=l j=1 i=1 j=1
The t means one cycle time. NumPeak, and Numifj : The arduous of peak on the left
side.

We combine Egs.1, 2 and 3. The sudden is defined as follows:

Mpt | Nax( T, ) - T72
Sudden=< Sp | ZNumPeaki 4)

i=1

Apl ii(NumPeaki — Num,_;) + ii(NumPeaki — Num,, ;)

i=1 j=1 i=1 j=1

Finally the equation is Sudden=F (a (B*MpHB:*Sp+p:*Pa)). If the Mpt<0, o=-1,
if the Mpt>0, o=1.CoefficientP:, B, s are the normalization parameters.

2.2 Durative

Durative means the length of time of information diffusion. Number of peaks (Np),
distance between two adjacent peaks (Pd), and reply rate of host (Rrh) compose the
durative. More peaks and larger distance between two peaks said the stronger of the
durative. The Rrh express the host wants information diffusion how long does it exist.

Number of peaks (Np): on curve likely appear a peak every 24hours. Every time
the peak appeared the ability of durative will be continue. Np defined as follows:

Np=def( T ®

k
—>f pea

Where def ( T ) conform to the definition of peak.
peak

Peak Distance (Pd): the distance between each adjacent peak shows the ability of
durative. Larger distance means the information silence for a period of time and then
keeps continue.
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Pd = i‘TPeaki - TPeakH] (6)
i=0

T,

Peak, and TPmkM are two adjacent peak.

Reply Rate of Host (Rrh): Host is the publisher of the information. Reply of host is
peculiar properties in BBS. BBS platform allows users reply to their self’s post or
other’s reply. So it contribute to the host enhance the durative by reply to himself. Rrh
is defined as follows:

— Num(ReplyHost)
Num(Reply)

Rrh (N

Reply Hos: 18 the number of reply from host, Reply is the total number of reply.

We combine Eqs.5, 6 and 7 forms the durative. The expression of durative as fol-
lows:

Np| Zn:def( T)

oF peak
Durative=4 Pd Ii|TPeak,. —TPeaki+l|
i=0

| Num(Reply,,, )
Num(Reply)

Rrh

®)

By definition Durative=F (B Np+ps*Pd+Bs*Rhr), the coefficient P., s Ps are the
normalization parameters of Np, Pd and Rhr.

2.3  Algorithm Description

Algorithm Idea: Temporal-Peak according the various properties of the peak, the
source data of BBS is converted to the peak curve, and then calculates the sudden
value and the durative of information. Next, we use the classical K-means clustering
algorithm that finds clusters of time series curve pattern. By definition C; is number of
clusters; U; is the cluster center that the cluster centroids are then updated. At last it
will output the clustering results. Calculation of different clusters finds distinct tem-
poral pattern.

Algorithm Process: to deal with data, solving the sudden and durative attribute value
of information uses clustering algorithm and develops different temporal curve pat-
tern. As shown in algorithm 1.
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Algorithm 1. Temporal-Peak Algorithm

Input: information of post, the number of click/reply, posting time, reply time. Ini-
tial cluster C= {C;,Cy*+ Cy}

Output: cluster center U, U={U*,U *,-+-U*,}

1. Posting time/Reply time translate into numberical(hour)
2. While(ReplyTime.list!=null){

Split the ReplyTime.list, statistic the value every hours

If (ReplylD==HostID) {
HostReply++;}
}

3. Random initial K cluster center U;,U,*** Uy
4. Repeat {

Input time series j and assigns j to the cluster closest to it

2

C,_, =argminS,[0,Mpt.0,5p.9,Pal-U_,
] ; ]

C .= argmjnHDI.[84Np,85Pd,86Rrh]—U,» dH2
_ j T

Recalculate the cluster center U; , which j join.
Z{Ci,s =Jls; Z{Ci,d = Jjld,
— =l — =l
2le  =j} 2l =1}
i=1 i=1

U,

i_s

’ Uid

Until

Minimizes the sum of the squared distances between of the same clus-
ters

5.Return cluster center U, U= {U*,, U *,---U*,}.

3 Experiments

3.1 Experimential Results

Data Set: data set from the world’s largest Chinese BBS—Tian Ya BBS. In this pa-
per randomly selected the 8 sections for data collection in more than 60 sections.
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In experiments we used more than 100 million reply messages from 16216 posts. The
time of data collection was from December 21 2013 to March 24 2014. In order to
avoid noise, this paper truncates the length of the time series to 720 hours (reply with-
in 30 days from the posting time).

Results: We apply the Temporal-Peak algorithm to the Tian Ya dataset, calculate the
values of sudden and durative and execute clustering process. K is the number of
clusters, requires to be specified in advance. We ran Temporal-Peak algorithm with
different numbers clusters, experimented with K=3, K=4, K=5 and K=6. Figure 2
shows the results. In Figure2 each color represents a cluster.
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Fig. 2. Different values of K, the division of clusters

Measure Hartigan’s index, Figure 5(Sec.3.2) shows that the value of K=4 gives
better results. Then chose K=4 and draw information temporal curve for each cluster.
Results as Figure 3 shows:
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Fig. 3. K=4 and draw information temporal curve for each cluster, C= {C1, C2, C3, C4}

Finally, this paper fit the curve of the Figure 3 and develop there are four main tem-
poral curve patterns of information in BBS. The result is shown in Figure 4.
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Fig. 4. Fitting the curve of C1, C2, C3, C4, four types of temporal curve in BBS
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3.2  Experimential Analysis

In our experiments measured In-Group Proportion (IGP) to choose the most appropri-
ate number of clusters. Figure 5 shows the value of the IGP. The higher the value the
better the clustering. If the values are equal, the more categories the better.
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IGP index
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o
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Fig. 5. K=3and K=4 are equal, the K=4 is better
Table 1. Statistics of the cluters from Figure 4. Sud/Dur: Sudden value/Duartive value, Per:

Fraction of posts in the cluster, Vp: volume at main peak, Mpt: main peak appear time, DT:
demise time of the information.

Cluster Cl C2 C3 C4

Sud/Dur 50/48 382/505 184/200 [-152,82]/105
Per 56.40% 1.19% 5.08% 37.33%

Vp 178 475 105 140

Mpt 70 8 30 120

DT(h) 205 100 450 480

Figure 4 shows the cluster centers for K=4 clusters,and table 2 gives futher
descriptive statistics for each of four clusters. Notice C1 and C4 are the top two,
means there are 93.73% posts belong to C1 or C4. C2 is the smallest, only 1.19%.

The biggest cluster, C1, has the smallest value of sudden and durative. There are
56.4% posts fall into this cluster. Notice that C1 looks very much like the average of
the four clusters. This is natural because in a large number of posts is likely to
generate the average pattern. C2 has the biggest value of sudden and durative than
other clusters. The volume at mian peak is the biggest, mian peak appear time and
demise time of information is the earliest. C3 is characterize by a lowest volume at
main peak, but the demise time can keep longer than C1 and C2. C4 is the only one
cluster that contains the value of sudden is negative. The time of main peak appear at
the latest, with the height of the main peak slowly declining.
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In additon, it is found in experiments that 86.34% posts‘ mian peak appear time is
early, means the value of sudden is postive. It is conform to the characteristic of BBS
platform. This is natural because the new reply posts will replace the posts public
recently in BBS. In Figure 4, all the curves are power law decay, this is consistent
with the information diffusion rule.

4 Conclusion

In this paper, we studied the time series patterns discovery in BBS. First the charac-
ters of BBS platform were analyzed. We then developed Temporal-Peak, a novel
algorithm for temporal curve patterns discovery that efficiently avoid the interference
factors of BBS. Using Temporal-Peak, this paper analyzed real data of Tian Ya BBS.
It was confirmed that Temporal-Peak algorithm accurately and succinctly finds out
temporal curve patterns of information in this real dataset.

All in all, the article provides means to study temporal curve patterns of informa-
tion in BBS, by identifying the patterns from massive amounts of real world data. We
believe that our approach offers a useful starting point for information diffusion in
BBS and how the temporal curve evolves over time.

Acknowledgements. This work was supported by the National 973 Project (No.
2013CB329605).
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Abstract. Understanding popularity evolution patterns of hot topics is impor-
tant for online recommendation systems and marketing services. Previous re-
search has analyzed popularity evolution patterns based on the time series
which only captures the feature of peaks. However, hot topics experience more
complex popularity evolution patterns, not only peaks but also other time series
features: level, trend and seasonality. In this paper, we present a method to
model and understand popularity evolution patterns based on the three time se-
ries features for two types of hot topics: burst and non-burst. Our experimental
results demonstrate that the seasonality of the time series is multiplicative,
which means the size of the fluctuations in popularity evolution pattern of a hot
topic varies with the change of trend. The level and trend of the time series are
relatively unstable for burst topics compared with non-burst topics.

Keywords: Popularity Evolution Patterns, Hot Topics, Time Series.

1 Introduction

Thousands of topics diffuse rapidly through social networks every day. Only a few
topics attract much attention [4, 5] and become very hot. Compared to ordinary top-
ics, hot topics have more influence on people and they can affect trends in public
opinion [1, 2] and information flow in groups [3]. It is useful to understand popularity
evolution patterns for online recommendation systems and marketing services. Adver-
tisers can also benefit from popularity analysis to make advertisements online better.
What’s more, it contributes to comprehending the human dynamics of consumption
processes [9].

Hot topics can experience complex popularity evolution patterns. The popularity
evolution pattern of topic “MH370” on Tianya BBS is shown in Fig. 1. It peaks
around the 110™ hour and 410" hour. Besides peaks, it exhibits increasing or decreas-
ing trends. Also, the popularity fluctuates every 24 hours and we refer to this feature
as seasonality.

There are already some studies on how to analyze the popularity of online content
based on time series [8-11, 14, 15]. Those studies only took the feature of peaks into
account, such as when it peaks, how long a peak lasts, how fast a peak rises and decays,

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 58-68, 2014.
© Springer International Publishing Switzerland 2014
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Fig. 1. Popularity evolution pattern of hot topic “MH370”

and what causes peaks. However, popularity evolution patterns of hot topics exhibit
more time series features. As we discussed above, it exhibits not only peaks but also
increasing or decreasing trends and seasonality. Hence, our research aims at under-
standing popularity evolution patterns hot topics based on the three time series
features:

Level is a smoothed estimate of the data of several periods in a time series and indi-
cates the average of the data of these periods.

Trend is a smoothed estimate of average growth of the data of several periods and
indicates the increasing or decreasing trend during a period of time.

Seasonality is the tendency of time series data to exhibit behavior that repeats itself
every several periods and indicates fluctuations in the time series.

By popularity in the following, we refer to the number of all posts and comments
about a hot topic on Tianya BBS.

Hot topics are categorized into 2 types in this paper. One type is short-term and
happens suddenly, for example “MH370”, “H7N9”. We define this type of hot topics
as burst. Another type is long-term and happens periodically, for example “Christ-
mas”, “USA Election”. We define this type of hot topics as non-burst. We crawled
4000 burst topics and 3000 non-burst topics on Tianya BBS as the dataset.

When giving the raw data of hot topics, we first choose proper data granularity for
the two types of hot topics to get the time series. Then we use both MLR model (an
additive model) and multiplicative seasonal Holt-Winters model (a multiplicative
model) to model popularity evolution patterns and examine whether the seasonality of
hot topics is additive or multiplicative. At last we analyze the features of trend and
level according to the parameters of multiplicative seasonal Holt-Winters model. Our
experiments demonstrate the size of the fluctuations in popularity evolution pattern of
a hot topic varies with the change of trend, so a multiplicative model can perform
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better than an additive model when modeling popularity evolution patterns. The level
and trend of the time series are relatively unstable for burst topics compared with non-
burst topics, which means the popularity tends to be changeable and an increasing or
decreasing trend only lasts for a short time for burst topics.

In Section 2 we discuss recent related work. Section 3 describes the dataset which
was collected from Tianya BBS. Section 4 introduces some terminologies about time
series and two analysis models we used in this paper. In section 5 we describe our
analysis method and experimental results. At last, we will conclude the paper in sec-
tion 6.

2 Related Work

Researchers have explored several methods for popularity analysis of UGC [16, 17]
based on time series. Crane and Sornette [8, 9] examined the time series of UGC
and found the sudden peak and relatively rapid relaxation illustrates the typical signa-
ture of an “exogenous” burst of activity, and symmetric relaxation is characteristic of
an “endogenous” burst of activity. Yang and Leskovec [15] studied how the content
popularity grows and fades overtime based on the rate of rise and decay of a peak in
the time series. Figueriedo [10] found another type of popularity evolution patterns
in which there are no peaks and UGC keeps attracting much popularity for a long
time. These work only considered the peaks in the time series of UGC. In this paper,
we analyze more detailed time series features: level, trend and seasonality.

Much research was conducted for hot topic evolution modeling. Lin et al. [18] pro-
posed a statistical method that models the popularity of topics over time, taking into
consideration the burstiness of user interest, information diffusion on the network
structure, and the evolution of textual topics. Romero et al. [19] studied how different
kinds of topics spread by using hashtags and the subgraph structure of the initial
adopters for different widely-adopted hashtags. Lehmann et al. [20] also studied the
evolution pattern by using hashtags and found exogenous factors more important than
endogenous factors to make a topic popular. Ardon et al. [21] performed a rigorous
temporal and spatial analysis, investigating the time-evolving properties of the sub-
graphs formed by the users discussing each topic and investigated the effect of initia-
tors on the popularity of topics. They found that users with a high number of follow-
ers have a strong impact on topic popularity and topics become popular when disjoint
clusters of users discussing them begin to merge and form one giant component that
grows to cover a significant fraction of the network.

3 Dataset

The data were collected in two steps: first, 10 thousand hot topics were selected from
Sina News [12] which is one of Sina channels. Everyday thousands of news is re-
ported on Sina News. Second, we crawled all posts concerning hot topics gotten from
step one and their comments with timestamps from Tianya BBS [13]. Tianya founded
in 1999 is the largest BBS in China and has 85 million registered users, with 30 mil-
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lion visits every day. The website includes many sections, such as “Entertainment”,
“Politics”, “Economy” and “Emotion” and so on.

Sina News has been collecting news since July 5, 2004. People can get news re-
ported on someday by searching by date. 10 thousand hot topics were collected from
“Entertainment”, “Science”, “Sports”, “Economy” section. The topics were manually
categorized into burst and non-burst types.

Then we took the hot topics collected from Sina News as keywords to search for
posts on Tianya BBS. The website provides different searching criteria, such as “by
relevance”, “by posting time”, “by full articles”, “by title”, among others. We chose
to search by relevance and by title and crawled all posts and comments. In order to get
qualified topics, we further selected 4000 ones from 6000 burst topics and 3000 ones
from 4000 non-burst topics. For burst topics, the data were made by users between
January 1, 2011 to December 31, 2013 and the popularity of each was more than
18000 in the first 15 days. For non-burst topics, the data were made between January
1, 2001 to December 31, 2012 and the final popularity was more than 15000.

4 Terminology and Time Series Models

This section introduces some basic terminologies about time series and two classic
models. One is multiple linear regression model which is an additive model. The other
is multiplicative seasonal Holt-Winters model which is a multiplicative model. We
use the two models to examine whether the seasonality of hot topics is additive or
multiplicative.

4.1 Terminology

The time series data are a sequence of observations and consist of 4 components
which are level, trend, seasonality and noise. The seasonality can be classified into
two types: additive and multiplicative. In the additive case, the series shows steady
seasonal fluctuations, regardless of the trend of the series; in the multiplicative case,
the size of the seasonal fluctuations varies, depending on the trend of the series [7].
An additive model should be chosen for additive seasonality and a multiplicative
model should be chosen for multiplicative seasonality.

4.2  Analysis Models

Multiple Linear Regression Model. In this model, the time series is represented as
follow:

Yt = Pl + (a1x1 + X, + ...+ al_lxl_l) + El (1)

Where
t is a arbitrarily chosen point in time
Y, is an actual value of popularity at time t
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P, is a polynomial function corresponding to t and represents the combination of trend
and level component

1 is the length of the season

E, is the random error.

X1, Xp, ..., X1 are dummy variables. There will be 1-1 dummy variables if there are 1
periods in the season. The value of the period without a dummy variable can be taken
as the reference value. A dummy variable takes the value O or 1. When variable t
corresponds to a period, dummy of the period should take value 1 and the others
should take value 0.

a,, a,, ..., ap; are coefficients of dummies.

Multiplicative Seasonal Holt-Winters Model. In this model, the time series is
represented as follow:

Y, = (L +1tT) S, +E, 2)

Where

t is a arbitrarily chosen point in time

Y, is an actual value of popularity at time t
L, is the level component

T, is a linear trend component

S, is a multiplicative seasonal factor

E, is noise component.

L = ay/Sy + (1-0)(Li+Ty ) 3)
T = B(Se-Sc)+(1-B)Tey “4)
Si = y(y/L)+(1-7)Sw (5)

Where

y; is an observation at time t.

o, B, and y are called smoothing factors, must be estimated in such a way that the
MSE(Mean square error) or MAPE(Mean absolute percentage error) is minimized.
Values of the smoothing factors closer to one have a less smoothing effect and give
greater weight to recent changes in the data, while values of the smoothing factors
closer to zero have a greater smoothing effect and are less responsive to recent
changes [6].

1 is the length of the season.

The seasonal factors are defined so that they sum to the length of the season, i.e.

lexsl Si=1 (6)

5 Analyzing Popularity Evolution Patterns of Hot Topics

We propose a framework to deeply study how popularity evolves for burst and non-
burst hot topics. Multiplicative seasonality of hot topics is demonstrated which means
the size of the seasonal fluctuations varies with the change of trend of the series. Also
other characteristics of level and trend are also revealed in this section.
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5.1 Framework of Popularity Evolution Pattern Analysis

When giving the raw data of the popularity of a hot topic, we first choose proper data
granularity to get the time series. If the size in which data are subdivided is too fine,
values of many periods will be close to zero, which should be avoided. Take non-
burst topic “U.S. Presidential Elections” as an example; the popularity reaches the
peak in November every four years but is at the bottom in the other months, shown in
Fig. 3. If we take one day as the granularity, there will be many values close to zero in
the time series. If the granularity is too coarse-- take one year as the granularity, there
will be only 12 periods in the series, which is not adequate for analysis. So we should
take one month as the granularity for non-burst topics and one hour for burst topics.

[ Raw Data ]

Proper Data Granularity

[ Time Series ]

MLR or HW model

[(*1

\/

Performance of the Two Models and
Smoothing Factors in HW model

[ Characteristics of Popularity Evolution Patterns ]

Fig. 2. The framework of the popularity evolution pattern analysis

We then use both MLR model and multiplicative seasonal HW model to best fit the
time series we have already gotten above. The two models both can help us decom-
pose the time series into level, trend, seasonality and noise component.

At last we compare the performance of the two models on our dataset to examine
whether the seasonality of hot topics is additive or multiplicative. If multiplicative
seasonal HW model performs better, the seasonality will be multiplicative, and vice
versa. And smoothing factors in multiplicative seasonal HW model can reflect the
stability of level and trend.
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Fig. 3. Time series from Jan 2001 to Dec 2012 of the topic “U.S. Presidential Elections”

5.2  Experimental Results

In burst case, we take hot topic “Haze in Beijing” as an example. Fig. 4 shows its
time series of popularity evolution pattern. We choose cubic polynomial instead of
higher-order polynomial as the trend and level component for MLR model to avoid
the problem of over fitting [6]. For multiplicative seasonal HW model, a, B, and y are
estimated by minimizing MAPE. The fitting results of the 5th to the 7th days for two
models are shown in Fig. 5. In non-burst case, we take hot topic “Christmas” as an
example and its time series of popularity pattern is shown in Fig. 6. Fitting results of
the 6th and the 7th years are shown in Fig. 7.
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Fig. 4. The blue line indicates time series of the topic “Haze in Beijing” in first 9 days. And the
red line indicates the trend of the time series and is plotted by moving averages method of
which the window size is 24.
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Fig. 5. Fitting results of the 5th to the 7th days for MLR model and multiplicative seasonal HW
model on topic “Haze in Beijing”
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Fig. 6. The blue line indicates time series from Jan 2003 to Dec 2012 of the topic “Christmas”.
And the red line indicates the trend of the time series and is plotted by moving averages method
of which the window size is 12. The popularity reaches the peak in December every year.
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Fig. 7. Fitting results of the 6th to the 7th years for MLR model and multiplicative seasonal
HW model on topic “Christmas”

We evaluate the efficiency of the two models by using average MAPE. For each
hot topic, we have:

Z¥1|?_Y|*100

— y
MAPE = - (7

where y” is the fitted value of a period, y is the actual value of the period and m is the
total number of periods in the series. For the average MAPE of all tested hot topics,
we have:

ZmI?—yl*mo
R e /
MAPE = m n (8)

where n is the number of all tested topics. The average MAPEs of MLR model and
multiplicative seasonal HW model for burst and non-burst topics are given in table 1.
We can conclude that multiplicative seasonal HW model (a multiplicative model)
performs better MLR model (an additive model) for both types of hot topics. This
result indicates that the size of the seasonal fluctuations varies and the seasonality of
the time series of both types of hot topics is multiplicative. So, when modeling popu-
larity evolution patterns or predicting future popularity, a multiplicative model is
recommended rather than an additive model.
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Interestingly, the smoothing factors of multiplicative seasonal HW model are
usually in certain ranges: 0<0.5, $<0.5, y<0.07 for non-burst topics, comparatively,
o>0.55, $>0.5, y<0.07 for burst topics, which indicates that for burst topics, level and
trend of the time series are relatively unstable. In other words, the popularity tends to
be changeable and an increasing or decreasing trend only lasts for a short time for
burst topics.

Table 1. The average MAPEs of MLR model and multiplicative seasonal HW model for two
types of hot topics

Burst Non-Burst
MLR 39.84% 33.56%
HW 19.92% 14.73%

6 Conclusions and Future Work

This paper presented an intensive study on popularity evolution patterns of hot topics.
We chose an additive and a multiplicative time series model to experiment on 4000
burst topics and 3000 non-burst topics. The experimental results show that multiplica-
tive seasonal HW model make better performance than MLR model, which
demonstrates that the seasonality of time series of hot topics is multiplicative and a
multiplicative time series model will be a more advisable choice than an additive
model when modeling popularity of hot topics. We have also found that level and
trend of the time series are relatively unstable for burst topics.

In this work, we only analyzed the time series of popularity. There are also many
factors (e.g. referrers, social influence, cascade, etc) affecting popularity. In future
work, we will analyze the time series of those factors and help to shed light on popu-
larity evolution patterns of hot topics.

Acknowledgement. This work was supported by the National 973 Project (No.
2013CB329605).
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Abstract. Service compositions have become a powerful development para-
digm to create distributed applications out of autonomous Web services. Since
such applications are often deployed and executed in open and dynamic envi-
ronments, variability management is a crucial enabling technique. To address
the adaptation issue of service compositions, we proposed VXBPEL, an exten-
sion of BPEL for supporting variability, and a variability-based adaptive service
composition approach which employs VXBPEL for variability implementation.
In this paper, we present a VXBPEL engine for supporting the execution of
VxBPEL service compositions. The engine is called VXBPEL_ODE and is im-
plemented by extending a widely recognized open source BPEL engine, Apache
ODE. We discuss key issues of developing VXxBPEL_ODE, and three real-life
service compositions are employed to evaluate and compare its performance
with another VXBPEL engine we developed in our previous work.
VxBPEL_ODE, together with analysis, design, and run-time management tools
for VXBPEL, constitutes a comprehensive supporting platform for variability-
based adaptive service compositions.

Keywords: Service Oriented Architecture, Service Compositions, Variability
Management, VXxBPEL.

1 Introduction

Service Oriented Architecture (SOA) is a mainstream paradigm for application devel-
opment in the context of the Internet and highly-scalable systems [1]. Since individual
services usually provide limited functionalities and are unable to meet in isolation the
actual demand, service compositions are a powerful mechanism for integration of data
and applications in the context of distributed, dynamic, heterogeneous environments.
A service composition can be seen as a process in which multiple individual services
participate and are coordinated to support complex business goals. Service composi-
tions are able to support rapid business re-engineering and optimization. Business
Process Execution Language (BPEL) is a process-oriented executable service
composition language which can be used to construct loosely coupled systems by
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orchestrating a bundle of Web services [2]. Business processes implemented by such
service compositions are expected to be flexible enough to cater for frequent and
rapidly-changing requirements [3]. For instance, a service under composition may
become unavailable or fail to provide the expected functionalities. Consequently,
flexibility of service compositions is highly desirable. Unfortunately, the standard
version of BPEL is limited in supporting such an expectation [4].

To address the adaptation issue of service compositions, we have proposed a varia-
bility-based adaptive service composition approach [5]. In the proposed approach, the
changes are treated as the first-class objects, and VXBPEL [6], an extension to BPEL,
is used for specifying variation. VXBPEL provides a set of constructs for supporting
variation design, such as variation points and variants [6][7]. Since these constructs
are not of standard BPEL elements and cannot be executed by standard BPEL
engines, we developed a VXBPEL engine called VXBPEL_ActiveBPEL [8] by ex-
tending ActiveBPEL [10], a well recognized BPEL engine. To support the analysis
and maintenance of variation, we developed a tool, ValySec [9], which can be used to
automatically extract variation definitions from VxBPEL service compositions and
visualize variation configurations. With the proposed approach and tools, designers
can implement adaptive service compositions by identifying possible changes within
service compositions and specifying them with alternatives.

In this paper, we present a VXBPEL engine, VXxBPEL_ODE, to further provide an
integrated supporting platform for variability-based adaptive service compositions. As
a mainstream application development platform, Eclipse provides two open source
plug-ins for BPEL, namely BPEL Designer and Apache ODE [11]. In our previous
work [5], we developed a visual VXBPEL design tool called VXxBPEL Designer by
extending BPEL Designer. Since both VXBPEL_ODE and VxBPEL Designer are
implemented as Eclipse plug-ins, VXBPEL_ODE can be seamlessly integrated with
VxBPEL Designer, which facilitates the provision of an integrated supporting plat-
form for VxBPEL-based adaptive service compositions. Furthermore, VXBPEL_ODE
is significantly different in architecture from VXBPEL_ActiveBPEL that relies on
ActiveBPEL, which is no longer available as open source. In this paper, we examine
key issues relevant to development of VXBPEL_ODE and compare the performance
of VXBPEL_ODE with that of VXBPEL_ActiveBPEL using three VXBPEL service
composition cases.

The rest of the paper is organized as follows. Section 2 introduces the underlying
concepts of VXBPEL. Section 3 discusses the design and implementation of
VxBPEL_ODE. Section 4 validates VXBPEL_ODE and compares its performance
with VXBPEL_ActiveBPEL through case studies. Section 5 describes related work.
The conclusion is reported in Section 6.

2 Background

BPEL [2] is a process-oriented, executable composition language which describes
control flows between activities in a business process. Activities are basic interaction
units, and divided into basic and structural activities. Basic activities are an atomic
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execution step, such as assign and invoke. Structural activities are compositions of
basic activities and/or structural activities. A standard version of BPEL process speci-
fication is fixed, which means that all activities and their relationships must be exactly
defined before deployment and run-time changes are not allowed after deployment.

Variability is the ability of a software system to extend, change, customize or con-
figure itself in any particular environment [4]. The core concepts of the variability
include variation points, variants, and dependency. The variation point is the part of
the software system that may change. Typically, a variation point occurs when mul-
tiple design options are to be chosen. After one option at a variation point is selected,
a so called variant is obtained; the collection of choices at each variation point is re-
ferred to as a variation configuration. Dependency specifies constraints between the
different variations corresponding to the variant.

In order to introduce variability into service compositions, we proposed VxBPEL
which extends BPEL for modeling variability [4]. VXBPEL employs the COVAMOF
variability framework [12] and provides constructs such as variants, variation points,
and their configurations and constraints. A variant is defined using the tag
<vxbpel:Variant>. The associated name is used to identify a variant. The element
enclosed by the tag <vxbpel: VPBPELCode> is used to specify the choice contained
within the variant, which corresponds to original BPEL activity, such as an invoke
activity. A variation point is defined using the tag <vxbpel: VariationPoint>. It is iden-
tified by its unique name and may contain one or more variants enclosed by the tag
<vxbpel:Variants>. The tag <vxbepx:ConfigurableVairationPoint> is used to specify
the selection of variants associated with variation points, and the tag
<vxbpel:RequiredConfiguration> specifies the realization between the higher varia-
tion point and the lower variants. Constraints defined in the tag <vxbpex:Constraint>
provide a powerful mechanism for defining variant dependencies. To further facilitate
its adoption, an integrated supporting platform is expected. VXBPEL_ODE, a core
component of such a platform, is our proposal described next.

3 Design and Implementation

The variability-based adaptive service composition approach consists of two steps: (1)
BPEL is first used to specify service compositions, and (2) variability constructs de-
fined in VXBPEL are then used to define and configure variations of the BPEL ser-
vice compositions. The resulting service compositions are referred to as VxBPEL
processes. Obviously, VXBPEL processes cannot be executed by the existing BPEL
engines at run-time, since they contain non-standard BPEL elements. We next discuss
how to develop VxBPEL_ODE by extending Apache ODE.

3.1 Design

The key issue of developing a VXBPEL engine is how to treat newly introduced va-
riability elements in a BPEL process (i.e. a VXBPEL interpreter is needed) and how to
enforce them with the existing BPEL engine (i.e. the interaction between the BPEL
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engine and the VXBPEL interpreter). A general rule of thumb we followed for design-
ing VXBPEL_ODE is to leverage the implementation of Apache ODE to the maxi-
mum without significantly modifying its architecture. Fig. 1 shows the architecture of
VxBPEL_ODE. VxBPEL Compiler and Configuration Management are newly intro-
duced components in order to enable the execution of VXBPEL elements.
VxBPEL_ODE first invokes ODE BPEL Compiler and VxBPEL Compiler to compile
the VXBPEL process. The former is in charge of the compilation of all standard BPEL
elements, while the latter is in charge of the compilation of VXBPEL elements, map-
ping variants to BPEL activities, and storing association of variation points and va-
riants. Configuration Management 1is responsible for the interactions between
VxBPEL Complier and ODE BPEL Compiler and selecting the corresponding variants
for the serialization. The compiled VXBPEL representation (i.e. Compiled Process
Definitions) is an object model similar in structure to the underlying BPEL process
document, and all variability elements are resolved after the compilation process.
Finally, ODE BPEL Runtime is used for the execution of compiled processes. We
next discuss each major component individually.

* VxBPEL Compiler is responsible for preprocessing VXBPEL-specific elements.
First, it creates an object model for all VXBPEL elements similar in structure to the
object model for BPEL elements. Second, it maps all variants of a variation point to
BPEL activities. Third, it stores the association of variation points and variants.

[ VxBPEL Process Definitions, WSDL

<

VxBPEL Compiler Configuration

® Compilation of VXBPEL elements Management

® Mapping variants to BPEL activities

® Storing association of variation
points and variants

[ Compiled Process Definitions

Q

ODE BPEL Runtime

® Instantiation of processes

® Implementation of BPEL elements
® Routing of incoming messages

ODE BPEL Compiler

—

ODE JACOB
Data ® Persistency of execution state
Access | |® Concurrency —( —ODE
DBMS ‘O"Object ¢ Navigation Integration Layer

Fig. 1. Architecture of VXBPEL_ODE
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* ODE BPEL Compiler is responsible for the conversion of standard BPEL elements
into a compiled representation.

® Configuration Management is used to manage variants associated with a variation
point. It analyzes variation configurations specified in ConfigurableVairationPoint
and provides the operations for changing the variability configuration at run-time.
During the serialization, a specific variant of a variation point is selected depending
on the variability configuration and its corresponding object is created. Through the
treatment, all VxBPEL-specific elements are resolved. The compiled representation
has resolved the various named references present in the VXBPEL, internalized the
required WSDL and type information, and generated various constructs.

® ODE BPEL Runtime is used to interpret the compiled process definitions, including
creating a new process instance, implementing the various BPEL constructs, and
delivering an incoming message to the appropriate process instance.

® ODE Data Access Objects (ODE DAOs) mediates the interaction between the ODE
BPEL Runtime and an underlying database management system DBMS. ODE
DAOs normally provides interfaces for tracking active instances, routing message,
referring to the values of BPEL variables for each instance, referring to the values
of BPEL partner links for each instance, and serializing process execution states.

® JACOB provides an application concurrency mechanism, including a transparent
treatment of process interrupt and persistency of execution state.

® ODE Integration Layer provides an execution environment by providing communi-
cation channels to interact with Web services, thread scheduling mechanisms, and
the lifecycle management for ODE BPEL Runtime.

We next examine interactions among components of the engine using a UML col-
laboration diagram, as shown in Fig. 2. Note that the name of each component is de-
scribed by texts above the box. The execution process is described as follows.

Phase 1. When the engine is started, it first configures the process deployment direc-
tory through the container in which the engine runs, and then activates Deployment-
Poller in ODE Integration Layer to check whether a VXBPEL process is deployed
(i.e. Step 1). If detected, an empty file will be created. After that, the engine employs
a utility tool to monitor this directory. If a file in this directory is updated, Deploy-
mentPoller will re-deploy the process; if the deployed process is removed, Deploy-
mentPoller is responsible for removing this process, accordingly.

Phase 2. The engine invokes the “deploy ( )’ method provided by ProcessStorelmpl
in ODE Data Access Objects to deploy the VXBPEL process (i.e. Step 2). During the
deployment, major activities include parsing the VxBPEL file, creating an object
model for the execution, and serializing all relevant objects in a binary file. These
activities are implemented by DeploymentUnitDir in ODE Data Access Objects,
which encapsulates the “Compile (File bpelFile)” method provided by BpelC in ODE
BPEL Compiler. DeploymentUnitDir is in charge of a deployment unit, which corres-
ponds to a process directory. The “Compile (File bpelFile)” method is responsible for
the following tasks (i.e. Steps 3~11):
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Fig. 2. The running process of VXBPEL_ODE

(1) Parsing the VxBPEL file (i.e. Steps 3~6): This is implemented by the
“parse()” methods provided by BpelObjectFactory in ODE BPEL Compiler and
VxBPELObjectFactory in VXBPEL Compiler. This method parses the XML file and
generates Java objects for process elements. During the paring phase, it generates
objects for standard BPEL elements, and records the information about variation defi-
nitions and configurations. ConfigurationPoint in Configuration Management is re-
sponsible for parsing the VXBPEL configuration elements and providing interfaces
for the configuration modifications.

(2) Creating the binary file (i.e. Steps 7~11): Objects generated during the pars-
ing phase contains process and variation attributes. When the variation configuration
is met for the first time, a variant specified by the defaultVariant configuration is
selected. When the variation configuration is switched to a variation configuration
scheme, the engine will invoke a method provided by ConfigurationPoint to select the
specified variants. This variant selection process repeats until all variation points are
handled. After the treatment, only BPEL process objects remain because variants
associated with a variation point are of standard BPEL elements. The engine allows
for changing the variation configurations at run-time, which is implemented by me-
thods provided by ConfigurationPoint and BpelC. The variation configuration para-
meter is transferred to ConfVariable in Configuration Management, which maintains
the current variation configuration (i.e. Step 15). Finally, all process relevant objects
are serialized into a binary file.
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Phase 3. The BpelEnginelmpl in ODE BPEL Runtime executes the registered
process (i.e. Steps 12~14). If an object is involved in the registered process, its rele-
vant information is extracted from the binary file. For instance, when a Web service is
invoked, the engine will call interfaces provided by BpelBindContexImpl in ODE
Integration Layer to create the bound service for execution.

3.2 Implementation

We have implemented VXBPEL_ODE using the Java language. Two key issues re-

lated to the implementation are described next.

(a) Compilation and deployment of VxBPEL elements: As mentioned above, the en-
gine first needs to deploy a process before its execution. An important task of the
deployment is to compile the VXBPEL file and create an object model suitable for
execution. This compilation process involves BPEL and VXxBPEL elements that
are distinguished by their name spaces. The former are handled by ODE BPEL
Compiler, while the latter are handled by VxBPEL Compiler. To deliver an iso-
morphic implementation of the engine, we referred to the implementation of ODE
BPEL Compiler during the implementation of VxBPEL Compiler.

(b) Implementation of run-time variation configuration: To support the implementa-
tion of variability, the engine first stores the variation definitions, and then selects
variants based on the variation configuration during the serialization of process
activities. The variation configuration is implemented by the component Configu-
rationPoint. It records the name of the current VXBPEL process and the informa-
tion about variation configurations, and selects the variants for execution at the
serialization phase. Furthermore, variation configuration of the VxBPEL process
can be changed at run-time via a method provided by ConfigurationPoint.

4 Evaluation

We report on an evaluation of VXBPEL_ODE using three VXBPEL processes. The
goal of the evaluation is three-fold: (i) testing VXBPEL_ODE; (ii) evaluating the
overhead of variability management by comparing BPEL and VxBPEL implementa-
tions for the same business scenarios, and (iii) comparing the performance of
VxBPEL_ODE with that of VxXBPEL_ActiveBPEL using the same VxBPEL
processes for the same business scenarios.

4.1  Subject Programs

The travel agency process is a typical scenario describing how a travel request is
processed [5]. When constructed from distributed services, the process often involves
the composition of travel agency, hotel, flight, and banking services. These services
can be provided by independent organizations. Once the system receives a request,
the customer first chooses a travel agency, then selects the desired flights as well as
hotels, the system asks the consumer to pay the package via an online banking ser-
vice.
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The car estimation process [5] describes a common scenario how a car repair is ne-
gotiated depending on the situation of the car and its repair cost. This process consists
of five services, namely Initial Estimate, Exterior Estimate, Interior Estimate, Power-
train Estimate, and Final Estimate. Before the repair, a company needs to know the
situation of the car, and the customer then decides to accept the reparation or not after
being informed of the costs. Once the customer submits a request for estimation, the
process first invokes an Initial Estimate service. In case of a simple estimation, the
process invokes Final Estimate and notifies the cost to the customer; in case of a
complex situation, the request is transferred to Exterior Estimate, Interior Estimate,
and Powertrain Estimate services for a deep estimation, and the process then invokes
the Final Estimate service and returns the cost.

The smart shelf process represents a complex shopping situation of shelf manage-
ment [5], where one monitors quantity as well as quality of goods. Consumers first
send a shopping request which includes the name and quantity of goods to be pur-
chased. After receiving the request, the system first creates a formal request which is
composed of service time, quantity of goods, category of goods and period of goods
and then checks the quantity, location and period of goods. Next, the system checks
the quantity, location, and period of goods, and executes various routine procedures
based on the checking results. Finally, the system responds to the consumer with a
confirmation message if quantity, location, and period are all qualified; otherwise, the
process sends a failure message to the consumers and cancels the ordering list.

4.2  Evaluation Procedure

The following procedure is used for evaluation.

1. Implementing business processes using VxBPEL: The variability-based adaptive
service composition method proposed in [5] guided us implement three subject
programs using VXBPEL. We treat the locations that changes may happen as varia-
tion points, and possible choices are identified as variants. Furthermore, constraints
are used to specify variation dependencies, which result in consistent and valid
process variants (i.e. business scenarios) at run-time. Three VXBPEL programs are
derived, as summarized in Table 1.

Table 1. A summary of subject programs

Name VxBPEL Lines of Code* | Number of Web Services
travel agency 603 8

car estimation 607 7

smart shelf 1146 13

* Measured in lines of XML code.

2. Deploying and managing VxBPEL processes using MX4B: Variation definitions
and configurations defined in the VXBPEL process improve the adaptation of ser-
vice compositions. Variation configuration switching is very complex and time-
consuming. To facilitate this process, MX4B was developed to provide an efficient
way for the deployment, configuration switching, and maintenance of VxBPEL
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service compositions [5]. In this experiment, we employed MX4B for the follow-
ing tasks: (i) deploying VxBPEL process artifacts, (ii) managing VxBPEL
processes, and (iii) switching variation configurations at run-time.

3. Evaluating and comparing performance: We evaluate two aspects of the perfor-
mance: (1) for the same business scenarios, we compare the execution time of the
BPEL process running on Apache ODE with that of the VXBPEL process running
on VXBPEL_ODE; (2) for the same VxBPEL process, we compare overhead of
VxBPEL_ODE with that of VXBPEL_ActiveBPEL. The experimental setting is
described in Table 2.

Table 2. Experimental setting

CPU 2.40*4 GHz
Memory 8 GBytes

Hard Disk 750GBytes
Operating System Win7 with 64bit

4.3  Results and Analysis

We summarize the evaluation results and provide an analysis of comparative compar-

isons next.

(a) Feasibility: Through the above evaluation procedure, we observe that
VxBPEL_ODE is able to provide an executable context for VXBPEL service com-
positions. Furthermore, the engine showed a good scalability, namely it is able to
process a simple service composition of one Web service, as well as a complex one
of 13 Web services, as shown in the case of the smart shelf process.

(b) Performance: Tables 3, 4 and 5 summarize the performance evaluation results in
ms of Apache ODE, VXBPEL_ODE, and VXBPEL_ActiveBPEL for three subject
programs, respectively. Column “Scenario Name” lists the name of business scena-
rios implemented using BPEL or VXBPEL; Column “Number of WS” shows the
number of Web service involved in the current scenario; Column “A: BPEL by
Apache ODE” shows the time cost of BPEL processes using Apache ODE; Column
“B: VXBPEL by VXxBPEL_ODE” shows the time cost of VXBPEL processes using
VxBPEL_ODE; Column “C: VXBPEL by VXBPEL_ActiveBPEL” shows the time
cost of VXBPEL processes using VXBPEL_ActiveBPEL; Column “B/A (%)”
shows the ratio of Column “B: VXBPEL by VXBPEL_ODE” against Column “A:
BPEL by Apache ODE”; Column “B/C (%)” shows the ratio of Column “B:
VxBPEL by VxBPEL ODE” against Column “C: VxBPEL by
VxBPEL_ActiveBPEL”. Note that the time cost in Column “A: BPEL by Apache
ODE” is the sum of deployment time and execution time of BPEL processes, while
the time cost in Columns “B: VXBPEL by VxBPEL_ODE” and “C: VxBPEL by
VxBPEL_ActiveBPEL” is the sum of variation switching time and execution time.
From Tables 3-5, we have the following observations:

¢ For all scenarios in three subjects, the performance of VXBPEL processes is very
close to that of BPEL processes. In the case of travel agency and car estimation, the
performance of all process scenarios implemented using BPEL is slightly higher
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than that implemented using VXBPEL; In case of smart shelf, the performance of
most process scenarios except the “insufficient” scenario implemented using BPEL
is slightly higher than that implemented using VXBPEL. This indicates that varia-
bility management does not introduce extra performance overhead. Furthermore,
VxBPEL_ODE does not evidently decrease the performance of Apache ODE al-
though some extensions are added. An insight investigation shows that most of time
overhead of VXBPEL_ODE is dedicated to processing of standard BPEL elements.

® The performance of VXBPEL _ODE is slightly lower than that of
VxBPEL_ActiveBPEL. In the case of travel agency, the performance of the former
is comparable to that of the latter; In the case of car estimation, the performance of
the former is higher than the one of the latter for the simple scenario, while lower
for the normal or expert scenarios; in the case of smart shelf, the performance of the
former is lower than that of the latter by around 50%. More interestingly, when
the number of involved Web services in a scenario is small, the performance of the
former is higher than that of the latter, while the situations change with the increas-
ing number of involved Web services. This performance difference is mainly due to
the fact that Apache ODE and ActiveBPEL have different architectures. Apache
ODE introduces the serialization of the object models, and integrates with open
source components, while ActiveBPEL adopts a coherent architecture and design
patterns that significantly improves its performance.

Table 3. Performance evaluation results for the travel agency program

Num A:BPEL by B: VXBPEL by C: VXBPEL by

;?rﬁ:m ber | Apache ODE | VxBPEL_ODE ?,,ZA) VxBPEL_Active ?,;,OC)
of WS (ms) (ms) BPEL (mns)
A 3 1508 1611 106.83 1435 112.26
B 3 1548 1608 103.88 1547 103.94
C 3 1564 1577 100.83 1660 95.00
D 3 1501 1607 107.06 1604 100.19
E 3 1475 1584 107.39 1440 110.00
F 3 1534 1569 102.28 1563 100.38

5 Related Work

One category of approaches has turned to Aspect Oriented Programming (AOP) tech-
nique [13]. AdaptiveBPEL [14] is a service composition framework which leverages
AOP technique to handle various concerns that are separately specified in BPEL
processes. The adaptation process is driven by policies, namely a policy mediator is
used to negotiate a composite policy and oversee the aspects weaving to enforce the
negotiated policy, and a run-time aspect weaving middleware is integrated on top of a
BPEL engine. AOBPEL [15] is an aspect-oriented extension to BPEL, which provides
a solution for the modularization of crosscutting concerns and supporting dynamic
changes in BPEL. AOBPEL specifies extra concerns associated with business
processes as aspects, and provides generic aspect constructs. These aspect-oriented
approaches can enhance the adaptation of BPEL processes via aspects. However,
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aspects split up the process logic over different files, which may cause it a difficult
task to comprehend the variation, especially when service compositions are complex.

Table 4. Performance evaluation results for the car estimation program

. |Num- A: BPEL by B: VXBPEL by C: VXBPEL by
;:‘:e’“" ber Apache ODE | VxBPEL_ODE ?%A) VXBPEL_Active ?‘;ﬂc)
of WS (ms) (ms) BPEL (ms)
simple 1 441 464 105.21 1354 34.27
normal | 5 2433 2514 103.33 1610 156.15
expert 5 2505 2524 100.76 1561 161.69
Table 5. Performance evaluation results for the smart shelf program
. Num A: BPEL by B: VXxBPEL by C: VxBPEL by
S;f:;z“’ ber | Apache ODE | VXxBPEL_ODE ?,;,OA) VxBPEL_Active ?,;S
of WS (ms) (ms) BPEL (ms)

default 6 2539 2735 107.71 1850 147.83
location 7 2753 2803 101.81 1845 151.92
status 7 2791 2843 101.86 1995 142.50
locationstatus 8 2768 2897 104.66 1844 157.10
sufficient 9 2806 2836 101.07 2100 135.05
insufficient 9 2710 2464 90.92 1753 140.56
warelocation 10 2752 2771 100.90 1872 148.34
warestatus 10 2765 2929 105.93 1983 147.71
warelocation | 11 2866 2932 10230 1980 148.08
status

The other category of approaches is based on the proxy (or broker) mechanism.
Trap/BPEL and its predecessors [16] are a family of extensions to BPEL for enhanc-
ing robust service compositions through static, dynamic, and generic proxies, respec-
tively. Events such as faults and timeouts during the invocation of partner Web
services at run-time are monitored, and the adapted process is augmented with a
proxy that replaces failed services with predefined or newly discovered alternatives.
wsBus [17] is a framework which is capable of realizing QoS adaptation of service
compositions by means of the concept of virtual endpoints. A virtual endpoint is used
to select appropriate services based on the attached policy for execution at run-time.
All requests are sent to this virtual endpoint and redirected to the real service. The
selection of services based on the monitoring data and QoS metrics. SCENE [18] is a
service composition execution environment that supports dynamic changes discip-
lined through rules. The implementation of adaptation is based on the proxy mechan-
ism, which is used to bind the discovered services to the proxy associated with each
activity in the BPEL specifications. These proxy-based approaches implicitly imple-
ment the adaptation of processes at the messaging/event layer. Since the changes are
not treated as first-class objects and variation dependencies are not clearly handled, it
may result in variation configuration and maintenance a difficult task.

Unlike the existing efforts, our efforts have been made to achieve the adaptation of
BPEL processes through variability management [4-9]. We extended BPEL to pro-
vide a set of variability constructs for explicitly specifying variation of service com-
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positions, and the engine presented in this paper provides an executable environment
for service composition with variability design. This engine, together with analysis,
design, and run-time management tools for VXBPEL, forms an integrated and com-
prehensive platform, which not only makes the variability-based adaptive service
composition approach viable, but also improves its efficiency.

6 Conclusion and Future Work

We have presented a VXBPEL engine, VXBPEL_ODE, by extending an open source
BPEL engine, Apache ODE, to enable the execution of VXBPEL processes.
VxBPEL_ODE is a core component of an integrated supporting platform which facili-
tates the adoption of the variability-based adaptive service composition approach. In
this paper, we examined the key issues of the design and implementation of such an
engine, and validated its effectiveness through case studies. Furthermore, we eva-
luated the performance of VXBPEL_ODE and compared it with that of
VxBPEL_ActiveBPEL. From the experimental results, we observe that
VxBPEL_ODE shows a comparable performance of VXBPEL_ActiveBPEL while
benefits an integrated design and execution environment for VXBPEL processes.

For future work, we plan to extend VXBPEL to support unplanned changes of ser-
vice compositions at run-time via the dynamic binding technique, which will accor-
dingly require the further extension of VXBPEL_ODE for binding abstract services
with concrete services searched at run-time. We are also interested in examining the
variability-based adaptive service composition approach in the development of social
network analysis tools that desire the adaptation ability.
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Abstract. Predicting user likes in online media and recommending related
products to the user would bring great profits to certain service providers.
Therefore, prediction approaches have become a popular research topic in both
industry and academia over the past decades. However, data sparsity makes
many well-known prediction algorithms perform poorly in cold start situation.
In this paper, we apply attributes from user profile in social network sites to
help recommending user likes in a video sharing site and propose a model to
conceptualize unstructured words in the profile attributes into interests vector
by knowledge base. Based on the model, we designed a recommendation
framework to predict user clicks. Experiment results on dataset show that our
approach is an efficient one.

1 Introduction

In the past decades, prediction approaches have become one of the most popular re-
search topics in the field of information retrieval, where both service providers and
consumers would benefit much from its progress. For example in YouTube, the num-
ber of clicks is very likely to be proportional to the profits the service providers might
gain. Therefore, predicting a user’s likes and recommending the related products to
the user is very profitable. Moreover, with the explosion of multimedia contents, users
can not consume the information effectively, so helping users to get his or her interest
information would help the user to solve the problem of information overload [1].
Because of its usefulness, prediction approaches have been studied extensively,
and many famous models have been proposed, such as collaborative filtering. How-
ever, a key challenge for prediction approaches is to provide sufficient high quality
user information. For example, prediction approaches are not very helpful in a cold-
start situation [2], where there is a serious lack of information on historical behaviors.
To solve the cold-start problem, many researchers proposed hybrid models by us-
ing information from auxiliary networks. For example, with the development of social
networks, many large service providers build social network sites for people to com-
municate with each other and share their status. Google provides Google+ for users to
connect and communicate with their friends, to watch and share videos from You-
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Tube, and to buy things from Google shopping. The aggregated online services be-
come a powerful tool to obtain users full portraits, such as user interests.

Although user’s general public information can be collected from social network
sites, there are several issues that prevent service providers from leveraging collected
information to improve the prediction accuracy. First, it is difficult to extract key
features from a heterogeneous media, and conceptualize those features to describe the
user with a proper explanation. Second, the actions of a user in social network sites
may not comply with those actions in video sites of the very same user, because dif-
ferent on-line services have different characteristics [3]. A user might be a gentleman
in a social network site because every action will be seen by his or her parents or the
close friends, while he or she might prefer to watch vulgar video clips in a media site
because that is what he or she really is.

In this paper, we study the aforementioned issues and test our solutions under data-
sets collected from YouTube and Google+. The main contributions are as follows.

e We extract key features from user social profiles, and convert user descriptions
into interest vectors by knowledge base.

e We propose several prediction strategies based on user’s demographic difference
and interest vectors, and conduct experiment under datasets from YouTube and
Google+, the top video service site, and the top social network site, respectively.

The rest of this paper is organized as follows. In section 2, we review some related
work in prediction approaches. In section 3, we focus on understanding the key fea-
tures for users in social network, especially user descriptions, and the conversion
procedure from descriptions to interest vectors by knowledge base. Section 4 intro-
duces different prediction approaches based on different features. Experiments and
results are presented and discussed in section 5, and section 6 concludes the paper.

2 Related Work

Predicting user’s likes have received increasing attention and have been thoroughly
studied over the past decades. The methodologies are two folds: collaborative filtering
and content-based methods. Collaborative filtering assumes that users who carry simi-
lar characteristics tend to like similar products [4], including user-based and item-
based approaches. User-based collaborative filtering predicts items to a target user
using collected information from similar users, while users are typically represented
in a vector space which summarizes their characteristics. Similarly, item-based [5]
collaborative filtering methods take advantage of rating information of similar items
which are reviewed by the target user in the past. In contrast to collaborative filtering,
content-based methods often utilize the vast overload of information on the media [6],
such as product reviews, customer opinions, and social media to directly make prod-
uct recommendation.

Although those approaches are studied extensively, data sparsity makes many well-
known prediction approaches perform poorly, such as in a cold-start situation. Re-
searchers proposed hybrid approaches to incorporate both user-item rating dataset as
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well as other contextual information in different scenarios, including social network
information, time information [7], etc. For instance, social trust or friend aware re-
commender approaches model trustworthiness or similarities of users. Jovian [8]
combined the feature of Twitter-followers, and generated a much more accurate esti-
mation of how likely a target user would like an App. Zhang [9] showed that there are
significant correlations between social network information and online purchases, and
presented a system that use Facebook likes for solving the task of products recom-
mendation. However, these research findings focused on the heterogeneous entity
relationships [10], and could not fully take advantage of the rich features in user so-
cial profiles like descriptions, which is poorly structured and difficult for machine to
understand.

Although a large amount of users preferred to introduce themselves comprehensive
through the description section of the social network sites, the semantic analysis is
difficult. Many studies have been devoted to the core problem of language under-
standing. Latent Dirichlet Allocation (LDA) and Latent Semantic Analysis (LSA) first
proposed to discover latent topics or concepts from large collection of documents in
the early time, which are however not useful for short texts due to topic sparseness
[11]. To improve understanding relevant information in short texts, ontology devel-
opment was considered as backbone to improve understanding concepts in semantic
web [12]. However, ontology is complex to build, and efforts would be wasted in
unnecessary labels. Therefore, to more generally understand the distribution of short
messages, we try to utilize knowledge bases to detect concepts of the user’s descrip-
tions.

Motivated by previous work, we propose a hybrid prediction framework, which le-
verages user social profiles to predict user behaviors. Moreover, we focus on model
user features generated from social profiles by knowledge base, which have been
proved to be better in understanding the target users and can achieve more promising
performances.

3 Extracting Key Features from Social Profiles

In this section, we extract key features from user social profiles. We then tried to ex-
plain users’ interests based on knowledge base.

3.1 Social Profiles

As we all know, when a user enters a social network, he or she needs to fill in some
personal information, like name, gender, and age, and most of them write a descrip-
tion of him or her in a short paragraph. Many research findings proved that the
description could describe the user sufficiently. We are to exploit the demographic
and text-content difference to facilitate prediction.

Demographic Difference: A large amount of work has studied demographic
distinctions in personalized services. Shepstone [13] showed that ratings for adver-
tisements recommended using the age and gender data were significantly higher than
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rating from randomly selected advertisements. Kau [14] indicated that “on-off shop-
pers” (people who inquire online but buy offline) are prevalently teenagers; “compar-
ative shoppers” (people comparing product features before buying) tend to be males
in their twenties; offline shoppers are mostly the people over 40. Based on previous
work, we take users’ gender, age into consideration.

Text-Content Difference: Formally, social network user offers a self-description for
self-introduction, which can be considered as a small window to make a big impres-
sion. Usually, the description is in just a few sentences, or a few vocabularies, but it is
a comprehensively detailed information about the user. Alexandre [15] explored
text-mining methods to improve classical collaborative filtering methods, and showed
that the result was quite encouraging. In order to better understand users’ interest, we
first convert the description into a bag-of-words vector, and try to conceptualize those
words by knowledge base.

3.2  Conceptualized User Interest by Knowledge Base

Many machine learning algorithms require the input to be represented as a fixed-
length feature vector. When it comes to texts, one of the most common fixed-length
features is bag-of-words. Bag-of-words features have two major weaknesses. On the
one hand, they lose the ordering of the words, therefore “the big bang” and “the bang
big” would have the same representation. On the other hand, they ignore semantics of
the words. For example, “football” and “soccer” is considered as two different objects
while essentially they are the same thing. This is why we try to describe user interests
by knowledge base called Freebase. We name the process of converting unstructured
user descriptions into structured interest vectors as the conceptualized process.

Freebase is a large collaborative knowledge consisting of entities and relationships
composed mainly by its community members. It now contains 2.3 billion instances of
relationships between 43 million entities. Freebase is widely used in academia and
industry in many research problems and applications. Each entity in Freebase is asso-
ciated with multi-domains that are related to this entity, each domain is with a weight
to the entity.

To resolve the weakness of bag-of-words referred above, we divided the under-
standing user interest into three distinct steps.

Step 1, to understand semantics of each word, as fig. 1 shows, we first segment a
sentence into sequential words vector Wsingie = {W;, Wz, w3 ...}, and try to search the
most related topics T; = {t; ,t;,,...,t; } limited by k for each word w; by Freebase.
ti; is a topic name i, with weight associated to the word difk’ which can be
represented as t; = {nijk:dijk}. We simply join the topics t0 Tsipgre = {t1,t2,t3 ...}
each topic T; is normalized by weight. When the same topic occurs, we combine the
topic together with the sum of weights.

Step 2, contrast to step 1, we segment sentences to double words represented
as Wioupte = {wywy, wows, ... }. Similarly with step 1, we get Tgoupie = {t1,t2,t3 -}
Generally speaking, an entity phrase name is less than 4 words. So we continue to
calculate Typipe and Tyygarupte-
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Step 3, we combine those topics to represent the user interests T = 0;Tsing1e +
02Taoubte + 03Ttripie + 0aTquaarupte » While 6 is the weight for each topic with
01+92+ 03+94=1

CIT T T T T]
NEARE

the big bang

Fig. 1. Conceptualized user interest vector by knowledge base

4 Prediction Framework

In section 3, we have discussed the features in social profiles. In this section, we focus
on training those features to predict user likes in YouTube. First, we will give the
formal definition of the problem. Then we try to predict user interested videos by
social profiles.

4.1 Problem Definition

Suppose we are given a social network G5 and an online media like YouTube GY.
Suppose the social network G5 have comprehensively detailed user profiles, while
the online media GY is without any information but user historical behaviors. The
social network G5 = (U,FS) contains user profiles, where U = {uy,u,, ...,u,} is the
set of wusers, and FS= DS UT® is the features in the social network.
D% ={dy,d,, ..., d;} represents a set of demographic difference like age, gender, loca-
tions etc. TS represents the text-content difference for user descriptions, which we
can simply use bag-of-words methods to describe, or use conceptualized interest vec-
tor by knowledge base. GY = (U,CY), is with the same users U, while CY =
{c1,¢3, ..., } 1s the set of categories user likes in YouTube.

Prediction Problem: suppose we have a social network G5 and an online media GY,
the task is to predict the categories that a user without any historical behaviors would
be like in GY with profiles from G5.

4.2  Prediction by Social Profiles

Prediction by User Demographic Difference

As we have mentioned before, users with different demographic features like age,
gender usually interest in different video clips. Since the demographic information is
abundant in Google+, we take it as a key feature to model user similarity [16]. To
represent the demographic information of a user, we collect all tags in the registration
information and build a tag space with dimension d. The tags of a user are converted
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into a demographic vector. The user u; can be represented by a vector x; € R%. The
normalized linear kernel to measure the user similarity is denoted as:

T
X~ Xj

T T
VXi X X7 Xj

To evaluate the degree of a user like a category in YouTube, we just calculate
whether the similar users like the category as follows:

_ Zn Si like(u, )
po(cilw) = _Sim(u, ) S oo like(ie,©)

Sim(ui,uj) =

where like(u,c) is the number of liked videos in category ¢ by user u, and C is the
set of all 18 YouTube categories. For example, if a user likes 3 videos from category

like(u,Music) __ 0.6 and

Music, and 2 videos from category Sports, we have S e like(ae)

like(u,Sports) _ 0.4
Ycec like(ug,c) o

Prediction by Text-Content Difference

A user use a short paragraph to introduce himself. Through the description is very
succinct, it fully expresses the user’s individuality. To predict a user’s interest videos,
we cannot just find the similar phrase used by users, because the words, like “favo-
rite”, are meaningless but frequently used, while noteworthy words like “football” are
sparse. Therefore, we do not collaborative filter by similar phrase, but set each word
as unit, and calculate the videos liked by each word, as follows:

n like(uy, ¢;)
Py, (w,c;) = Z B(up, W) =—————
wiwed = B W) S e (e

where B(u,w) equals 1 if the word w in user u description, and O otherwise. To
evaluate the degree of a user like a category in YouTube, we calculate the degree of a
user like videos as follows:

w
pr(eiu) = ) tfidf w)Pu(w,c)

were W is the words that the user u uses in his descriptions, tfidf (w) is the normal
tf-idf weight of the word w. The above formulation uses bag-of-words to represent
user’s descriptions. However, as we have explained, it is better to use conceptualized
interest vector calculated by knowledge base rather than bag-of-words to represents
the user. So, when it comes to interest vector, we first calculate as follows:

like(uy, c;)

n
Pig) =), Bluwd 5 like (it ©)

where B(u,i) equals 1 if the interest i in user u conceptualized interest vector, and
0 otherwise. Therefore, the degree of a user liking category in YouTube can be calcu-
lated as follows(I is the interest vector of user u):

1
prilen) = ) tfidf DPi(i.c)
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4.3  Prediction by Online Media Characteristic

Different network sites have different characteristic. For example, social network site
provide methods for user to intercommunicate with friends, like updating messages,
or sharing pictures. Video websites on the other hand provide ways to share video
clips to anyone for entertainment. Since we predict users’ like videos in YouTube, we
must take YouTube characteristics into consideration. As we can see from fig. 4, the
number of videos is unevenly distributed in different categories. Therefore, a reasona-
ble system predicts categories according to their popularity as follows.

() = Z" like(uy, ¢;)
PRRET = /0 TC like (ug, ©)

44  Prediction Framework

Section 4.2 and section 4.3 have presented the prediction methods of user likes in
video sites, based on social network user profiles and site characteristic, respectively,
we then presented combined strategy as follows:

p(cilw) = applcilu) + (1 — a)(B pplcilu) + (1 = Bpr(cilu))

where a and B is the weight, and pr,(c;|w) is either ppy (c;lu) or pr;(cilw).

5 Experiments

In this section, we first outline the real-world data set we have collected, and then
propose the predication strategies. In the end, we compare the effectiveness of differ-
ent strategies and try to analysis the result reasonably.

5.1 Data Set

To evaluate the performance of prediction approach, we use YouTube as the target
platform to predict likes, and Google+ as the auxiliary platform where social profiles
are used. YouTube, the largest video-sharing website in the world, provides interfaces
for its users upload, view and share videos. Once a user likes a video, the behavior
will be recorded and showed on the user’s homepage. Google+ is the second largest
social networking site in the world that is also owned by Google Inc. Google has
described Google+ as a “social layer” that enhances many of its online properties.
Many users in Google+ share the link of their YouTube homepage, so we can build
the relationship of user between YouTube and Google+ as the ground truth of our
proposed strategies.
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We collected 20,956 users from Google+ with detailed social profiles and who
have liked at least one video in YouTube. The social profile is described as Table 1.
The percentage of male user is 60.34%, while female is 39.34%, which is consistent
to the gender distribution published by Google. Users in this dataset liked 1,169,913
videos, where fig. 3 displays the power-law distribution of user liked videos. We
tagged the videos into 18 categories by YouTube categories. As fig. 4 shows, due to
the characteristic of video-sharing site, the Music category is the most popular of all
18 kinds.

In the experiments, we split the data into 11 sets, where 10 sets are used as train
sets, while the other one set is used as test set.

5.2  Prediction Strategies

We addressed the personalized video prediction problem by introducing cross-
platform user modeling, and tried to conceptualize those social profiles by knowledge
base. In our experiment, we set three strategies for prediction as follows.

1) Predicting only by YouTube popularity characteristic.(S1)
a=1

2) Predicting by YouTube popularity characteristics and social profiles from

Google+, where user description was represented as bag-of-words.(S2)
pr2(cilw) = prw(cilw)

3) Predicting by YouTube popularity characteristics and social profiles from
Google+, where user description was represented by interest vector conceptu-
alized by Freebase.(S3)

pr(cilu) = pri(cilu)

5.3 Result Analyses

In the experiment, we tried to adjust the weight factors a and B for acquiring the
best performance, where the minimum difference of a« and f was 0.01 and the range
was within [0, 1]. The result shows that the prediction by popularity has a significant
impact, especially in S2, a accounts for 50%. The result means that the characteristic
of an online media is worth to take into consideration. We can see that from fig. 3,
the proportion of category Music is 38%, for the reason that music video clips are
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generally short but have high appreciating rates, which is suitable for video sharing
media. On the other hand, the weight factor B is considerably small, which is not
surprising because the unstructured user description provide a much richer and more
relevant information with respect to demographic difference like age and gender.
Moreover, the weight factor @ and B in S3 are smaller than S2, which shows that
the proportion of user description is of greater importance after being conceptualized
by knowledge base, which means the conceptualization makes a better performance.

Applying the best performance of the above weight factors, we claulated the
average precision and NDCG through the number of recommended categories from 1
to 13 by the strategies. As we can see from fig. 4, through the characteristic of
YouTube makes the popularity prediction perform well, the social profile promoting
the result, which demonstrates the heterogeneous information is effective in
improving prediction performance. Furthermore, after the descriptions conceptualized
by knowledge base, the result is much more encouraging.
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Fig. 3. Performance of different strategies

More than 51% of the users liked video clips in less than 5 categories, therefore the
more invalid category we ever predicted, the less precision it would be, with the raise
of recall rate. Therefore, we chose the average presicison, rather than the F-score to
demonstrate the result. Due to the uneven distribution of video clips in YouTube,
users are very liked to like video clips those top popular categories. However, as user
cast his or her likes with more clips, the personality will be reflect, that is why the
strategy of popularity is not stable, and perform poorly when k is around 5. While
with the aid of information from social network, the prediction system became perso-
nalized and stable. Moreover, as we have explained before, bag-of-words model can-
not describe the user comprehensively. When the words were conceptualized by
knowledge base in our experiment, the unstructured descriptions were converted to
interest vectors, and indeed described the users better.

6 Conclusion

In this paper, we proposed a novel approach to predict user interest video categories
by utilizing user profiles from social network sites. By analyzing the features of user
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social profiles, we tried to describe a user through certain characteristics, especially
user description, which had been conceptualized from unstructured word into interest
vectors by knowledge base. Based on the differences of user features, we presented
approaches to predict user interest video clips, and several strategies by combining
those approaches together. We applied our strategies on a dataset of 20,956 selected
Google+ users, and the result demonstrated that heterogeneous social profile is
effective in improving prediction performance, especially with conceptualization of
user descriptions by knowledge base, which can obtain 8% average improvement in
precision.
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Abstract. With the development of Online Social Network, more and
more people are inclined to use OSNs to publish information due to its
strong interpersonal interaction. In this paper we apply epidemic model
to demonstrate user adoption and abandonment procedure in OSNs,
where adoption is analogous to the infective and abandonment is analo-
gous to the removal. We modified the traditional SIRS model by taking
infective-remoal theory into consideration such that the population of
the removal will influence the infective. The modified irSIRS model is
verified by real data crawled from Renren Network and Sina Weibo, and
the best fit curve exhibit the infective population increase rapidly and
decline slowly to an proportion in future time. Through experiments
irSIRS model is proved to predict demographic evolution well.

Keywords: epidemic model, social network, dynamic analysis.

1 Introduction

Online social networks(OSNs) are the most popular media today due to its strong
interpersonal interaction. With the development of OSNs, a lot of companies
like Renren Network, Sina, Tencent have established their own OSNs. It is more
obvious when the six degrees [1] of separation concept applied to OSNs, people
are connected by social ties or common interests and hobbies, so people from all
over the world may have a connection through OSN. Nowadays, some OSNs as
Sina Weibo and Renren Network have achieved great success, both of which is
worthy of high valuations based on their large amount of users and expectations
of growth in future. In spite of the success of those two OSNs, some OSNs have
risen and fallen in popularity during the last two decades, most representatively
the qzone created by Tencent. The active users in gzone is declining as well as
the value of qzone. The demographic dynamics governing the rises and falls in
OSN are therefore not only an academic problem but also a financial problem.
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No0.2013CB329601.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 93-103, 2014.
© Springer International Publishing Switzerland 2014



94 X. Zhu, Y. Nie, and A. Li

In this paper we analyze the demographic dynamics of OSNs by likening to
epidemic model, which is used to depict the infectious disease spread. The appli-
cation of epidemic model to OSNs demographic dynamics is intuitive, since users
usually join OSNs because their friends have already joined, which is analogous
to the procedure of spreading of infective disease. The abandonment procedure is
also similar to immunity, when users will leave OSNs for lack of interest, which is
analogous to getting immunity. Users may return to OSNs after a period of time
as the recover individual will lose immunity. From the above, we can apply epi-
demic model to demographic prediction intuitively. In section 2, we summarize
the related work for epidemic model and dynamic demographic analysis. In sec-
tion 3, an improved epidemic model is proposed to depict dynamic demographic
prediction based on traditional SIRS model. Then some experiments are shown
in section 4 to verified the improved model. At last in section 5 we summarize
our work and make a conclusion about application of epidemic model to OSNs.

2 Related Work

The outbreak and spread of infectious disease has been questioned and studied
for many years. The ability to make prediction to infectious disease spread is im-
portant to control the mortality rate of a particular epidemic. In 1927, Kermack
and McKendrick created a model [2] in which they considered a fixed population
with only three compartments:susceptible, infective and removal. They use those
compartment to depict the dynamics in epidemiology. In 1990s, a SIS model [3]
depicting computers and epidemiology is proposed by Kephart and White, which
helps people to realize how computer virus spread among computers. Moreover,
Pastor-Satorras proposed more general case the removal will lose immunity at a
certain ratio and can be infected again [4].

The OSNs can be depicted as a society infected by an epidemic disease as the
procedure of adoption and abandonment is similar to the procedure of infection
and recovery. A model of epidemic spreading in a population with a hierarchical
structure of interpersonal interactions is described and investigated numerically
by Grabowski and Kosiski [5], in which the structure of interpersonal connections
is based on a scale-free network. Social network theory can be also help with
understanding of process within animal populations such as disease transmission
and information transfer [6].

As OSNs and epidemic model have internal relations intuitively, it is reason-
able to apply epidemic model to predict demographic dynamics.

3 Epidemic Model

3.1 Traditional SIRS Model

The SIRS Model is a modified model of SIR model in which they considered
a fixed population with only three compartments: Susceptible, S(t); Infective,
I(t); Removal, R(t). The compartments used for this model are composed of
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three categories. S(t) is used to stand for the number of people not yet infected
with the disease at time ¢, or those susceptible to the disease. I(t) represents
the number of individuals who have been infected with the disease and capable
of spreading the disease to individuals in the susceptible category. R(t) denotes
those individuals who have been infected and then removed from the disease,
either due to immunization or due to death.

SIRS model have the same compartments with SIR model, however, the only
difference between them is R(t). In SIR model, individuals in R(t) category
cannot be infected again or transmit the infection to others. The flow of this
model can be depicted as follows: S—I— R. In SIRS model, R(t) category allows
members of the removals to be free of immunization and rejoin the susceptible
class. That model is simply an extension of SIR model and we can see from its
construction: S—I—R—S.

The classical SIRS Model for the spread of infectious disease is demonstrated
in Equations 1 - 3. The variable names are summarized in Table 1, which com-
pares the epidemic interpretation of the variables to equivalent OSN demo-
graphic interpretation of the variables. In general, the SIRS model is described
by three ordinary differential equations that depict how the rate of three com-
partments of the whole population N(susceptible S, infective I, removal R) evolve
in the period of a disease outbreak. We can learn from ODEs that Equations 1 - 3
sum up to 0. Mathematically, S+1+ R = N, which means we assume the popula-
tion remains constant during outbreak of disease. That assumption is reasonable
because the period of disease outbreak is short compared to the lifespan of all
the population.

as

= —BSI +aR (1)
dI
P BST —~I (2)
dR
P vI —aR (3)

Table 1. Terminology of Epidemic Model and OSN Demographic Prediction

Symbol Units Epidemic Model Parameter OSN demographic Parameter
S People Susceptible Latent OSN users
1 People Infective OSN users
R People Removal with immunity OSN abandoner
B Time * Infection rate Rate of latent users joining OSN
v  Time™! Recovery rate Rate of OSN users abandoning OSN
a  Time™! Average loss of immunity rate  Rate of users becoming latent users
u  Time™! Average death rate Rate of individuals leaving all categories
B Time™! Average birth rate Rate of newcomer joining latent users

Equation 1 shows that the rate at which the susceptible transfer to the in-
fective in proportion to the infection rate 3, the infective population and the



96 X. Zhu, Y. Nie, and A. Li

susceptible population. This indicates that an individual in the population must
be considered as having an equal probability as every other individual of con-
tracting the disease with a rate of 8. Therefore, an infected individual makes
contact and is able to transmit the disease with SN to others per unit time and
the fraction of contacts by the susceptible is S/ N, so the rate of new infection, or
the people leaving susceptible category, is SN (S/N)I = 5SI[7]. The removal lost
their immunity at a rate of o and then rejoin the susceptible class, so the rate
of new susceptible is aR. For the second Equation, 85I reveals the population
leaving susceptible class is equal to the population entering infective category.
However, a part of infection are leaving this class at a rate of « to the removal.
- represents the mean recovery rate or 1/ stands for the mean infective period.
In the last Equation, new removal is proportionate to recovery rate v and the
removal lost their immunity at a rate of a. Those processes which occur simul-
taneously are referred to as the Law of Mass Action, a widely accepted idea that
the rate of contact between two groups in a population is proportional to the
size of each of the groups concerned[8]. Finally, it is assumed that the rate of
infection and recovery is faster compared with birth and death rate, which are
ignored in this model.

There is no analytical solution to SIRS model, but the ODEs can be calcu-
lated by numerical method with initial conditions for each of the population
compartment: S(0) = Sp, I(0) = Iy and R(0) = Ry. Sp stands for initial pop-
ulation that is susceptible to contracting disease, and generally represents the
majority population at early times. Iy denotes the number of initial outbreak,
which is much smaller than the whole population. Iy must be a positive number
for an infection to spread as given in Equation 2. R represents the population
immune to the disease.

We also can find a character in Equation 2. If we set Equation 2 to less than
0 or equal to 0, we can obtain the immunization criterion as follow.

~y
So < 3 (4)

If equation 4 is satisfied, I can never increase. This is the basis for treatment
of disease. In the context of OSN, where OSN users are analogous to infective
population, the immunization criterion represents a condition under which the
OSN users will sharply decline.

The SIRS model can be applied to OSN with proper analogy. When applying
SIRS model to OSN, the susceptible is equivalent to the population which could
potentially join the OSN. The infective is analogous to OSN users. The infection
process in epidemiology can be depicted as contact between OSN users and
potential OSN users by invitation in physical world or through email. Finally,
the removal represent the people who resist OSN and reject to join OSN. A
summary of all OSN analogues to epidemic model parameters is listed in Table 1.
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3.2 Infective-Removal SIRS Model

While using the traditional SIRS model to capture demographic prediction, the
assumption of recovery rate is only related to population of the infective with a
recovery rate v in SIRS model is doubtful suitable for modeling the abandonment
of OSN[9][10]. Different from the assumption of a recovery rate for disease, OSN
users do not join in an OSN and then abandon it after a scheduled amount of
time. OSN users are leaving an OSN mainly due to the leave of a majority of
their friends which are newcomers of the removal. Every OSN users that joins
the network expects to stay unquestionably, but eventually loses interest as their
friends lose interest because OSN is a network laying emphasis on interaction.
That is to say the leave of one user’s friends may make influence on abandonment
of OSN. That notion is supported by work predicting customer churn in mobile
networks which show users are more likely to leave their network if their social
group have left [11]. Another aspect we need to take into account is birth rate
and death rate. In traditional SIRS model, birth rate and death rate are ignored.
In the context of OSN, compartments in all categories may suddenly leave due
to unexpected reason, such as account frozen, which is equivalent to accidental
death in epidemic model. In OSN, the rate of account frozen is bigger than the
rate of death as a result of spam users in OSN. Similarly, the rate of potential
OSN users is bigger than the rate of birth due to the robot could register OSN
user automatically. So it needs to consider birth rate and death rate in OSN. So
it is necessary to modify the traditional SIRS model to include above-mentioned
aspects, which provide a better description of OSN demographic prediction. The
general transfer procedure for fixed irSIRS model can be depicted as follows in
Fig 1.

Fig. 1. General Transfer Diagram for the irSIRS Model with Birth and Death Rate

To include the removal’s influence on the recovery procedure of the infective,
the recovery rate must be in proportion to both I and R. So is it natural to
let vIR denotes the recovery rate. So v/ in Equation 2 need to be modified to
~IR. To depict the robotic registration and sudden disappearance, birth rate B
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and death rate p are introduced. Finally the infective-removal SIRS model with
birth rate and death rate is demonstrated by the new ODEs as follows.

as

i —BSI+ BN — uS +aR (5)
I 361 — A IR — pI (6)
dt
C;]::’)/IR—/LR—QR (7)

In modified Equation 7, Ry is no longer an arbitrary number in irSIRS model,
because the magnitude of R is an important factor to recovery dynamics. Similar
to the requirement of a small number of initial infective population in traditional
SIRS model, the irSIRS model need a small quantity of initial removal popu-
lation. If Ry equals to 0, the recovery rate will be 0 permanently. None of the
infective will be recovered since recovery requires contact with recovered individ-
ual. Mathematically, the Equation 7 will be 0 constantly and I will grow until
all the S decline to 0, which means all the susceptible are infected. In context of
OSN, Ry could be the people who is indifferent to the OSN or resist joining the
OSN altogether.

An immunization criterion can derived for irSIRS model in Equation 6 similar
to SIRS model.

BSo < yRo + p (8)

If p is not taken into consideration, the immunization criterion would be
denoted as follows

So v
< 9)
Ry B (
Similar to the implication of Equation 2 in traditional SIRS model, if immu-
nization criterion is satisfied the I will never increase. It is also interesting to
find a recovery criterion in Equation 7 if we let it equal to 0 or bigger than 0.
Similar to immunization criterion, the recovery criterion is as follows

L>Htte (10)
Y
Similarly, if p is ignored, the recovery criterion would be as follows
Iy > @ (11)

gl

If the recovery criterion is satisfied, the removal category will increase con-
stantly until I(t) decline to the degree that recovery criterion is not satisfied any
more.
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3.3 Analysis of irSIRS Model

To analyse irSIRS model in context of OSN; it is important to adjust the factors,
such as «a, 3, v, B and p and monitor the curve’s change. That is to say it is need
to discover what influence the parameters make on irSIRS model. We use the
function ode45 in MATLAB to make a numerical solution to ODEs of irSIRS
model. oded5 is a solver for nonstiff problem with medium accuracy, most of
the time it could work well. To simulate a condition of a new OSN coming into
being which is analogous to outbreak of an epidemic disease, it is reasonable to
set Sy with a large proportion of the population and set Iy and Ry with a small
proportion of the population. Under that assumption, Sy, Iy, Ry are assigned
with 85, 10, 5. So the whole population N = 100. To simplify irSIRS model in
this paper, we suppose birth rate is equal to death rate with 0.01. Fig 2(a) -
Fig 2(d) is population evolution demonstration in OSN with irSIRS model by
different «, S and ~.

In Fig 2(a), parameters are assigned with & = 1.7, § = 0.3, v = 0.1. In that
condition, neither immunization criterion nor recovery criterion is satisfied. The
number of the infective will grow fast to a peak then decline slowly. In Fig 2(b),
parameters are assigned with a = 1.7, 8 = 0.005, v = 0.1. on that occasion, only
immunization criterion is satisfied. So the disease cannot spread and the amount
of the infective are gradually decrease to 0. In Fig 2(c), parameters are assigned
with a = 1.7, 8 = 0.01, v = 0.2. Under the circumstances both immunization
criterion and recovery criterion are satisfied, so it is similar to Fig 2(b). In the
last condition, Fig 2(d), parameters are assigned with o = 1.7, 5 = 0.1, v = 0.2,
only recovery criterion is satisfied. The infection is spreading and the infective
are recovering simultaneously, so the distribution of the infective and the removal
will float up or down and eventually approach to a constant.

Then we let o, 8 and «y be invariant and alter B and p to observe the changes
in irSIRS model. Fig. 2(e) - Fig. 2(h) show different curves with variant B and
u. In Fig 2(e), B =0.01 and p =0.015. It means the number of people suddenly
leaving OSN is more than the number of people joining OSN, so the removal is
declining, so does the population of N. On the contrary, in Fig 2(f), B =0.015
and p =0.01. Both the susceptible and the removal increase, so does V. In those
two circumstance, B and u are much smaller compared to «, 8 and 7, so it make
little influence to irSIRS model. In Fig 2(g), B =0.15, ¢ =0.1 and In Fig 2(h),
B =0.1, p =0.15, it is obvious that B and p make influence on irSIRS model
when they are in the same order of magnitude.

4 Experiments

4.1 Methods and Dataset

To test the theory of epidemic model in OSN, an early work has been done
by using publicly available Google search data as a proxy of users [12]. It is
convenient to get those data from Google Search Engine, but the substitutes
are not accurate as real data in OSN. In this paper, real data are available due
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to the API of OSN. It is naturally to suppose that a susceptible change to an
infective when the user register an account or publish the first message in a OSN.
So registration date or date of the first message are important parameters. It
is acceptable to assume an individual has abandon a OSN if he or she doesn’t
update any information. In this paper, the period is set with number 30 days.

The Renren Network and Sina Weibo are two famous OSNs in China, they
both have convenient APIs so the data is available. The Renren Network, for-
merly known as the Xiaonei Network is a Chinese social networking service that
is dubbed as a Chinese copy of Facebook. It is popular amongst college stu-
dents. Sina Weibo is a Chinese microblogging (weibo) website. Akin to a hybrid
of Twitter and Facebook, it is one of the most popular sites in China, in use
by well over 30 percents of Internet users, with a market penetration similar to
what Twitter has established in the USA [13].

4.2 Data Curve Fitting

We use 138,952 users in the Renren Network and 347,278 users in Sina Weibo
as a sample, those data are crawled through APIs randomly and we don’t get
rid of the spams. Then we normalize the number of users in different OSNs. The
infective category is the most important part, so we only analyse the infective
curve in this experiment.

The epidemic model is used to analyse the data by curve fitting the infective
I(t) population curve generated by irSIRS model to real data in OSNs. The curve
fitting is carried out using MATLAB by the following approach to determine the
best fit curve.

According to initial parameters Sy, Iy, Ro, «, 3, 77, the ODEs of irSIRS model
will generate corresponding I(¢). The sum of squared error (SSE) between real
data points and generated I(¢) curve is calculated. The best curve fitting is
defined as the I(t) curve minimizes SSE. It is recommended to calculate the
best fit curve by using lsqcurve fit function in MATLAB.

4.3 Result and Discussion

To validate irSIRS epidemic model in OSN demographic prediction, we make
experiments on both Renren Network and Sina Weibo. In the case of Renren
Network, we calculate the users from 2008. If a user has published a message in
a month, we divide the user into the infective category. If a user who doesn’t
publish any messages in three months, the user will be classified into the removal
category. If a user who doesn’t update any messages in half a year, the user can
be classified into the susceptible category.

With those prerequisite, we first apply the irSIRS model to Renren Network.
As shown in Fig 3(a), blue curve represent real data in Renren Network and the
green curve represent the prediction line with irSIRS model. The best fit curve
parameters are listed in Table 2. The real data collected through API shows that
from 2008 to 2010, the active users in Renren Network are increasing sharply. It
may be a result of that Renren Network made a pre-IPO announcement in 2011.
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After the peak of the curve, when the active users at the maximum point, the
number of infective population declines slowly as time passing by. As discussed
in sections before, recovery spreads infectiously, which means users begin to
leave the OSN after their friends have left the OSN. So more and more users
abandon the OSN then the number of active users in OSN will approach to a
constant ratio. By the best fit curve, we can make a prediction that the infective
population may fall to 40 percents by the year of 2015 and to 35 percents by the
year of 2016. Due to the best curve fitting is sensitive to the recent data, so the
prediction is more accurate if we get enough recent data.

Experiment in Renren Network with irSIRS Model Experiment in Renren Network with irSIRS Model

—real data
CulS — best fitting curve

—real data
— best fitting curve

%ED % 1 %ED / , 4
o f P

Population of th
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Fig. 3. Diagram with variant parameter values in irSIRS Model

Table 2. Best Curve Fitting Parameters in irSIRS Model

Fit « B8 o So Iv Ry SSE
Renren Network, irSIRS 0.0992 0.0286 0.0101 63.32 29.13 7.55 833.958
Sina Weibo, isSIRS  0.3739 0.0292 0.0112 74.56 20.13 5.31 1513.49

In Fig 3(b), we apply irSIRS model to Sina Weibo. As the biggest OSN in
China established in 2009, the infective grow rapidly after 2010 as shown in real
data. The number of infective reach to maximum value at around 2012. Then
the proportion of the infective start to decrease tenderly as a result of infective
removal theory. The registration of the spam also contribute to the decline of
the infective as well, some spams update a status and may hibernate for a long
time until they update the next information. We also can draw a best fit curve
to predict the infective population in the future as in the diagram. By the year
of 2016, the infective population will reduce to nearly 45 percents. But what we
have to say is that irSIRS model is similar to the Markov chain, it is sensitive
to the recent data. So we need more recent data to make eventual outcome of
the infective population.

It is also important to understand the nature of the asymmetry of the pre-
diction. Since the curves can be thought as equally probable future trajectories
for the OSNs. It follows that the OSNs are more likely to deviate from the best
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fit curve on the side of slower decline. The reason for the asymmetry is the de-
cline of the infective is entirely decided by the data after the peak. If the data
after peak is ignored, the solution in which the OSNs continue with a constant
infective population is possible with a finite SSE.

5 Conclusion and Future Work

In this paper we applied a modified epidemic model to describe the dynamics of
demographic evolution of the online social network. Using the real data in Renren
Network and Sina Weibo as a case study, we proposed a infective-removal SIRS
model based on the traditional STRS model to depict adoption and abandonment
activity of the OSN. The best fit curve with irSIRS model suggests that both of
the OSNs will undergo a slowly decline in the coming years. With the character
of sensitivity to recent data in irSIRS model, we may be apply this model to
prediction of dynamics of topics in future work.
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Abstract. Analysis on microblog sentiment is very important for microblog
monitoring and guidance of public opinion. According to the problem that pre-
cision of Chinese microblog sentiment analysis was low, this paper proposed a
model for analysis on Chinese microblog sentiment based on syntax parsing and
the support vector machine algorithm. Firstly, this paper built a fundamental
dictionary of emotion based on existing emotional words resources, and ex-
panded the dictionary by computing similarity of words. Then, it computed
emotional values of microblogs by syntax parsing and judged their emotional
tendencies. Finally, it selected a certain percentage of positive and negative
emotional microblogs as a training set. It utilized the support vector machine
algorithm to classify microblogs that didn’t belong to the training set and got all
emotional tendencies of microblogs. Experimental results showed that the
model proposed by this paper could achieve 77.3% precision. So the model is
effective.

Keywords: fundamental emotional dictionary, word similarity calculation, syn-
tax parsing, training set selection, support vector machine.

1 Introduction

Microblog is a social network platform for sharing information through broadcast of
short attention mechanism and it is one of the most influential products in Web2.0
era. As the main media in the social networking site, microblog is short, pithy and
fast. People tend to get information from microblog, such as news, opinions, com-
ments and entertainment. They convey their ideas, trends and attitude through micro-
blog [1]. Analysis on microblog emotion has extremely important practical signific-
ance for microblog monitoring and public opinion guidance. This paper divided mi-
croblog sentiment into positive emotion, negative emotion and neutral emotion and
research the classification of microblog sentiment.

Sponsored by National Key fundamental Research and Development Program
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Analysis on English microblog sentiment mainly focuses on the information of the
Twitter [2-5] and is generally divided into analysis of irrelevant theme and analysis of
relevant theme. Chinese microblog need word segmentation processing and often
produce new words. Therefore, methods of analysis on English microblog emotion
can’t be applied to Chinese microblog.

Analysis on Chinese microblog sentiment is still in its infancy, but it shows a rapid
development tendency in the past two years. It includes the research of recognition of
opinion bearing sentences and sentiment analysis. Microblog sentiment analysis most-
ly includes the method of manual annotation for microblog emotional tendency. As a
result, the workload is huge and time-consuming. Lin Jianghao et al established a
classification method of microblog sentiment based on Naive Bayes [6] and it
achieved good classification results. However, the sentiment classifier needs a large
training set to improve the classification performance and the training set still need
manual annotation. Therefore, this paper proposed a model for analysis on Chinese
microblog sentiment based on new words dictionary and syntax parsing. This model
judged microblog emotional tendency through automatic calculation of microblog
emotional value and had high accuracy. So it realized the purpose of reducing man-
power and saving time.

This paper studied the resource construction of sentiment analysis, emotional ten-
dency of words, discovery and sentiment analysis of Chinese microblog new words
and Chinese microblog sentiment analysis based on syntax parsing. Finally, it devel-
oped and realized a model for analysis on Chinese microblog sentiment based on new
words dictionary and syntax parsing.

This paper mainly includes the following three aspects:

1. Construction and expansion of Chinese microblog emotional dictionary

This paper built a fundamental dictionary of emotion based on existing emotional
words resources and judged sentiment polarity and intensity of new words by seman-
tic similarity calculation method based on "HowNet". Then it expanded the funda-
mental dictionary of emotion.

2. Analysis on emotional tendency of Chinese microblog based on syntax parsing

This paper pretreated Chinese microblog by word segmentation and removal of
forwarding tags. Then it calculated emotional value of Chinese microblog by cumula-
tive calculation of polarity based on syntax parsing. Finally, it judged emotional ten-
dency of Chinese microblog through its emotional value.

3. Secondary classification based on support vector machine

This paper selected a certain percentage of positive and negative emotional micro-
blogs judged by syntax parsing as a training set. Then, it utilized the support vector
machine algorithm to classify microblogs that didn’t belong to the training set and got
all emotional tendencies of microblogs.
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2 Construction and Expansion of Emotional Dictionary

As short text of 140 words, microblog mainly embodies its emotional tendency
through emotional words. So the construction and expansion of emotional dictionary
is the foundation of microblog sentiment analysis.

2.1 Fundamental Dictionary of Emotion

This paper built a fundamental dictionary of emotion which included commendatory
terms and derogatory terms based on “Chinese/English Vocabulary for Sentiment
Analysis (Beta version)” of “HowNet” [7], “National Taiwan University Sentiment
Dictionary (NTUSD)” 8], “The Students Appraise Dictionary” [9] and “The Chinese
Appraise Dictionary” [10].

This paper added positive emotional words of “HowNet”, “National Taiwan Uni-
versity Sentiment Dictionary (NTUSD)”, “The Students Appraise Dictionary” and
“The Chinese Appraise Dictionary” to commendatory dictionary. In the same way, it
added negative emotional words of “HowNet”, “National Taiwan University Senti-
ment Dictionary (NTUSD)”, “The Students Appraise Dictionary” and “The Chinese
Appraise Dictionary” to derogatory dictionary. Finally, the fundamental dictionary of
emotion it built included 5889 commendatory terms and 6255 derogatory terms.

2.2  Expansion of Emotional Dictionary

Calculation of Word Similarity
Word similarity is the degree that two words in different contexts can be used inter-
changeably without changing the syntactic and semantic structure of the text. Each
word of “HowNet” can be expressed as a few concepts, and each concept can be de-
scribed by some sememes [11].

For Word, and Word, , assuming their concepts are C,,C,,...,C

In

and
C,,.C,,,...,C,, , then their similarity was the maximum value of these concepts’ simi-
larity:

Sim(Word,,Word,)= max Sim(C,.C,,) (1)

i=l..n,j=l..m

In “HowNet”, the similarity of concepts C, and C, is constituted by first basic

sememe, other basic sememes, relational sememes and relational symbols. They are
Sim, (C,,C,), Sim,(C,,C,), Sim,(C,,C,) and Sim,(C,,C,). So the similarity of
C, and C, was:

Sim(C,.C,) ZﬂHSzm C.C,) 2
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Among them, S (1<i<4) is adjustable parameter and meet: £+ f3, + 3, + f, =1
and B = f, 2 3,2 f,. Parameter S reflects the contribution of Sim; for concept
similarity.

For sememes F, and P,, their similarity was calculated by their semantic dis-
tance:

. o
Sim(RR)= 5 myra ©)
172

D(P,P,) was the path length of B, and P, in sememe hierarchy system and

o is adjustable parameter.

Calculation of Sentiment Polarity and Intensity for Unknown Emotional Words
The calculation process for the emotional value of unknown emotional word was
shown in Fig. 1:

Unknown

emotional word |

_

S

Fundamental
dictionary of
emotion

A 4

Whether itis in
HowNet

A

4
It is defined in
HowNet

It is not defined
in HowNet

\

ICTCLAS
segments word

Calculation of
word similarity

\ 4
The result o

sentiment

analysis for it
/

A

segmentation
results

_

v

Fig. 1. Calculation process for emotional value of unknown emotional word

This paper calculated word similarity of unknown emotional words and words in
the fundamental dictionary of emotion to judge its sentiment polarity and intensity.
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It marked commendatory terms with POS and marked derogatory terms with
NEG . Then, it judged unknown emotional word like Word as follows:

1. Firstly, this paper judged whether Word was in “HowNet”. If Word was in
“HowNet”, it went to step 2. Otherwise, it went to step 3.

2. This paper calculated Sim(Word , pos) which was the similarity of Word and

each commendatory term pos in POS. It sorted them and stored them in array
WP . Then it calculated Sim(Word,neg) which was the similarity of Word and
each derogatory term neg in NEG . It sorted them and put them in array WE . It
set ¢, as a threshold. We concluded that two words are similar when their similarity
was greater than ¢; which was 0.6 in this paper. Then, it counted N, which was
the number of elements that were larger than ¢, and N, which was the number of
elements that were larger than ¢, . It set N =max(N,,N,). So the emotional value

of was:

Sentiment Word (ZWP ZWE J @

i=0 j=0

This paper got the emotional value of Word according to the formula (4). Then it
judged the emotional tendency and intensity of Word as follows:

> 0:Word is positive, its intensity is |Sentiment (Word )|
Sentiment (Word) < 0:Word is negative, its intensity is |Sentiment (Word )| 5)

= 0:Word is neutral

3. This paper split Word into Word, and Word, so that Word, and Word,
were in “HowNet”. It calculated Sentiment(Word,) which was the emotional value

of Word, and Sentiment(Word,) which was the emotional value of Word, .

Then, the emotional value of Word was:

Sentiment (Word ) = J3, Sentiment (Word, )+ f3,Sentiment (Word,, ) (6)

S, and B, were adjustable parameters and they met: S + /3, =1.

It calculated the emotional value of Word according to formula (6) and got the
emotional tendency and intensity of Word according to formula (5). If Word, or

Word, was named Entity, the emotional value of Word was 0. If Word, (i=1,2)
was adjective and Word, , was not adjective, it set: S =1. Otherwise, it set:

B,=05,5,=05
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3 Analysis on Microblog Sentiment Based on Syntax Parsing

3.1 Extraction of Emotional Modifier

Dexi Zhu in “Syntax Handouts” [12] defined adverbs as function words and consi-
dered adverbs included scope adverbs, degree adverbs, time adverbs, negative adverbs
and reduplicative adverbs. It was generally believed that negative adverbs and degree
adverbs could change the emotional polarity and intensity of emotional words which
they modified. Therefore, negative adverbs and degree adverbs were emotional mod-
ifier.

Negative Adverbs

Min Liu in “Study of Chinese Negative Adverbs Origin and Diachronic Evolution”
[13] pointed out that there were 43 negative adverbs in Chinese. Based on this, this
paper added adverbs which contained negative sememes in “HowNet” to negative
adverbs and built a word set which had 73 negative adverbs.

Degree Adverbs

Huang Lin etc. in “On the Characteristic, Range and Classification of Adverbs of
Degree” [14] summarized 85 degree adverbs and classified them from low, medium,
high to maximum. Therefore, we built a word set which had 85 degree adverbs.

3.2  Pretreatment of Chinese Microblog

This paper pretreated Chinese microblog as the following steps:

1. It removed meaningless forwarding tags in Chinese microblog.

2. It added degree adverbs and negative adverbs to ICTCLAS user-defined dictio-
nary and then segmented Chinese microblog with labels.

3. It extracted time words, location words, orientation words, pronouns, numerals,
quantifiers, prepositions, auxiliaries, interjections and modal particles which were
unemotional from segmentation results to build the list of microblog stop words. In
addition, 38 words of opinion in “Chinese/English Vocabulary for Sentiment Analysis
(Beta version)” of “HowNet” and those unemotional words which had high frequency
in segmentation results were added to the list of microblog stop words.

4. It extracted nouns, verbs and adjectives from segmentation results and calculated
the emotional value of these words.

3.3  Analysis on Collocation pattern of Emotional Phrase

This paper analyzed phrase patterns of emotional words modified by negative adverbs
and degree adverbs and microblogs which contained adversative conjunctions.
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Negative adverb + Emotional word

The emotional word would change its emotional polarity and attenuate its emo-
tional intensity when it was modified by negative adverb.

This paper took the weight of negative adverb for: y,,,=-0.8.
Degree adverb + Emotional word

The emotional word would change its emotional intensity when it was modified by
degree adverb.

This paper separately took the weights of maximum, high, medium and low degree
adverbs for: 7, =2.0,%,, =1.75,7,0s =1.5,%,, =0.5.

Negative adverb + Negative adverb + Emotional word

The emotional word would keep its emotional polarity and attenuate its emotional
intensity when it was modified by two negative adverbs.

Therefore, this paper took the weight of double negative adverbs for:
Yies X Vieg = 0.64.

Degree adverb + Negative adverb + Emotional word
Firstly, the emotional word would change its emotional polarity and attenuate its
emotional intensity when it was modified by negative adverb. Then, the collocation
pattern would change its emotional intensity when it was modified by degree.
Therefore, the weight of the modifier was the product of the weight of degree ad-
verb and the weight of negative adverb.

Negative adverb + Degree adverb + Emotional word

Yanxia Shang in “A semantic and pragmatic analysis of concurrence of degree
adv. and bu” [15] pointed out that “not + degree adverb + adjective” was attenuation
of higher magnitude rather than negative.

Therefore, this paper took the weight of the modifier for: |}/”eg X Viow|=0.4 .

Clause 1 + adversative conjunction + clause 2
If two clauses are connected by adversative conjunction, the emotional value of the
sentence was the same as clause2.

3.4  Analysis on Emotional Tendency of Chinese Microblog

This paper calculated the emotional tendency and intensity of Chinese microblog
based on segmentation results. Firstly, it removed stop words according to stop word
list. Then, it extracted n emotional words Word,,Word,,...,Word, from each micro-

blog. Finally, the emotional value of microblog Tweet was:

Sentiment (Tweet) = i 7, X Sentiment (Word,) @)
i=1
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Parameter y, was the weight of emotional word Word, . If there was no modifier
before Word,, it set: y, =0. If there was modifier before Word,, it judged the col-

location pattern of the modifier according to the 3.3 section and then decided the val-
ue of parameter ¥ . If Tweet contained adversative conjunction C, the weight of

Word,; before C was 0.

The value of Tweet could be calculated through formula (7). Then, the emotional
tendency and intensity of Tweet could be judged as follows:

>0:Tweet is positive , its intensity is|Sentiment(Tweet)|
Sentiment (Tweet )< 0 : Tweet is negative , its intensity is|Sentiment(Tweet)| (8)

=0:Tweet is neutral

4 Secondary Classification Based on Support Vector Machine

4.1  Support Vector Machine

Support vector machine is a machine learning method based on VC dimension theory
of statistical learning theory and structure risk minimum principle. Support vector
machine can find an optimal hyperplane which can ensure classification accuracy and
maximize blank space on either side of the hyperplane. The algorithm can obtain a
good statistical law even though the statistical sample size is less.

The basic idea of support vector machine is finding an optimal classification
hyperplane of two classes of samples. For texts, the optimal classification hyperplane
is the hyperplane which can separate two kinds of texts accurately and make the clas-
sification interval maximal. The former ensures the empirical risk minimum and the
latter minimizes the confidence interval so that the real risk is minimal.

4.2  Secondary Classification of Microblogs

This paper calculated the accuracy rate of positive emotional microblogs and negative
emotional microblogs and marked them with F, and P, . It marked the number of

positive emotional microblogs and negative emotional microblogs judged by the
model with N, = and N, .Itset: N =min(Npm><Pl,Nm,g><P2).

neg train

This paper sorted positive emotional microblogs according to their emotional val-

ues from 3.4 section and stored them in array POSBLOG . Then, it sorted negative

emotional microblogs according to their emotional values from 3.4 section and stored

them in array NEGBLOG . It stored neutral microblogs judged by 3.4 section in ar-
ray NEUBLOG .

It selected maximum N emotional values of microblogs in POSBLOG and

train

minimum N, emotional values of microblogs in NEGBLOG to build the

train
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training set of support vector machine. Then, it utilized the support vector machine
algorithm to classify microblogs that didn’t belong to the training set. We selected
document frequency as characteristic evaluation function of the support vector ma-
chine.

Finally, it got all emotional tendencies of microblogs through sentiment analysis
model based on syntax parsing and support vector machine. When microblogs belong
to the training set, it judged them through their emotional values as we presented in
the 3.4 section. Otherwise, it judged them by support vector machine.

5 Experimental Results and Analysis

5.1 Experimental Data Set

The microblog data set of this paper came from task 3 of COAE2013 and included
51865 microblogs. COAE2013 was the fifth Chinese opinion analysis evaluation
which was aimed at promoting the research and application of Chinese tendency
analysis. Its objective was establishing and perfecting fundamental data set and evalu-
ation of Chinese tendency analysis.

5.2 Experimental Results and Their Analysis

This paper analyzed sentiment of 51865 microblogs and calculated emotional value
of each microblog. As COAE2013 annotated emotional tendency of some microblogs
which contained keywords of “mengniu”, it analyzed emotional tendency of 5052
microblogs which contained “mengniu” and calculated accuracy rate precision,

recall rate recall and F value F of analysis results. The microblogs which were
not annotated were marked manually.
The calculation formula of accuracy rate precision was:

the correct number of the class judged by this paper

precision = - - C)]
the number of the class judged by this paper
The calculation formula of recall rate recall was:
recall = the correct number of the class judged by this paper (10)
the number of the class
The calculation formula of F value F was:
Fe 2X precisionXrecall an

precision + recall
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Table 1. Experimental results of different methods

Analysis method ]jiva.luation l.)ositive Negative Neutral

indicators | microblogs | microblogs | microblogs

precision 0.570 0.940 0.600

Syntax parsing recall 0.950 0.521 0.750

F value 0.713 0.670 0.667

. precision 0.690 0.844 0.600

+Sup§£‘:i’; pasing [ recall 0.788 0.763 0.750

F value 0.736 0.801 0.667

This paper designed two experiments to compare effects of sentiment analysis
based on syntax parsing and sentiment analysis based on syntax parsing and support
vector machine. The experimental results were shown in Table 1.

It could be seen from table 5-1 that the sentiment analysis based on syntax parsing
and support vector machine had a better overall effect than the sentiment analysis
based on syntax parsing. Among them, the effect of positive microblog analysis was
slightly improved. And the effect of negative microblog analysis was significantly
improved. At the same time, the overall accuracy rate of microblog sentiment analysis
increased from 69.3% to 77.3%. Therefore, the analysis method based on syntax pars-
ing and support vector machine was more effective.

The precision of positive microblog analysis was low because of not considering
ironies. And the precision of neutral microblog analysis was low because of not dis-
cussing rhetorical questions and general questions. In addition, this paper didn’t add
emotional dictionary of network to fundamental dictionary of emotion. Therefore, the
effect of sentiment analysis was decreased.

Table 2. The optimal results of COAE2013 and the experimental results of model based on
syntax parsing and support vector machine

Analysis method Evaluation Positive Negative Macro
indicators | microblogs | microblogs average

. precision 0.350 0.440 0.395
Opiima results of recall 0.526 0.536 0.531

F value 0.351 0.397 0.374

Syntax parsin precision 0.690 0.844 0.767

SO e e recall 0.788 0.763 0.776
TouPP Fvalue | 0.736 0.801 0.769

This paper also compared the optimal results of COAE2013 and the experimental
results of model based on syntax parsing and support vector machine. They were
shown in Table 2. Among them, macro average was the average of positive micro-
blogs and negative microblogs.

It could be seen from Table 2 that the sentiment analysis based on syntax parsing
and support vector machine had better effects of all indexes than the optimal results of
COAE2013. Therefore, the sentiment analysis model based on syntax parsing and
support vector machine is effective.
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6 Conclusion

This paper proposed a model for analysis on Chinese microblog sentiment based on
syntax parsing and the support vector machine. This model realized the function of
automatic sentiment annotation for Chinese microblog and achieved 77.3% precision.
Therefore, the model is effective.

The next step is to add rhetorical questions, general questions and exclamatory sen-
tences to this model to improve the classification performance.
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Abstract. Community detection has been wildly studied during the past years
by varies of researchers, and a plenty of excellent algorithms and approaches
have been proposed. But networks are becoming larger and higher complicated
in nowadays. How to excavate the hidden community structures in the expand-
ing networks quickly with existing excellent methods has become a challenge.
In this paper, we designed a parallel community discovery framework based on
Map-reduce and implemented parallel version of some excellent existing stan-
dalone community detection methods. Results of empirical tests show that the
framework is able to significantly speed up the mining process without com-
promising the accuracy excessively.

Keywords: parallel, Map-reduce, community detection.

1 Introduction

In recent years, researchers have been carrying out plenty of productive studies focus-
ing on the statistical properties of networked systems, such as social networks, tech-
nological networks and so on, and a few properties have been found that seem to be
common to many networks: The small-world property [1], the scale-free feature [2]
and community structure pattern [3]. Uncovering the community structures in net-
works is not only very important for studying organization structure and analyzing
functional features, but also can help people to dig out valuable hidden information
and can be used in lots of applications such as product recommendation.

Researchers in many disciplines, starting from their respective fields, have been
performing in-depth and meticulous studies, and have proposed plenty of excellent
algorithms to discover the hidden community structures. However, algorithms are all
marked with time brands, and each algorithm is proposed to solve the problem of that
period. Early algorithms are generally used to handle small real networks such as
Zachary's karate club network and Dolphin social network, et al. Representative
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algorithms of that era are GN algorithm [1] and hierarchical clustering [4]. Although
GN has a running time of O(m’n), where m and n represent the number of links and
nodes, respectively, it is acceptable because of the size of the small network to be
tackled.

Nowadays, with the rapid advancements in science and technology, more and more
systems with network representation are showing more and more complex structure
and larger scale. Actually, many of today’s complex networks consist of millions or
billions of nodes. A recent report published by Business Insider [5] in 2014 says that,
the largest social media application — Facebook has and holds more than 1.16 billion
monthly active users. Nevertheless, traditional community detection methods have at
least two deficiencies: 1) Bad scalability. For any community detection algorithm, the
amount of resource consumption will increase as network size expands. But most of
the traditional algorithms are designed on single-core CPU, and due to production
technology restrictions, single-core CPU has encountered performance ceiling in both
performance/price ratio and performance/power ratio. To make matters worse, the
microprocessor industry has shifted from maximizing single-core performance to
integrating multiple cores on a single processor, which restricts the scalability of tra-
ditional methods. 2) Low efficiency. Current mainstream commercial servers are
equipped with multi-core processors, but traditional methods can only use one of
them, so the servers cannot be effectively put to good use. These restrictions will
result in the existing excellent algorithms into trouble when confronted with larger
scale networks. How to quickly and accurately identify the community structures in
the expanding and complicating networks, has become a serious problem.

In this paper, we focus on designing a parallelization framework for existing excel-
lent algorithms but not developing new methods. With the help of multilevel k-way
partitioning algorithm and Map-reduce parallel programming framework [6], we pro-
pose a parallel framework for community detection in complex networks.

The rest of this paper is organized as follows. Section 2 briefly reviews some
concepts and related works. Section 3 provides detailed description of the framework.
In Section 4, we conduct a couple of experiments and analyze the results. Finally, we
summarize our work and give out future research directions in Section 5.

Fig. 1. A small network with three community structures surrounded by dashed circles
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2 Related Works

In our framework, there are three key technologies: Multilevel graph partitioning,
Map-reduce and non-overlapping community detection. They are playing different
roles in the framework. We use the multilevel graph partitioning method to ensure the
balance of data segmentation and the accuracy of the results. Map-reduce provides a
natural framework for parallel computing, which is able to speed up the data
processing and guarantee the scalability. Non-overlapping community detection, just
as its name implies, is in charge of uncovering the hidden community structures
in which there are no overlaps. In this section, we will briefly review the relevant
studies.

2.1  Multilevel k-Way Graph Partitioning

A network can be mathematically represented as a graph G = (V, E), where V contains
all the nodes and E is the edge-set. Graph partition [7] problem is defined as partition-
ing a graph into smaller components with specific properties. For instance, k-way
partition strategy divides the node-set into k smaller components or sets. For the pur-
pose of non-overlapping community detection, a good partitioning method always
tends to walk on the path between communities and avoid going across communities
to destroy the structures. Take Fig.1 as example, excellent partitioning methods will
prefer to cut off the red-color edges between the communities (inter-community links)
rather than cut off the black-color edges within the communities (intra-community
links).

Uniform graph partition aims to divid a graph into approximately equal sized com-
ponents and there are few connections between the components. However, graph
partition problems belong to the category of NP-hard problems. Solutions to these
problems are generally using heuristics and approximation algorithms, such as spec-
tral partitioning, geometric partitioning and multilevel graph partitioning method.
Among the three types of methods, multilevel graph partitioning method is able to
produces high quality partitions within a short period of time [8].

Partitioning phase

Fig. 2. Schematic diagram of multilevel k-way partitioning method



118 S. Jin et al.

Based on the multilevel paradigm, Karypis and Kumar presented a k-way graph
partitioning method, whose complexity is linear on the number of nodes in the graph
[9]. More than that, it is able to tackle power-law networks. Briefly, graph partitioning
process with this method is similar to the process of collapsing and expanding the
directory tree, it consists of three phases which is shown in Fig.2: Coarsening phase,
Partitioning phase and Un-coarsening phase. The process works as follows:

Coarsening phase: The original graph G, is transformed into several smaller graphs
by merging adjoining nodes together, such as G,,G,, ..., G, and Vil > Vi >...>IV|l.
The smallest graph G, generated at the end of this phase only contains hundreds of
nodes, and each node is marked with weight representing how many nodes are there.

Partitioning phase: Take G, as a weighted network with only hundreds of nodes,
and some simple clustering methods, such as Kernighan-Lin [10] and Fiduccia- Mat-
theyses [11], are able to divide it into k approximately equal partitions. In order to
ensure the balance among the partitions and the integrity of the community structures,
generally, the size of the partitions is allowed to fluctuate within a certain range. The
rang is controlled by a unbalance coefficient - &, and for any final partition, it should
meet the condition: 1 —§ < % <1+%,1<i<k, where IP| means the number
of nodes in partition P; and IVl represents the total number of nodes in the original
graph.

Un-coarsening phase: Mapping the partitions in the smaller graph onto the larger
graph to get the partitions in the larger graph, it reverses the coarsening phase. At last,
we will get the final partitions on Gy.

2.2 Map-Reduce Programming Interface

Map-reduce adopts a flexible computation model with a simple interface consisting of
“map” and “reduce” functions which can be customized by application developers.
Hadoop is a java based open source implementation of the Map-reduce. The architec-
ture of Map-reduce programming interface provided by Hadoop is shown in Fig.3.

Applications Users' applications

Job  |ChainMapper |HadoopStreamin [HadoopPipes|

Tool

o0 ControllChainReducer|g(Python,PHP...) [(C,C++)
Programming | Input o Output
Interface(java)l Format Mapper | Partitioner | Reducer Format

Map-reduce runtime

Fig. 3. Architecture of Map-reduce programming interface

The entire programming model located between Map-reduce runtime and users’
applications can be divided into two layers. The first layer is basic Java-based API
and consists of five fundamental programmable components. The second layer is a
tool layer offering at least four programming toolkit, it is designed mainly for the
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convenience of users to write complex Map-reduce applications and to increase plat-
form compatibility for other programming language, such as PHP, C++, C and
Python.

JobControl provides a method for users to write complex applications consisting of
several dependent jobs and these jobs often constitute a directed graph.

ChainMapper/ChainReducer makes it convenient for users to write chain jobs,
namely there are several Mappers during the map phase or reduce phase in the form
below: [Mapper + Reducer Mapper*].

Hadoop Streaming allows users to specify an executable file or script as a Mapper
or Reducer when using non-Java language.

Hadoop Pipes is a package specially designed for C/C++ programmers to write
Map-reduce applications.

2.3  Non-overlapping Community Detection Algorithms

During the past decade, hundreds of community detection themed papers have been
published and several surveys have been conducted in [12-15]. Technologies and
requirements are complementary and mutually reinforcing, and both have time brand
mark. Earlier methods are carried out to deal with the smaller networks with simpler
structures and have reference value for subsequent methods. Generally, early methods
are with high computational complexity and low accuracy. So, in this section, we only
talk about some excellent non-overlapping community detection methods carried out
in recent years and related to our work.

OSLOM (Order Statistics Local Optimization Method) [16] is a clustering algo-
rithm designed and implemented by Lancichinetti et al in 2011. It is based on the
local optimization of a fitness function expressing the statistical significance of clus-
ters with respect to random fluctuations, which is estimated with tools of Extreme and
Order Statistics. Statistical significance is defined as the probability of finding the
cluster in a random null model [17], i. e. in a class of graphs without community
structure. In OSLOM, they use the configuration model [18] as null model.

In 2007, Etienne Lefebvre developed a greedy optimization method to detect
community structure. Then the method was improved and tested by Vincent Blondel,
Jean-Loup Guillaume and Renaud Lambiotte. The method is now called Louvain
method [19]. It attempts to optimize the "modularity”, Q, of a partition of the network
and is performed in two steps. In the first step, firstly, each node is considered as a
community, then for a node, it looks in its neighbors to optimize modularity Q by
removing its neighbor out from its community and by placing its neighbor in the
community. In the second step, it aggregates nodes belonging to the same community
and builds a new network whose nodes are the communities. These steps will be re-
peated iteratively until a maximum of modularity is gained and a hierarchy of com-
munities is produced. The exact computational complexity of the method is not
known, but the method seems to run in time O(nlog n), and most of the computational
effort is used in the first step.

InfoH (Infohiermap) [20] is proposed by Rosvall and Bergstrom in 2011 based on
their previous work — Infomap [21] in 2008. InfoH uses multilevel coding strategy to
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encode every level. The lowest level is the nodes, next is community level consisting
of nodes, and higher level is super-community level consists of communities. Every
level is encoded by information coding strategy. It takes the minimal description
length of information flow in the network as the target and transforms the problem of
community detection into finding optimally coding schema problem. The process can
be carried out with greedy search strategy and simulated annealing strategy.

3 Parallel and Scalable Non-overlapping Community Detection
Framework

In this section, we will talk about the parallel and scalable framework for existing
excellent non-overlapping community detection methods, which is shown in Fig.4.

Non-overlapping Result
Communit Output
y Collect P
detection method

Gl |—>| Mapper 1
G2 |—>| Mapper 2

Multilevel k-way
Partitioning

Reducer 1

Result

Reducer r

Gk I—»I Mapper k

Network Sub Networks Map Phase Shuffle Reduce Phase

Fig. 4. Parallel and scalable non-overlapping community detection framework

In the framework, multilevel k-way partitioning method is used to divide network
G into sub networks and all sub networks are stored in the HDFS. Then each mapper,
a recreation of any excellent non-overlapping community detection method with Ha-
doop streaming, will take a sub network as an input split, read the key/value from the
split into memory and carry out calculation on the data. Then the results (the commu-
nity structures on all sub networks) from the mappers will be sent to reducers as input
data, the reducers combine all the results together and write them into the HDFS. As
we have introduced the multilevel k-way partitioning method in Sect.2, here we just
talk about the data processing in Hadoop streaming, which is shown in Fig.5.

The components surrounded by the red dashed line are provided by Map-reduce
and Hadoop Streaming. “Key/Value parse” is responsible for reading data from data
split and translating it into key/value format and push it to the “mapper wrapper”. The
“mapper wrapper” is used to push data into the input stream “STDIN”, “converter”
reads the key/value data, converts it into the corresponding format required by
the non-overlapping community detection method in “mapperl” and constructs a
sub network in the memory, which is used as input for “mapperl”. Here, we use
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“mapperl” and “reducerl” to differentiate them from the traditional “mapper” and
“reducer. “Mapperl” is the community detection method which can be an executable
file or script in any programming language, it is responsible for discovering the com-
munity structures in the sub network and outputting the result in the key/value format.
The results from all the mappers will be pushed to the “reducer1” via the “shuffle”.
“Reducerl” allows users to customize what to output and in what format, it combines
the results and write them into the output stream “STDOUT”, and then the results
flow towards the “Output Collector” and finally written into the HDFS.

STDIN ’ Converter ‘—Pl Mapperl ‘M’ _Sh;ff;_‘:
Graph result '

s

<key,value>

. Reducerl
Mapper Wrapper
PP PP | STDOUT

. ~ .
\ <key,value> ! I output
-

Key/Value Parse @
Collector

. Datasplit. _ . _ . _ . _ . _ . _ . . . . .. _._._._. J

Fig. 5. Detail information of data processing with Hadoop Streaming

In the framework, we have implemented several kinds of “converter”, such as Pa-
jek, LFR and GML format converter, and some reducerl models for users to custom-
ize. In the mapperl, the only thing users should do is to convert the output of the
community detection method into the key/value format. So, theoretically, with our
framework, users are able to parallelize any non-overlapping community detection
method without understanding how it is designed and implemented but just should
know how to read data from the STDIN and write data to the STDOUT with the cor-
responding programming language.

4 Experiments and Analysis

4.1 Experimental Environment and Data Sets

All the experiments in this paper are running on a Hadoop-1.1.1 cluster of Hunan
Antivision Software Ltd. The cluster consists of 20 PowerEdge R320 servers (Intel
Xeon CPU E5-1410 @2.80GHz, memory 8GB) with 64-bit NeoKylin Linux OS,
servers are connected by a Cisco 3750G-48TS-S switch. We will test the accuracy
and the speedup ratio of the framework with the methods mentioned in Sect. 2.3.
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Table 1. Properties of four LFR generated networks used in the experiments

Data set n avg(d) max(d) | Y ﬁ u Community size
D1 200,000 35 100 2 1] 0.3,045,0.60,0.75 [30, 120]
D2 200,000 35 100 2 2] 0.3,045,0.60,0.75 [30, 120]
D3 200,000 35 100 3 1] 0.3,045,0.60,0.75 [30, 120]
D4 200,000 35 100 3 2] 0.3,045,0.60,0.75 [30, 120]

We use LFR [22] benchmark to generate several networks as data sets. With LFR,
users are able to control some network properties: network size (n), degree distribu-
tion (y, max(d)), community structure (B, u). vy is an exponent for the degree distribu-
tion ranging between [2, 3], max(d) means the maximal degree and [ is an exponent
for the community size distribution ranging between [1, 2]. u means the percentage of
edges of a node connected with nodes in different communities, ranging between [0,
1]. NMI [23] is used to evaluate the accuracy of non-overlapping community detec-
tion methods, it is shown as below:

1(X;Y) (1)

JHX)H®Y)

Where I(X;Y) means the mutual information between the random variable X and Y,
and H(X) and H(Y) represent the entropy of X and Y, respectively. NMI calculation
needs a lot of memory and CPU time, so we just set #=200,000 in our date sets.

NMI(X;Y)=

4.2  Accuracy Test of the Framework

In this section, we first test the edge cut off ratio by the multilevel k-way partitioning
method and then test accuracy of 3 excellent non-overlapping community detection
methods parallelized by us with our framework.
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Fig. 6. Links cut off ratio during the partitioning process
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Fig. 7. Intra-community links cut off ratio during the partitioning process
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From Fig.6, we find that the number of links cut off by multilevel k-way partition-
ing method is positively related to the number of partitions, and the percentage of
links cut off will get close to the parameter u with the increase of partition number.
For a certain partition number, the larger the u is, the higher percentage of links will
be cut off.

From Fig.7, we find that only few of intra-community links are cut off the parti-
tioning method, which means that only few of the community structures are destroyed
during the partitioning process, and when increase the partition number, the intra-
community links cut off ratio will decrease. And only very large u is able to result in
higher loss of intra-community links, such as u=0.75, but in this case, it means that for
an arbitrary node, most of its neighbors are not in the same community with is, which
is obviously meaningless for community detection. And besides, by contracting all the
results in Fig.6 and Fig.7, we can infer that the performance of multilevel k-way parti-
tioning method is fairly stable.

Next is the accuracy test of the framework. In the test, we compare the parallelized
version of methods corresponding to the cases # >1, where # means partition number,
with the standalone version (the case # =1). All the results are shown in Fig.8-Fig.10.

1.02

1.00 W»«.Sg:;__ﬂa - — - — Rpre—o————p
e pi= He 3 P

g B i 5 |
96 — & w0 18! At
i S o uwoas| |2 A =
8 ———¥———  u=060
o2 AT 075

90 -+ T T T T T T T T T T T T T T T T T T T T T T T
0 5 10 15 20 25 30 35% 5 10 15 20 25 30 350 5 10 15 20 25 30 350 5 10 15 20 25 30 35
(a) D1 # of partitions (b) D2 (¢) D3 (d) D4

Fig. 8. NMI value of parallelized InfoH on different data sets

1.02

1.00 ’ﬁw—ﬂj#%‘@ F———— ’W—T_?@ 7 ———=Ff
i E IV T2

.96 - A ——8—— u=030 s ~ e B /

oa | O e oy { Al |

92 —_———ye u=0.75 4 -

a0 t T T T T T T T T T T T i

T : T — T
0 5 10 15 20 25 30 350 5 10 15 20 25 30 3% 5 10 15 20 25 30 3% 5 10 15 20 25 30 35
(a) D1 # of partitions (b) D2 (c) D3 (d) D4

Fig. 9. NMI value of parallelized Louvain on different data sets

1.02
1.00 A — : S ?O@_—-:Q——rx@o PO B9
=98 1* e 1 s ] 4 ér a
Zos{; £ —e— w00 [{] & A 4/3 RN

o A B o SO w045 | | &/ i %A/ 1a

T es a [ E ] s

.90 ———— — — — ‘
0 5 10 15 20 25 30 350 5 10 15 20 25 30 3% 5 10 15 20 25 30 3% 5 10 15 20 25 30 35
(a)D1  #of partiions (b) D2 (c)D3 (d)D4

Fig. 10. NMI value of parallelized OSLOM on different data sets



124 S. Jin et al.

From the results, we know that when the partition number is very small, such as #
=2, 3, 4, the accuracy will be not as good as when the number is larger. And when the
# is small, the accuracy will decrease as u increase. But the accuracy loss is still very
low, no more than 2% when u < 0.75 and no more than 8% when u grows up to 0.75.
When # grows larger, the accuracy will be very close to that of standalone version.
Comprehensive analysis of Fig.7-Fig.10, we can get the following conclusions: intra-
community links cut off ratio plays a decisive influence on the effectiveness of paral-
lel community detection and multilevel k-way partitioning method is excellent for
partitioning community structured networks.

4.3  Scalability Test of the Framework

In this section, we will test the scalability and speedup ratio of the framework with
InfoH method and Louvain method. The results are shown in Fig.11 and Fig.12.
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Fig. 11. Running time of parallelized InfoH on different data sets
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Fig. 12. Running time and speedup ratio of parallelized Louvain on different data sets

From the results, we can find that the running time of the parallelized method de-
creases linearly and the speedup ratio increases linearly with increasing partition
number before the partition number reaches such an “inflection point”. Inflection
point comes out with the “long tail effect” for the following reason: 1) The total run-
ning time consists of at least two parts, the community detection running time and the
Map-reduce time including initialization time, shuffle time and output time. 2) Initia-
lization time of Map-reduce is about a constant and shuffle time and output time are
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concerned with the data size. 3) When # is small the community detection process
will take much higher percentage of the total running time and the Map-reduce time
can be negligible. But with the increase of #, the percentage of community detection
running time will decrease which is contrary to the situation of Map-reduce time. And
we can speculate that the inflection point will move to the right as the network size
increases.

From all the experiments conducted in this section, we see that our framework is
able to significantly accelerate the community mining process, and will not cause
excessively performance degradation.

5 Conclusion and Future Work

Community detection has become a research hotspot in social network analysis and
complex network research. But with the advent of the era of big data, network size
expands rapidly and network structures become more complicated. Traditional excel-
lent methods are designed for single-core CPU, and performance of single-core CPU
is not likely to get massive upgrade in the next period of time, so all of them will face
the scalability issues. In this paper, we design and implement a framework for non-
overlapping community detection method. With the framework, we can easily achieve
parallelization of existing excellent non-overlapping community detection algorithms
without the knowledge of core logic of the algorithms. Experiments show that the
framework is able to approximated linearly accelerate the community discovery
process and without too high accuracy loss.

During the experiments, we find that Hadoop adopts a sorting-based data aggrega-
tion strategy during the shuffle phase which is non-essential for our work but takes up
a lot of time. However, the strategy cannot be customized by users. But we’d like to
do something to improve it, next.
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Abstract. Millions of users share their opinions in microblog every day,
which makes sentiment analysis in microblog an important and practi-
cal issue in social networks. In this paper, the problem of public sen-
timent analysis, and the construction of emoticon networks model are
solved using emoticons. Based on large-scale corpus, FP-growth algo-
rithm combined with the semantic similarity is proposed to aggregate
similar emoticons. The construction of emoticon networks model is based
on Pointwise Mutual Information. And a microblog orientation analysis
framework for both emoticon messages and non-emoticon messages is
presented. Experimental results have shown that our approach works
effectively for microblog sentiment analysis.

Keywords: Sentiment analysis, Emoticon networks, Opinion mining,
Microblog, Large-scale multimedia.

1 Introduction

With the rapid development of social network, microblog has become a pop-
ular and valuable social media to analyze user’s opinions. Sentiment analysis,
also known as opinion mining, aims to analyze people’s attitude, viewpoint and
feelings to entities, such as products, services, organizations, events, topics, and
their properties [1]. Due to its important application, many researches have been
conducted on this area. Those previous work will be briefly review in section 2.

Microblog contains more information than just a bag of words, such as emoti-
cons, videos, hashtags, etc. Particularly, emoticons, which have strong relation
with users subjectivity and sentiments, are becoming more and more popular
for users to directly express their feelings, emotions and moods. In this paper,
we tackle the problem of microblog sentiment analysis by leveraging emoticons
in SINA microblog which contains richer emoticons than in Twitter. Our main
contributions are as follows.

1) Based on large-scale microblog corpus, an Emoticon Networks model is
presented. FP-growth algorithm combined with the semantic similarity is ap-
plied to aggregate similar emoticons, and calculate the interdependency between
two types of emotions based on Pointwise Mutual Information(PMI). So in the
emoticon networks model, each vertex represents a type of emoticon, and the
edge between two nodes is the PMI values.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 127-135, 2014.
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2) More efficient methods for sentiment analysis is developed systematically.
Naive Bayes Classifier is used to build the relation between microblog space and
emoticon networks, and the relevant messages frequency algorithm is used to map
emoticon networks and sentiment space. For messages those have no emoticons,
a composite function is used to analyze sentiments. For emoticon messages, the
text and emoticons is processed respectively, and a smooth function is used to
get the final sentiment of the messages.

3) We conduct an final empirical study using a real dataset of 9,837,316 mes-
sages from SINA microblog. The result clearly shows that emoticons could help
to perform sentiment analysis and our methods are effective for both emoticon
messages and non-emoticon messages.

The rest of this paper is organized as follows. Section 2 describes related work
briefly. Section 3 details our emoticon networks model and methods. Empirical
study results are shown in Section 4, followed by a short discussion.

2 Related Work

There have been a large number of research papers in sentiment analysis and the
main research approaches are usually based on two aspects, supervised learning
and unsupervised learning.

Supervised learning methods, such as Naive Bayes or Support Vector Ma-
chines, were firstly applied to sentiment analysis in [2], They use supervised
learning to classify movie reviews into two classes, positive and negative, and
showed that using unigrams as features in classification performed quite well
with either Naive Bayes or SVM. In [3], an exploring research is conducted on
sentiment analysis to Chinese traveler reviews by Support Vector Machine algo-
rithm.

As for unsupervised learning, [4] proposed a unsupervised classification method
for document by building emotional vocabulary list. [5] is a typical method of this
technique. Given a review, the algorithm computes the average sentiment orien-
tation (SO) of all phrases in the review based on point-wise mutual information
measures, and classified the review as positive if the average SO is positive and
negative otherwise. In addition, lexicon-based method, which uses a dictionary of
sentiment words and phrases with their associated orientations and strength, and
incorporates intensification and negation to compute a sentiment score for each
document, is also widely used.

Some researches have been made to explore the effects of emotional sig-
nals on sentiment analysis. An emoticon-based sentiment analysis system called
MoodLens for chinese tweets is erected [6], they employed the emoticon related
tweets to train a naive Bayes classifier for sentiment classification. In [7], they
presented an automatic method of collect negative and positive sentiments based
on the emoticons in Twitter. A comprehensive data analysis study of the role
of emoticons in sentence level sentiment classification is proposed in [8]. [9] pro-
posed to study the problem of unsupervised sentiment analysis with emotional
signals. They investigated that the signals can help sentiment analysis by pro-
viding a unified way to model two main categories of emotional signals, and
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further incorporated the signals into an unsupervised learning framework for
sentiment analysis. Aoki’s study [10] is most relevant with ours methods, which
proposes an automatic method to generate emotional vector of emoticons using
blog articles. The two methods, however, have some fundamental differences.
Aoki’s methods focused on detecting the associate relation between emoticons
and emotional words in blog while we target at microblog sentiment analysis.
Besides, emotion Networks model is proposed, which is quite different from the
vector in their work.

3 Model and Methods

3.1 Problem Definition

D = {d1,ds,ds, -} is the microblog stream where d; = {w,ws, -} is a mi-
croblog message, and w; is the feature item after segmentation and removing
stop words.

M =< V,FE > is Emoticon Networks graph comprising a set V' of emoticons
together with a set E of edges. For Vv; € V represents a type of emoticon, and
contains many emoticons < ¢i,¢?,--- >. For Vei; = (vi,vj) € E means there is
association relationship between v; and v;. Let 7(e;;) represents the weight of
the edge e;;.

Given a message d, let

5o — 1 if d contains emoticon vy,
d 0 else

So the message corpus containing emoticon v can be defined as
D,, ={dlde DN} =1}

S =< 81, "+ ,8k,c+ ,8m > is the sentiment vector where s; represents a
sentiment. our purpose is to give a message d, detect its sentiment sy, such that
sk = arg maggP(si\d) by leveraging emoticons. In order to fully implement our

s €

approach, we need to complete the following aspects, including how to build the
emoticon networks M, how to model sentiment space S, and how to construct
the functions from message space D to M and S.

3.2 Method Description

The framework of our approach is illustrated in figure 1. First, a Emotion Net-
works model is constructed based on large-scale corpus. Then the following map-
ping is used to perform sentiment analysis: D = M = S.
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Fig. 1. The framework of our model

Emoticon Networks Model Construction. The key in this module is to
determine the space of emoticons and the weight of edges in M. Each emoticon
from large corpus is extracted as a vertex of M. Because there are a lot of
similarities emoticons, we need to do a cluster for similar emoticons, and they
are together as a vertex of M.

Here, we regard two emoticons ¢; and g2 as similar emticons if they meets
the following two characteristics: 1) they often appear together, which means
that their co-occurrence reaches a certain frequent patterns; 2) they have strong
correlation in semantic. Based on the large-scale corpus, we use FP-growth al-
gorithm combining with Semantic similarity to cluster similar emoticons.

FP-growth algorithm is an efficient method to detect frequent patterns. It
firstly counts occurrence of items in the dataset, and stores them to ’header ta-
ble’ and builds the FP-Tree structure. Please see [11] for a thorough review. Ac-
cording to lexical semantic similarity calculation method proposed reference[12],
The semantic similarity of two emoticons ¢; and g5 is defined as

4 i
SIM(q1,q2) :Zﬁz‘HSimJ(%,@) (1)
-1 =1

where §;(1 < i < 4) s an adjustable parameter, and 8; + B2 + 83 + 84 = 1,
B1 > B > B3 > Ba. Simi(q1,q2) = 41, here, a is a variable parameter ,
d is path length of ¢; and g2 in system of primitive ; Sima(qi1,g2) represents
the similarity of the other primitives for ¢; and go; Sims(q1,g2) represents the
similarity of the correlative primitives for ¢; and go ; Sima4(q1, g2) represents the
similarity of the symbol primitives for ¢; and go.
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As for the weight of edge 7(e;;), Mutual Information is used to measure the
correlation of vertex v; and v;:

T(eij):PMI(vi, v;)

[vi] ‘UJ‘
PMI(qf,q}")
i * |Ua| ;;1 B (2)
|vi ‘UJ ( &
qaj")
1 J
‘U2| * |UJ| ;mz:l p(q] )

where p(¢¥) and p(q}") are the probabilities of emoticons qF and q}", respectively;
and p(qf&q;-”) is the probability that ¢¥ and qj* co-occur. p(qf)p(q;n) is a measure
of the degree of statistical dependence between the words.

From Aug. 2013 to Feb. 2014, More than 60 million messages containing emoti-
cons have been collected as our corpus from SINA microblog.And the algorithm
of constructing emoticon networks model is shown in algorithm 1.

Algorithm 1. Emoticon Networks Model Construction

1: Input: message coupus D, minimum support threshold min sup.

2: Output: Emoticon networks model M.

3: For Vd € D, extract the emoticons in d.

4: Calculate the frequent item set F', sort F' according to item support descending to
generate a list of frequent items L.

Rescan the corpus to construct FP-Tree, choose frequent 2-items of emoticons
according to min sup

Calculate the STM(q;, q;) in frequent 2-items using equation 1, and

if STM (¢, q;) > 0.5 then aggregate g, ¢; to the same category as one vertex
end if

for each e;; € E do Calculate 7(e;;)

: end for

o

—_

Sentiment Model. Here, we use sentiment vector model proposed in early work
[13] combining the affective lexicon ontology proposed in [14] as our sentiment
space. It contains 27466 affective words within seven categories, that is joy, love,
anger, sadness, fear, dislike and surprise.

In addition, many new Internet words have appeared and used frequently,
so methods in early work are used to collect new Internet words which can
express user’s sentiment, so that make rich our sentiment model. Depending
to the idea which is n-gram segmentation, repeated mode detection and multi-
platform cross validation[13], Finally, those words are classified into the existing
seven categories, and got 23276 sentiment words. So the sentiment space S has
seven elements, S = {s1, 892, -, s7}.

Sentiment Analysis. As shown in figure 1, function ¢ : D = M is used to
build the relation between microblog space D and emoticon networks model M,
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and ¥ : M = S to represent the mapping from M to sentiment space S. As one
emoticon may hold different sentiments in different topics, sentiment analysis
for each certain topic is presented here.

As for ¢ : D = M, given a message d =< wi,ws,---w, >, Naive Bayes
Classifier is applied to determine the correlated emoticons v; as

w(vj\d)=arggg§P(vj,d)
:argmaX{P(vl)ﬁP(wl vi)} )
v;EV 17 R

=1

The prior probability P(v;) is obtained according to the prior estimation from
the training corpus as

message(vj)

P(v;) =
(v3) >_v,ev message(v;)

(4)

where message(v;) represents the microbolgs belong to category v; . The cal-
culation method of the posterior probability P(w;,v;) is shown in formula (5).
here, weight(w;,v;) represents frequency statistics of word w; in category v;.

weight(w;,v;) + 1/N WVl = .

P(w;,vj) = ght( i) / (N = 2 2 weight(w;, v;)) 5)
Zweight(wi,vj) +1 J=t=t
i=1

As for ¢p : M = S, the relevant messages frequency algorithm is applied to
calculate the probability of 1(s;|v;) as

P(vj,8;)  Num(vj,s;)
silv) = P(si|v;) = Il = 77
w( Z‘ J) ( l| J) P(Uj) NUT)’L(U]‘)
where Num(vj, s;) represents the number of messages of v; and s; appear to-
gether, Num(v;) is the number of messages which contains v;.

Different strategies of sentiment analysis is used for non-emoticon messages
and emoticon messages.

+ Non-emoticon messages
Given a messages without emoticons, a composite function of I' = p o9 to
applied to classify sentiments, and the equation is as follows:

k
D(s;ld) = argrs?ggggp o = argg}gg{E(p(Uﬂd) *1(s;|vj) (6)
]:

where k is the number of vertices in E.
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+ Emoticon messages
When a message contains emoticons, it is divided into two parts: the text
my and the emoticons m..The sentiment probability of text m; is calculated
in the formula 6. v; is the vertex containing m.. We choose all vertex set
v meeting requirements 7(e;;) > 6 where 0 is a PMI threshold. So the

sentiment probability of emoticons can be calculated by Z ¥ (s;|vg). Then

k
a parameter 3 is used to adjust the weights of text and emoticons as follows:

P(sjld) = B+ T(sjlme) + (1= B) * Y w(s;lor) (7)
k

4 Results and Discussions

4.1 Dataset

Our experimental platform based on SINA microblog. All messages are collected
using SINA API. The corpus setA contains 60,132,451 emoticons messages from
October, 2013 to February, 2014 are to be used to construct emoticon networks.
Then we have collected 9,837,316 messages from September, 2013 ,and those
messages were divided the corpus setB and the corpus setC. The corpus setB
contains 85% of emoticon messages, to be used to build the relation between
microblog space D and emoticon networks model M and estimate the parameters
of 7, The corpus setC as test data contains the rest 15% emoticon messages and
all non-emoticon messages.

Table 1. A small part of M
Vs (2 T(eij) (3 () T(eij)
& @@ 374 2.11
B3 8 TR
TG EUJ 2.9 v

T

3 & 378 4

1Y

1.93

& €

2.71

4.2 Results and Discussions

We construct emoticon networks model based on the 60 million emoticon mes-
sage and FP-growth algorithm combined with the semantic similarity. Set the
minimum support threshold min sup is 1.5%, we conducted algorithm 1, and
finally 237 types of emoticons are obtained. And each pair of vertex is marked
with 7(e;;). Table 1 illustrates a small part of the graph.

Based on the emoticon networks model, we analysed emoticon messages from
September 2013. Figure 2 shows the frequency distribution of emoticons, and
displays the proportion of emoticon messages by this month. Microblog users
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Fig. 2. The Emoticons analysis of September

usually use several frequent emoticons to express their feeling. However,the ma-
jority of emoticons are seldom applied, only part of emoticons was used. Emo-
tions of statistic from the corpus, which the percentage of the message contained
emoticons is approximate 43.2%, which indicates emoticons are very popular in
microblog messages.

In this paper, Precision, Recall, F-value is applied to evaluate the result of
our methods. The corpus setB were selected as training data to determine the
parameters of ¢ and 7. The corpus setC were selected as testing data. As man-
ually examining all the results is prohibitively expensive, we randomly chose
15000 messages, and manually judge whether the classification result was right
or not. Table 2 illustrate the finally results compared with Naive Bayes model
and Support Vector Machine model which directly map from microblog space D
to sentiment space S.

Table 2. Precision of different models

Method Precision(%) Recall(%) F-value(%)
Naive Bayes 65.92 69.37 67.60
SVM 73.43 75.84 74.62
no-emoticon messages 84.56 80.76 82.61
emoticon messages 89.81 83.39 86.48

As can be seen from Table 2, the precision of non-emoticon messages set is
84.56%, Recall and F-value reachs at 80.76%, 82.61% respectively. while that of
emoticon messages is much higher, Precison, Recall, F-value run up to 89.81%,
83.39%, 86.48%. All these two value is higher than Naive Bayes model and SVM
model.

5 Conclusions

In this paper, an emoticon network model for the microblog sentiment analysis
is proposed for the microblog sentiment analysis. Based on large-scale corpus,
FP-growth algorithm method combined with the semantic similarity is used to
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aggregate similar emoticons. With Pointwise Mutual Information, the emoticon
networks model is presented naturally. The microblog orientation analysis frame-
work proposed for both emoticon messages and non-emoticon messages improved
the analysis accuracy. Experimental evaluations show that our approach could
perform perfectly for microblog sentiment analysis.
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Abstract. The popularity of social networks provides a new way for constant
surveillance of unusual events related to a certain disease. Some researchers have
begun to use twitter to estimate the situation of public health, as well as predict
disease trends. However, previous studies usually focused on the infection data
but not the data judged as non-infection, which was usually filtered directly in
their studies. We believe that the non-infection data is also essential for
monitoring disease activity, because of their inherently subtle connections.
Firstly, we construct a time series outlier model that can detect flu outlier events
of different region in China with high precision and good recall by mining all the
flu related data. Secondly, those outlier events are used to find out hot topics by
SN-TDT and use the twice iteration classification method which is designed to
analyze users’ status who published a flu-related weibo. These results could
provide science reference for deploying sickness prevention resources, and make
recommendation about which place pose a high risk of getting infected.

Keywords: weibo, outlier events, time series, twice iterate classification.

1 Introduction

Sina Weibo is a social network platform for broadcasting real-time brief information.
Having wide user groups range makes it a new way to monitor disease activity. By the
end of 2013, Sina Weibo has 281 million registered users, and nearly up to 33% in all
Chinese internet users. Among them more than 69.7% people use weibo mobile client,
which make it has good real-time features than the traditional way reported by disease
prevention and control institutions. Superior to other platforms, such as the search
engines, each item weibo contains 140 words brief content and metadata with a
semi-structure, just like time and location information, by which we are able to get
richer information than the number of infections. Recent work has demonstrated that
micro-blogging data can be used to track levels of disease activity and public concern
(Alessio Signorini 2010) [1], predict flu trends (Harshavardhan Achrekar 2011) [2],
fine-grained predict the health of specific people (Adam Sadilek 2012) [3], and detect
health conditions (Victor M. Prieto 2014) [4].

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 136-147, 2014.
© Springer International Publishing Switzerland 2014
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So far, most of the research is focused on classification for the infection of weibo,
ignoring the research on the non-infection. However, more than 80% are non-infection
ones in flu related weibos, which contains a wealth of user information. In previous
studies, non-infection weibos were filtered directly, only a very small part of the
infection weibos were analyzed, which made it difficult to reflect the integrity of the flu
event. A different kind of problem one can pose, however, is to combine with infection
the non-infection weibos to analyze those complete flu activities.

This paper discusses the detection of abnormal flu related events and analyses the
relationship between infection and non-infection weibos. Two conditions should be
satisfied in detection of abnormal weibos events. Frist, the outlier detection algorithm
must meet the real-time requirement, that is to say, outliers can be found immediately
once they happens. Second, outlier detection algorithm should be able to find out both
of the patterns outlier and single point outlier.

We combine both reachable neighbor outlier factor and time sequence outlier
detection methods to analyze the quantity changes of flu related weibos in each
province every day. Outlier patterns and point are detected in the time sequence. Since
the attention differences on every event, there would be large changes in weibo
quantity, which require that the detection algorithm should have good adaptability to
make continuous dynamic adjustment. Then we analyze a certain number of weibos
within the time scope of the outlier. The SN-TDT model is adopted based on the short
text characteristic of social network. The cluster analysis is made to find out the topic of
the outlier event and mining users’ focus. In this way, flu related weibos are divided
into four stages, which include caring about the news, taking precautions, anxious
about illness and finally infection. For this purpose, we designed twice iterative
classifier to process and separate weibos.

Analysis and detection of outlier events have practical significance. The research
results can provide reference for government grasping public opinions, and correctly
guide the dissemination of information, avoid panic due to information asymmetry.
According to user status, when the attentions of prevention measures become high in
some place, government can increase the deployment of medical resources and
promote the correct disease prevention knowledge. What’s more, advice could provide
to citizen that where is the high risk area.

This paper is organized as follows. Section 2 introduces related works and section 3
describes the study method which mainly consists of three parts. The first part describes
outlier detect model. The sliding window-reachable neighbor detection method is
introduced in this part. The second part introduces the SN-TDT algorithm. The third
part describes the steps how to classify flu related weibos into four categories of public
concern states. Section 4 is the experiments and results. Finally, the conclusion and
directions for future work are given in section 5.

2 Related Works

A number of studies have been conducted using different forms of social networks to
monitoring and prediction hot social events. Like Takeshi Sakaki et al. (2010) [5]
investigate the real-time interaction of earthquakes in Twitter. They consider each
Twitter user as a sensor. When the user feels the earthquake occurrence, he may make a
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tweet to broadcast the fact. False-positive ratio is used to calculate the probability of
earthquake occurrence when there are n items of weibo classified as positive. The alarm
will be set when the probability exceed the threshold. The author records each user’s
longitude and latitude marked in weibos. Then Kalman filtering and particle filtering
are applied to find the center and the trajectory of the event location.

The abnormal event detection is rarely used in flu detection. The outlier detection
technique based on relative density and the outlier detection technique based on time
sequence are two common outlier detection technologies. The outlier detection
technique based on density believe that normal data is in high density area, while the
abnormal point in the low density area. But if the data is in the variable density region,
the technique based on relative density will greatly affected. In order to solve this
problem, Markus M. Breunig et al. [6] defined LOF (Local Outlier Factor) as the ratio
of average density of K nearest neighbor and the density of the data itself, Using LOF
as the outlier degree. Zakia Ferdousi et al. [7] use Peer Group Analysis (PGA), which is
an unsupervised technique for fraud detection. PGA characterize the expected pattern
of behavior around the target sequence in terms of the behavior of similar objects, and
then to detect any difference in evolution between the expected pattern and the target.

Classification systems have also been used to filter the original data to obtain better
results. Adam Sadilek et al. [3] predicted disease transmission from geo-tagged
Micro-Blog data. They worked on SVM classifier to classify health-related text messages
and detecting illness-related messages such as flu, sick, headache, stomach etc.

3 Methods

3.1 Detect Flu Related Weibos’ Outlier

In order to detect abnormal events, we collect flu weibo data every day continuously.
The number of flu weibos is analyzed in the stage of outlier detection. We think that the
total number of flu weibo should change smoothly and continuously if there not any
outlier happened. The sudden appearance of the point deviation and mode change can
be judged as a flu outlier. We collected flu related weibo number every day from March
11th, 2013 to May 31th, as shown in Figure 1.
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Fig. 1. The quantity of flu related weibos
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We can see that the rapid growth of the flu weibo in April in figure 1. It leads to the
number of weibo in March cannot be measures by the same magnitude of that in April.
This requires outlier detection algorithm should aim at dealing with local data, and have
the ability to adapt to new data dynamically. The sooner we discover the outliers, the
early corresponding measures could be implemented. All of that make the algorithm
should be in real time, the result could be found immediately once the outlier happens.

Take the daily amount of flu weibo data of every provinces and the record time as an
ordered set X= (x;=(t;,v;),x,=(t,,v2),...X,=(t;,v) ) , the recording time is strictly
increasing (i <j ¢ t; < t;). The number of flu weibo series drawn a series of
discrete points in a daily interval, and a straight line can be got by connecting the two
adjacent points, which makes a time series. Sub pattern can be divided by determining
the edge points using the slope in analytic geometry. Method for judging whether a day
is an edge point is:

Calculate the slope k; by the number of weibo x; in day i and the number of weibo
x;_1 indayi-1, and slope k, by the number of weibo x;_; in day i-1 and the number
of weibo x;_, in day i-2. If|k; — k,| > maxSlope, it can be judged as the edge point
of a sub model p. Use its length, intercept and mean value as characteristics of this sub
model. In this way, the pattern density of time series can be converted into the density
of data objects in data set D. When pattern length is set to 1, pattern outlier becomes
single point outlier.

The density of p is defined as following:

Definition 1: k-distance of an object p

For any positive integer k, the k-distance of object p, denoted as k-dist(p),is defined
as the distance d(p, o) between p and an object o €D such that:

(1) For at least k objects o & D\{p},it holds that d(p, 0’) <d(p, o) and
(2) For at most k-1 objects 0> € D\{p},it holds that d(p,0’) <d(p, o).
Definition 2: k-distance neighborhood of an object p:
Nk(p) = {q€ D\{p} Id(p,q) = k-dist(p)}
Definition 3: k- reachable neighbor of p:

Vp € D, if q€D\{p}.there is p ENk(q), we call Nk(q) is one of p’s k- reachable
neighbor about k-dist(p), marked as RNK(p). It is can be seen that a smaller IRNK(p)l
stands for a smaller chance the object p in other objects’ reachable neighbor.
Otherwise, object p is in an intensive position.

Definition 4: the density of an object p:

1 RN (D)|
RNk (p) = —— IRNje(p)|
tk (P) = (72051 o €Np ) [rwy )

RNrk (p) is the average ratio of the k- reachable neighbor of object p and others
which reflect the local density of object p.

Definition 5 the k-reachable neighbor outlier factor of an object p:
RNOFk (p) = max {1-RNrk(p), 0};

The bigger RNOF, the more likely p is an outlier mode.
Outlier detection of flu activity requires an online, real-time-alarming algorithm. We
introduce the sliding fixed size window model. When the number of object is greater
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than the window length, each insertion of a new object means the deletion of an old
object from the window tail.

Flu outlier event monitoring definition and algorithm are given as following in
table 1:

Time series = (v, v, ..Vp) , edge point ={(X; ,X;, ...X; }. Sub pattern p = L
(Xij,Xij+1 ). Use the sub model to represent the time series = <L(Xi1,Xl-2),
L(X:, Xi)s - L(Xe, 0 X2))

in-1’

Table 1. flu outlier events detection algorithm

while((v; = Time series data) is valid ){
if( v; is the edge point ){
new pattern p = L(Xl-j, Xij+1)
if(time window is full)

Delete the old object from the tail of the queue,
insert the new object in the header.

else
Insert a new object
for(each object p in window W){

calculate the k-dist and k-distance
neighborhood of p

make every p and k- reachable neighbor of p in
Ni(p) increased by 1.

}

for(each object p in window W)
for(each object in Ny(p)){
calculate the outlier factor RNOF of p
arrange RNOF, in ascending order
if(p € ranking of the ktop && slope of p > 0)
judge p as outlier
}

}

the next point in the time sequence

}

3.2 Short Text Topic Detection and Tracking

After the outliers in flu time series has been detected, we extract hot topics to make
further study about the content of those events. For that purpose, we capture most the
weibos in the days which are judged as a sub pattern outlier.

When detecting the outliers, we only give alarms if the slope of an event is greater
than 0. The reason lies in that people’s attention on an event usually has the properties
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of mutual exclusion. When someone pays attention to something in the near period of
time, his attention on the other thing will drop. So when the quantity of flu weibos
drops sharply, there may be due to other events, affecting the users’ attention on flu.
Because we can’t collect all the information in Weibo platform, neither can we judge
what causes the drop, so we do not discuss when the slope of an event is smaller than 0.

The topic detection and track algorithm based on the characteristics of social
network, short for SN-TDT, proposed by Liubao Yu is adopted to extract top N topic
flu events.

SN-TDT algorithm can be described as follows:

Step 1. Read the new text, if there is no new text, jump to step 7, else to step 2.
Step 2. Mark the feature words of this text.

Step 3. Judging the correlation degree between text and topics, if there are not any
existing topic associated with the text, in other words, the correlation degree between
the topic and text is lower than a given threshold, jump to step 4, otherwise to step 5.

Step 4. Create a new topic, add the text to the newly created topic, go to step 6.
Step 5. Select the topic most associated with the text, and add the text into the topic.
Step 6. Adjust each attribute of the topic, and jump to step 1.

Step 7. Sort all the topics and the top N are the hot topics.

3.3 Capture Users’ Different States

Most of flu related weibos are non-infection. If people are not sick, it is what their mood
would be when they send these weibos that is focused in our next research.

Compared with other ways such as search engine, weibo has a wealth of contextual
information. Natural language processing is used to analyze users’ different states.

Most of non-infection weibos can be summarized as the following three types, news,
preventive measures and anxiety. In this paper, raw weibo data searched by keyword
“flu” are classified into four categories. Class A for related news, class B for
precautions, class C for anxiety and class D stands for influenza infection activities. At
class A flu begins to draw public attention, gradually upgraded to fear and panic at class
C. The other weibos generally consists of the word like “F3it/E” which takes a very
small proportion of the flu weibos, so it can be ignored when designing the classifier.
ICTCLAS is used in weibos word segmentation. The most of news and precautions
weibos begin with "[" and "]", so we can simply filter out other punctuations during
word segmentation.

Select the Feature Terms. In order to obtain better classified results, three different
feature evaluation functions are used for scoring feature terms w to find the most
representative characteristic of text category.

Information gain. A key measure of information gain is how much information feature
terms can bring to the classification system [8]. The more information feature term
brings, the more important it is. For a given term w, the difference between the prior
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entropy of text and posterior entropy is the information gain it brought to the system.

[T L)

The information gain of term “w” is:
IG(W)=H (C)-H(CIW)

= i:P(Cj)log2 P(C_,.)+ P(w)i p(Cj lw)log, P(Cj | w)
Jj=1 Jj=1
+ PO p(C, 1W)log, p(C,1w)
- (1

C; ranges from 1 to 4.

Chi-Square Statistic. Chi-square statistic (y2) quantify the importance of the feature
terms by estimating the correlation between terms and classes [9]. The terms should be
selected with the highest correlation.

n(P(c,w)P(¢,w)—P(c,w)P(¢w))?
P(c)P(W)P(C)P(W)

x*e,w) = 2

Taking the maximum value of class A to class D as the chi-square statistic result of

[yams )

the feature item “w”.

Document frequency. Document frequency is the easiest method to select the feature
item, which is defined as the frequency of feature item “w” appearing in the set D [10].
Set the minimum and maximum threshold, and calculate the document frequency of
each feature term. If the term’s frequency is greater than the maximum threshold or less
than the minimum threshold, this feature item would be deleted, otherwise be retained.

With the clear distinction, the byte stream length is defined as one of the features to
describe the weibos. The news category are usually released by Sina verified accounts
called "big V", such as government agencies, the media, scholars and celebrities. And
then those weibos will be forwarded by ordinary users in a large quantity. Because the
influenza infection weibos usually released to express the illness of themselves or their
close relatives, only the original weibo can be marked as class D when judging flu
infections. And whether a weibo is released by Sina verify account or original account
is taken as a feature item.

Calculate the Feature Weights. TFIDF is the most widely used weight calculation
algorithm in text processing field [11]:

T(w) = f;(w) X log (nik +1) 3)

In this expression, f;(w) is the number of times that term w occurs in a weibo, ny
stands for the number of weibos containing the term. Taking the impact of a weibo’s
length, we normal the weight to [0, 1]. And “I” takes the empirical value 0.01.

fi(w)xlog(r?—k+0.01)

T(w) = “)

\/Z’ll(ﬁz(w)+log2(%+0.01))

Twice Iterative Classification. The open source data mining platform WEKA [12] is
used to train microblogging classifier which is used for target classification. WEKA
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provides classifier based on different algorithms such as Navie Bayes algorithm, KNN
algorithm, neural networks algorithm, SVM algorithm [13] and their improved
algorithms. A variety of classification algorithms are investigated. When weibos are
divided into four categories directly, the results are not satisfactory. To make sure
weibos can be correctly classified we propose a twice iterative classification method.

Temporarily mark all class B and class C instances in dataset D1 as class A. Select
the feature terms. Calculate the feature weights and trained classifier to classify DI.
The data belonging to class A at first classification is marked as D2. Recovery the label
of class A, class B, class C in D2 and label misclassified class D as class C. Reselect
feature terms of D2. Calculate weights and twice iteration classify D2. The process is
shown in Figure 2.
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Fig. 2. Twice iterative classification process

4 Experiment and Result

In this section, we evaluate our approach by a number of experiments. The
experimental data acquires 34 provinces and cities nationwide daily flu related weibos
from March 1, 2013 to May 31, 2013. The sliding window-reachable neighbor
algorithm proposed above is tested for anomaly detection with the flu weibos data in
Beijing, Shanghai and Guangdong, and when the parameter k=3, the window length =
5 can get a better result. Take outlier threshold A = 0.5, the range of outlier factor [0,
0.5]. Because couldn’t be determine what happens when weibo data drops, the sub
model will be not shown on the diagram if its slope is less than 0.

We can see that using sliding window — reachable neighbor algorithm can
basically detect outlier events in Beijing, Shanghai and Guangdong, but at the
beginning of the time sequence, the algorithm performance was not very good. In the
time series of Beijing form March 3rd to March 5th, flu weibo data increases rapidly,
but the detection algorithm fails to find it out. When the data window is full, the
algorithm shows a high rate of accuracy and good recall with basically no errors and
omissions. The algorithm is designed for outlier patterns in sliding window, therefore
the outlier factors are equal within the same sub pattern, and that is to say, we care
about both the growth process of outliers in sub models and the peak value.
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Fig. 3. Experiment of weibo outlier events detection

About 180000 (110M) flu outlier weibos are detected, and Fig. 4 shows the mined
hot topics by the SN-TDT algorithm, which includes provincial and topic content.
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Fig. 4. SN-TDT hot topic mining results

We can see the reason why flu weibos appears mass exceptions in April is that
Shanghai and Anhui confirmed 3 cases of human infection with the H7N9 avian flu
virus in March 31st, which is the first cases of H7N9 human infection in world,
caused widespread concern. All the outlier events from April to May is about H7NO.

For monitoring flu user status, we use twice iterative classification method to
classify flu related weibos of Shanghai in the March 31¥. We randomly select 500
item of news, prevention, anxious and infection weibos to label as training set
manually from March to May. And randomly select 2000 from flu weibos of
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Shanghai labeled as a test set, including 921 news, 364 prevention, 662 anxious, and
only 53 infection.

Feature words selected by three different feature evaluation functions are shown in
Table 2.

Table 2. Feature items extracted by different methods

Methods Feature Items

[, ], disease, infection, avian flu,

Information | H7N9,diagnosis, reports, prevention, methods,
Gain attention, express, death, epidemic, use, type, not,
institutions, city,

disease, avian influenza, H7N9, diagnosis,
x? test prevention, death, infection, insist, epidemic,
notification, report

[, 1, H7N9, avian flu, report, attention , infection,
Document

virus, body , people, vaccines, anti, effective, drink,
Frequency

hospitals,

Multiple classification algorithm are tested to find a suitable flu weibos
classification system. When using WEKA classification directly on the test set, the
classification accuracy can be up to 71.4%. System accuracy increases to 79.64% with
twice iterative classification. Table 3 compares the results of the various classification
systems.

Table 3. TP rate, FP rate, precision, recall, F-Measure, ROC Area of each system

System TP Rate FP Rate Precision Recall F-Measure
IG-VFI-VFI 0.7686 0.0418 0.7704 0.7686 0.7695
x>-VFI-VFI 0.8055 0.0341 0.7964 0.8145 0.8055
DF-VFI-VFI 0.6993 0.0396 0.7623 0.6993 0.7308
IG-NNge-HyperPipe | 0.7137 0.0473 0.7452 0.7137 0.7295
s
x?-NNge-HyperPipe = 0.7875 0.0352 0.7596 0.7515 0.7556
s
DF-NNge-HyperPip | 0.7326 0.055 0.738 0.7326 0.7353
es
IG-BayesNet-JPip 0.7686 0.0418 0.7695 0.7686 0.7691
x2*-BayesNet-JRip 0.7281 0.055 0.7263 0.7263 0.7272
DF-BayesNet-JRip 0.729 0.055 0.7335 0.729 0.7313

Comparison of three characteristic evaluation functions, chi-square statistic
classification accuracy is better than information gain and document frequency.
Chi-square selects local terms. However, information gain and document frequency
can only select the global terms. The system x2-VFI-VFI have the best performance.

In order to observe the classification results more intuitive, the map of national
influenza attention in March 31 is drawn, and the flu weibos classification results in
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Shanghai are shown in Figure 5. As can be seen from the diagram, although there is a
high degree of attention on Shanghai, but the actual number of infections is not so
much. People pay more attention to the news. The number of Sina weibos classified as
infections in March 31st accounted for 3%, about 420 cases.

Even after filtration, the number of influenza infections is still larger than NHFPC
measured (99 case in March). There are three possible reasons: first of all, weibos cover
a wider range than NHFPC data collection agency. Everyone can publish weibos
wherever they could access to the internet by PC or the mobile phones. Secondly, the
system cannot guarantee completely correct classification. A certain number of
non-infection flu weibos are divided into class D. Thirdly, the authenticity of each flu
weibo also cannot be promised.
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Fig. 5. The map of national flu attention in March 31" distributed in China

5 Conclusions and Future Work

This work focuses on both injection and non-injection flu weibos. By analyzing the
number of flu weibos, we can detect outlier events of any province timely and
effectively. Not only the point of unexpected events can be detected, outlier patterns
caused by high continued attention can also be detected by using the sliding window -
density detection method. Some of the detected event has a nationwide influence,
taking March 31, 2013 as an example, the first H7N9 diagnosis lead to a surge in the
number of flu weibos, but some only caused attentions in the local area. For instance
March 24, 2013 the news “Japan research center found that drinking yogurt can
effectively reduce the probability suffering from flu” attract users in Beijing attention.
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According to the characteristics of social networks, the designed SN-TDT and twice

iteration classification method can extract the hot topic and the analyze users’ states
accurately. In the future, we will study the flu weibos on temporal and spatial, and
capture how the disease spread geographically.
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Abstract. Nowadays, email spam problems continue growing drastically
and many spam detection algorithms have been developed at the same time.
However, there are several shortcomings shared by most of these algorithms. In
order to solve these shortcomings, we present an advanced spam detection
technique(ASDT). It is based on the extremum characteristic theory, Rabin fin-
gerprint algorithm, modified Bayesian method and optimization theory. Then
we designed several experiments to evaluate ASDT’s performance, including
accuracy, speed and robustness, by comparing them with SFSPH, SFSPH-S, the
famous DSC algorithm and the Email Remove-duplicate Algorithm Based on
SHA-1(ERABS). Our extensive experiments demonstrated that ASDT has the
best accuracy, speed and robustness on spam filtering.

Keywords: Spam Detection, Rabin Fingerprint, Bayesian method.

1 Introduction

Nowadays, Internet spam has been observed in many domains such as email, instant
messaging, web pages, internet telephony, social network information, etc [1], [2].
Since almost all of the current spam filtering techniques can perform well when deal-
ing with clumsy spam, which has duplicate content with suspicious keywords or is
sent from an identical notorious server, the next stage of spam detection research
should focus on coping with cunning spam which evolves continuously [3].

Generally speaking, email spam filtering techniques can be divided into semantic
dependent techniques and semantic-free techniques. The semantic dependent tech-
niques filter spam by analyzing the semantic information of the emails, and its typical
cases are the keywords detection method [4] and the Latent Semantic Analysis (LSA)
method [5]. Semantic-free techniques can’t deal with semantics of the suspicious
spam. The DSC technique, Hash digest matching technique, blacklisting technique
and senders’ features analysis technique [6] can be representatives of this group.

Semantic dependent techniques were among the first spam detection methods to be
applied [6]. They rely on indicative keywords, or unusual distribution of punctuation
marks and capital letters to identify spam from regular emails [7]. However, as the
translation of email is based on MIME [8], sometimes we should waste time to retran-
slate the MIME contents into their original format before spam detection.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 148-157, 2014.
© Springer International Publishing Switzerland 2014
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Semantic-free techniques can deal with MIME content without retranslation.
Among them, Hash digest matching techniques generate a corresponding fixed-length
hash value for each email, and filter spam by comparing it with the hash values in
spam information database[9]. However, if even a single bit of the email content is
changed, the generated hash value can be radically different. It means fixed-length
hash methods can do nothing about cunning spam that evolves continuously. Nicholas
Harbour developed a piecewise hash in 2002 [10], it divided the email contents into
several fixed-size segments, and generates hash values for them, thus it can deal with
evolved spam. But when there are several insertions or deletions in the original spam,
many fixed-size segments behind these revisions can also be changed, that will reduce
the accuracy of spam detection.

Document Syntactic Clustering (DSC) [11] view a document as a stream of tokens.
It can only deal with the contents that can be segmented by its content structure. DSC-
SS is the super method of DSC, it reduces consumption of the operation time, but it is
powerless while dealing with short contents. I-Match overcomes the short-content
reliability problem of DSC-SS and is very efficient to implement, but its robustness is
very poor [12], [13]. A. Kotcz and his teammates present a randomization-based tech-
nique to increase its signature stability, but its effectiveness as a countermeasure to
word substitutions is still smaller [14].

In this paper, we formed an advanced spam detection technique(ASDT) basing on
piecewise hash algorithm to deal with the shortcomings of these methods we listed
before. The rest of this paper is organized as follows. The next section describes the
structure free self-adaptive piecewise hashing algorithm. Section 3 gives the spam
identification algorithm, Section 4 presents and analyzes the experiments, and Section
5 concludes.

2 Structure Free Self-adaptive Piecewise Hashing Algorithm

Sun Ji-zhong and his workmates describes a kind of content splitting method that can
split the email content into segments of variable length just by relying on the informa-
tion of each content character in 2010 [15]. Here, we modified their method in order to
split the email content into segments of variable length without relying on semantic or
specific structure information and at the same time to make it quicker and better
adapted to spam detection works.

Supposing that an email E ’s content is expressed as a stream of characters
<C,,C,,~,C, >, C, is the k-th character, function Asc(C,) will return the ASC-II

binary value of C, . So we can define the left consistent sequence of C, asseq (C,),
here:

seq (C)=<C,_;,Ci_is1».Cp >
Asc(Ck_j) < Asc(Ck_jH),O <j<i (1)
Asc(Cy_;_y) > Asc(C,_;)
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Then we can get the right consistent sequence of C, as seq”(C,), here :

seq" (C) =< C;.Cppyor, Cryy >
Asc(Cpy ;) 2 Ase(Cy, 1)), 0< j <l 2)
Asc(C,y) < Asc(Crypyy)

Then we define the characters counting function as following:

Num(C,) = min{Num*(Ck ), Num™ (C,)}
Num*(C,) =1 3)
Num™ (C,) =i

Now we should define Maxwinl as the upper bound of Num(C,). Thus we can cut

an email content into short strings with variable length.
The process of setting boundaries for short string segments can be shown in fig-
ure. (see Fig.1)

Maxwinl
The Previous
Segment
< >k
Num(C,) is max?
kis not 10 ——— JOS L is
boundary boundary

Fig. 1. The process of boundary generating

Although string segments in< §,,S,,---,S,, > are variable length, their lengths are
often too short for spam detection. So next, we should devise a method to combine
these segments and get a collection of bigger segments. Supposing that S, is the k-th
string segment of <§,,S,,---,5, >, function Asc(S,) will return the ASC-II binary
value of the first character in S, . So we can define the left consistent sequence of S,
asseq” (S,) , here :

seq (S,) =<8 ;s Si_jurr Sk >
Ase(S,_;) S Asc(S,_,).0< j<i )
Asc(S,_;_) > Asc(S,_;)

And we can get the right consistent sequence of S, as seq”(S,), here :

5eq" (S;) =< Sp.Sppps s Spay >
Asc(Sk”)ZAsc(Skﬂ.H),OSj<l 5)
Asc(S,,) < Asc(Si,.)
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Then we define the strings counting function as following:

Num(S, ) = min{Num" (S, ), Num™ (S, )}
Num®(S,) =1 (6)
Num™ (S,) =i

Now we should define Maxwin2 as the upper bound of Num(S,). Thus we can
combine these small segments into bigger segments with variable length.

After email content segmentation, we should choose a hash algorithm to encode
these segments. However, Popular hash functions, such as MD5 and SHA-1, have
been designed for cryptographic purposes, not for hash-based lookup or string match-
ing, whose main concern is the throughput [16]. So we should first choose a suitable
hash algorithm. It is lucky that Michael O. Rabin has devised a fingerprint generating
algorithm (Rabin hash algorithm), which can satisfy our needs [17].

Supposing f(B) is the fingerprint of a binary string B, and B, is the binary string of
BS,, we can get the vector of piecewise hash values of email E’s content as

R(E) =< f(B,), f(B,),-. f(B,) >.

3 Spam Identification Algorithm

Bayesian method can predict the occurrence possibility of an event according to the
distribution of its occurrence times [18]. By using Bayesian method, we can effective-
ly filter the spam from normal emails.

Assuming that Sd; is the collection of spam information, Sd, is the collection

of regular email information. P(Sd, | E) is the possibility of an email E belonging to
the type of information in Sd;, E is the email under identification, e, is a segment
from<e,e,,---,e, >, and <ej,e,,---,e, > is the piecewise hash segments vector
we get via the methods in section 2 from E. Then we can see:

the amount of emails used to build Sd,;

:the total amount of emails used to build Sd, and Sd,
P(E1Sd;)P(Sd;)
2. P(E1sd;)P(sd;) 9

j=1

P(Sd;)

P(Sd; | E)=

3

2 t d.
P(E1Sd) =] Ple;15d,) =[] o250
= k= ZCount(ek,de)
j=1
Count(e, ,Sd;) =1+the frequency of e, in Sd,
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If the amount of emails used to build Sd; equals to the amount of emails used to
build Sd, ,then:

[ 1 count(e,.sd;)
P(Sd; | E)=—*=L ®)

Count(ey, Sd/-)

M

j=1 k=1

According to Kosmopoulos A’s work in 2008 [19], conventional Bayesian method
would identify E as spam if only P(Sd,|E)> P(Sd,|E), but this identification is
not precise enough, and its false positive rate as well as false negative rate are a little

high. To overcome this problem, we modify the identification progress of convention-
al Bayesian method by setting an evaluation function, which is as following:

P(Sd, | E) _ [1+f[ coum(ek,sclz)jl ©)

B(E)=
(E) P(Sd, | E)+P(Sd, | E) Count(e ,Sd;)

k=1

If the B(E) is bigger than a given threshold R,, then E would be identified as
spam. Thus the value of R, can determine the result of identification, and should be
carefully set. So it is important to get an optimal value for R, through a proper way.

Shao Jian-feng and his teammates show us a reasonable method to get the optimal
threshold basing on linear programming as follows [20]:

max . sgn(Ri( R —Rg) + 2 sgn(Ry —Rj( 2 )
i j

1 x>0
sgn(x)=90 x=0
1 x<0 (10)

S.t. R(1) ) )
Ve(B(E;)E;eSd)}

R Pe(B(E)\EjeSdy)

a<Ry<b

Here (a,b) is the value range of R;. But sometimes, the theoretical optimal thre-

shold can have more than one value. It is because to their method, the optimal thre-
shold can be any number in a specific region, in which all the numbers can satisfy the
optimizing function. However, in this specific region, there must be a most reasonable
threshold. In order to get it, we modify their algorithm as follows:

max Y sgn(R' = R)) [R = Ry | + Y sen(®, - R ), R, - R (?)| (11)
i J
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4 Performance Evaluation

This section presents experimental evaluations of our method, including their accura-
cy, speed and robustness evaluations. Here we make comparison of our advanced
spam detection technique(ASDT) with DSC algorithm[12] and the Email Remove-
duplicate Algorithm Based on SHA-1(ERABS)[14]. We will describe our methodolo-
gy before evaluating experimental result. All the spam emails we use are collected
from 2006 TREC Public Spam Corpora', and all the regular emails are collected by
ourselves from Gmail.

4.1 Experiment Parameters

Firstly, we should set parameter-values for these 3 algorithms. Here we set
Maxwinl =12; Maxwin2 =12 for ASDT. Then we set W =6;Mod =4 for DSC algo-
rithms, and suppose the word’s max length of this algorithm is 12, which means if
there comes a string with more than 12 chars and can’t be divided into words by se-
mantics or syntax theories, the string would be sliced into words with 12 chars auto-
matically.

Secondly, we should use the method we have described in Section 3 to get optimal
threshold for each algorithm. Before doing this, we use 1000 spam emails to construct
our spam information database Sd for each algorithm (for ASDT, the spam database
is Sd;), and use 1000 regular emails to construct our regular information database

Sd, for ASDT. Then choose 100 emails from the 1000 spam emails with some mod-

ifications(such as insertion, deletion, replacement, etc.) on the contents together with
100 regular emails to be the emails used to get optimal threshold.

Finally, we get these optimal thresholds as: 0.5923for ASDT, 0.1629 for DSC and
0.5070 for ERABS.

4.2  Accuracy Evaluation and Comparison

We use several criteria to evaluate an algorithm's accuracy, namely precision and
recall. Firstly, let's review the relationship between true positive, true negative, false
positive, and false positive, shown in Table 1.

Table 1. The relationship review

Actual Predicted Label

Label Positive Negative
Positive True-Positive (TP) False-Negative (FN)
Negative False-Positive (FP) True-Negative (TN)

! http://plg.uwaterloo.ca/~gvcormac/treccorpus06/
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The definitions of precision(P), recall(R) are based on above terms, and are given
by the following formulas:

TP P
P= ;R =
TP+ FP TP+ FN

12)

Although P and R can show the accuracy degree of a spam identification algo-
rithm, however, when we are comparing the accuracy of all these algorithms, we have
to evaluate P and R separately. So at last, in order to combine the accuracy informa-
tion of P and R, we set an accuracy weight Q and use it for algorithms’ accuracy
comparison. Here:

_2PxR
P+R

13)

Here, we choose 500 normal emails and 500 modified spam emails as experimental
samples. By using all the data we’ve set in section 4.1 to get the values of P, R and Q
for these 3 algorithms, we can known each algorithm’s accuracy. The experiment
results are shown Table 2.

Table 2. The experiment result

Algo- Accuracy Indexes
rithms P R Q
ASDT 99.40% 95.58% 97.45%
DSC 53.80% 87.91% 66.75%
ERABS 99.40% 98.42% 98.91%

From Table 2, we can see the accuracy weight of ASDT is significantly higher than
DSC and only a little lower than ERABS. It means that ASDT’s accuracy is good
enough for spam identification.

x 10*

—%— DSC
—o— ERABS
—&— ASDT

Time(ms)

0 100 200 300 400 500
The amount of email

Fig. 2. The experiment results of speed evaluation
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4.3  Speed Evaluation and Comparison

Running speed is also an important factor on evaluating the performance of a spam
detection algorithm. Here we construct our experimental environment basing on java
language and Eclipse SDK, and compare these 3 algorithms’ running speed on it. All
the parameter-values we use are the same as what we’ve defined in Section 4.1, and
these 500 emails we chose for speed evaluation are from the spam set and the regular
email set that we’ve collected before. The results can be seen in Fig.2.

As it shows in Fig.2, although ERABS has been proved to be the most accurate al-
gorithm, it costs more running time than any other algorithms, and ASDT is the most
time saving method and at the same time it can achieve high accuracy.

4.4 Robustness Evaluation and Comparison

Here, a spam filtering algorithm’s robustness is the capability of resisting the effects
of modifications in original spam from disturbing the outcomes of spam identifica-
tion. While the modifications of an original spam from our spam database haven’t
successfully disturbed the outcome of spam identification, the outcome of spam iden-
tification function will be the max number 1.0. When the modifications have slightly
disturbed the identification, although the outcome of spam identification function is
larger than the optimal threshold, it is less than 1.0. When the modifications have
severely disturbed the identification, the outcome of spam identification function is
smaller than the optimal threshold.

we judge the robustness of a spam detection algorithm by a variable Rob, whose
value varies in the range of -1 to 1, and the higher it is, the better the algorithm can
resist the effects of modifications in original spam, thus it has a better robustness. The
formula used to calculate it is as follows:

m B(A)-R, >0
P (14)
M B(A)-R, <0

0
Rob, represents the value of Rob get from the i-th email A,. R, is the optimal thre-
shold of the current algorithm, bayesian evaluation function M (4,,Sd) represent the
membership of 4, on the spam database Sd and for ASDT, M(4,,Sd)=B(4,). Then
we choose n different emails {A,A,,~,A,} , and get the Rob value set

{Rob,,Rob,,---,Rob,} for each of the four algorithms. By analyzing and comparing

their Rob values’ sets, we can get our judgment on the five algorithms’ robustness.

Since the modification models for original spam emails to pass through spam fil-
ters including insertion, deletion, replacement and interchange, and different modifi-
cation model would have different effect, we should compare the robustness of these
3 spam identification algorithms to each of the spam modification models. Here we
select spam emails with 1kb and 2 kb length text content, and do different times of
a certain modification on it to get our experiment email set, then we use these 3 algo-
rithms to detect them, and get their Rob values (see Fig.3).
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Form Fig.3, we can see ASDT has the best robustness to these four modification
models it is dealing with. That may because the modified Bayesian method in Section
3 focuses on comparing the feature of an unidentified email E with the common fea-
ture of a type of emails, so effects of modifications to E would be suffered by all the
emails in a certain type, that would make the outcome of ASDT better than the other 2
methods, whose robustness to modifications on E is determined by a certain email in
spam database that helps to compute the biggest membership value of E. In addition,
Our modification on the traditional Bayesian method also helps to enforce the robust-
ness of ASDT.

(a)1KB, insection (b)2KB, insection (c)1KB,delection

05 h 0.5
a i)
o0 0.5 k)
N 8 To
-0.5 o
1 0 -0.5
0 10 20 30 40 0 10 20 30 4 O 10 20 30 40
Times of modification Times_of modification Times of modification

(d)2KB, delection (e)1KB, replacement (f2KB, replacement

) 10 20 30 40 0 10 20 30 40 0 10 20 30 40
Times of modification Times of modification Times of modification
B,interchange (h)2KB, interchange

—<— DSC

—H&— ERABS
—&— ASDT

30

Times of modification Times of modification

Fig. 3. The experiment results of robustness evaluation

5 Conclusion

In this paper we proposed our ASDT methods, it’s significantly faster than DSC and
ERABS method, and at the same time keeps satisfying accuracy and robustness.
However, there are still many works remain to be completed:

Firstly, although ASDT can deal with non-text media contents theoretically, their
performances are still need to be tested. So it is important to devise a series of expe-
riments to do these tests. Secondly, since ASDT’s potential values are proved in our
experiments, thus their effects on other related fields such as microblog, SMS Center,
etc. also needs to analyze.

Our further works will concentrate on these works, and try to solve the problems of
them.
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Abstract. Network anomaly detection or network optimization based on
Netflow plays an important role in current high-speed network management.
Storage and analysis of high-speed continuous Netflow are hot and difficult
issues in network security research and industry communities. Existing
solutions, although useful in above areas, have several drawbacks in well
handling Netflow records generated by large-scale backbone networks. In this
paper, we design and implement distributed Netflow storage system DNFStore.
First, DNFStore dispatches high-speed Netflow records to efficient storage
nodes through independent dispatchers to achieve parallel storage and uses
interactive protocol to realize the goal of dynamically join and exit of nodes.
Second, DNFStore merges Netflow records returned from storage nodes
through query agent, and provides users with a fast unified query interface. We
deploy DNFStore on a Gigabit network. The experimental results show that
DNFStore can handle 20 million Netflow records per second and process
multiple backbone networks concurrently. Besides, DNFStore can provide 40
times speed of query response than centralized storage under the same
conditions.

Keywords: Distributed system, Dynamic expansion, Query agent, Load-
balance algorithm.

1 Introduction

With the development of network, the network abnormal behaviors become more and
more widespread, and it is more difficult to manage IP network. Storage and analysis
of streaming network data can provide more secure and reliable network environment,
better Qos, precisely charge based on traffic, network upgrades. Such work cannot be
trusted when lacking of long-term continuous and large-scale traffic [1]. For
considerations of network security and management, storage of long-term continuous
and large-scale traffic is of great significance, while it is not easy. When recording

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 158-166, 2014.
© Springer International Publishing Switzerland 2014
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actual packet content, something results in prohibitive repository and also severely
compromise user privacy. To overcome these limitations, researchers proposed flow-
based technologies, in which Netflow [2] is a typical approach.

Long-term and large-scale traffic brings great challenges to the storage and
retrieval of Netflow, which can be described in the following aspects: 1) in the
backbone networks, the number of concurrent connections usually reaches up to
millions [3], so it requires efficient network dispatcher; 2) long-term Netflow leads to
large disk consumption; 3) large-scale Neflow makes it difficult for interactive query.
For example, Netflow records collected from a backbone network during one day
consume about 3.78TB of disk space.

The contributions of our work can be summarized as follows:

1) We design efficient dispatcher and storage node, by which DNFStore can handle
Netflow from multiple backbone networks concurrently.

2) The nodes of DNFStore can dynamically join and exit, which provide efficient
system scalability.

3) DNFStore provides unified query interface to clients through transparent
implementation.

The rest of this paper is organized as follows: we present related work in Section 2.
The system architecture is described in Section 3. Experimental results and evaluation
are presented in Section 4 and we conclude in Section 5.

2 Related Work

Netflow storage and analysis technologies can be summarized from the network and
database perspective. In this section, we review some solutions relevant and highlight
the differences to our approach.

1) Data Stream Management Systems (DSMS), such as Gigascope [4] and
Telegraph [5] pay too much attention on real-time filtering, while ignoring storing the
entire data on disk.

2) Flow-based Systems, such as SiLK [6], nfdump [7] and flowtools [8], though
with high insertion rate of Netflow, are typically centralized solutions with limited
scalability.

3) Flow-based, column-oriented systems, such as NET-Fli [9] and NetStore [10]
adopt the ideas of BigTable [11]. Their indexing mechanisms not only increase the
consumption of disk, but also decrease the insertion rate of data. In addition, low
scalability restricts their use.

4) Flow-based distributed architectures, such as MIND [12] and DipStore [13] are
based on P2P, deployed on the wide-area network for flow collection, storage and
analysis. P2P routing of each query could tremendously increase the query time. Xu
Fei et al. [14] propose a P2P group algorithm, which is a good illustration of this
problem. Besides, the open security problem of P2P platform [15] also limits the use
of this kind of system.

5) New type of distributed database, such as Hbase [16] supports high-speed and
massive data storage, and has good scalability. Primary key is the only way to locate
data in Hbase table, so its retrieval mechanism cannot meet the requirements of
describing of complex network issues.
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In conclusion, all of the above approaches have drawbacks. The scalability of
storage system based on network flow record is limited; Column-oriented solutions
reduce the storage performance, while increasing disk consumption; The query time
of distributed system based on P2P restricts its use; Simple query interface of Hbase
cannot meet the demand of complex analysis issues. In our solution, we present
DNFStore whose storage nodes are as efficient as SiLK, and it provides dynamic
expansion and efficient query interface.

3 Overview of DNFStore

In this section, we describe the architecture and implementation of DNFStore.
DNFStore can easily obtain its operational status and statistical information.
DNFStore provides good scalability, efficient storage and retrieval performance.

Dispatchers send Netflow records to independent storage nodes through Load-
balancing algorithm. Storage unit is the foundation of DNFStore’s storage
performance. Query agent processes query request by communicating with the
management agent.

3.1 Storage Unit

Fig. 1 depicts the storage unit designed in this paper, which mainly contains
six modules: 1) receive module: which is responsible for receiving Netflow;
2) preprocess module: which takes charge of verifying the correctness of Netflow;
3) cache module: which is in charge of cache results and providing high storage
performance; 4) serialization module: which is responsible for writing cache results to
disk with unstructured and time-based file system; 5) statistical module: which takes
charge of collecting various Netflow information processed by storage unit; 6)query
module: which is primarily responsible for retrieving Netflow.

In order to increase performance of storage unit, Netflow process can be executed
concurrently (Fig. 1).

Netflow process

‘ receive ‘ ‘ receive ‘
module module statistical
module
‘ preprocess ‘ ‘ preprocess ‘
module module

‘ cache module ‘

‘cache rnodule‘

Jl

serialization
module

serialization
module

uery module

Fig. 1. Storage unit of DNFStore
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3.2  Storage Engine

Storage engine (Fig. 2) contains the following elements: 1) dispatcher: dispatchers
collect Netflow records from network and dispatch them to independent storage nodes
with load balance algorithm. Independent dispatchers can process backbone networks
concurrently, which provide the ability to handle wide-ranging Netflow records. 2)
Storage node: storage node consists of storage unit and management agent, where
management agent is responsible for detecting the status of storage unit and collecting
statistical information. 3) Query agent: query agent receives the query request, sends
it to multiple management agents, and merges query results. By shielding the
implementation details of DNFStore, query agent provides a uniform query interface.

storage engine

o Fate Sorage Siorage
node . node
storage unit storage unit
management management
agent agent

Fig. 2. Storage engine of DNFStore

DNFStore uses zookeeper [18] to manager global consistency information, such as
statistical information, fault status, and debug information.

3.3  Netflow Load-Balancing Algorithm

Netflow processed in DNFStore is generated through the heartbeat mechanism which
sampling on a certain amount of packets. Different heartbeat mechanism generates
different number of Netflow records and loss rates. When using hash algorithm, no

1
matter how much the frequency of the heartbeat is, the loss rate of Netflow is 4,
where n is the number of storage nodes. While taking use of Round-robin algorithm,

1/« 1
the loss rate is 4 % 41 , where m is the average number of Netflow records of each
session. DNFStore supports both Round-robin and hash algorithms [17].
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3.4  Query Interface

With Round-robin dispatch algorithm, the query agent polls all storage nodes,
receives Netflow records, sorts the results and then returns them to client. However,
as for hash algorithm, if the query condition corresponds to that of the hash algorithm,
the query request can be forwarded to a specific storage node determined by hash
algorithm. For example, if condition of hash and query are both source IP, a query
task involves only one storage node. Otherwise, it will poll each storage node, which
is in accordance with the Round-robin algorithm.

4 Evaluation

We deploy our DNFStore prototype system on 10 nodes connected via a Gigabit
network, each of which is configured as follows: Inter® Xeon® CPU E7-4820; 4*8
core; 128GB memory; Linux. We evaluate DNFStore on four aspects: storage
performance of storage unit, storage performance of storage engine, loss rate of
Netflow and query time.

4.1  Storage Performance of Storage Unit

Fig.3 shows the storage unit’s performance with increasing of the number of
concurrent Netflow process threads. Write IO and Disk 10 in Fig. 3 represent the
storage performance of storage unit and the max storage performance of the storage
node respectively.
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Fig. 3. Storage performance of storage unit
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Fig. 3 indicates that with the increasing of the concurrent threads, the performance
of storage unit increases as well. A storage unit can handle 4 million Netflow records
per second when the number of concurrent Netflow process threads is 5. While the
number of parallel threads is more than 5, the performance of storage unit decreases,
which is due to the frequent scheduling of threads. We can see that Disk 10 is a
determining factor in storage unit performance metrics.

4.2  Storage Performance of Storage Engine

Fig. 4 reports the performance of storage engine. According to the conclusion of
Fig. 3, the number of concurrent Netflow process threads of storage node in Fig. 4
is 5.
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Fig. 4. Storage performance of DNFStore

When the number of storage nodes is less than 3, one dispatcher is sufficient.
Otherwise, two dispatchers are needed. However, when the number of storage nodes
is more than 5, due to the limitation of the performance of dispatchers, the storage
performance of DNFStore tends to be stable. DNFStore can handle 20 million
Netflow records per second when the number of monitors is 2 and the number of
storage nodes is 5.

4.3  Loss Rate of Netflow

We illustrate the average number of packets in each session in Fig. 5. The sessions are
based on 5TB data collected from backbone networks, and contain 8 million IPs.
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Fig. 5. Average number of packets in each session
From Fig. 5, we can conclude that the average number of packets in each up
session and down session is 379 and 428, respectively.

According Fig. 5, Fig. 6 reports the comparisons of loss rate of hash and Round-
robin algorithm.
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Fig. 6. Netflow loss rate comparison between Hash and round robin

As depicted in Fig. 6, when the number of Netflow records in a session is greater
than 1, Round-robin can obtain much lower loss rate than that of hash algorithm.
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4.4  Query Time

Fig. 7 shows the comparison of retrieval performance between centralized storage
system and DNFStore, where the query condition is source IP. With the increase of
the storage node number in DNFStore, the retrieval time decreases gradually. From
Fig. 7, we can observe that the query time of centralized storage is always longer than
that of DNFStore. When the Netflow number reaches 8 billion, the retrieval time of
centralized storage increases sharply up to 371s, while the retrieval time of DNFStore
with 8 storage nodes is 9s.
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256 - —e— 6 storage node
4 storage node

—w— 2 storage node
centralized

0 10 20 30 40 50 60 70 80
number of Netflow records (100 million)

Fig. 7. Comparision of retrieval time between centralized storage system and DNFStore

Fig. 7 implies that DNFStore can reduce query time dramatically compared with
the centralized storage.

5 Conclusions

Nowadays, Netflow has been widely used in network optimization and network
anomaly detection. Netflow storage has attracted a lot of attentions from research and
industry communities. In this paper, we design and implement DNFStore, a
distributed Netflow storage system supporting fast retrieval. DNFStore can handle
Netflow records generated by multiple backbone networks concurrently with efficient
independent dispatchers and storage nodes. DNFStore can adjust its storage capacity
according to the size of the network by joining and exiting nodes dynamically. In the
case with the same storage size, DNFStore provides 40 times query response time
than that of centralized storage. We test DNFStore on a Gigabit network. The
experimental results show that DNFStore can handle approximately 20 million
Netflow records per second through its efficient storage engine. Based on these
results, we infer that DNFStore can deal with the backbone network traffic.
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Abstract. Path connectivity may change due to node mobility in Vehicular Ad
hoc Networks (VANETSs). When the current routing path is disconnected,
finding another connected routing path quickly is important for excellent
routing performance in VANETs. In this paper, we propose a novel road
topology-aware routing (RTR) protocol for VANETs. RTR establishes two
junction-disjoint paths in order to utilize connected routing paths sufficiently.
RTR alternately transfers data packets through each established routing path
and dynamically changes the routing path based on the connectivity of the
current path. Simulation results have shown that the proposed RTR improves
the performance compared to single path routing GPSR.

Keywords: topology-aware, junction-disjoint, routing, VANET.

1 Introduction

Routing protocol plays a key role for performance of communications between
vehicles in the VANETS. So the efficient and robust routing protocol is very important
for VANETs. However, traditional node-based routing protocols are unsuitable for
VANETSs because of node mobility. In recent years, geographic routing is studied
specially to cope with node mobility in VANETSs. The geographic routing can select
the next hop node flexibly by using position information of nodes. And nodes do not
need to maintain routing information to forward packets. Though geographic routing
has better performance for VANETS, the performance still needs to be improved for
some real-time and emergency applications. Therefore the design of high-performance
routing protocol is a challenge.

Researchers have proposed several geographic routing protocols [1,2,3] for
VANETS, and most of them are single path routing. And their researches focus on the
easily disconnected path and aim to find a stable route in the case of high mobility. In
[4], performance of node-disjoint multipath routing is studied, and their conclusion is
that, through careful path selection, node-disjoint multipath routing gains an advantage
over single path routing in terms of packet delivery ratio and end-to-end delay.
Meanwhile, it is pointed out that path coupling affects performance of multipath
routing. On the other hand, in order to enhance the stability of routing, some multipath
routing protocols [5,6] have been proposed. And when the current route fails, they
employ multiple paths to recover normal route. However, multipath routing has large
communication overhead owing to the redundancy of data transmission. So how to
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© Springer International Publishing Switzerland 2014
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enhance the stability of routing with low communication overhead in VANETS is a
challenge. In this paper, we propose a novel road topology-aware routing (RTR)
protocol in VANETs. RTR is not only a road-based routing, but also a path-based
routing. Based on position information of road and vehicles, two junction-disjoint
routing paths are established. Source node uses one of the established paths rather than
all for one packet forwarding so that communication overhead is reduced. When both
two junction-disjoint paths are connected, they are chosen alternately to transfer data
packets. When one of two junction-disjoint paths is disconnected, the other path is
chosen. RTR utilizes two junction-disjoint paths to transfer data packets, which avoids
network congestion and link failure in a single routing path. Hence when the current
routing path is disconnected, RTR is able to forward data packets through the other
routing path.

2 Related Work

GPSR [7] is a geographic routing. Due to node mobility, greedy forwarding is used to
improve routing performance. But it does not consider the topology of the roads in
city, so a local maximum usually happens. Then perimeter mode is started, and the
packet is routed around the perimeter of the region. In addition, GPSR does not detect
the connectivity of routing path ahead, and so it often finds that the routing path is
disconnected when a packet has been forwarded through several hops.

FROMR (Fast Restoration On-demand Multipath Routing) [5] extends the AODV
[8] protocol to discover multiple paths between the source and the destination in every
route discovery. While their objective is to primarily design a multipath routing
framework for providing enhanced robustness to node failures. FROMR was proposed
to build an alternate path when current route is broken. But it is a node-based routing
protocol unsuitable for VANETs. And when a source node is sending data, only one
routing path is used.

RMRV (Road-based QoS-aware Multipath Routing) [6] was proposed to find a
stable route so as to improve routing performance. RMRV uses a space-time planar
graph approach to predict the connectivity of each road section in a path, and then
estimates path’s future lifetime. Hence source node may dynamically choose a path
with the longest lifetime. And only one routing path is used by each source node.

In [4], performance of node-disjoint multipath routing in VANETSs was studied. The
authors concluded that path coupling is an important factor for multipath routing
performance. However, they did not present an algorithm for finding two minimum-
interference paths between a source-destination pair. And for packet load, the source
node splits the generated load into two parts, and each part distributed over one path
has half of the whole load. So the packet load on each path has the same amount of
packets. However when of the two routing paths is disconnected, if half of packets
loads is distributed on the disconnected path, it is not reasonable.
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3 Road Topology-Aware Routing

A. Model and Problem Statement

Our system assumes that the amount of connected path between source node and
destination node in VANETS is greater than or equal to 2. Each routing path may
become disconnected from connected due to node mobility. Each vehicle is able to
obtain road topology and its own position information as well as the destination node.
In addition, periodical beacon messages are broadcasted by each vehicle to get
neighboring information.

B. Two Junction-Disjoint Paths Establishment

First, source node sends a route request message RREQ, and then the RREQ message
is broadcasted to the entire network to collect multiple paths connected to destination
node. When a node receives a RREQ message, if the node has not received the same
RREQ message, it rebroadcasts the RREQ message. Otherwise, the node discards the
RREQ message. Further, we record junction list in the RREQ. When a RREQ message
enters into a new road section, the junction list in the RREQ message is updated. The
junction list represents the path that the corresponding RREQ message has passed
through. When some RREQ messages attached with different junction lists are
received by destination node, the junction list in the RREQ message corresponding to
the minimum delay is chosen as the first routing path. And then the destination node
checks whether the routing path (junction list) in the RREQ message corresponding to
the second minimum delay and the first routing path are disjoint i.e. the two junction
lists have not the same junction. If yes, the second routing path is chosen by the
destination node. If not, the destination node continues to check the path in next RREQ
message. If the destination node does not find two junction-disjoint paths finally, then
only the first routing path is used to forward packets. Otherwise, a route reply message
RREP attached with the first routing path information is forwarded along the first
routing path, and another route reply message RREP attached with the second routing
path information is forwarded along the second routing path.

As shown in Figure 1, source node S can obtain two junction-disjoint paths i.e. the
first routing path (S-J,-D) and the second routing path (S-J,-J.-J;-D) when it receives
two RREP messages from destination node D.

Fig. 1. Two junction-disjoint paths
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C. Routing Algorithms in RTR

In this section, we describe how a source node selects its next hop to forward data
packets and how an intermediate node forwards data packets. Before the demonstration
of algorithms, we give some notations and some preliminary introductions. Let P;
denotes one of the two junction-disjoint paths and P denotes the other routing path.
The data packet in RTR contains position information of junctions in order and the
destination node’s position, which means that the order of junctions in RREQ is
the same with data packets. Source node alternately uses P; and P, to transmit
data packets. Source node and intermediate node utilize greedy forwarding to
transfer data packets based on position information of junctions and destination node in
each data packet.

For a source node, the corresponding routing strategy is shown as follows:

(1) Judge whether the destination node is the source node’s neighbor. If yes,
transmit data packets to the destination node directly. If no, go to step (2).

(2) We assume that the current routing path is P; (i.e., it is the chance of P; to be
used for data transmission). If there is a neighbor nearer to the first junction than the
source node, then the source node selects that neighbor as the next hop. If no other
neighbor is nearer to the first junction than the source node, then the source node
selects the neighbor nearest to the second junction in the data packet as the next hop.
Meanwhile, source node needs to delete the first junction in the data packet and
transfer. If no other neighbor is nearer to the second junction than the source node, go
to step (3).

(3) Add P into the data packet (i.e., replace P;by P_;). If there is a neighbor nearer
to the first junction in P, than the source node, then the source node selects that
neighbor as the next hop. If no other neighbor is nearer to the first junction than the
source node, then the source node selects the neighbor nearest to the second junction in
the data packet as the next hop. Meanwhile, source node needs to delete the first
junction in the data packet, and then transfer it. If no other neighbor is nearer to the
second junction than the source node, then the source node discards the data packet.

For an intermediate node, the corresponding routing is shown as follows:

(1) Judge whether the destination node is the intermediate node’s neighbor. If yes,
transmit data packets to the destination node directly. If no, go to step (2).

(2) Judge whether there is a neighbor nearer to the first junction in the data packet
than the intermediate node. If yes, forward the data packet to the neighbor. If no, go to
step (3).

(3) Judge whether there is a neighbor nearer to the second junction in the data
packet than the intermediate node. If yes, the intermediate node needs to delete the first
junction in the data packet, and then forward it to the neighbor. If no, the intermediate
node discards the data packet.

We design Algorithm 1 to implement routing strategy for source node in RTR.
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Algorithm 1.
INPUT: Two junction-disjoint paths{P;, P_}
Destination node id=D, Source node id=S
Node set G={S, all neighbors of S}
Current chance is P;
1: if D is a neighbor of S
2: S transfers the data packet to D;

3: else

4: if X1 in G nearest to the first junction of P; =S

5: if X? in G nearest to the second junction of P; = §
6: modify the data packet using P_;;

7: if X} in G nearest to the first junction of P_; = §
8: if X% in G nearest to the first junction of P_; = §
9: discard the data packet;

10: restart routing paths establishment;

11: else

12: S deletes the first junction of P_;;

13: S transfers the data packet to X3;

14: else

15: S transfers the data packet to X3;

16:  else

17: S deletes the first junction of P;;

18: S transfers the data packet to X3;

19: else

20: S transfers the data packet to X1;

For better understanding our routing algorithm, we demonstrate 5 cases shown in
Figure 2. We assume that in all cases the current chance of routing path is P;. In case 1,

source node selects Ajz as the next hop based on the position of | 11 In case 2, source

node selects A, as the next hop based on the position of | 12 In case 3 and 4, source
node selects A, as the next hop and uses the routing path P_. In case 5, source node is
not able to find a suitable next hop based on the current routing paths P; and P, so
source node discards the data packet and restart routing paths discovery and
establishment.

The main idea of routing strategy for intermediate node is similar to that of source
node. Based on the position information of the first two junctions in the data packet, an
intermediate node selects the next hop to achieve greedy forwarding. In addition, the
different part of routing strategy between source node and intermediate is that routing
approach for intermediate node is not able to change the current routing path based on
position information. However, the routing strategy for source node is able to
dynamically change routing path according to the current connectivity of the first hop.
So, a source node can avoid routing failure greatly. For brevity, we do not demonstrate
the specific cases on intermediate node routing.
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(e)Case 5

Fig. 2. Cases on routing algorithm in RTR
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We design Algorithm 2 to implement routing strategy for intermediate node in
RTR as follows.

Algorithm 2.
INPUT: Two junction-disjoint paths{P;, P_}
Destination node id=D, Intermediate node id=F
Node set E={F, all neighbors of F}
Current chance is P;
1: if D is a neighbor of F
2:  F forwards the data packet to D;

3: else

4: if X1 in E nearest to the first junction of P; = F

5: if X2 in E nearest to the second junction of P; = F
6: discard the data packet;

7: else

8: F deletes the first junction of P;;

9: F transfers the data packet to X 2;

10: else

11:  F forwards the data packet to X1;

4 Performance Evaluation

A. Experimental Setting

We use NS-2 for simulation. The communication range of a node is 250 m. A total of
30 nodes are deployed in a region of size 1500 m x 1500 m. Two-ray ground model is
used as the radio model. IEEE 802.11 DCF is selected as the medium access control
(MAC) layer protocol. The MAC layer data rate is set to 2Mbps. We use
VanetMobiSim [10] to generate movements of nodes. The node speed is in the range of
[5, 20] m/s. And we consider the range of [5, 10] m/s as the scenario of low speed. The
range of [10, 15] m/s and the range of [15, 20] m/s are respectively corresponding to
medium speed and high speed. The simulation time is 200s. We randomly select three
source-destination pairs in each scenario. The generated constant bit rate (CBR) is in
the range [5, 20] packets/s. The data packet size is 512 bytes. And the beaconing
frequency is 2.0 s. The queue length of each node is set to 50 packets.

B. Experimental Results

First, we discuss the performance metric of routing control overhead. The
communication overhead in RTR includes beacon messages, RREQ and RREP
messages. The amount of beacon messages is identical in all routing protocols for
VANETS. As beacon message is broadcasted periodically and frequently, the amount
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of beacon messages is relatively large compared to that of other routing control
messages. In addition, the number of RREQ messages is also equal to that of other
routing protocols that employ route discovery mechanism, for example, CMGR [11].
And the number of RREP messages in the proposed RTR is about twice that of single
path routing protocols. However, a RREP message is only forwarded through a path
not like a RREQ message that should be rebroadcasted into the entire network. So the
number of RREP messages is relatively small compared to that of beacon and RREQ
message. Therefore the routing control overhead of the proposed RTR is similar to that
of other routing protocols, and we do not provide the specific numerical value.

Second, we discuss the performance metrics of packet delivery ratio and average
end-to-end delay. We compare the proposed RTR with single path routing that only
use one path. As shown in Figure 3, the packet delivery ratio of RTR outperforms that
of single path routing. When the node speed is high, the average end-to-end delay of
RTR is less than that of single path routing. For the above results, it is mainly because
the routing path composed of fast vehicles is not stable, and when a single routing path
is disconnected the routing performance is affected badly. However, RTR is able to
dynamically and alternately use two junction-disjoint routing paths to transfer data
packets. For other cases including low and medium speed, their average end-to-end
delays are about the same.

5 Conclusion

In this paper, we propose a novel road topology-aware routing (RTR) protocol for
VANETS. The proposed RTR is able to establish two junction-disjoint paths to forward
packets based on road topology. Source node uses one of the established paths rather
than all for one packet forwarding. When each first hop node of the two junction-
disjoint paths is connected to source node, source node alternately uses two paths to
transfer data packets. RTR judges the connectivity of the first hop in the current
routing path before transferring each data packet, if it is disconnected the other path is
chosen by source node. Finally, the experimental results show that RTR enhances the
packet delivery ratio greatly compared to GPSR. Meanwhile, RTR guarantees non-
redundant data transmission.
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Abstract. Since HTTP is responsible for more than 25% of the total traffic vo-
lume in the Internet, we are curious about what happens in the http traffic and
what it contains. We collected an anonymized HTTP head only data from a
DSL line of a campus’s border for continuous 11 days. In this paper, we focus
on the user-agent (UA) strings. We first improve a well know open source UA-
Sparser, identifying 34.4% (9.8%) more user-agent types (operator system) of
overall transactions. In addition, our analysis of user-agent strings shows that
Windows XP contributes to more than half of personal computer (PC) HTTP
traffic. Mobile devices account for more than 16% of total transactions, and
automatic programs share at least 20%. These information leads to following
conclusions: PC devices in China are threatened to a huge risk as security sup-
port for Windows XP has been stopped recently; mobile devices occupy a big
proportion in total transactions of a DSL lines, larger than other researchers [10]
noticed 4 or 5 years ago; Android and IOS devices dominate the mobile transac-
tions; automatic programs take up at least one fifth of all HTTP traffic and that
means the researcher should no longer ignore the influence of them.

1 Introduction

HTTP has become one of the most popular protocols for many Internet services. In-
ternet users with all kind of devices can take the advantage of HTTP to download
files, watch video from You Ku, share messages on social networks, get news, send
and read emails with Gmail or even study program on Codecademy online. As a con-
sequence, many researchers have focused on HTTP traffic analysis [1-8]. Often, these
studies would face the problem of identifying HTTP user types, the devices or brows-
ers they use. This problem can be solved by User-Agent strings in http head filed of
each request. The user-agent (UA) request header field contains information about the
user agent originating the request [9]. We find that many researchers use an open
source, UASparser', to parse UA strings [2, 12-13].  Many of them simply suggest
that the result is correct and choose to ignore unknown UA strings. However, we find
that the result of UASparser is far from satisfactory, with more than 6.5% unidentified
UA strings which share 23% of total HTTP transactions.

! http://user-agent-string.info/download/UASparser
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So we developed a tool named R-UASP (Refined-UASparser), which is derived
from UASparser. The R-UASP can identify 8% more distinctive user-agent strings
than UASparser does. These UA strings contribute to identifying 9.8% more operator
system types and 34.4% more UA types judged by total transaction times. In this
paper, we usually use total request times (transactions) to represent the number of UA
strings other than unique UA strings. Because the most requests are originated by
only a few portion of UA strings. Figure 3 shows this phenomenon and we will dis-
cuss it in Section 3.

Moreover, we analyzed user-agent strings in our dataset. We observe that browser
contributes more than 58% (33%) HTTP transactions (unique UA string), while mo-
bile browser has become the second biggest http user in the Internet, accounting for
11% (36%) of the total requests (unique UA string). The proportion of unique UA
strings and request times suggest that mobile devices and browsers are much more
fragmental than PC ones. At least 20% of HTTP requests are produced by automatic
programs, such as web crawler or update program. We also find that Windows clearly
dominates, with more than 64% transactions. More than half computers are running
on Windows XP, as security support for Windows XP has been stopped since April 8
2014. In addition, Android devices produce the most transactions in mobile devices,
more than twice as apple devices produce. More than 80% of Android devices are
running on Android 4.x and 50% of 10S devices are running on IOS 7, while only
2.7% computer choose Windows 8, indicating that mobile users are more willing to
update OS of their devices or replace old devices. At last, we find that even though
IE, Chrome, and Firefox occupy the top three positions in transactions, automatic
programs, such as web crawlers, updates clients and programs that called library to
request, should not be ignored. These programs take 6 positions in the top-20-request
clients list.

The remainder of this paper is organized as follows. We briefly touch on related
work in Section 2. We then describe our data collection and some of its characteristics
in Section 3. We next consider various aspects of UA string distributions, such as
popularity of operator system and UA type in Section 4. In Section 5, we briefly
summarize our work in this paper.

2 Related Work

Callahan et al. [1] analyzed three and a half years of HTTP traffic observed on a small
research institute, he use the longitudinal data to study various characteristics of traf-
fic from both client and server behavior characteristics. Dhungana et al. [3], Maier et
al. [10] and Falaki et al. [11] analyzed the traffic, especially HTTP traffic on mobile
devices or smartphones. They revealed browsing contribution of the HTTP traffic,
operator system distribution and application usage on mobile devices. Since their
dataset was collected 4 or 5 years ago, the user situation in mobile devices has signifi-
cantly changed, the most dramatic changes is the declination in Nokia and Symbian
devices from the most popular mobile devices to less than 0.8% of all mobile devices,
and Android along with Apple devices has dominate the market, accounting for more
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than 95% (64% and 32% respectively in our dataset) HTTP transactions of all mobile
devices.

Fabian et al. [2] find three pitfalls which can render a HTTP analysis study flawed.
In his work, he used UASparser as a tool to extract browser type and operator system
information. Holley et al. [13] describe implementation of a classifier for User-
Agent strings using Support Vector Machines. In his paper, he collected 53,829 UA
strings from different web resources, while we collect 318,247 unique UA strings
from DSL line of a campus’s border. He used UASparser and uaParser® to annotate
the UA strings they got. Even though he found a little improvement using the linear
kernel, the classifier could not work very well if the annotation process had some
pitfalls. Because the tools he use missed many popular UA strings

As mentioned above, the previous works have their time limitation since the user-
agent types are changing dramatically year by year, especially in mobile browsing and
application usage. As a consequence, it is essential to provide a modern view of the
user-agent and web application usage in HTTP and compare it to the previous find-
ings. Unlike previous studies, we do not entirely rely on open sources to parse UA
strings. We first refined one popular open source to better identify UA strings before
we start our analysis work. Thus, the refined tool helps us to understand HTTP traffic
from UA perspective better and more precisely.

3 A General View of Dataset
In this section, we present our data sets before describing our experiment. We sum-

mary this section by introducing the general information of our dataset, such as size,
packet and flow number, browser and OS usage.

3.1 Anonymized HTTP-Head-Only(HHO) Data

Table 1. Summary of HTTP

beginning of data time 18 April 2014
End of data time 28 April 2014
Carrier link speed 120Mbps
Original data size 6.180TB
HTTP volume 1.56TB
HHO data size 50.69GB
Number of http packets 98,165,427
Number of http flows 32,885,418

Our data was collected in a DSL line of a campus’s border for 11 days. To preserve
as many privacy as we can only HTTP-head information, length of payload and

2 Browserscope. Uaparser. Source Repository:

https://github.com/dinomite/uaParser
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the two sides of IP address and ports were preserved for further observation.
Moreover, we replaced all prefix of all IP address of clients to hide user information
and preserve privacy. The bandwidth of DSL line is about 120Mbps and 90,000 Pack-
ets/s. Since the bandwidth is not wide, and the data we preserved is only a very small
portion—http without payload—of it, we typically do not experience any packet loss.
We generalize the characteristics, including start time, over time, original size, http
volume and preserved dataset in Table 1.

3.2  More Characteristics of the Dataset

We first take a look at the composition of protocols used in the Original data in the
DSL line. Figure 1 shows the different usage of protocols in the DSL line in which we
collected dataset. We identified the protocols by an open source DPI software--nDPI’.
We find that HTTP is the most significant protocol, accounting for more than 25% of
bytes and 18% of packets. We also find that P2P Download (including BT, eDonkey
and Xunlei etc.) share 14% of bytes but only 7% of the packets. This interesting an-
swer indicates that P2P traffic has larger average packets than other normal protocols.
On the contrary, Chat (including skype, QQ and MSN etc.) accounts for only 6.5% of
bytes but more than 10% of packets. To our surprise, Remote control (including ssh,
telnet, ftp,RDP etc.) accounts for 6% of bytes. That might because the DSL line we
used is most filled by university campus users, where ftp is a popular means of down-
loading and sharing files.
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Fig. 1. Percentage of protocol usage in the HHO dataset

Figure 2 shows the number of different transaction types were requested in a day.
In our dataset, the majority of observed transactions—more than 92%—are requests
for data (GET requests). Almost 6% of the requests are contributed to POST requests
and 1.5% of the requests are contributed to HEAD requests.

3 http://www.ntop.org/products/ndpi/
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We got 318,247 unique UA strings in HHO dataset, for each UA string. We also
record the number of times they have appeared. Figure 3 shows the distribution of UA
strings in transactions. The top 1% UA strings contribute to more than 84% of total
transactions, while the top 2% contribute to 88.5% and top 3% contribute to 90.7%.
The last 67.3% UA strings share only 1% of all transactions. The distribution evident-
ly illustrates the fact that the most transactions are produced by the very minority of
UA strings. And that’s why we choose to use total transactions of UA strings other
than unique UA strings as a scalable base in most of our experiments.
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Fig. 3. UA String Distribution in Total Transactions
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4 Analyze User Agent in HTTP Transactions

The “User-Agent (UA) request header field” contains information about the user
agent originating the request. From UA, we can identify browser type, operate system
type and device information, and thus, analyze clients’ characteristics in the dataset.
In this section we first introduce “Refined UASparser”, a tool we developed based on
an open source: UASparser—an engine used for parsing User-Agent string of almost
all frequent used browser and operator systems. Then we focused on the features in
UA distribution of our dataset.

4.1 Refined UASparser

We got 318,247 unique UA strings in HHO dataset, for each UA string we also record
the number of times they have appeared. Then we tried to use UASparser to parse UA
strings. UASparser can extract information like operator system, browser type, and
UA type (browser, library etc.). However, we find that more than 6.5% of the user
agents in our dataset cannot be recognized, and these user agents contribute to more
than 23% of the requests packets. Since the answer is far from satisfactory, we de-
cided to refine the UASparser by identifying the most significant unknown UA strings
of UASparser. Table 3 shows the increment after we improved the tool. It is important
to notice that the number is not the accumulation of unique UA strings but the number
of times each UA string appeared in requests, as we care more about the proportion of
overall transactions. The improvement is significant as 9.8% more transactions are
assigned to their operator system types and 34.4% more to their browser types.

Table 2. Comparasion of UASparser and R-UASparser

Tools | UASparser Refined-UASparser  Improvement (%)
(request (request
UA-infomation times) times)
Operator System 33,669,987 36,960,690 9.8%
Browser type 29,677,693 39,898,156 34.4%

Figure 4 shows the top 10 newly identified client types that contribute to the im-
provement.

OS Improvement. The most improvement in recognizing operator system is due to
the traffic of windows updates—about 72% of the total improvement. The other im-
provement is in Windows library, Microsoft CryptoAPI and so on, Apple IOS and
Symbian. Even Symbian devices is rare in these days, it still contributed to about
0.2% of total requests and 1% of requests from mobile devices, and UASparser ig-
nored most Symbian UA strings. When it comes to browser type, we find even more
improvement was brought by our Refined tool.
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= UA Types

100)

Transactions (k

Fig. 4. Rank of Improved UA Types

UA Improvement. We find that UA types in Figure 4 are mostly ‘none-browser’,
many of which are spiders, Windows update and Dalvik. Dalvik is a process virtual
machine that runs on Android operation system, used to runs apps on Android devic-
es. According to this result, we find UASparser is weak in finding none-browser UA
strings like spider, update, and app UA strings. But in our dataset browsing requests
contributes only 59% of the total requests—we will discuss it in next subsection (sec-
tion 4.2). Thus, it evidenced the urgency for us to add none-browsing UA strings to
UA library of the open source.

4.2  User-Agent Analysis

User-Agent Type

We classified UA strings to 8 types—browser: UA strings represent browser on the
PC or laptops; mobile browser: browser on mobile devices; spider: crawler or robot
programs of search engines; update: windows and other update traffic; mobile app:
applications running on mobile devices; library: library API (Python-urllib,
libwww-perl, etc.) that automatically request for data; P2P: P2P download traffic in
http; unknown: unidentified UA strings.

Figure 5 shows the constitution of UA strings in HTTP Request. Sub-figure b
presents the proportion of distinctive UA strings of each UA type, and sub-figure b
presents the accumulative request number of proportion for each UA type. We can tell
that browser still dominate, with more than 58% http requests, while mobile browser
has become the second biggest http user in the Internet, accounting for 11% of the
total requests. It infers a huge growth of mobile device usage since 2009 when com-
pared with Gregor Maier’s work [2].

It is interesting to notice that Spider (crawler or robot) accounts for more than 8%
requests, showing that robot programs now have a dramatic influence to the http
volume. More than 6% is made by windows update programs and 4% is sent by li-
brary programs. A library type is a client program that provoke library API (Python-
urllib, libwww-perl, etc.) to automatically request for data. Putting former three
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UA types together, we surprisingly find that almost at least 20% requests were sent by
automatic programs. Since the number of Library (12 different Library) and Spider (8
different spider) are limited and some programs can blend itself in the normal requests
by disguise its UA string as a popular browser. We believe that the proportion of pro-
gram made requests is far more than 20%. It is important to identify these none-
browser HTTP traffic when we analyze http traffic and user behavior, because they
are not what many researchers care about and can lead to pitfalls and render a delibe-
rately executed research flawed.

Secondly, we find that mobile devices contribute to the most unique UA strings
while they only account for 11% total requests. That is due to the fragmentation of
mobile devices, especially in Android devices. We find Android devices accounts for
80% distinctive UA strings of mobile browser. This finding conform to the fact that
Android has a numerous number of different versions and is now running on devices
produced by hundreds of different companies.
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= Mabile Browser
W Spider

® Update

= Moblie APP

W Library

upP2P

a, Unique UA string of each UA type b, Requesttimes of each UA type

Fig. 5. Unique UA strings and UA request times of each UA type

Operator System Popularity

Figure 6 shows the constitution of HTTP traffic of each operator system. And Table 4
further describes the contribution of different versions of Windows, Android and 10S
system, which are the top 3 requests makers and contribute to 80% traffic in total. We
have included all user-agent strings in the dataset and thus, the unknown part—take
up 16% of traffic—is mainly library and spider that cannot be classified by operator
system.

In terms, Windows clearly dominates in popularity of operator system, with more
than 64% http requests traffic. We find that even though Microsoft has stopped the
support to Windows XP since April 8 2014, it still account for 56% of all windows
traffic. This means that Windows XP is still leading in operator system in Chinese
computers. Since Windows takes up more than 90% PC market and PC traffic in our
dataset. This finding suggests that more than half of Chinese computers are now in the
threatening situation with no security support and unsolved vulnerabilities. Windows
7 contributes to 29.5% and the newest version Windows 8 only 2.7%, even less than
Windows 2000 (4%).
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Mobile operator systems account for about 16% of total http transactions, in which
Android devices take up 11% and IOS devices take up 5%. Other mobile operator
systems—including Windows Phone, Symbian, BlackBerry and Palm OS—occupy
only 1% transactions. The answer indicates that the former two mobile devices domi-
nate the smartphone and tablet (or Pad) market.

Table 3. Distribution of Operator system version

Operator System | Percentage in Operator System Percentage in its
Total requests version own type
Windows 64% Windows XP 56.2%
Windows 7 29.5%
Unknown 5.5%
Windows 2000 4.4
Windows 8 2.7%
Other 1.7%
Android 11% Android 4.x 84.2%
Android 2.x 8.3%
Other 7.5%
ISO 5% I0S 7 52.5%
Unknown 23.3%
10S 6 10.8
Other 13.6%

Table 3 also shows that Android 4.x account for 84.2% of all Android transactions
and IOS 7 account for 52.5% of all IOS traffic. Comparing with Windows which old
version XP dominates the proportion, we find that people are willing to use or update
the latest system version on their mobile device and reluctant to update outdated oper-
ator system on their computers.
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HTTP Client Popularity

Figure 7 presents the most popular http clients in our dataset. IE, Chrome and Fire-
fox Browser rank the first three positions, sharing more than 46% of overall and al-
most 80% of browser transactions. The pink bar means transactions made by web
crawlers (spiders).The first pink bar, Baidu spider, surprisingly takes the fourth posi-
tion, means that 5% of total transactions are made by Baidu spider program. The
answer also illustrates that search engines, in order to crawl most web pages in the
Internet and index them, creating a huge number of transactions. The second pink
bar, Sogou spider, takes only one fifth of the number of Baidu spider. And Google
spider shares one third of the number of Sogou spider, means that google spider is
relatively inactive in China. That can be explained by the fact that Google Company
quit China in 2010, and it market share in China is now less than 2%.

Blue bars represent clients as programs using library like ApacheHttp-Client or
curl to automatically request data from servers. The appearance of these library users
in Figure 7 manifests that the traffic created by program other than browser should
not be ignored in a research of HTTP analysis.
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Fig. 7. Http Client Distribution

5 Conclusion

In this paper, we focus on the user-agent (UA) strings. We refined a popular open
source UASparser, identifying 34.4% (9.8%) more user-agent types (operator system)
of overall transactions. Moreover, we find that Windows dominate in HTTP clients,
accounting for 64% of total transactions, and Windows XP takes up more than half of
PC HTTP traffic, mobile devices share more than 16% of total HTTP traffic and au-
tomatic programs at least 20%. Android devices share 65.5% of mobile transactions
while IOS devices share 32.5%. These information leads to following consequences:
PC devices in China obviously dominate the HTTP traffic, but more than half of them
are threatened to a huge risk as security support for Windows XP has been ended
recently; mobile devices occupy a big proportion in total transactions of a DSL lines;
and Android and IOS devices dominate the mobile transactions, with more than 98%
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of mobile transactions; automatic programs take up at least one fifth of all HTTP
traffic and that means the researcher should no longer ignore the influence of them.

We also find that more than 80% of Android devices are running on Android 4.x
and 50% of 10S devices are running on I0S 7, while only 2.7% computer choose
Windows 8, indicating that mobile users are more willing to update OS of their devic-
es or replace old devices.
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Abstract. Propositional satisfiability (SAT) has been widely used in
hardware and software verification. Outsourcing complex SAT problem
to Cloud can leverage the huge computation capability and flexibility of
Cloud. But some confidential information encoded in CNF formula, such
as circuit structure, may be leaked to unauthorized third party.

In this paper, we propose a novel Cloud-oriented SAT solving algo-
rithm to preserve privacy. First, an obfuscated CNF formula is gener-
ated by embedding a Husk formula into the original formula with proper
rules. Second, the obfuscated formula is solved by a state-of-the-art SAT
solver deployed in Cloud. Third, a simple mapping algorithm is used to
map the solution of the obfuscated formula back to that of the original
CNF formula.

Theoretical analysis and experimental result show that our algorithms
can significantly improve security of the SAT solver with linear complex-
ity while keeping its solution space unchanged.

Keywords: SAT solver, CNF formula, Privacy, Obfuscating, Cloud
computing.

1 Introduction

Propositional satisfiability [1] (SAT) has been widely used in hardware and soft-
ware verification [2][3]. With the rapid increase of the hardware and software
system size, the scale of SAT problem generated from verification also increases
rapidly. On the other hand, Cloud computing can provide elastic computing re-
source, which make outsourcing hard SAT problem to public Cloud [19][20] very
attractive. However, unauthorized access [11] to outsourced data prevent it from
widely deployed.

In formal verification, circuit, code and properties will first be converted
into CNF (Conjunctive Normal Form) formula by Tsentin coding[4] before SAT
solving. After that, circuit structure and other confidential information are still
existed in CNF formula. To prevent unauthorized user from accessing these confi-
dential information, it is necessary to obfuscate CNF formula before outsourcing.

This paper presents a novel Cloud-Oriented SAT solver based on Obfuscating
CNF formula. First, the original CNF formula Sy is obfuscated into formula S by
embedding another CNF formula S, with unique solution. And the embedding

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 188-199, 2014.
© Springer International Publishing Switzerland 2014
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rules guarantee that S’s graph structure are significantly different from that of
S1. Second, S is sent to a SAT solver in Cloud, which returns a solution Ro.
Third, the solution R of S; is obtained from the solution of Ro by projection.
its correctness can be guaranteed by the embedding rules in the first step.

The major contributions of this paper are: First, by obfuscating, confidential
information in the original CNF formula, such as circuit structure, will be de-
stroyed in the obfuscated CNF formula; Second, the obfuscated CNF formula
can be solved by state-of-the-art SAT solver. Third, the theoretical analysis and
experiments shows that obfuscating and solution recovery algorithms are linear
complexity, reducing the impact on the overall performance of SAT solving.

The remainder of this paper is organized as follows. Background material is
presented in Section 2. Section 3 gives the description of the problem, while
the implementation of Cloud SAT solver based on obfuscating is presented in
Section 4. Section 5 analyzes correctness, effectiveness and complexity; Section 6
describes the related work; Section 7 gives the experimental results, while Section
8 concludes this paper.

2 Preliminaries

2.1 SAT Solving

The Boolean value set is denoted as B = {T’, F'}. For a Boolean formula S over
a variable set V| the propositional satisfiability problem (abbreviated as SAT)
is to find a satisfying assignment A : V' — B, so that S evaluates to T'. If such a
satisfying assignment exists, then S is satisfiable; otherwise, it is unsatisfiable.
A clause subset of an unsatisfiable formula is an unsatisfied core. A computer
program that decides the existence of a satisfying assignment is SAT solver[10].

Normally, a SAT solver requires the formula to be conjunctive normal form
(CNF), in which a formula is a conjunction of its clause set, and a clause is a
disjunction of its literal set, while a literal is a variable or its negation.

& in Equation (1) is a CNF formula with four variables x1, x2, x3, x4, and
four clauses x1 V —xo, T2 V x3, To V g, —x1 V 3 V x4. Literal xq is positive
literal of variable 1 in clause z1 V —xo, while =25 is a negative literal.

D = (.Z‘l V _\.Z‘Q) AN (.Z‘Q V l‘g) AN (.Z‘Q \Y _\.1‘4) AN (—\.’L‘1 V —x3 V $4) (1)

The number of literals in clause C' is denoted as |C|. The number of clauses
in a CNF formula F is denoted as |F|. For example |1 V —xa| = 2, while |¢| = 4

2.2 Tseitin Encoding

In hardware verification, circuits and properties are converted into CNF formula
by Tseitin encoding[4], and then CNF formula is solved by SAT solver. Circuits
can all be expressed by a combination of gate AND2 and INV, so we only lists
Tseitin encoding of gate AND2 and INV here.
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For gate INV z = -z, its Tseitin encoding is (z V z) A (—z V —z). For gate
AND2 z = 1 Axg, its CNF formula is (—zq1 V22 V2) A (21 V —2) A(xe V —2). For
a complex circuit C expressed by a combination of AND2 and INV, its Tseitin
encoding T'seitin(C') is a conjunctive of all these gates’ Tseitin encoding.

For a circuit C with an INV d = —a and an AND2 e = d A ¢, its Tseitin
encoding is shown in Equation (2).

a (me V)
/\(_(\azc_l\)d)}/\ A (mevd) @)

Tseitin(C) = { ( |
A (eV eV —d

3 Threat Model of Cloud-Based SAT Solving

Solving SAT in Cloud includes three steps: first generating and uploading CNF
formula to Cloud, then solving CNF in Cloud, finally downloading solution.
Thus, unauthorized access[11] to CNF formula in Cloud may result in leakage
of confidential information.

On the other hand, verifying the result of SAT is simple. If CNF formula
is satisfiable, the solution can be substituted into CNF to check if it is satisfi-
able; If CNF formula is unsatisfiable, an unsatisfiable core returned by the SAT
solver can be verified by resolution. In both case, verifying the result are linear
complexity.

Thus, in this paper we assume that Cloud servers are honest but curious.
That is, the CNF will be solved correctly, but also may be analyzed to recover
confidential information. Algorithms [6-9] have been proposed to recover circuit
from CNF. Before discussing them, some concepts should be introduced first.

Definition 1 (CNF Signature). CNF signature of gate g is its Tseitin encod-
ing Tseitin(g). Fach clause in CNF signature is called characteristic clause. A
characteristic clause containing all variables in CNF-signature is a key clause.
Variables correspond to output of a gate is called output variable.

For AND2 in Equation (2), eV ¢ is a characteristic clause. Clause eV —¢V —d
is a key clause. e is an output variable.

With such encoding rules, gates with the same CNF signature will be encoded
into the same set of clauses. Potential attackers can exploit structural knowledge
to recover the circuit structure. Some such algorithms[6-9] are based on concept
of directed hyper-graph and bipartite graph described below.

Definition 2 (Hypergraph of CNF and Directed Hypergraph of CNF).
A Hypergraph G = (V, E) of a CNF formula X' is

1. each vertex of V' corresponds to a clause of X;

2. each edge (c1,c2) € E corresponds to two clauses ¢1 and co containing the
same variable or its negation;

3. each edge is labeled by the variable;
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A Directed Hypergraph is a Hypergraph with each endpoint of edge labeled by T
when clause contains non-negative variable, or t when clause contains negative
variable.

Definition 3 (Bipartite graph of CNF). A Bipartite graph G = (V, E) of a
CNF formula X is

1. each vertex of V' corresponds to clause and variable of X;

2. each edge (c,v) € E corresponds to a clauses ¢ that contains variable v;

3. each edge is labeled by 1 when clause contains non-negative variable, or T
when clause contains negative variable.

With these definitions, Roy et al. [8] first converts the CNF to an Hypergraph
G, and then matches the CNF signatures of all types of gates in G to recover
gates by subgraph isomorphism, finally creates a maximal independent set (MIS)
instance to represent the recovered circuit.

Fu et al.[9] presents another algorithm that first detects all possible gates with
pattern matching, and then constructs a maximum acyclic combinational circuit
by selecting a maximum subset of matched gate.

In Cloud computing paradigm, attacker may use these algorithms to recover
the circuit structure from CNF formula. Therefore, it is essential to prevent
information leakage before outsourcing CNF formula to Cloud.

4 Cloud-Based SAT Solver Preserving Privacy

In this paper, we present a Cloud-oriented SAT solver based on obfuscating CNF
formula, which prevent information leakage by hiding the structure in CNF. The
obfuscating algorithm is based on the following three facts:

1. First, changing CNF signature of gates in CNF formula will make circuit
recovering based on pattern matching or subgraph isomorphism impossible.

2. Second, current SAT solver with conflict analysis [10] is very efficient. So we
would like to use them directly, instead of developing a new one like [12].

3. Third, the solution of obfuscated CNF formula should be easily mapped back
to original formula.

The proposed algorithm is based on the following definition.

Definition 4 (Husk Formula). Husk formula is a CNF formula with a unique
solution, and assignment of variables is mon-uniform, that is, not all 0 or all 1.

The overall framework of the Cloud SAT solver is shown intuitively in Figure
1. In Step 1, GENERATOR algorithm generates a husk formula with unique
solution Rp; In Step 2, OBFUSCATOR algorithm obfuscates S; to obtain a
new CNF formula S; In Step 3, S is solved in Cloud; In Step 4, MAPPER
algorithm maps solution of S to that of ;.

The GENERATOR, OBFUSCATOR and MAPPER algorithm will be de-
scribed in Subsection 4.1,4.2 and 4.3 respectively.
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Original CNF SAT Solver
® n Cloud
OBFUSCATOR MAPPER
Result
s E
GENERATOR -
) © | Obuscated Obfuscated @ Client
s CNF Result
o e

Husk CNF Client

Fig. 1. The Cloud SAT solver based on obfuscating CNF

4.1 Generating Husk Formula

Husk formula is constructed based on prime factorization method: First, given
a prime p represented by a binary vector p =< p1,po, ..., pn >, We assigning its
square p? to the output of a multiplier M, with constraint p # 1. Second, We
convert the multiplier M into CNF formula T'seitin(M).

To satisty T'seitin(M), the two inputs of M must all be p =< p1,pa,...,Dn >,
which makes the p the unique solution of T'seitin(M).

With these discussion, GENERATOR algorithm to generate Husk formula is
shown in Algorithm 1.

4.2 Constructing Obfuscated Formula

The proposed OBUFSCATOR, algorithm generates a new CNF formula S by
embedding Husk formula S5 into the original formula .S; with proper rules. By
adding new clauses and new literals, OBUFSCATOR algorithm changes the
clause set and literal set in clauses of S7, to prevent its structure from being
recovered.

In order to keep solution space unchanged, when inserting variables of Ss into
clauses of Sp, the following rules must be followed, as depicted in Line 5 and
18 of OBFUSCATOR algorithm: Variables assigned F' in Ry will be inserted as
positive literals; While variables assigned T will be inserted as negative literals.

Algorithm 1. GENERATOR

Data: NULL
Result: Husk CNF S5 and Husk result Ry
1 begin
Generating a prime number p ;
S =M #1,I #1,0 = p?) ;
Sa = T'seitin(P) ;
Ru=plp;
end

(<IN B N V)
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Algorithm 2. OBFUSCATOR

Data: The original CNF S;,Husk CNF S3,Husk result Ry
Result: The obfuscated CNF S, variable mapping M

1 begin

2 mark(St);

3 foreach c € S; do

4 lit =get literal € Ru;

5 c = c U ~lit;

6 if ¢ € Key Clause Set KCS then
7 nc = generate new clause(c, lit);
8 S = S2 U ng;

9 end
10 end
11 foreach c € S1 do
12 averagelen = %/lessll‘ﬁ | ;
13 while |c| < averagelen do
14 lit =get literal € Ry ;
15 while —lit € ¢ do
16 lit=get literal € Ry ;
17 end

18 c = cU-lit;

19 end
20 M =remap all variable in S1 U S5 ;
21 S =reorder all clause in S1 U Ss ;
22 end
23 end

Thus, S and S7 can be solved with the same SAT solver, and the solution of
S1 can be extracted from that of S by projection on variables set of S;. More
details of OBUFSCATOR algorithm is presented in Algorithm 2.

In algorithm 2, Procedure mark at Line 2 marks key clauses and output vari-
ables of some kind of gate in CNF formula. Procedure generate new clause
at Line 7 generates some new clauses matching the key clauses, such that iden-
tifying gates become more difficult.

Different mark algorithms are needed for different gate types with different
CNF signatures. But their complexity are of the same. As all circuits can be rep-
resented by a combination of AND2 and INV, and the mark algorithm for INV
is trivial, so we only present the implementation of mark for AND2 in Algorithm
3.Similarly, we also only present the implementation of generate new clause
for AND2 in Algorithm 3.

4.3 Recover the Original Solution

The variables set of S is a superset of S;. Therefore, to get solution of S7, we need
to filter assignment of variables in S; from Rp according to the variable name
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Algorithm 3. mark and generate new clause

1
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20
21
22

mark;
Data: CNF formula S
Result: marked S
begin
foreach (C € S) & (|C] =3) do
foreach | € C do
foreach (C1 € S) & (-l € C1) & (|C1] =2) do
foreach I, € C do
if (-l € C) & (1 #1) then
match + + ;
end
end
end
end
if match = 2 then
mark L as output literal ;
mark C' as key clause ;
end
end
generate new clause;
Data: key clause C in AND2, Husk literal lit
Result: new clause C1
begin

olit=Getting output literal from C ;
C1 = lit U —olit
end

mapping table M. R is the solution of S returned by SAT solver in Cloud. This
is implemented by MAPPER in Algorithm 4. M[var].variable and M[var|.formula
At Line 4 and 5, represent the original variables of var and formula the var
belongs to, formula can be Sy or Ss.

5

Correctness, Effectiveness and Performance Analysis

5.1 Correctness Proof

The Correctness means that the algorithm should keep the solution space un-
changed, that is, for CNF formulas S; and its obfuscated formula S:

1.

If Sy is unsatisfied iff S is unsatisfied. And the unsatisfied core of S; can be
obtained from unsatisfied core of S by deleting literal in So;

If S7 is satisfied iff S is satisfied. And the solution of S; can be obtained by
projecting solution of S into variables set of S .
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Algorithm 4. MAPPER

Data: Obfuscated result Ro, variable mapping table M, Husk result Ry
Result: Result R
1 begin

2 foreach lit € Ro do
3 var = abs(lit);
4 rvar = Mvar].variable;
5 if Mvar].formula = S1 then
6 Rlrvar] = lit > 0?rvar : —rvar ;
7 else
8 Hlit = lit > 07rvar : —rvar;
9 if Hrrvar] # Hlit then
10 alert(“something wrong with CloudSAT solver”);
11 end
12 end
13 end

OBFUSCATOR algorithm can be simplified to the follows rules.

1. Rule 1: For each clause ¢ € S7, we take one or more variables from Ss, and
insert them into ¢ according to the following rule: if variable is T in Ry,
insert its negative literal; if variable is F' in Ry, insert its positive literal.
The resulting clause set is denoted as S3.

2. Rule 2: generating new clauses with literals from Ry and output variables in
S1 according to the following rule: if variable is T in Ry, insert positive literal
into clause; if variable is F in Ry, insert negative literal into clause; Literal
of output variable is extracted directly from the key clause and inverted.
New clauses set generated in this way is denoted as Sj.

3. Rule 3: Combining and randomly reordering Ss,S3 and Sy to produce S.

Definition 5 (Original Variable). Variable and clause in original CNF for-
mula is denoted original variable and original clause. Variable and clause
in Husk formula is called Husk variable and Husk clause. Literal of Husk
result is called Husk literal.

Husk formula’s solution is unique. Let the result be Ry = {b1,b2,...,bm}. S2
can be satisfied only when assigning Ry to it.

According to Rule 1, each clause in S3 can be expressed as C = AV B, where
A is clause from Sy , and B = B;, B; = z; V B;_1, By = z1. If b; = F, then
zi = y;. if b; = T, then z; = —y;, while y; € So. With constrains of Husk clause,
Husk variable must be assigned Ry = {b1,ba,...,bn}, then z; must be F. So
B=DB; =2 Vz_1V---Vz must be F. This means C' = AV B, whose value is
decided by A.

Clauses in S; consist of Husk literals and output variables from S;. These
clauses can be represented as C' = z; V A. If b; = F, then z; = —y;, otherwise
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zi = y;,while y; € So. With constraint from Husk clauses, Husk variables must
be assigned as following: Ry = {b1,b2,...,bm}. Thus z;, =T,C = z; VA =T.
So clause C' will not constrain the assignment of variables in A.

Theorem 1. With the following hypothesis and facts:

Clause A =aV X and clause B =b, while b ¢ X ;

Let Sy = A, Sy = B,then Ry = {T'};

With Ry and Rule 1, we have clause C = AV =b and S3 = C

With Ry and Rule 2, with literal a € A, we have clause D = —a V b and
Sy =D;

5. let S=S9NS3ANSy then S=BANCAD.

we can prove S = S1 A Ss.
Proof. We have

oo~

S=BACAD B=b =
S=bACAD C=Av-b E
S=bA(AV-b)AD =
S=bANAAD D=-aVb [ 3)
S=bANAA(-aVD) =
S=bAA B=b =
S=BAA Si=A, S =BE
S=51N5

In conclusion, obfuscated formula S is equivalent to S1 A Ss .

5.2 Effectiveness Analysis

According to Section 3, analyzing hyper-graph and bipartite graph is major
approach to recover circuit structure. To show the effectiveness of our algorithm,
we present qualitative analysis of its changes to hyper-graph. The changes to
bipartite graphs is similar to hyper-graph.

Figure 2a) and 2b) shows the CNF signature and hyper-graph of two AND2
gate a and e. While their CNF signature and hypergraph after obfuscating are
shown in Figure 2c) and 2d). There are four types of changes:

1. First, the length of key clauses ¢; and c¢5 are changed from 3 to 4, this de-
feats structure detection techniques [9] based on key clause oriented pattern
matching;

2. Second, CNF signatures of a and e are changed. This defeats structure de-
tection techniques[8] based on sub-graph isomorphic;

3. Third, there are new clauses added in formula, such as ¢4 and cg, this change
also defeats structure detection techniques[8] based on sub-graph matching;

4. Furthermore, by inserting proper literal in key clauses and generating new
clause, CNF signature of instance e is changed from AND2 to AND3, shown
in Figure 2b),2d). Husk variable E, which becomes a input variable of gate
AND3, is indistinguishable with f and g, which are original input variables
of AND2. this makes it impossible to distinguish AND2 and ANDS3.
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5.3 Complexity of the Algorithm Analysis

The main procedure of OBFUSCATOR algorithm consists only one layer of
loop. Although mark consists 4 layers of loop, the runtimes of the 3 inner loops
are bounded by length of clauses. So the complexity of the OBFUSCATOR
algorithm is O(n). The complexity of the MAPPER algorithm is obvious O(n).

6 Related Works

Secure Computation Outsourcing Based on Encryption: R. Gennaro et
al.[13] presented the concept of verifiable computation scheme, which shows the
secure computation outsourcing is viable in theory. But the extremely high com-
plexity of FHE operation and the pessimistic circuit sizes make it impractical.
Zvika et al.[12] constructed an obfuscated program for d-CNFs that preserves
its functionality without revealing anything else. The construction is based on a
generic multi-linear group model and graded encoding schemes, along with ran-
domizing sub-assignments to enforce input consistency. But the scheme incurs
large overhead caused by their fundamental primitives.

Secure Computation Outsourcing Based on Disguising: For linear alge-
bra algorithms, Atallah et al. [15] multiplied data with random diagonal matrix
before outsourcing. and recovered results by reversible matrix operations. Paper
[16] discussed secure outsourcing of numerical and scientific computation, by
disguising with a set of problem dependent techniques. C.Wang[5] presented se-
curely outsourcing linear programming(LP) in Cloud, by explicitly decomposing
LP computation into public LP solvers and private data, and provide a practical
mechanism which fulfills input/output privacy, cheating resilience, and efficiency.

Verifiable Computation Delegation: Verifiable computation delegation is
the technique to enable a computationally weak customer to verify the correct-
ness of the delegated computation results from a powerful but untrusted server
without investing too much resources. To prevent participants from keeping the
rare events, Du. et al. [14] injected a number of chaff items into the workloads
so as to confuse dishonest participants. Golle et al. [17] proposed to insert some

cii(av—=bv—cvA)
c2:(—avbvB)

csi(mavevC)
cii(—ave)

ciz(av—=bv—c)
a=Ab,c)—>{c::(—avb)

cii(mav—A4AvD)

) CNF-Signature,Hyper-graph of AND2 gate a

cs:(ev—fv—gv-E)
csi(ev—f v—g) G ¢ A

< . co:(—ev fVF)
e=A(f,g)—>1co:(—ev f) —> e=n(f.g)—> e (cev gv—G)
ceevn | @G

€ cs:(mev Ev—H)

b) CNF-Signature, Hyper-graph of AND2 gate e
d) CNF-signature  Hyper-Graph of AND2 gate e afier Obfuscating

Fig. 2. CNF signature and Hyper-Graph of a and e before and after obfuscating
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pre-computed results images of ringers into the computation workload to de-
feat untrusted or lazy workers. Szada et al. [18] extended the ringer scheme and
propose methods to deal with cheating detection.

7 Experiments

Algorithms presented in this paper are implemented in language C. The experi-
ments is conducted on a laptop with Intel Core(TM) i7-3667U CPU @ 2.00GHz,
8GB RAM. We unroll circuits in iscas89 benchmark into 30 times and trans-
form them into CNF formulas, and generate Husk formula with variables num-
ber vn = 675 and clauses number ¢n = 2309, and then obfuscate the CNF
formula by changing 2 input gate.we use MiniSat as solver. Figure 3 presents
size of CNF formula after obfuscating with (vn/en), number of 2 input gate
in formula with (Gate marked), SAT Solver time before and after obfuscating
(SAT Time before/SAT Time), obfuscating time (Obfuscating Time),and so-
lution recovery time (Result time).

10000000
1000000
100000
10000
1000
100
X
——vn
0 —&—cn
Gate marked
1 SAT Time before
SO ST S5IB sTWE S1196 4863 sABA  SE60 1207 S15850 S3BM7 S3B5BA ST —x— Obrucating Time|
—— SAT Time
—+— Reult Time

Fig. 3. Relationship between Runtime and Size of CNF formula

Experiments show that, SAT Solver time is likely to be the same between
before and after obfuscating, since the original CNF formula is much larger than
the Husk formula. At the same time,obfuscating time is linear with the gates
marked in CNF formula, while solution recovering time increases linearly with
the size of circuit vn and cn.

8 Conclusion

This paper propose the first Cloud SAT solver algorithm that can prevent the
confidential information in the CNF formula from being recovered by untrusted
Cloud server. Theoretical analysis and experimental result show that our algo-
rithms can significantly improve security of the SAT solver with linear complexity
while keeping its solution space unchanged.
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Network Intrusion Detection Systems (NIDS) have become widely recognized as
powerful tools for identifying, deterring and deflecting malicious attacks over the
network. New generations of network intrusion detection systems create the need
for advanced pattern-matching engines. This paper proposes an improved AC
algorithm, called Semi-AC. We contribute modifications to the Aho-Corasick
string-matching algorithm that drastically reduce the amount of memory required.
Its efficiency is close to the standard AC, but the space is saved 50% or more.

Keywords: NIDS, attacks, AC, pattern-matching.

1 Introduction

String-matching is a fundamental problem in computer science that has resulted in a
substantial number of publications in the past several decades. The heart of almost every
modern intrusion detection system is a string-matching algorithm. String matching is
computationally intensive. For example, the string matching routines in Snort account for
up to 70% of total execution time and 80% of instructions executed on real traces [1].

String matching problem is defined as “to find all occurrences of pattern in text”.
Aho-Corasick[2], Knuth-Morris-Pratt[3], Boyer-Moore[1], etc. proposed the solutions
of this problem. Aho and Corasick [1975] proposed an algorithm for concurrently
matching multiple strings. Aho-Corasick (AC) algorithm used the structure of a finite
automation that accepts all strings in the set. It is a very efficient multi-pattern
matching algorithm. But the AC algorithm has some drawbacks. The focus of this
paper is to improve the storage and search cost of NIDS string matching using
Aho-Corasick trees.

The rest of this paper is organized as follows. Section two briefly describes
the relevant prior work in pattern matching algorithms. Our advanced algorithm Semi-AC,
which performs the multi-string matching, will be presented in section three. The forth
section carries out various experiments and evaluation with Semi-AC algorithm. Finally,
section five draws the conclusion and discusses future directions for our work.

2 Related Work

Arikawa and Shinohara[4] proposed the method of reducing the table size by dividing
symbols. State transitions are two times as many as the original AC algorithm. Table
size can be reduced to one-eighth.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 200-213, 2014.
© Springer International Publishing Switzerland 2014
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Snort [5] is one of the most popular public domain NIDS. The current
implementation of snort uses the optimized version of the Aho-Corasick automaton. To
reduce the memory requirement of the Aho-Corasick automaton, Tuck et al. [6] have
proposed starting with the unoptimized Aho-Corasick automaton and using bitmaps
and path compression.

Using Aho-Corasick’s algorithms, the elapsed time to search patterns in a text
depends heavily on the time of data transmission from a primary storage or a secondary
storage. To reduce the cost of data transmission, data compression can be used.
Fukamachi, et.al.[7] developed a pattern matching machine, based on Aho-Corasick’s
one, that scans a compressed text by Huffman Codes[8] without decoding. Since
Huffman Codes are variable length, the Aho-Corasick pattern matching machine may
cause false detections. To avoid false detections, Huffman Tree is attached to the
pattern matching machine. The algorithm runs in linear time with respect to the total
length of compressed patterns and the length of a compressed text.

3 Optimization and Implementation

A AC Algorithm

Aho-Corasick proposed a multi-string matching algorithm, which is able to match
strings in worst-case time linear in the size of the input. The AC algorithm consists of
two parts: (1) constructing the pattern matching machine from given patterns and (2)
making pattern matching machine run on text. The Aho-Corasick algorithm scans an
input text 7T of length m and detects any exact occurrence of each of the patterns of a
given dictionary, including partially and completely overlapping occurrences. A
pattern is a sequence of symbols from an alphabet, and a dictionary a set of patterns
P={p;ps,....,p,}. The algorithm first constructs an automaton on the basis of the
dictionary and then applies the automaton to the input text. The transition from state
to state depends on the current input symbol. A pattern is identified when the
automaton enters a state flagged as final. The complexities of constructing a pattern
automaton and scanning a text are linear to the total length of given patterns and the
length of a text, respectively. Given a set of patterns = {ACGATAT, ATATATA,
ATATGC, TAGAT}, we show the completed pattern matching machine in Fig.1.

The Aho-Corasick finite state automaton for multi-string matching is widely used
in NIDS. But the AC algorithm has a drawback which is the automaton need a lot of
memory space. Assume that the alphabet size is 256 (ASCII characters). For a given
set of patterns, a natural way to store the automaton is to represent each state of the
automaton by node that has 256 success pointers, a failure pointer. If a pointer takes
4bytes and the rule list is simply pointed at by the node, the size of each state node is
1KB. So the automaton requires a very large memory when there are more than ten
thousands patterns. As the AC automaton requires such a large amount of space, there
are many improved methods based on compressing the space occupied by the
automaton. However, most methods reduce the efficiency of the algorithm while
compressing space. But the Semi-AC algorithm we proposed drastically reduce the
amount of space, its efficiency is close to the original AC.
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Fig. 1. The completed pattern Aho-Corasick automaton for the set{ ACGATAT, ATATATA,
ATATGC, TATAT}. Double-circled states are terminal.The dashed links represent the
state-to-state supply function.

B Experimental StatisticS

We conducted an experiment on a pattern set containing 50 thousands patterns, which
the min length of pattern is 4 characters and the max length is 249 characters. We

statistic the frequency of the first n (n=2, 3, 4,”", and 7 is less than the max length of
pattern) characters of each pattern in the whole pattern set. The statistical results of
the first 4 and 5 characters are showed in Fig.2 and Fig.3.

In Fig.2, the percentage of the first four characters which appear only once in the
pattern set is 55%. The sum of the percentage of the first four characters which appear
one, two, three and four times in the set is 83.85%.

In Fig.3, the percentage of the first five characters which appears only once in the
pattern set is 69%. The sum of the percentage of the first five characters which appear
one, two, three and four times in the set is 91.6%.

The Frenquency of the First 4
characters

= ] time

B 2 times
= 3 times
B 4 times
B 5 times
¥ 6 times

Ttimes

others

Fig. 2. The Percentage of the Frequency of the first Four characters in the whole pattern set
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As shown in Fig.4, the sum of the percentage of the first n characters which appear
one, two, three and four times in the pattern set increasing with n. we can understand
that the percentage of the first n characters which appear more than five times is very
small. For the efficient memory, we can build a semi-automatic machine with the first
n characters of each pattern.

The Frenquency of the First 5
characters

1%

" ] time

B 2 times
" 3 times
B 4 times
¥ 5 times
¥ 6 times

B 7times

= others

Fig. 3. The Percentage of the Frequency of the first Five characters in the whole pattern set

Percentage
98
96
& o L —
E. /
g 2 //
& 90
2
= 88
z 86
£
=
7 84 /
82
80
78 - - " - -
The First4 | TheFirst5 | TheFirst6 | TheFirst7 | The First8
Characters Characters Characters Characters Characters
| —®— Percentage 83385 91.6 9393 94.69 9548

Fig. 4. The sum of the Percentage of the first n(n=4,5,6,7,8) characters which appear one, two,
three and four times in the whole pattern set
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C Data Structure in Semi-AC

Because the size of each state node in original AC is 1KB, in the current conditions,
there is not enough memory to build such a large automatic machine when there are
more than ten thousands patterns. We have to improve the automatic machine. From
the above experiments we can see that the repetition rate of the first n (n>4) characters
is very low. In order to reduce space, we can build a semi-automatic machine with the
first n characters of each pattern. Before describing Semi-AC automaton, we
introduce a data structure on a set of patterns, called a trie. The trie of
set P={R.P,-P.} is a rooted directed tree that represents the set P. Namely, every path

starting from the root is labeled by one of the patterns P;, and conversely, every
pattern P;€P labels a path from the root. We give the trie for P={ACGATAT,
ATATATA, ATATGC, TAGAT} in Fig.5.

Porrose oS
. ﬁT»@A»@T ATATATA H ATATGC ‘

@

D) ) T

Fig. 5. The Semi-trie for the set P={ACGATAT, ATATATA, ATATGC, TAGAT}. The set Q of
each terminal state is represented with squares.

First-n denote the first n characters used to construct the Semi-trie. pf" is the i"

pattern of set P, whose length is c;. Initstate, Curstate, q and Terstate denote the
initial state, current state, normal state and terminal state, respectively. 0(q,%) is the
state transition function.

The build process is as follows: Firstly, the initial state Initstate (Initstate=0) is
assigned to the current state Curstate. Secondly, get a pattern from the pattern set P
and take the smaller of the First-n and c;. Thirdly, for each state g of trie, we
code (¢,*) in a table of size 12| The total size of the trie of a set P is worst-case

|2 [#|P. It has the advantage of passing through a transition in constant time O(1) by
performing an access to a table. When the state g is the state of the forth character of
the pattern or is a terminal state, a set Q(g) points to a list of all the numbers of the
patterns in P that correspond to ¢g. Algorithml is the pseudo-code for the trie
construction.
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Algorithm 1. SemiTrie_Create(First-n, P)

Input: First-n, P={P P2 .- P}

Output: SemiTrie

Procedures :

01: [Initstate <—0

02: for (i< 0 tor)

03: Curstate <— Initstate

04: j<0

05:  n« min{First—n,c,}

06:  while j<n and §(Curstate,p/)+ 6
07: Curstate < 8(Curstate, p;)

08: jej+l1

09: End while

10:  while j<n

11: Create a new normal state ¢

12: O(Curstate, p}) < q

13: Curstate < q

14: jej+l1

15: End while

16: if (Curstate has already been a terminal state )
17: O(Curstate) <— Q(Curstate) J{ p,}
18: else

19: mark Curstate as a terminal state

20: Q(Curstate) < {p,}

21: End if

22: End for

205

The Semi-AC automaton built on P is the trie of P augmented with a
“Failure function” Failure. The algorithm for building Semi-AC automaton is
similar to building the standard AC automaton. The pseudo-code is shown in
Algorithm 2.

The state Curstate goes in transversal order through the trie Semi-trie built on P.
The state Down goes down the failure links from the parent of Curstate, looking for
an outgoing transition labeled with the same character as between Curstate and its
parent. Q(Curstate) is initialized as empty when Curstate is first marked as terminal

state.
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Algorithm 2. SemiAC_Create(First-n , P)
Input: First-n, P={P,P{2 .- P}

Output: Semi-AC automaton
Procedures :

01: AC_Trie ¢— SemiTrie_Create (First —n, P = {PIC1 , chz P
02: Initstate <— root of AC_Trie

03: Failure(Initstate) <— @

04: for(Curstate in transversal order)

05: Parent <— parent of Curstate in AC_Trie

06: O <— label of the transition from Parent to Curstate
07:  Down <— Failure(Initstate)

08:  while Down# 8 and §(Down,o)=6

09: Down €— Failure(Down)

10:  End while

11:  if Down# @

12: Failure(Curstate) <— §(Down, o)

13: if Failure(Curstate) is a terminal state

14: mark Curstate as a terminal state

15: O(Curstate) €<— Q(Curstate) U Q(Failure(Curstate))
16: End if

17: else

18: (Failure(Curstate)) <— Initstate

19: End if

20: End for

The new algorithm can be illustrated with the help of Fig.6. In Fig.6, the Semi-AC
automatic machine for the set P={ACGATAT, ATATATA, ATATGC, TAGAT} is
constructed with the first four characters of each pattern. So the maximum depth of
the automaton is 5. Each terminal state stores a pattern list.

GA TAGATA

Fig. 6. The Semi-AC automaton for the set P={ACGATAT, ATATATA, ATATGC, TAGAT}.
Double-circled states are terminal. The dashed links represent the state-to-state supply function.
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With the data structure above, search of a pattern is easy. When the pointer reaches
the terminal state, the text may be a pattern of the set. In that case, the text should be
probed by comparing it with the pattern in the corresponding list, which determines if
the text is indeed a pattern of the set or a false positive. The Algorithm3 summarizes
the search algorithm on Semi-AC automaton.

Algorithm 3. SemiAC_Search(7, P)

Input: T =1,,t,, ++,1, P=(RV A7 BT}

Output: match_num //the number of hit
Procedures :

01: Semi_AC ¢— SemiAC_Create (First —n, P = (P, B, ., P })

02: Curstate <— Initstate of the automaton Semi_AC
03: for(j<— 1 ton)

04: while( 5(Curstate,tj) # 0 and Failure(Curstate) # 0)

05: Curstate €— Failure(Curstate)
06: End while
07:  if (0(Curstate,t;) # 6)

08: Curstate < 6(Curstate,t )

09: else

10: Curstate <— Initstate of Semi_AC

11: Endif

12:  if (Curstate is a terminal state)

13: while (Q(Curstate)# NULL)

14: pat <— get a pattern PIC‘ from Q(Curstate)
15: if ((text = tipirst, s Ejse,) =pat)

16: match_num ++

17: End if

18: End while

19: Endif

Table 1 is the representation of Semi-AC automaton in the memory. Each column
of 256 ASCII value represent next state which we are from the current state to. The
value which the terminal states correspond to in the column list is non-zero because
each terminal state stores a pattern list.
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Table 1. Semi-ac automaton in the memory

ASCII value
state 0 65(A) | 66(B) | 67(C) | ... | 103(G) |...| 116(T) | ... | 255 | list | fail
0 0 0 1 0 0 0 0 0 8 0 0 0 0
1 0 0 0 0 2 0 0 0 5 0 0 0 0
2 0 0 0 0 0 0 3 0 0 0 0 0 0
3 0 0 4 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 0 0 0 0 0 0 10 1
5 0 0 6 0 0 0 0 0 0 0 0 0 8
6 0 0 0 0 0 0 0 0 7 0 0 0 9
7 0 0 0 0 0 0 0 0 0 0 0 10 8
8 0 0 9 0 0 0 0 0 0 0 0 0 0
9 0 0 0 0 0 0 10 0 0 0 0 0 1
10 0 0 11 0 0 0 0 0 0 0 0 0 0
11 0 0 0 0 0 0 0 0 0 00 0 10 1

4 Experimental Results and Evaluation
The experiments contain two parts. We compare the efficiency of Semi-AC with

original AC algorithm by using equal length pattern set and unequal length pattern set,
respectively.

A Experiments Environment

The overview of the experiments platforms are shown in Table2.

Table 2. Experiments Platforms

CPU AMD Athlon I X4 2.8GHz
memory | 2G
oS Fedora 13

B Test Data Sets

We used two test data sets in experiment. The length of all patterns in the first data set is
equal, which are 11 characters. The length of patterns in the second data set is unequal,
which are 9-35 characters. Each data set contains 10 thousands patterns. The size of text
being searched is 12.2MB.
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Table 3. Data Set

Number of patterns Length of pattern Size of text(MB)
Equal length pattern set 10000 11 12.2
Unequal length pattern set 10000 9-35 12.2
C Results of Experiments

In this section, we explore the performance of our implementations.
1) Compare Semi-AC with Original AC on Equal Length Pattern Set

Fig.7 shows the execution time of algorithm on equal length pattern set. Fig.8 shows
the size of memory needed by automaton on equal length pattern set.

The Execution Time of Semi-AC on Equal Length Pattern Set
2500
0\2179.34
2000
1500 1349.49
w
E 939.65 —4— Equal Pattern
1000 75054
689.71 64415 62299
500
0
3 4 5 6 1 8 AC

Fig. 7. The excution time of Semi-AC on equal length pattern set

In Fig.7, the horizontal axis represents the Semi-AC automaton of n (n=3, 4,-, 8)
characters, the AC is the original AC. We can observe that the execution time of
Smei-AC algorithm is reduced as the n is increasing. The efficiency of 8 characters
Semi-AC automaton is very close to the original AC algorithm, which is 622.99ms.

In Fig.8, what the horizontal axis represents is the same as Fig.7. We can see that the
memory size needed by Semi-AC automaton is larger as the »n is larger. The automaton
needs approximately 10MB memory for each additional character. The size of memory
increases linearly with n.

Fig.9 shows the percentage of execution time reduce with the Semi-AC automaton
increasing one character. The horizontal axis represents the Semi-AC automaton of n
(n=3, 4,-~, 8) characters. We can see that the percentage of reduction is up to more than
20% when n is 3, 4 and 5. The rate dropped to 8.1% when n is 6. The rate of last two



210  D. Xu, H. Zhang, and M. Hou

automatons is lower. We can conclude that we should choose the Semi-AC automaton
of six characters because the ratio of time and space is optimal.

2) Compare Semi-AC with Original AC on Unqual Length Pattern Set

Fig.10 and 11 shows the execution time of algorithm and the size of memory needed
by automaton on unequal length pattern set, respectively.

The Size of Memory Needed by Semi-AC Automaton on Equal
Length Pattern Set
120
100 "3
L)
80
L)
g€ 60
L)
40 u7
20 mg
0 BAC
3 4 5 6 7 8 AC

Fig. 8. Size of memory needed by automaton on equal length pattern set

The Rate of Time to Reduce

fE—
AN
AN

15

Perventage

10
\"“\0\5.59

3 4 5 6 7 8
Characters

Fig. 9. The Rate of Time to reduce with increasing 1 character on equal length pattern set
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The Execution Time of Semi-AC on Unequal Length
Pattern Set
3500
3000 "\zszsb.w
2500
,, 2000 1935.55
£ 1396.16
1500
1000 1049.7 : 59
500 855.66 816.01
0
3 4 5 6 7 8 9 10 AC

Fig. 10. The excution time of Semi-AC on unequal length pattern set

The Size of Memory Needed by Semi-AC Automaton on Unequal
Length Pattern Set

200

180
160

140

120

80

20

3 4 5 6 7 8 9 10 AC

Fig. 11. The size of memory needed by automaton on unequal length pattern set

In Fig.10, what the horizontal axis represents is the same as Fig.7. We can see that
the execution time of Semi-AC algorithm is also reduced while the  is increasing. It is
smaller reduction in time when the number of character is more than 6. The efficiency
of 10 characters Semi-AC automaton is very close to the original AC algorithm.

As a result of Fig.11, the automaton also needs approximately 10MB memory for
each additional character. The efficiency of 10 characters Semi-AC automaton is very
close to the original AC automaton, but the memory required is more than half of the
original AC automaton. Space-saving effect of the Semi-AC algorithm on the unequal
length pattern set is better than on the equal length pattern set.
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The Rate of Time to Reduce
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Fig. 12. The Rate of Time to reduce with increasing 1 character on unequal length pattern set

Fig.12 shows that the rate of execution time reduces with the Semi-AC automaton
increasing one character on unequal length pattern set. We can see that the rate of
reduction is up to more than 20% when n is 3, 4 and 5. The rate dropped to 10% when
n is 6, but the efficiency of the algorithm is much lower than the original AC. The rate
dropped to 2% and the efficiency is close to the original AC when # is 8. The rate of
another two automatons is lower. We can conclude that we should choose the
Semi-AC automaton of eight characters because the ratio of time and space is optimal.

5 Conclusion

In this paper, we proposed the Semi-AC algorithm, a multi-string matching algorithm.
We contribute modifications to the Aho-Corasick string-matching algorithm that
drastically reduce the amount of memory required. Its efficiency is close to the original
AC, but the space save 50% or more. Although we get a markedly improvement in
Semi-AC algorithm, there still is some enhancing space to improve. There may be any
algorithm more efficient than Semi-AC. As future work we will do more research, and
try to find more suitable applications on multi-pattern matching.
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Abstract. As the fast improvement of Internet, so do the data and information
based on virtual identity. There are so many works on the data storage, whose
main ideas are to store data in a distributed environment. And then a new issue
is coming: how to decide the position of data efficiently. Because of the charac-
teristics of the virtual identity data, they have their special pattern. In this paper,
a partitioning model based on the virtual identity data is proposed. As an exam-
ple, the Cassandra database is adopted to describe the model. The experiments
are taken to test the feasibility of the model and the results show that the model
can reduce the retrieval time efficiently.

Keywords: data partitioning, virtual identity data, Cassandra database.

1 Introduction

With the rapid development of Chinese Internet, the number of Chinese network’s
users has reached 618 million, e-commerce and online communication has become an
important way of life, human activities are extended from the traditional physical
space to the domain space. According to The 33nd China Internet Network Develop-
ment Statistics Report which is announced by China Internet Network Information
Center (CNNIC) [1]on January 16, 2014: To the end of December 2013, the Internet
penetration rate was 45.8%, while the number of Chinese websites was 3.2 million
which had an increase of 260 thousand in six months.

The situation mentioned above results in a tremendous growth in the application data
based on virtual identity as websites basically need to store and record the static informa-
tions and dynamic interactive real-time informations. The amount of informations that
Google[2] need to process increase from 100TB daily in 2004 to 20PB daily in 2008, in
social networking services of Facebook [3], the number of page views has reached 1.5TB
per day, In Yahoo's[4] Flickr photo-sharing service, the total storing amount of original
images turn to 2PB, the number of read requests is 4 billion and requests of uploaded
pictures is 0.4 billion per day. How to efficiently store and manage the virtual identity
information has become an urgent problem need to be solved. because of the huge
of virtual identity information which results in the solution that they cannot be stored

* This work was supported by NSFC (No.60933005, 91124002); 863 (No. 012505,
2011AA010702, 2012AA01A401, 2012AA01A402); 973 (No. 2013CB329601,
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definitely in one or several machine nodes, data partitioning problem should be taken into
account necessarily. While the virtual identity data have their own characteristics, the
characteristics should be thought over in terms of data partitioning.

In this paper, the data partitioning methods of several databases and systems are
listed firstly, and then the characteristics of virtual identity data are summarized, fi-
nally a data partitioning model that combines the machine node capabilities and vir-
tual identity data characteristics is proposed based on Cassandra database which is
taken as an example.

2 Related Work

Data partitioning is an important aspect of data organization and management and can
be divided into horizontal partitioning and vertical partitioning. Horizontal partition-
ing can divide the relationship into multiple fragments and store them across multiple
nodes, which takes advantage of the features of parallel and distributed nodes and
reduces the transfer of data amount in the network and I /O. There are many kinds of
horizontal partitioning as range algorithm, hash algorithm, mixing range algorithm,
consistent hash algorithm, CMD algorithm. The main idea of vertical partitioning is to
store the data in column and the main representative of the partitioning is columns
database such as C-Store, MonetDB and so on. It can strengthen the performance of
operations for the same column.

BigTable[5] and HBase[6] propose the concept of column family in the vertical direc-
tion that means to store data as a family which is formed by relevant properties, thus it
can improve the aggregations between columns. In the horizontal direction, they take the
range algorithm whose division is based on the Key’s range in the table, so the data
which are in the same column and in a specified range will be stored together.

PNUTS system[7] uses a relational database model, therefore, it does not do the
partitioning in vertical direction. In the horizontal direction, the way it takes can sup-
port not only the range partitioning but also Hash partitioning.

Cassandra[8][9] also uses the concept of column family to do the partitioning in
the vertical direction, but it takes improving consistent hash algorithm[10] in the hori-
zontal direction as Dynamo system[11] which can reduce the amount of transfer that
is resulted in by the Hash partitioning and range partitioning[12] when the situation
that the machine node breaks down or a new machine node is coming happens..

The methods mentioned above are almost the partitioning[13] for one-dimensional
Key which cannot satisfy the requests with the expansion of applications, so multidimen-
sional data partitioning is needed. MD-HBase[14] is a multidimensional data partition-
ing[15] because of that it is designed for Location Based Services application whose
location data are multi-dimensional data. If the partitioning takes the one-dimensional
Key in NoSQL database[16], the data in the same position may be dispersed. It takes the
KD-tree or Quad-tree algorithm to do the multidimensional partitioning, which can de-
termine a defined location. After the multidimensional partitioning, the linearization
technique is taken to reduce the dimensions of multidimensional data, such as Z-Order.

However, the partitioning which considers the machine node capabilities and the
stored data’s characteristics has been ignored in recent studies. In this paper, we propose
a data partitioning model that think over the machine node capabilities and virtual identi-
ty data characteristics, which is based on the Cassandra database.
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3 The Division Model of Virtual Identity Data

3.1 The Characteristics of Virtual Identity Data

The virtual identity data and informations are not only in large scales, but also in dif-
ferent types, they mainly have following feature:

1. All the data and informations are associated with a unique identifier which has
contact with the real identity directly or indirectly.

2. The accounts of a virtual identity at different platform are set according to
the user's own preferences, so they may be the same or have the similarity.

3. The virtual identity data and informations have a great relationship with the region,
we can find that the users in similar areas may have similar hobbies, on-line time,
more contacts and so on.

The analysis of the characteristics of virtual identity data is the promise of the dis-
cussion and research for partitioning about the virtual identity. If the characteristics
are not recognized, the model proposed may not be suitable for virtual identity.

3.2  The Discussion of Partitioning Model

3.2.1 The Consideration of Machine Nodes’ Capabilities
As we mentioned above, Data partitioning can be divided into two ways: vertical
partitioning and horizontal partitioning. In this paper, the main research is based on
Cassandra database, which use the concept of column family to divide the data in
vertical partitioning and improving consistent hashing algorithm in the horizontal
direction as Dynamo system. In the division of virtual identity database, the concept
of column family is also adopted in vertical direction, but in the horizontal direction, a
new weighted improving consistent hashing algorithm[17] which is based on improv-
ing consistent hashing algorithm is proposed.

It means taking the actual performance of the machine nodes (measured by re-
sources) into account, which is called the weights.

Definition 31 (weights determined). A represents the total resources of all machine
nodes, a; represents the resources capability of machine node i, Q; represents the
actual storage of machine node i, Q represents the storage of all machine nodes, then

Q=0%a/A

Assume that hash ring is divided into 16 virtual nodes according to the improving
consistent hashing algorithm, there are A, B, C, D 4 physical nodes at the initial
states. According to the thought of weighted improving consistent hashing algo-
rithm[18], the number of virtual nodes that every physical node stores should be dif-
ferent as a result of the difference of the resources performance of every physical
node. Figurel(a) is the distribution situation of virtual nodes without the considering
of the resources capabilities. It shows that every physical node have the same virtual
nodes. Supposed that the proportion of resources performances for the physical nodes
A, B, C, D are 2/16, 2/16, 4/16, 8/16, Figurel(b) shows the distribution situation of
virtual nodes with considering of the resources capabilities, the numbers of virtual
nodes that every physical node controls are 2, 2, 4, 8.
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Fig. 1. The division of virtual nodes

Discussing the situation of adding nodes[19][20], here is a new coming node E,
which makes the proportion of resources capabilities for the physical nodes change
from 2/16, 2/16, 4/16, 8/16 of A, B, C, D to 1/16, 1/16, 2/16, 4/16, 8/16 of A, B, C,
D, E. It means that the reducing nodes of A, B, C, D are assigned to the physical node
E and the new assignment should be done with the promise of making sure that
the change of nodes A, B, C, D is the least. Figure2(a) shows the assignment before,
Figure2(b) shows the assignment new.
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—O—@®
o
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G

(a) original state (b) add node E
Fig. 2. The node’s adding in algorithm

And then considering the situation of decreasing node[21][22], the physical node D
is cut down in the circumstance of four nodes A, B, C, D, which makes the proportion
of resources performances for the physical nodes change from 2/16, 2/16, 4/16, 8/16 of
A, B, C, D to 4/16, 4/16, 8/16 of A, B, C. Of course the virtual nodes’ assignment is
changed too. Because of the same size of virtual nodes, the extra nodes of D would be
assigned to A, B,C in the proportion of 1:1:2. Figure3(a) shows the assignment before,

Figure3(b) shows the assignment new.
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Fig. 3. The node’s reduction in algorithm

3.2.2  The Consideration in One Machine Node

The discussion above is the wise storage size of every physical node, and the attention
is focus on the storage in one node. According to the division's purpose, the data put
in the same physical node should be related, which will not need too much span and
save the query time. Therefore, how to judge the correlation between the two sets of
data is the emphasis.

Firstly, considering the assignment of informations which are stored under the
same unique identifier (stored by Column Family) and different platforms(stored by
Key). For a user, the virtual accounts under different platforms are most likely the
same or similar. The platforms whose attribute “virtual account” is follow the law
mentioned above are stored together, which will be beneficial for the achieve of the
query in accordance with the virtual account.

Figure4 (a) shows that the informations are arranged arbitrarily. After the observa-
tion, the law that the virtual account at platform Sina and Tencent are the same can be
summarized. So with the consideration of the similarity of attribute “virtual account”,
the information of platform Sina and Tencent should be stored adjacently, which re-
sult in the platform Taobao stored after them. It can be shown in the Figure4 (b).

After that the assignment of informations is considered which are stored under the
different unique identifier (stored by Column Family) in the same physical node. For
the transfer of unique identifier, there is almost not query of range, so it will waste the
advantage of order. According to the situation that virtual identities in the same place
have more aspects in common and communicate with each other frequently, the in-
formations under the different unique identifier are ordered by the attribute “region”
that indicates the virtual identity’s place, which will be benefit for the management of
virtual identity, as it shows in Figure 5.
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Fig. 4. The correlation of virtual accounts
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The whole thought of division is achieved with three important algorithm: Weighted-
consistent-hash(B, M, m), InternalSort(E) and Insert(E,m).
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Weighted-consistent-hash(B, M, m) is the achieve of weighted improving consis-
tent hashing algorithm which contains the transfer of improving consistent hashing
algorithm: Consistent-Hash(n;). In the algorithm, B means the address array of all
physical machine nodes, M means the whole data amount, m means the amount on
the average of each virtual node. n is used to store the number of virtual node which is
calculated by M/m.

Algorithm 1. Weighted-consistent-hash(B, M, m)

Input: the address array B of all physical machine nodes, the whole data amount M,
the amount on the average m of each virtual node

Output: true or false, the success of distribution return true, otherwise return false
1: n<-M/m //n is the number of virtual nodes

2: A<-0; //A is the total resources of all machine nodes

3: fori<-0 to length[B]-1

4. A<- A+a; g is the resources performance of machine node i

5

6

7

for i<-0 to length[B]
n;=n*a;/A
Consistent-Hash(n;)//doing hashing algorithm based on the weights

The division of the machine nodes’ performance is shown above, and the division
in one machine nodes will be discussed. The algorithms are based on new informa-
tion, which means the discussion is unfolded in the view of new coming record. In-
sertnewid(E, m) is the achieve of inserting a virtual identity that is never appeared
before, which means the consideration is under the different unique identifier (stored
by Column Family) in the same physical node. E means the data structure which store
the virtual identity data, m means the new coming virtual identity.

Algorithm 2. Insertnewid(E, m)

Input: the data structure E which store the virtual identity data, the new coming
virtual identity m

Output: true or false, the success of insert return true, otherwise return false
1: for j<-1 to length[E]-1

2 diff<- E[j]

3 same<- E[j-1]

4: if( diff[region]!=m[region] and same[region]= =m[region])

5

6

7

: insert[m, j]
: return true
: else

8: j<-j+1;

9: if (j==length[E])

10: insert[m, j]

11: return true

12: return

For a new coming record which means there exists the unique identifier in the da-
tabase, what needed to do is querying the database to find the unique identifier in the
new coming record, and insert the record to the appointed attribute. If the attribute did
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not exist, the attribute should be set up first, and then finish the insert. Insertinid(E, m)
is the achieve of inserting a new record that the unique identifier already exists. E
means the data structure which store the virtual identity data, m means the new com-
ing record.

Algorithm 3. Insertinid(E, m)

Input: data structure E which store the virtual identity data, the new coming record m
Output: true or false, the success of insert return true, otherwise return false

1: for j<-0 to length[E]-1

2 key<-E[j]

3 if( key[id]=m[id])

4 if(m[attribute] not in the key[attribute])
5: create(key[attribute], m[attribute])
6: insert(id, m[attribute], m[content])
7 return true

8 else

9 Jj<j+1

1 Insertnewid(E, m)

1

0
1: return

4 Experiments

Virtual identity data are collected from Sina, Alibaba and many other partners, so they
are really true and reliable, and the huge amount of data can be definitely known as
massive.

Cassandra cluster can be deployed from the single node to dozens or even more
nodes as the cluster system. In the experiment, the total number of nodes in the cluster
virtual identity system is set as 30, the specific configurations are shown as follows:

Table 1. Node Configuration

Group Physical nodes’ number | Main memory CPU System
1 10 4G 4 cores  |Ubuntul2.0
2 10 4G 2 cores  |Ubuntul2.0
3 10 2G 2 cores  |Ubuntul2.0

In the division of data, Cassandra database adopt the improving consistent hashing
algorithm to decide the node. In this paper, weighted improving consistent hashing
algorithm is proposed with the consideration of the actual performances of machine
nodes, which result in the balance of nodes. To test the difference performance be-
tween weighted improving consistent hashing algorithm and improving consistent
hashing algorithm, the machine nodes are divided into three groups, the distribution is
shown as follow: each group follows the distribution.
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Table 2. The group of nodes

group | Main memory 4G, Main memory 4G, Main memory 2G,
CPU 4 cores CPU 2 cores CPU 2 cores

1 0 0 10

2 0 5 5

3 4 3 3

Taking 50,000 query requests as an example, do the test among the machine confi-
guration shown in Table 2. The horizontal axis represents the amount of database,
here were taken up: 100GB, 200GB, 300GB, 400GB and 500GB, the vertical axis
represents the total response time of 50,000 queries query. The results are shown in
Figure 6:

the performance ofweighted improving
consistent hashing algorithm

400 . .
© 350 - M improving
GEJ 300 consistent
= T hashing
g 250 algorithm
'S 200 - S
o 150 - I weighted
">’_ 100 - improving
o 50 consistent
: T .
= 0 . hashl.ng

algorithm
1 2 3
Group

Fig. 6. Weighted improving consistent hashing

It can be concluded from the test that weighted improving consistent hashing algo-
rithm has the same query service time as improving consistent hashing algorithm in
group 1 because of there no difference performance of machine nodes, but the advan-
tage of weighted improving consistent hashing algorithm can be seen from the group
2 and group 3 obviously.

Next, Test the storage of data in one machine node. The main idea is that data
which have the same or similar attribute “virtual account” if they are under the same
virtual identifier and virtual identifiers which have the same region should be stored
adjacently. All the 30 machines are taken to store the database and test the perfor-
mance. As the experiment above, the horizontal axis represents the amount of data-
base, here were taken up: 100GB, 200GB, 300GB, 400GB and 500GB, the vertical
axis represents the total response time of 50,000 queries query.
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the performance of thought in one node

400 a=ge \\/ithout
300 / correlatio

/ ninone
200 node
/ correlatio
100 __—‘-__/ ninone
node
0 i —

100 200 300 400 500

query service time(s)

the size of database(GB)

Fig. 7. Inside one node’s consideration

The Figure 7 shows that the query response time have risen in both cases with the
increase of databases’ size, but the case which considered the internal relevant has a
smaller rise. Therefore, taking virtual account and region similarity into account have
influence on reducing query response time.

5 Conclusion

A partitioning model of the virtual identity data is proposed based on the Cassandra
database in this paper, which takes the machine nodes’ capabilities and virtual identity
data characteristics into account. The research status are analyzed first, secondly vir-
tual identity data characteristics and query requests are summarized, and then the
model is proposed, at last, the experiments are taken to test the performance. The
results show that the partitioning model can reduce the query time obviously.
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Abstract. Situation awareness aims to provide the global security views of the
cyberspace for administrators. In this paper, a novel framework of cyber
security situation awareness is proposed. The framework is based on a trusted
engine, and can be viewed from two perspectives, one is data flow, which
presents the abstracting of cyber data, and the other one is logic view, which
presents the procedure of situation awareness. The framework’s core
component is a correlation state machine, which is an extension of state
machine, and used to model attack scenarios. The correlation state machine is a
data structure of situation awareness, and stored in a trusted computer in order
to avoid being tampered. It is created based on the technology of knowledge
discovery, and after being created, it can be used to assess and predict the threat
situation. We conclude with an example of how the framework can be applied
to real world to provide cyber security situation for administrators.

Keywords: cyber security, situation awareness, correlation state machine,
threat assessment, trusted computing.

1 Introduction

With the dramatically increasing of cyber attacks during the last several years[1][2],
cyber security situation awareness has become a major contributor for cyber security.
Cyber security situation awareness belongs to the third generation of information
security defense technology, and it aims to provide the cyberspace’s global security
views and states for administrators. Based on the comprehensive knowledge provided
by situation awareness, administrators can make decisions timely and accurately, this
will reduce the compromising considerably.

When attackers exploit the cyber infrastructure, security devices such as IDS
(Intrusion Detection System) will generate hundreds of thousands of security events.
It is impossible to recognize attack scenarios and be aware of security state of the
cyberspace from these events by the manual way, so how to correlate these events to
reconstruct attack scenarios and assess the attack activity’s consequence automatically
is the main goal of cyber security situation awareness.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 225-234, 2014.
© Springer International Publishing Switzerland 2014
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In this paper, after analyzing the current researches on situation awareness, we
propose a framework of cyber security situation awareness based on state machine. It
is more operable than the concept model provided by Bass [3][4], and can be used to
guide the whole process of cyber security situation awareness. The framework can be
viewed from two aspects. One is data flow, which presents the abstracting of cyber
data, and is along with the processing of situation awareness. The quantity of cyber
data is decreasing while the quality is increasing, data is abstracted to knowledge. The
other one is logic view, which presents the procedure of situation awareness, that is
methods or approaches can be acquired to processing cyber data to achieve cyber
information and cyber knowledge.

The remainder of this paper is organized as follows: section 2 analyzes the exiting
researches on cyber security situation awareness. Section 3 describes the structure of
the situation awareness framework, and the main contents and methods of the
framework are explained in detail in this section too. In section 4, we use an
experiment to validate the technologies in the framework. At last we summarize this
paper and suggest the future work in section 5.

2 Related Work

2.1  Models or Frameworks of Cyber Security Situation Awareness

Wang presented a framework for network security situation analysis in [14], which
specializes in situation analysis of network, and doesn’t comprise the situation
prediction. The framework is derived from the data fusion model of Bass. The data
fusion model [3][4] proposed by Bass in 1999 is the rudiment of network security
situation awareness. The model includes five levels, and the objectives of each level
are defined in this model. It mainly focuses on the concept of situation awareness, so
in the practical environment, available technologies and methods for analyzing
security situation are lacking.

Wang[5] proposes a hierarchical implementation model for network security
situation awareness, but the situation information presented by this model only locate
at security threat level, which can’t indicate the whole situation of the network
system. A security situation evaluation model for inter-domain routing system in the
internet is proposed in [6], the model is a two tuples (TREE, EA), TREE is the routing
tree of the routing system, and EA is the assessment algorithm. The ultimate results
presented by this model are security metrics too. Otherwise, the EA’s input is
abnormal routing information, this information is always hard to acquire accurately.
Amann presents a network intrusion detection method which is based on the real-time
intelligence, such as black list. This method can improve the accuracy significantly
while alert correlating[7]. Ahmed proposes to model the malicious executables based
on the DFA, each state of the DFA indicates an action of a malicious executable.
After being created, the DFA model represents causal knowledge, which can be used
to correlate various alerts[8]. A hierarchical attack scenario reconstruction method is
presented in [9], but the disadvantage of this method is that it must depend on the
predefinition of the causal knowledge.
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2.2 Methods or Technologies in Situation Awareness

In order to acquire the overall information of attack activities, such as time, place,
multistage etc., Feng reconstruct attack scenarios from raw security events in [15][16]
using the rudiment of correlation state machine, where the correlation state machine
can not contribute to predict and assess cyber threat situation. Liu[10] presents a
method of network security situation awareness based on artificial immunity system.
The method uses network intrusion detection based on the theory of immunity as the
base of situational awareness, to detect known and unknown intrusions with the help
of biological technology. The goal of this method is to quantify the security situation
of the network system. However, sometimes network security situation can’t be
boiled down to quantifiable information, such as attack scenarios. Gorodetsky[11]
uses agents to detect and analyze network traffic, and then gets the security situation.
The situation assessment method is based on asynchronous data flow, usually data
flow can’t represent all the basic security information in networks. Chen [12] gives a
hierarchic assessment method to analyze and quantify the network security threats,
but he does not give a practical algorithm when assessing the system level threat.
Yegneswaran[13] uses IDS Bro to analyze network’s activity information provided by
honeynets, and then depict the curve of the security situation. However, the result will
be intelligible only in the case of large scale attack happening.

2.3  Trusted Computing

The concept of “trusted” appeared firstly in 1970s, presented by J.PAnderson, trusted
computing emphasizes on the controllability and the expectability of the computer
system, it aims to acquire a secure and dependable computing environment through
the integrity measurement, the hardware TPM/TCM is the basis of trusted
computing[17]. So we can regard trusted computing as one approach to achieve
information system’s security.

Trust denotes a state of well-founded belief that a device or system will behave as
expected, for a given purpose despite a level of physical or logical interference. The
definition of trust emphasizes the consistency of behavior and expectation. What
might be expected? We might require a device or system to perform its function
whilst maintaining some general notion of security.

3 A Framework of Cyber Security Situation Awareness Based
on State Machine

In order to achieve cyber security situation accurately and timely especially the threat
situation, we present a framework based on correlation state machine, the framework
is a successor of what was proposed in [14] by Wang. As shown in Fig.1, the
framework is based on a trusted computer and comprises four parts mainly, namely
database module, process module, correlation state machine and GUI. The database
module is used to store sample/history data and attack scenarios which are discovered
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after mining. The process module comprises four processing components, namely
Knowledge Mining, Correlation Analyzing, Threat Predicting and Threat Assessing.
The correlation state machine is the core data structure, which is used to predict and
assess cyber threat. GUI is an interactive interface between administrators and the
framework. The green broken line in Fig.1 represents the data flow view while the
black line represents the logic flow view, the two views are coordinated.

GUI

1 1

Threat Predicting Threat Assessing

A A A A

Trusted

Computer Correlation
State

Machine

le— - —
Correlation Analyzing Attac!(
- Scenarios
|
t .
- — —
Knowledge Mining |+ — — — — — —Sample/History’
Data
<« — — — Data flow
4 Logic flow

Fig. 1. The framework of cyber security situation awareness

Firstly, sample/history data is collected from experimental cyberspace or known
datasets, and then stored in database. It is data source of Knowledge Mining and
could be updated every now and then. After analyzing and discovering, Knowledge
Mining generates various patterns of attack scenarios and stores them in databases.
Secondly, the Correlation Analyzing component analyzes cyber security events at
real-time based on the known attack patterns to reconstruct the occurrent attack
scenarios. The occurent attack scenarios are represented by the correlation state
machines, namely a correlation state machine is an attack scenario which is taking
place in cyberspace at present. After being created, the correlation state machines can
be input of the Threat Predicting and Threat Assessing components. The threat
predicting component can deduce possible attack paths of an attack scenario based on
the corresponding correlation state machine, and the Threat Assessing component
assesses the consequence resulting from the attack scenario based on the
corresponding correlation state machine too. These two components support
administrators to make decisions directly. Finally, cyber security situation knowledge
including the results of predicting and assessing is presented in a friendly way by the
GUI, and the knowledge can be understood easily by administrators after being
visualized. This can decrease administrators’ cognitive burden considerably.
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3.1 Discovering Attack Scenarios Based on Knowledge Discovery

Correlation state machine is the core of the framework, which aims to model and
abstract the occurent attack activities. It is a dynamic data structure, and created based
on the known patterns of attack scenarios. So, in order to achieve cyber security
situation awareness, various patterns of attack scenarios must be discovered. We
implemented this by data mining.

Firstly, we define a signature set, which is composed of characteristics of various
attack activities, such as SYN-Scan, exploiting of certain vulnerabilities etc., this can
be done referring to the existing projects or researches, such as Snort and so on. Every
signature word in the set represents certain actions or steps of various attacks, and
new words can be added to the set continually, that is the set should be expanded and
updated continually in order to discover new attack activities. Secondly, the
Knowledge Mining engine analyzes sample/history data to discover frequent itemsets
which are composed of signature words. When the frequent itemsets are found out,
correlation rules can be generated easily. Finally, if two rules have the same word, or
they have the causal relationship, they are combined. After searching all of the rules
in this way, various patterns of attack scenarios can be discovered and generated,
which will be used when creating correlation state machine.

After generated, patterns of attack scenarios are formalized by XML. Specially, the
sample/history data and signature set are critical to discover attack patterns, so
administrators should collect useful information at daily work, but if administrators
have known some patterns of attack scenarios, they can write the XML files directly,
no need to mine the sample data.

3.2  Correlation Analysis of the Network Security Events

Correlation analysis of cyber security events is the foundation of acquiring high-level
knowledge of cyber security situation, it distinguishes and standardizes raw security
events generated by security devices, and then analyzes the logic relationships
between these events based on attack patterns. When events are submitted, correlation
engine will match security events with attack patterns discovered by the Knowledge
Mining till finding out the corresponding attack pattern or patterns. After the pattern
or patterns are found out, one or more correlation state machine will be created
according to the patterns. Each attack pattern responses to one state machine.

Definition 1 Correlation State Machine. Correlation state machine is a data
structure, which maps the XML file of corresponding attack pattern to memory. Each
state of the machine is a tuple and derived from the corresponding rule node of the
pattern, that is state_i =( plugin_id, plugin_sid, src_ip, dst_ip, src_port, dst_port,
protocal, timeout, occurrence, srclP_record, dstIP_record, srcPort_record,
dstPort_record, eventCounter, startTime). The first nine attributes of the state indicate
the characteristics of the security events which can be processed by this state, and
their meanings are the same as the rule presenting in [7]. srcIP_record, dstIP_record,
srcPort_record and dstPort_record are used to record the characteristics of the
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events processed by this state, eventCounter is used to record the number of the
events processed successfully and startTime indicates the start time that this state
takes effect.

The correlation state machine is an intermediate process, it is used to track and
record the process of matching between security events and attack scenario timely.
timeout and occurrence are the two core concepts of the state machine. timeout
indicates that how long the engine monitors one state, and it corresponds to the certain
attack step’s lasting time in multi-step attack. occurrence presents the number of the
security events that the state can process, essentially, this attribute means to classify
the similar security events, it reflects the idea of clustering analysis. timeout and
occurrence work cooperatively, if the correlation engine processed “occurrence”
security events successfully in the time limit of “timeout”, the current states of the
state machine will transfer, this reflects the development of the multi-step attack.

Plugin id = 1001:(snort)
Plugin sid=621,622,623,624;
sre ip=ANY:
dst ip=ANY:
sre port=ANY;
dst port=ANY;
Protocal=TCP,UDP,ICMP,1P;
timeout=5;
occurrence=30;
srcIP record=192 168 40 5;
dstIP record=192 168 10 0/24;
srcPort record=4464;
dstPort record=21,23,25,80,139,445;
eventCounter=15;
startTime=" 2009 12 30 10:15:00" ;

Fig. 2. The Dos state machine in the state machine queue

We illustrate an example of how a state machine working through the Dos attack
scenario. In Fig. 2, the current state set includes one element, it is State_I. The
correlation engine will monitor in this state for 5 seconds, if the number of the
“PortScan” events processed by this state achieves 30 (that is eventCounter equals
occurrence) in 5 seconds, the state will transfer. After transferring, the current state
set of this state machine includes two elements, which are State_2 and State_3.

When the current states process the matchable events, there is a question need to be
paid more attention to. The states will record the events’ characteristics which have
been processed. For example, in Fig.2 State_1 will record 30 events’ characteristics,
the attack type of these events is the same, but the addresses of these events may be
different, how to record them in one state. Here we integrate the IP addresses and
congregate the port addresses. Integrating of IP addresses can present the source area
and the destination area of the attack activity; it is very useful in large-scale network
intrusion detection, as dstIP_record of State_Iin Fig.2.
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3.3  Predicting the Threat Situation Using State Machine

We research on attack intent reasoning mainly in this paper, so in our framework,
predicting is used to deduce the trend of attack scenarios, that is estimating the next
step of attack scenarios, this is helpful to decrease the damage caused by attack
activities.

When attackers launched exploitation, they always want to find out the optimized
path to exploit a target system. In order to simulate this procedure, we use the
algorithm of trace-back to find out the optimized path in a correlation state machine.
This is similar to an attacker’s exploiting in the real world. If we can find out the
optimized path in each correlation state machine, we can predict the corresponding
attack scenarios’ trend easily, that is we can predict the threat situation in the whole
cyberspace.

Predicting means to find out the optimized path in different paths using the
algorithm of trace-back that is to find out the path whose costs is the lowest. After
that, the most possible attack path that an attack will adopt is presented. But, there are
many factors that should be considered when predicting cyber threat situation, for
example defense strategies on target system, vulnerabilities, attackers’ capacity and so
on. So it is impossible that the predicting path is always the same as the real path. In
order to improve the accuracy of predicting, we consider some weight factors that
could affect attackers’ decision when exploiting, such as defense strategies,
vulnerabilities. Using these factors to modify the optimized path timely, and
presenting the probability of each path in various correlation state machines, trends of
various attack scenarios and the threat situation of cyberspace can be predicted.

3.4 Assessment of the Threat Situation

Administrators can be aware of the global security state and security level of
cyberspace through assessment. After creating the correlation state machine and
predicting the trends of various attack scenarios, we implements threat situation
assessment through calculating the threat metric of cyberspace based on each
correlation state machine. The whole algorithm of computing the cyberspace’s threat
metric can be illuminated by (1) and (2).

rvacnine, (OPT _ path,) = Zstatej : state, € opt _ path, (D)
1

FThreat_Situation (maChine) = Z fmazrhinq (Opt —_ pathl) (2)
1

Formula (1) presents how to quantify the threats caused by one correlation state
machine, namely to quantify the harm degree derived from an attack scenario. (1)

indicates that every state machine’s threat f . () is only related to its own

optimized attack path opt _ path. . When predicting component presents the
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optimized attack path of a correlation state machine, every state which is in this path
will be set a quantitive metric, the metric is a contributor to the machine’s threats.
Then, all the metrics in the path are added together to compute the machine’s threats.
In this way, administrators will acquire a number of numerical values, which indicate
the harm degree caused by various attack scenarios to cyber infrastructure. Especially,
the quantitive metric of each state can be defined depending on the concrete needs. In
our experiment, we use the variable of “occurrence” to represent the quantitive metric
simply.

After acquiring the numerical threats of all the correlation state machines, we can
use (2) to compute the global threats that the cyberspace suffers. The global threats

F

Threat _ Situation

() are determined by every state machine’s threats f (). The

assessment component adds up all the numerical threats to computer F, (),

Threat _ Situation
which is an indicator of the whole cyberspace’s security level.

Assessment of the threat situation should be executed periodically. In an
assessment cycle, the component scans all the correlation state machines which is
living in the memory, and computes the threats of the machines based on their
optimized attack path. After adding up, the global threats in this cycle could be a point
at y axis while time is the other axis. To link these points together in different cycles,
a threat situation assessment curve will be presented to administrators.

4 Experiment Analysis

We implemented a prototype to validate the framework. The experiment procedure
can be explained as follows. Firstly, Knowledge Mining analyzes the sample data of
DARPA 2000 intrusion scenario specific data sets[18] to discover the pattern of Dos
attack scenario, and after being generated, the pattern is stored in databases. Secondly,
we replay the data sets in network 192.168.40.0/24. Security devices deployed in this
network will generate a large number of events, and these events are sent to
Analyzing Engine. Thirdly, after processing these events timely, Analyzing Engine
generates a correlation state machine based on the pattern of Dos attack scenario,
which can be illustrated by Fig.3.

The correlation state machine indicates that it is a distributed dos (DDos) attack
activity, and the current state of the activity is “Mstream_Zombie”, namely interacting
between the controller node and zombie nodes. Attack path from State_1 to the
current state State_5 presents the evolving procedure of the DDos activity and the
possible attack path later. Especially, the predicting and assessing components are
implemented in Analyzing Engine, and after being created, the correlation state
machines can be used to assess the threat situation of network 192.168.40.0/24.
Finally, administrators can view all the situation information through client, which
provides a GUI.
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the Dos correlation current state

state machine

timeout=>5;
occurrence=30;
srelP record=192 168 40 5;
dstIP record=192 168 10 0/24;
srcPort record=4464;
dstPort record=21,23,25,80,139,445;
eventCounter=13;

Fig. 3. The Dos correlation state machine

5 Conclusion

A framework of cyber security situation awareness based on knowledge discovery is
proposed in this paper, which provides guidance and technical support for the whole
situation awareness procedure, and is the foundation of the awareness work. There are
four modules in the framework, database module, process module, correlation state
machine and GUI. We deploy the engine and store the data structure in a trusted
computer. After various attack patterns are discovered, attack scenario will be
reconstructed through correlating security events, and the scenarios’ abstraction can
be used to predict and assess the threat situation in cyberspace, namely the correlation
state machine.

One of the most important works in the future is to analyze and test the
performance of the methods in real world, and we will also improve the predicting
algorithm in the future.
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Abstract. Currently, the most network traffic identification technologies focus
on the applications of traffic, while ignoring the attributes of network terminal
nodes which generate traffic. In this paper, we present a novel approach to
identify the social attributes of network terminal nodes and design Netflow
based network Nodes’ Social attributes Discovery System(NNSDS).Firstly, we
store the Netflow records using two hash tables to obtain the snapshots of the
activity of the network. Then we discover the attributes of network nodes by the
following elements: (1) social topology statistics, (2) social activity and (3)
social roles of network nodes. We test our system on an IP backbone network.
The experimental results show that our system can correctly identify various
types of network nodes and the identification accuracy achieves 95%.

Keywords: Netflow, social attributes, Hadoop, terminal node.

1 Introduction

Network nodes are hosts appearing on the network with separate IP addresses. Social
attributes of network nodes are the nodes’ characteristic mined from the
interconnection information between them. Social attributes include social topology
statistics, social activity and social roles. Existing studies show that the network social
attributes are important to assessing network security vulnerability [1] and managing
the complexity of network [2]. Discovery of the social attributes of network nodes is
quite important to meet new requirements in fine-grained classifying of terminal
nodes, optimizing the configuration of network and managing network resources.
Recently, some novel approaches treat the problem of discovery of nodes’ social
attributes as a community ownership problem. These approaches classify nodes into
different communities by spreading specific labels on network. However, nodes
belonging to different communities from link topology may share similar social
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© Springer International Publishing Switzerland 2014



236 S. Mao et al

attributes. Concurrent processing on discovering large amount of nodes’ social
attributes brings new challenges in storage and computing. It is necessary to propose a
method to obtain the network nodes’ social attributes.

In this paper we design and implement the Netflow based network Nodes’ Social
attributes Discovery System (NNSDS) to analyze the social attributes of nodes in high-
speed networks. NNSDS consists of two stages. Firstly, we propose a method to
preprocess system inputs by producing snapshots aggregated from Netflow records.
Secondly, we use Hadoop platform to mine social attributes from the aggregated data.We
deploy NNSDS on an IP backbone network. The evaluation results indicate that NNSDS
is able to discover social activity, social topology and social roles of network nodes by
processing incremental Netflow data captured over the IP backbone network.

The rest of this paper is organized as follows: Section 2 introduces the related
works of Netflow analysis and social attributes discovery technologies. Section 3
outlines the system architecture and function of NNSDS. Section 4 describes the
implementation of NNSDS. Section 5 reports the experimental results conducted on
an IP backbone network. Finally, we make conclusions in section 6

2 Related Works

2.1  Related works of Netflow Analysis

Netflow [3] is one of the key technologies used by network operators and
administrators for monitoring large edge and core networks. It is widely used in flow
measurement studies. However, there are several limitations of using Netflow
technologies. Firstly, the number of concurrent stream of raw Netflow records captured
over backbone network is up to 1 MB [4], which will cause space explosion. Secondly,
operating on the raw records will reduce the performance of computing node. To
overcome these limitations, the researchers have proposed two types of common
solutions: reducing the amount of the raw data and increasing computing nodes [5].

Reduce Raw Data Scale. Stream sampling and similar stream merging are the two
common solutions of reducing raw stream data. IPFIX [6] recommends the use of
packet sampling, and the Sampled Netflow [7] has become a widely used monitoring
solution among network operators. However, sampling has fundamental questions
between accuracy and economy. Sampled Netflow suffers from limitations due to the
static sampling method which cannot always ensure the accuracy of estimation [8].

Typical technology of data merging includes hierarchical merging [9], hash map
based merging [10] and time granularity based merging. Hierarchical data merging
can be computed with the optimal merge tree by using a dynamic program for a
known set of arrival times. A significant problem of the dynamic program is that it
requires time complexity O(m +3) and space complexity O(m+2)[11]. HMJ is a
typical Hash-merge join algorithm [12]. Specifying the optimal percentage of the
number of flushed buckets to the total number of hash buckets is a key problem
before hash map merging. The definition of similarity is important for similar data
merging. Conflicts between similar data with different values are the most common
problems need to be solved in data merging [13].
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Increase Computing Nodes. Distributed flow data processing system deals with
large amount of data by expanding the number of computing nodes [14]. However,
existing distributed processing systems pay little attention on raw data compressing.

2.2  Related Works of Social Attributes Analysis

Most of the existing literatures of social attributes discovery are about mining the
vulnerability of the network topology and discovering user communities on social
network sites. There is rarely any paper focus on social attributes of terminal nodes on
network. As network nodes share common features, studies on social attributes of
network nodes still have reference values. There are three distinct approaches of
nodes’ social attributes discovery.

In topology Networks, assessments of social attributes such as connectivity,
betweenness and the shortest path between nodes are important to maintain the
network availability. Paxson V et al. used the central of the connectivity to measure
the importance of the nodes [15].This paper defined the social attribute as
connectivity between the nodes and the collection of their neighbors. It accurately
figures out the network structure by spreading the labeled tag and detecting
communities the nodes belonging to.

In the social network research filed, users’ social attributes are divided into users’
sex, age, educational background, profession, faith and so on [16]. Research on
calculating the similarity of user nodes in social attributes is important to explain the
spreading of the information online, discovery communities and assess the influence
of the user nodes.

Karagiannis et al. proposed a novel approach named BLINC to mining the patterns
of network terminal nodes [17]. BLINC defined the terminals’ social attribute as the
interaction communication degree between one node and the others. BLINC
algorithm gives the statistics of the source IP and destination IP by counting the
number of streams in a period of time. BLINC labels the terminal nodes with different
social degree and labels the service nodes with the statistical results.

Discovering nodes’ social attributes in network topology and social networks leads
to additional consumption of resources used to construct and spread labeled
information. BLINC can only decide on the role of a host after it gathering
information from several flows, which prevents employing BLINC on real-time
operation network.

We propose a system which can efficiently discover nodes’ social attributes on
real-time network based only on Netflow records. The system also proposes a proper
data aggregation method which avoids the information loss and conflict problems.

3 System Architecture

NNSDS includes two phases: raw data preprocessing by generating snapshot of the
Neflow records and social attributes discovering by analyzing snapshots stored in
HDEFS. The designation of NNSDS follows three considerations:
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Decoupling modules: The boundary between origin data snapshotting module and
follow-up analyzing module should be clear. Based on the consideration of system
stability, we make the two parts relatively independent.

Standardized interaction: In order to pursue both processing efficiency and platform
compatibility, NNSDS uses multi programming languages. We use data-interchange
format such as Xml and JSON as the interactive data to ensure the correctness of data
among modules.

Storing intermediate results: In order to do incremental processing as well as
compare longitudinal data to observe system abnormalities, NNSDS stores the
intermediate results in HDFS.

Netflow Capture Module

l Netf'low

Snapshot Prepare | Social Attributes
Module \ameNode | Analysis Module

{ Social Activity

{ Receive & Buffer }
Communication
Statistics

Snapshots Produce
Social Roles

DataNode 1 | DataNode 2 DataNode 3

Task Tracker § i T Task Tracker

- Snapshots i 1 - Snapshots i - Snapshots i
W S i i w S i w Suase i
Results | i Results 1 Results

Fig. 1. Architecture of NNSDS

MapReduce
Framework

JobTracker

Snap HDFS
shot dispatch

NNSDS includes three main functional modules: Netflow capture module,
snapshots produce module and social attributes analysis module. Fig. 1 shows the
architecture of NNSDS.

3.1 Netflow Capture Module

Netflow capture module is used to monitor specific gateway and produce Netflow
records from the traffic flows on network.

Snapshot Produce Module

Snapshot produce module is the raw data preprocessing module which cane divided
into two sub-modules. One is Netflow accepting part; it is responsible to ensure the
data integrity by monitoring specific port number and receives the Neflow data.
Another is the Netflow snapshotting part, which is used to map Netflow data into
special format of snapshot according to the Neflow receipt time.
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3.2 Social Attributes Analysis Module

This module is the core function module of the system. It applies different
MapReduce tasks on snapshots stored in HDFS, calculates the network nodes’ social
attributes and stores intermediate analysis results into HDFS.

NNSDS can give three social attributes of Network nodes:

1) Communications statistics: The communications statistics includes the Session-
In and Session-Out degree, up and down packages count, up and down bytes count of
communications of the terminal nodes. This attribute reflects the real social
connections of nodes and can be used to do deeper analysis of service types of the
nodes.

2) Social Activity: The social activity of terminal nodes indicates the online
frequency of special nodes. We calculate this attribute by counting the snapshots
where specific addresses appear. Activity of nodes is the intuitional impression of
social attributes of the real network. It provides evidence of the following service
discovery operation. As fine-grained nodes’ activity reflects nodes’ real behavior
better but is less convenient for observing than coarse-grained nodes’ activity and
different time granularities affect the discovery results with different intensity. The
NNSDS is designed to get nodes’ activity by period of month, day and hour, uses the
fine-grained activity results as the input to calculate the coarse-grained one.

3) Social roles: The social roles of the terminal nodes means the service type of
the nodes, we divide social roles into three categories: service provider, normal client
nodes and NAT multiplexing nodes.

4 System Implementation

The implementation of NNSDS consists of four parts: Netflow capturing, Snapshots
preparing, Mapreduce task issuing and Snapshots storing and analyzing. Fig. 2 shows
the implementation flow chart of NNSDS. Netflow capture hosts are used to monitor
the stream data in Ethernet and produce Netflow records which won’t be discussed in
this paper.

4.1  Snapshot Prepare

The task of snapshot prepare stage is to format origin input data of NNSDS. The main
challenge it meets is to receive the complete data and do justifiable merge of the data.
The implementations of the two steps are given below.

The original data received by NNSDS is in the form of Netflow, and high-speed
receive rate will pressure the module used to produce snapshot afterwards. We open
multi receive threads to store the in-coming data in ring buffers, then snapshot
produce part reads data out from relative buffers. In addition, we do hash map during
data cache storing the same source IP address in only one buffer to eliminate
duplicate data operated afterwards.
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Fig. 2. Implementation of NNSDS

The snapshot producing methods are borrowed from paper [12], and we use hash
table to locate data with the same source IP address to realize data merging. Snapshot
includes count of destination IP addresses, count of ports used, count of protocol
types of the special source IP address and so on. We use two hash tables called
conn_tab and ip_tab to achieve the goal. Fig. 3depictsthe relationship between these
two hash tables.

Conn_tab hash table is used to check whether the same 6-tuple Netflow has been
stored and reduce operation complexity by avoiding to calculate the new-coming but
already exists Netflow. Conn_tab use six tuples as hash key, they are source IP
address (src_IP), destination IP address (dst_IP), source port (src_Port), destination
port (dst_Port), protocol type of link layer (proto_type) and the gateway number that
we get this Netflow (fxo_id). We store the origin Netflow information in conn_tab
hash map with this hash key above and the hash value we stored is the information we
needed from Netflow.

Ip_tab hash map is used to store the final statistical results of single source IP
address. The hash key of ip_tab is source IP address appears in Netflow (src_IP).The
statistical results include the total number of source ports the src_IP used till now, the
number of destination IP addresses and the number of destination ports, the upstream
and downstream degree of the src_IP, the total number of the upstream and
downstream packets and bytes, the number of gateway we get this src_IP Netflow
and the protocol count this src_IP used.

In order to gain the values stored in ip_tab, we link the nodes sharing the same
src_IP in conn_tab to ip_tab by storing pointers point to link list of the nodes. We use
LRU (Least Recently Used) principle to ensure new added node is less possible to get
out of the list for space storing hash maps is limited.
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Fig. 3. The connectivity between double hash tables (IP_tab & Conn_tab)

There are nine possible situations when we deal with the newly captured Netflow
data by checking both hash maps. Here we declare one of them to introduce our
processing. When we get one Netflow whose src_IP is already stored in ip_tab but
the 6-tuple is not stored in conn_tab, we deal with this Netflow as shown below.

Step 1. Add the information we gained (src_IP, dst_IP, src_Port, dst_Port, Prototype,
Jfxo_id, etc.) from the Netflow and store it into conn_tab;

Step 2. Link this new added node to the node in ip_tab;

Step 3. Change the conn_node_head pointer of the list in ip_tab, and make it point to
the newly added node;

Step 4. Traverse the newly updated list to check whether we should change the
statistical results stored in ip_tab.

Step 5. Simultaneously with the Netflow operation, NNSDS outputs the
communication statistic degrees from ip_tab hash table into snapshot files in form of
JSON every 5 minutes.

4.2  Social Attributes Analysis

Social attributes of terminal nodes implemented currently include nodes’ activity and
attributes get from communication statistics. MapReduce is used to analyze the
snapshot conveniently.

Attribute 1. Communications statistics

The Map function gets information of source IP address and communication statistical
results, then output them in <key(src_IP), value(communication values in each
snapshot)> pairs as intermediate results. The Reduce function calculates the
communication statistical results of a longer period of time by adding the intermediate
results of the same source IP address. After that in the Reduce function we give the
Session-In and Session-Out degree, upstream and downstream packets count,
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upstream and downstream bytes count, the ratio of bytes count and packets count and
so on in form of <key(src_IP), value(communication statistical value in 5
mins)>which is the communication statistics of the terminal nodes.

Attribute 2. Social Activity

First of all, the Map function of MapReduce reads in the snapshots stored in HDFS in
the<key, value>format, where the key means the Line ID of snapshot files and the
value means the JSON format snapshot itself. Then in the Map function we get
information of IP address and the snapshot generation time and output a pair of
<key(src_IP),value(appear time)>as intermediate results. The key means source IP
address and value means the time this address appeared. After that the Reduce
function will read the intermediate results and make a bitmap string size of 24x12
to represent every 5 minutes of one day and fill the bitmap with 1 if the source IP
appeared in the snapshot produced in that 5 minutes. In the end the Reduce function
output source IP address and the bitmap in the form of <key(src_IP), value(appear
time periods)> as the activity attributes of terminal nodes.

Attribute 3. Social roles

Social roles of network nodes are labeled using both nodes’ activity and
communication statistical results. The node which is always online and the
communications degree to it is high is most likely to be a server host. The node which
is used for less than half of the time and the communication degree to it is not high is
most likely to be a client PC. Nodes communicating like client PCs but is used for
almost all the time are most likely to be NAT nodes.

5 Experiment Results

We deploy our system in a backbone Network where the Network bandwidth is
10Gbps. The cluster used to run the NNSDS system includes 5 computers, two of
them (Red Hat Enterprise Linux Server with 2.0GHz CPU and 128GB memory) are
used to run the snapshot producing part, and three of them (Red Hat Enterprise Linux
Server with 2.0GHz CPU and 128GB memory) are used to work as Hadoop platform.

NNSDS receives Netflow data at an average speed of 138K per second and
produces snapshot every 5 minutes after operating origin data using double hash
tables in form of JSON. We use historical data includes snapshots of 5 hours with
about 4 million independent IP address, and then analyze and label them from
terminal nodes’ activity, communication statistical and social roles.

Attribute 1. Communication Degree Analysis of Network Nodes

The Session-In degree count results computed by NNSDS of the 5 hours data are
depicted in Fig. 4. We can observe that the nodes’ number decreases with the
increasing of Session-In degree. 46.7842% terminal nodes of them show that the
number of nodes linked to them is average zero per 5 minutes. The terminal nodes
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whose Session-in degree is above 500 network nodes per 5 minutes only occupy
0.0724%. We can speculate them as server nodes as their communication
characteristics are similar.

Average Session-In Degree
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Fig. 4. Session-In degree of network nodes

Attribute 2. Activity of Network Nodes
We chose the network nodes whose Session-in degree above 500 every 5 minutes and
check the social activity attribute of them.

Activity of Nodes (Session-in degree > 500)

15.32%

19.29%

65.37%

H1 0.8 mothers

Fig. 5. Activity of terminal nodes

Results show that terminal nodes appeared all the time account for 65.37% of the
whole data, nodes appeared for over 80% of the time account for 84.66%. Nodes
whose activity is below 80% account for 15.32%.Thismay result from the network
situation we choose. We can conclude the terminal nodes with all-time activity as
server nodes.
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Attribute 3. Social Roles of Network Nodes

According to the analysis results of nodes’ activity and communication degree, we
label nodes with above 500 accessing source nodes per 5 minutes and always stay
active as service provider nodes. After examined manually, we verified that the
accuracy of NNSDS is up to 95%. Table 1. gives several typical labeled network
nodes along with their social attributes and the examination results.

Table 1. Typical Discovery Results

Heading  Network Node’s Session-In  Activity Examination
level 1P degree degree Results
Server 180.149.132.99 2019 100% http://yun.baidu.com/
Server 42.120.182.45 767 100% http://www.taobao.com/
PC 106.9.255.105 3 30% Hebei Hengshui Telecom

6 Conclusions and Future Work

Social attributes of network nodes are important for network configuration and
management. However, existing approaches to discover social attributes of nodes
focus on community ownership or have insignificance that cannot be employed in
real-time operation network. To address these problems, we design and implement a
Netflow based network nodes’ social attributes discovery system (NNSDS). At first,
NNSDS uses double hash tables to aggregate the raw data. Then obtains the social
attributes of network nodes by using Hadoop to do incremental analysis. The social
attributes include three elements: communication degree, nodes’ activity and social
service role. Experimental results indicate that NNSDS has good performance on the
backbone networks.

NNSDS is now able to discover nodes’ social attributes of communication
statistics, activity and social roles. In the future, we aim to complete the
implementation details by considering other social attributes.
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Abstract. It has a long history to launch attacks using vulnerability in the net-
work protocols. More and more researchers are attracted to the attack and
defenses of network protocols. It will mitigate the severe consequences that at-
tacks may lead to by maliciously using protocol vulnerability if we have relia-
ble protocol design and prompt defenses. In this paper, we review the research
progress about attacks based on protocol vulnerability. We take advantage of
critical characteristics in information security to classify these attacks, namely
confidentiality attack, integrity attack, availability attack. Some challenges con-
fronted by the researchers are discussed in view of current researches. The
prospect of this field in the future comes at last.

Keywords: network protocol, protocol vulnerability, network traffic, network
attack, attack defenses.

1 Introduction

The Internet keeps developing rapidly in the recent years. Different network services
based on various network protocols enrich the content on the Internet, satisfying di-
verse needs of users. However, the vulnerabilities in network protocols are likely to
be taken advantage to launch network attacks. Some of these attacks aim at the re-
sources of target hosts, such as consuming CPU resources and network bandwidth;
some aim to crack encrypted traffic to steal the secret information; others masquerade
as legitimate users to cheat victims. Though the attack targets and purposes are differ-
ent from each other, they all relate to vulnerabilities in network protocols.

In order to carry out network attack successfully, it is necessary that the target net-
work protocols suffer from vulnerabilities. These vulnerabilities mainly come from
two aspects. One is the protocol design procedure, which will impact the nodes run-
ning that protocol when attack happens. The other is from the malicious use of legiti-
mate protocol process. At this time, the attacked node might be any one linking to the
Internet and the damage will be much more serious.

At present, vulnerabilities in the network protocols are included to the research
field after some kind of attacks appear and lead to network destruction. Not satisfied
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with this passive method, more and more researchers start from different aspects
gradually to analyze vulnerabilities in popular protocols, hoping to come up with
solutions before massive attack occurs so as to narrow down the potential losses.

We discuss and summarize network attacks based on protocol vulnerabilities in
this paper. We introduce the current state of related researches, study the latest re-
search progress and prospect research directions in the future. The paper continues as
follows: Section 2 presents a classification of some well-known protocol vulnerability
attack cases from the perspective of the information security critical characteristics
they break and the attack range they have. Section 3 focuses on both of attack and
defense methods to provide research progress in related areas. The subsection about
protection is divided by protocol layers. We debate future research directions in Sec-
tion 4. The conclusion of this whole paper is shown in Section 5.

2 Network Attacks Classification Based on Protocol
Vulnerabilities

Researches on network attacks based on protocol vulnerabilities are widespread. Clas-
sification of these researches will help to summarize current work, know the research
state better and guide further study.

Traditional classification method generally considers the layer of protocols, using
OSI model or TCP/IP model to do the classification. In this paper we will take advan-
tage of a higher layer, the critical characteristics in information security, with the
attack range to classify these network attacks, and then make a detailed discussion.

As early as in [1], information security golden triangle CIA model was referred and
spread. This model contains three critical characteristics of information security,
namely Confidentiality, Integrity and Availability. With the gradual development of
information security subject, more and more attributes are put forward by researchers.
These attributes extend the connotation of information security in different aspects,
such as Controllability, Non-repudiation, and Authentication.

In the CIA triangle, Confidentiality means that, during the information transfer and
storage, it could not be leaked to unauthorized entities, that is to say, only the authori-
ty could get the information. Integrity protects the information from being tampered
by unauthorized entities during its transfer and storage, or discovers the tampered
information in time. Availability represents that the authorized entities are able to use
information and information systems normally, preventing denial-of-service attack or
even compromise due to malicious attacks.

The network attacks based on protocol vulnerabilities discussed in this paper will
first be classified into three categories according to the broken critical characteristic,
naming Confidentiality attack, Integrity attack and Availability attack. For each cate-
gory, in the light of attack range, we differentiate into two subclasses, only impacting
the nodes running the protocol, or any nodes linked to the Internet. Then follow de-
tailed discussion in every subclass. Because the scope of network attacks is really
wide, this paper will focus on directions with latest progress. Some classical attack
cases will also be included. The organization is shown in Fig. 1.
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Classification Typical Attack Cases
Reasons Protocol Nodes Any Nodes
Information | Confidentiality Crack Specific Crack Encryption
Security Protocols Algorithm
Attributes Integrity Man-in-the-Middle | Service Hijacking
Attack
Availability Denial of Service Reflection Attack

Fig. 1. Classification of typical network attacks based on protocol vulnerabilities

3 Survey of Research Progress

As shown in Fig. 1, this section will first review current status of researches on net-
work attacks based on protocol vulnerabilities. Then discuss research progress about
corresponding defense technologies.

3.1  Confidentiality Attack

Confidentiality attack refers to decryption and analysis on encrypted protocol to ob-
tain transferred information, or identify the anonymous communication ends.

3.1.1  Attack on Protocol Nodes

Cracking the encrypted instant messaging protocol that used by large number of users
is hot. Those protocols include popular VoIP software Skype and QQ. In addition,
some researches about confidentiality attacks against mobile devices are carried out.

Through a dynamic analysis of Skype, Desclaux [2] found that the client would
send some signaling data encrypted by RC4 after establishing TCP connections with
other nodes. But two packets were the same. Because of exclusive or used in RC4,
these two data packets could be decrypted.

Yu et al. [3] found that during QQ login, the key and the encrypted message were
sent in the same datagram. Some data could be extracted using that key. Then making
use of vulnerability in qqTEA encryption algorithm, combined with brute-force at-
tack, they could decrypt all the data. The writers carried out the attack successfully.

Yi [4] further diminished the complexity of brute-force attack to QQ. He also dis-
covered that the cycle in the pseudo-random number generator was so small that one
could use exhaustive method in an acceptable time. Using this vulnerability, he ac-
complished the task of cracking a significant key during QQ login.

Lin et al. [5] studied the anonymity in Location Based Service. They presented a
sending model for consecutive queries, pointing out the current k anonymity algo-
rithm could not protect the privacy efficiently. Then they came up with query attack
algorithm for two k anonymity algorithms, Clique Cloaking and Non-clique Cloaking.
The anonymity set could not be appropriate to measure the query anonymity. So they
suggested a new method based on entropy. The experiments showed that the query
attack algorithm was efficient to identify the anonymous users.



A Survey of Network Attacks Based on Protocol Vulnerabilities 249

Long ago, Lundberg [6] did researches on the security issues in Ad-hoc routing. He
proposed several attacks including black hole attack, which referred that malicious
node broadcasted itself to be the shortest path node and intercept all the packets.

For MANET, Ullah et al. [7] compared OSLR protocol and Ad-Hoc Demand Dis-
tance Vector protocol under black hole attack and evaluated the throughput, lag and
network load using OPNET, showing their performances under different conditions.

3.1.2  Attack on Any Nodes

The encryption algorithms are widely used in the fields of identification verification,
sensitive information protection and prevent data from leaking to illegal entities. Be-
nefiting from the promotion of hardware capability and distributed computing, people
are easy to get systems with powerful computing capability. Researchers are turning
their eyes to crack encryption algorithms using high-performance computers. Zhang
et al. took advantage of distributed computing, trying to crack block cipher algorithm
[8] and stream cipher algorithm [9]. On the other hand, current HTTPS, FTPS, SSL
VPN are all based on SSL/TLS protocol. Some researchers focus on the vulnerabili-
ties in SSL/TLS to crack this protocol and achieve the encrypted information.

3.2  Integrity Attack

Integrity attack stands for tampering the transferring data by unauthorized entities.
This kind of attack modifies the original content and affects the trust between nodes.

3.2.1 Attack on Protocol Nodes

Qian et al. [10] presented a new TCP sequence number inferring attack, which oc-
curred in the middleware of firewalls. The attackers could get the cached data in the
middleware to hijack TCP connections and inject malicious content.

Zhang [11] proposed two HTTPS attack methods. SSLSniff was on the basis of
ARP spoof and certificate replacement, while SSLStrip on ARP spoof and content
tampering. If a client lacked of checking identification or the validity of certificates,
an attacker could use SSLSniff to hijack HTTPS sessions. Moreover, the security of
HTTPS was tied to HTTP. Attackers might use SSLStrip to tamper content in HTTP.

Callegati et al. [12] also gave a man-in-the-middle attack in HTTPS. They first
masqueraded as a default gateway in the LAN. Then they intercepted responses from
the server and replaced the original certificate with a fake self-signed certificate.

Zhou [13] concluded some weaknesses in P2P stream, including data pollution,
large volume, real time and closure, making it harder to keep P2P stream security.

3.2.2  Attack on Any Nodes

DNS hijacking is usually used by operators to spread advertisements. When a user
surfs the Internet, he cannot refuse these extra content. This is certainly another kind
of attack to integrity and it will affect all the users under such an operator.
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3.3  Availability Attack

Availability attack mainly disturbs the normal nodes running via protocol vulnerabili-
ty, making it unable to provide services, or even driving these valid nodes to attack
any other hosts on the Internet. The former attack affects nodes that running that pro-
tocol, while the later could lead to wider impacts, and difficult to trace.

3.3.1  Attack on Protocol Nodes

ARP attack was raised as early as 1997. It took advantage of vulnerability in APR
updating mechanism. A more famous attack is TCP SYN flooding attack. The half
TCP connections consume many resources of servers, resulting in denial of service.

In 2003, Kuzmanovic et al. [14] first came up with Low-rate Denial-of-Service
(LDoS) in TCP, which made use of TCP retransmission when timed out. It would
impact on TCP throughput seriously. This vulnerability embeds in common self-
adaption mechanism, thus harder to defense. Guirguis et al. [15,16] proposed RoQ
attack, which in fact was also owing to vulnerabilities in TCP congestion control and
routers management. He et al. [17] surveyed LDoS in detail, presenting different
LDoS in TCP and LDoS to active queue management in routers. Kumar et al. [18]
suggested a new attack based on LDoS. Different from former attacks, the malicious
end was a TCP receiver. This malicious receiver might control the rate and mode of
the sender remotely to exhaust its resources.

For P2P networks, in 2002, Douceur [19] presented a new attack method called the
Sybil Attack. Malicious nodes used the vulnerability that creating new identifications
cost nothing in the network. They masquerade as normal nodes to launch attacks, such
as misleading nodes with incorrect routing tables, transferring unauthorized files.
Since nodes in P2P network only need to send keep-alive messages at regular inter-
vals to inform other nodes its status, the malicious nodes could also keep sending such
messages to pollute neighbor nodes’ routing tables, affecting the entire P2P network.

Wang et al. [20] put forward an asymmetric communication method using IP
spoofing to defend internal attacks. The client sent requests through IM or email to
the proxy. After receiving requests, the proxy sent the responses to the client using
spoofing IP. This method could hide the IP address of the proxy, preventing other
nodes to discover that proxy.

Wang et al. [21] researched SIP flooding attack in 3G network and shown related
detection methods. SIP flooding was carried out by sending lots of SIP messages to
proxy-session control function (P-CSCF) in IMS network via SIP ends. As a result,
users in target region could not establish any calls, namely denial-of-service.

Related researches are increasing with the popularity of IPv6. Nakibly et al. [22]
presented routing loop attack in IPv6 automatic tunnel and measures to release this
problem. The vulnerability in IPv6-in-IPv4 automatic tunnel allowed attackers to
form a routing loop to amplify traffic, triggering a DoS attack. Abley et al. [23] found
a new worm which spread in IPv4-IPv6 protocol stack. This worm applied a two-
layer scan mechanism. The simulation result showed the worm spread faster in IPv4-
IPv6 stack, proving that two protocol stacks would affect the propagation of worms.
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3.3.2 Attack on Any Nodes
The reflection method could be used to launch attacks against any nodes on the Inter-
net, with the premise that a wide disparity between request and response data sizes.

Paxson [24] discussed different protocol vulnerabilities which could lead to reflec-
tion attacks in 2001. In this paper, we mainly focus on several reflection attacks with
significant impact.

DNS reflection has a long history and is always used by attackers due to its
remarkable effect. Though owning a shorter history, NTP reflection attack catches
attackers’ attention because of its as much as 200 times amplification factor. P2P
networks, owing to its robustness, extensibility, high-performance, gradually replace
traditional C/S networks. They are widely applied to services such as instant messag-
ing, streaming media, and resource downloading, which in charge of massive online
nodes. But their vulnerabilities could be maliciously used to launch network attacks.

3.3.2.1 DNS Reflection Attack Vaughn et al. [25] studied cases about DNS reflection
attacks, finding that the attack changed from MX record responses of unauthoritative
servers at early time to much larger responses of EDNS. The anti-spam organization
Spamhaus met a 300Gbps DDoS attack in 2013. The attack employed large response
packets of open recursive DNS servers and surely shocked the whole world.

3.3.2.2 NTP Reflection Attack In January 2014, CloudFlare, a cloud computing com-
pany providing DDoS attack prevention services, declared that it was attacked by
more than 400Gbps DDoS traffic. This attack was based on servers running NTP
(Network Time Protocol).

3.3.2.3 P2P Reflection Attack Naoumov et al. [26] studied Overnet protocol in eDon-
key clients. Each eDonkey node manages its own index table and routing table using
DHT. The online node will directly add new resource nodes and routing nodes to its
index table without verification. They launched DDoS attacks by polluting P2P nodes
indexes and routing tables.

Athanasopoulos et al. [27] discovered that in Gnutella network, the QueryHit re-
sponse packet did not have a confirmation. So they forged some resource response
packets to nodes in Gnutella, resulting in lots of nodes requesting the victim for re-
sources or even downloading files from the victim.

Sia [28] analyzed BitTorrent protocol and pointed out that its tracker protocol had
vulnerabilities. A DDoS attack could be triggered by sending some packets with
spoofed IP and ports to online nodes, controlling them to request the victim. Defrawy
et al. [29] also carried out DDoS attack using BitTorrent network. They made some
fake torrent files, which contained a modified tracker server and address of the victim.
When someone downloaded this torrent, the node would regard the victim as a tracker
server, established TCP connections with it, thus consuming resources of the victim.

For Kad network, Steiner et al. [30] debated on possibilities of using Kad mali-
ciously to launch attacks. Sun et al. [31] took advantage of masqueraded Kad
response packets to attack nodes on the Internet. Yu et al. [32] indicated that the
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downstream data was much larger than the upstream and there was not an identifica-
tion verification mechanism in Kad. Such vulnerabilities might be used by attackers.

In ESM [31], every node connects to another one aperiodically and sends current
list of recorded nodes. The other will add new information to its own list without
checking. Then it will send messages to these new nodes. The attackers would be able
to launch attacks using this vulnerability.

In our previous work [33], after analyzing the packets, we found that Thunder also
suffered from the pervasive problems in P2P protocol design. It lacks of procedures to
verify node identification. We could easily amply the number of packets by 12
times.

The reason for the vulnerabilities mentioned above is that there is no necessary
identification verification mechanism in the protocols. Ignoring identification verifi-
cation could avoid a series of complex procedures, contributing to the improvement of
the entire system throughput. However, it raises some security issues. Especially
when the number of online nodes is tremendous, the vulnerability in protocol design
could be amplified and lead to serious results. Attackers might forge some packets,
masquerade as P2P nodes or servers to detect P2P network, confuse normal online
nodes, and even drive them to attack victims.

34 Countermeasures

In massive applied network protocols, there exist potential vulnerabilities that could
be used to launch attacks. Hence, researchers studied them to present corresponding
countermeasures. We will discuss the progress according to different protocol layers.

3.4.1 Network Layer Countermeasures
Lv et al. [34] focused on countermeasures of IP spoofing. They first studied the de-
fects of end-to-end IP verification mechanism, pointing out that it neglected damages
from the retransmission of IP spoofing messages. Then they proposed ESP to improve
IP spoofing protection. This mechanism combined open routers correlation technolo-
gy with tags. It could support both dynamic routing and asymmetric routing.
Nakibly et al. [22] gave three methods to deal with routing loop attack in IPv6 au-
tomatic tunnel, including verifying nodes, filtering shared tunnel list and IP detection.
Yang et al. [35] presented a random marking method to trace the source of an IPv6
attack. Routers would extract packets passed by under a specific probability. In the
meantime, the selected packets were marked with addresses of any two neighbor rou-
ters. Then the victim could recover attack path using these marks.

3.4.2 Transport Layer Countermeasures

Lemon [36] came up with SYN cache and SYN cookies to defense SYN flooding
attack. The thought of SYN cache is that servers only assign least resources when
receiving SYN packets and other resources are assigned until the connection is estab-
lished. While the thought of SYN cookies is that sending an encrypted cookie to the
original requester instead of status information. Terry et al. [37] also mentioned using
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SYN cookies to prevent SYN flooding attack. The cookie here was a unique cookie
for just one time, thus resisting retransmission. Using AES128 and private key, one
could check if the address was real.

Bellovin et al. [38] proposed a method to defense TCP original sequence number
attack. They designed an algorithm that using IP addresses, ports and a private key to
generate sequence number.

To defense LDoS, many researchers put forward their schemes. Zhang et al. [39]
improved traditional RED [40]. Their Robust RED algorithm increased the through-
put of TCP. The basic thought was to detect and filter attack packets before deploying
traditional RED. Xiang et al. [41] carried out a method using information matrix to
detect and trace LDoS. They quantified probability distributions of different network
flows through information matrix. Their method could detect early attacks in an ex-
tensive scale. Chang et al. [42] proposed a simple protection mechanism for LDoS
naming SAP (Shrew Attack Protection). Different from two previous methods, it tried
to select attack flows to trace attacks. This algorithm was based on destination port
number, so easy to implement on current routing mechanisms.

3.4.3 Application Layer Countermeasures

There are so many different application layer protocols, so we classify them into four
categories according to research progress, namely instant messaging, HTTP(S), P2P
and others.

3.4.3.1 Instant Messaging Garfinkel [43] analyzed on Skype in detail, indicating that
privacy, verification, availability, robustness, flexibility and integrity were significant
factors to ensure the security of Skype.

Aiming at problems faced during QQ login, Yi [4] presented two methods to han-
dle brute-force and pseudorandom number attacks. Increasing the times of TEA itera-
tion and changing the last 7 bytes padding could defense brute-force attack. While a
pseudorandom number generator with longer cycle would alleviate the attack. Extra
MD?5 operation could mitigate dependency on pseudorandom number.

3.4.3.2 HTTP(S) Huang et al. [44] did a security evaluation and behavior monitor
about injection attacks on the Internet. They described a series of skills in software
testing to apply them to Internet applications. They found that the performance of
popular flaw scanning software WAVES was satisfactory.

Zhang [11] showed protection schemes to man-in-the-middle HTTPS attack. One
was to strengthen verification of shared key, making it harder for attackers to get the
master key. The other was using digital signature to encrypt sensitive information.

3.4.3.3 P2P Douceur [19] considered that the Sybil attack could be cleared only if a
trust mechanism was adopted. The thought was to calculate a trust value for every
node. Then online nodes would remove nodes with lower trust values to the edge of
the network or even block them, thus diminishing the impact of malicious nodes.
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Wang et al. [45] pointed out that streaming media P2P network were more likely to
suffer DoS attack than resource sharing P2P network due to more bandwidth and real
time. A DoS defense system was presented to move untrustworthy nodes away.

Zhou [13] came up with a security model for P2P streaming media based on con-
tent review and implemented a prototype system, which was verified to have the abili-
ty to defense content pollution attacks.

For eDonkey (Overnet protocol), Naoumov et al. [26] proposed an explicit identi-
fication verification method between online nodes. Through encryption and closed
source, messages could only be published by the node itself, but it confronted reverse
engineering. While using a centralized proxy server would consume more resources.

Athanasopoulos et al. [27] studied an algorithm for Gnutella. Each node brought in
a safe list by checking resource nodes to alleviate the consequences of attacks.

For BitTorrent, Sia [28] modified the implementation of protocol to prevent attack-
ers from forging IP addresses. While Defrawy et al. [29] referred that an inspection
should be made to both clients and tracker servers, removing tracker servers without
responses to avert attacks.

Sun et al. [46] investigated general defense methods against DDoS attack using
P2P systems. Then they emphasized on the importance of verifying P2P nodes. At the
same time, they designed an active detection method to validate online nodes, thereby
reducing attack impacts. This method benefited from its adaptability and efficiency.

3.4.3.4 Others Wang et al. [21] found that due to multiple mechanisms 3G supporting,
attackers could carry out attacks via illegal mobile SIP ends, making the attacks more
difficult to detect. Regarding the difference between the number of initial REGISTER
request messages during the sampling period and normal number of messages as the
characteristic, they conducted the detection using an algorithm called DSMD.

4 Future Research Directions

Network attacks based on protocol vulnerabilities tend to be more violent, more di-
verse and more invisible. The corresponding defense technology is improving as well.

Violence, mainly refers that attackers could collect and make use of large scale of
resources more easily to launch attacks due to the development of computing capa-
bility of hardware (e.g. GPU). This resource dissymmetry will bring disasters to
common network users. The related defense methods need more innovations to guar-
antee efficient protection under a resource-constrained circumstance.

Diversity includes two aspects, namely device-diversity and protocol-diversity.
With more users using smart devices and rapid development of mobile Internet, not
only producers and developers benefit, researchers and attackers are also attracted to
this area. It is quite frequent that attackers take advantage of weakness in mobile sys-
tems to attack mobile terminals directly. For researchers, how to find out and tackle
with vulnerabilities in mobile hosts promptly is both an opportunity and a challenge.
And in protocol-diversity, due to the exhaustion of IPv4 addresses, IPv6 appears as a
next generation protocol, and it will surely attract more attentions. Attacks towards
IPv6 are unavoidable. The battle between attackers and defenders will move on.
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Invisibility is achieved through mixed use of multiple protocols, thus more difficult
to trace the attackers, for example, P2P reflection attack mentioned above. For P2P
protocols, it is necessary to implement identification verification mechanism, which
could help to recognize illegal requests and connections from malicious users and
protect nodes from detection, attack and exploitation. When designing and imple-
menting P2P protocols, essential identification verification procedure is always omit-
ted for many reasons. After P2P applications owning a large number of users, this
weakness will lead to serious consequences. Though some protocols adopt encryption
methods, the intensity is not enough to resist current crack and analysis technology.
Stronger encryption algorithm stands for more resource consumption. The balance
between protocol security and resource consumption is needed.

5 Conclusion

Various network applications provide different types of services for network users,
meeting their different needs and helping promote the Internet. But the vulnerabilities
in these network protocols have a chance to be maliciously used by attackers to
launch network attacks. This paper gives a survey of network attacks based on proto-
col vulnerabilities and highlights research fields that make latest progress. We also
present some expectations about the future researches.
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Abstract. Recent research on evaluation and comparison of traffic classifica-
tion systems only used tagged offline dataset, thus the result can only reflect the
performance of the classification systems on the network from which the offline
dataset was collected. Besides, the difference of scopes and granularities of dif-
ferent traffic classification systems also render them not comparable. In this
work, we propose a novel two-phased evaluation system which combines of-
fline dataset evaluation and online evaluation. Our evaluation approach can help
network manager pick the traffic classification system that fit their specific
network most. In addition, we introduce three metrics corresponding to our
evaluation scheme to do comprehensive evaluation and group applications ac-
cording to their behaviors and functions to compare classification systems of
different granularities.

Keywords: traffic classification, traffic classification evaluation, traffic classi-
fication comparison.

1 Introduction

With the development of the Internet, the volume of network traffic has increased a
lot, and the content of the traffic has also changed dramatically. Years ago, network
traffic was mainly comprised of packets of traditional protocols such as HTTP, FTP,
etc, however, the ingredients of nowadays’ network traffic are much more compli-
cated. With the ratio of traditional protocols continue to shrink, traffic of numerous
new applications are filling this gap, among which are P2P, VoIP, encrypted traffic,
viruses and attack traffic. In response to the change of network traffic, a growing
number of network operators start to use traffic classification technology and traffic
classification devices to identify traffic flowing through their management node. By
doing so, they can understand their network better and improve their service quality.
Driven by intense demand of these network operators, more and more novel traffic
classification methods, as well as traffic classification devices that use these new me-
thods have been proposed and introduced to classify the complicated traffic in the
recent years in this field.

While new classification methods and classification devices are emerging, technol-
ogies used to evaluate these methods and devices develop slowly. Due to different
granularities and many other reasons, it is still difficult to evaluate different classifica-
tion methods and classification devices comprehensively and systematically; existing
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research use offline dataset to do evaluation which is hard to reflect the results of
online classification; besides metrics other than classification accuracy is in need to
give an overall assessment for these methods and devices and compare their ad- van-
tages and disadvantages.

In this paper we first analyze the key issues prohibiting the development of traffic
classification evaluation, then, we propose our novel two-phased evaluation scheme
to solve these problems and introduce some metrics related to build a uniform evalua-
tion system for traffic classification systems. The rest of the paper is organized as
follows. In Section 2 we review some practical issues of building a traffic classifica-
tion evaluation system. Then in the next 3 sectors, we propose our methods to solve
these issues. In 3 we present our two-phased evaluation scheme which combines the
offline dataset evaluation and the online evaluation together. In 4 we introduce three
new metrics for a comprehensive evaluation. In 5 we try to unify the scopes and gra-
nularities of different traffic classification systems through grouping. In 6 we con-
clude our work.

2 Practical Issues

As traffic classification system may have very different performances on different
dataset both in accuracy and speed, researchers have studied a lot on comparing and
evaluating the performance of different traffic classification systems. However re-
search in this field has encountered many tricky issues that may inhibit a better and
overall comparison and evaluation, still the evaluation method many researchers used
in their papers needs more polish. We conclude three key issues in this field as fol-
lows:

2.1 Offline Dataset.

Studies for evaluating traffic classification systems used offline dataset to do evalua-
tion. For instance, Kim et al. [1] used packets collected from seven different back-
bones to do evaluation. They applied a payload based method to give each flow in the
offline dataset an application-specific tag and used this tagged dataset to evaluate
feature-based traffic classification using machine learning algorithms and host- beha-
vior based traffic classification method. They find that SVM achieved the highest
accuracy.

While the evaluation method of Kim which used tagged offline dataset can com-
pare different traffic classification methods in accuracy and speed on the dataset they
collected, it cannot reflect the performance of these classification methods on another
dataset from a total different network, that is, SVM may achieve the highest accuracy
on Kim’s dataset, but it may not if the study is conducted on another dataset that is
collected on another backbone trace.
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2.2  Metrics

More useful metrics are in need to do overall evaluation for traffic classification sys-
tems. Dainotti[2] concluded the metrics used by researchers in this fields, four most
frequently used metrics are accuracy, precision, recall and F-measure. These four me-
trics may be enough to only measure and compare the performance of different traffic
classification systems in terms of accuracy, but to do a comprehensive evaluation, we
need other metrics that can reflect the stability, the load capacity, speed and so on.

2.3  Scope and Granularity

Difference in scopes and granularities is another reason that makes it difficult to com-
pare different traffic classification systems. Salgarelli et al. [3] indicated that many
traffic classification methods have different granularities, for example, BLINC [4]
attempts to identify peer-to-peer traffic irrespective of the specific underlying applica-
tion, meanwhile, Bernaille et al.’s [5] methodology distinguishes between the various
peer-to-peer applications such as Bittorrent, Emule, etc. in other words, Bernaille’s
method has a finer granularity of classification compared to BLINC method. Figure 1
shows the difference of granularities of these two methods which makes them not
comparable to each other.

Granularity of

_Bernaille’s method BT || emule | Kazza

——

Granularity of BLINC p2p

Fig. 1. Granularity of BLINC and Bernaille’s classification algorithm

3 Online Evaluation

To address problem caused by using offline dataset, we propose an evaluation scheme
of traffic classification systems that combine offline dataset evaluation and an online
evaluation, our scheme can do real-time evaluation for different classification systems
on a real traffic environment at the same time. The contribution of our work is that
this novel evaluation scheme can help us find the best classification systems on a
specific trace, in contrast to other evaluation method which can only find the best
classification systems on the tagged offline dataset. The process of our evaluation
scheme which consists of two parts is shown in Figure 2.

Offline dataset evaluation is conducted before the online evaluation. First, we have
to collect enough packets as our offline dataset and then tag each flow with its appli-
cation type which is used as the reference point to do the evaluation. Before sending
these tagged packets to the traffic classification system we are about to evaluate, we
should extract some packets from our offline dataset in a specific proportion and put-
them in a mixed order. By “in a specific proportion” we mean the proportion of pack-
ets of each application should be as approximate as possible to the proportion of
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Fig. 2. Process of the two-phased evaluation scheme

packets of this application on the real network. By doing so, we can make the packets
we send more similar to those on the real network in which we are going to evaluate
in the online evaluation part. After sending these reconstructed offline data to classifi-
cation systems to be evaluated, we receive the classification results of these systems
through a uniform interface and calculate their classification accuracy of each applica-
tion. The offline dataset evaluation in our two-phased scheme will then output this
key information to the online evaluation as a benchmark to evaluate the real-time
classification accuracy of the evaluated classification systems.

The online evaluation part of our scheme receives three inputs: the classification
accuracy of each application from offline dataset evaluation as the benchmark, the
real-time classification result from evaluated traffic classification systems and all the
packets from the real network environment. When started, our online evaluation de-
vice will first read the benchmark information from the offline dataset evaluation.
Then it receives all the packets from network and counts the byte number, packet
number and flow number in a pre-defined time slot T, meanwhile it also counts the
byte number and packet number of each flow, these numbers will be used at the end
of each time slot T to calculate all the metrics we define in the next sector, and at the
end of a time slot these numbers will be all cleared. When the online evaluation de
vice receives the third input it needs, that is, a real-time classification result from the
evaluated systems, it will decides if this result is accepted according to the benchmark
information. Combining all these inputs together, online evaluation systems can cal-
culate all the metrics we need and output them at the end of each time slot.

4 Metrics

As we mentioned in sector 2, metrics in terms of accuracy alone is far from enough to
do comprehensive evaluation of traffic classification systems. Based on our two-
phased evaluation scheme discussed before, we introduce three new metrics here to
evaluate the real-time classification accuracy, the relative classification speed and the
load capacity respectively.



262 Y. Zhao et al.

4.1 Real-Time Classification Accuracy Estimation

This is the most important metric of our scheme because it can reflect the predictive
accuracy performances of the evaluated classification systems on the exact network in
which we conduct our online evaluation. The real-time classification accuracy estima-
tion metric is calculated as follows:

Assume that we have n different types of application in our offline dataset num-

bered from 1 to n. in the offline dataset evaluation, S, bytes of data tagged with
numbered a have been send to the evaluated system D. By comparing the classifica-
tion result with the tag, system D have correctly recognized Ry, bytes of all the

Sup. bytes date of type a. So, we can get the accuracy for this application of system

Dwehavep _ Ryp, .
BDa S
BDa
After started, online evaluation device first read the accuracy off all n types of ap-
plications from the offline dataset evaluation. In a complete time slot T, assume that

classification system D have recognized S g, bytes of data of type a, and the online

evaluation device have received S ; bytes of data. Then in this time slot T, we have

the real-time classification byte accuracy estimation, P, = ZI:IP 501 i .Similarly,
SIB
we can also calculate the packet accuracy and the flow accuracy.

It is worth mentioning that the metric “real-time classification byte accuracy
estimation” is an estimation of the real-time classification accuracy of the evaluated
system, this is not tantamount to the real accuracy. However, as long as the data we
extract and construct in the offline dataset evaluation process is similar enough to the

data in the real network, then the classification accuracy of each application P, will

be close to p, ., which is the real accuracy of application a of evaluated system.

~P

Based on this, we have P b -

tBD _ real

As we have mention before, “similar” means the proportion of packets of each ap-
plication should be as approximate as possible to the proportion of packets of this
application on the real network. Besides, the statistical feature should also be similar
to those of a real network. In a word, the more alike, the better.

4.2  First-Recognizing Rate

This is a metric that can be calculated only when multiple traffic classification are
evaluated at the same time. The first-recognizing rate of a given classification system
is the proportion of the flow that is first recognized by this system to all the flows that
have been recognized by more than one systems.

As we cannot figure out the algorithms applied by classification systems which
is the business secret of the companies that sell these systems, we have to find another
way other than analyzing the time complexity of the algorithm. Also, we are not
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sup- posed to use an absolute time metric here because the classification time depends
largely on the bandwidth and the type of packets of the network, in this case, an abso-
lute time metric can be misleading. Taking into consideration of these factors, we
introduce such a relative metrics to compare the classification speed of different traf-
fic classification systems. Though we cannot compare two classification systems eva-
luated in separate times using this metric, we can still get some useful information of
the relative classification speed of the classification systems evaluated together.

4.3 Drop Rate

The drop rate of a given classification system is the proportion of the number of flows
that are not output by the classification system to the total number of flows in the time
slot T. it is worth mentioning that if the evaluated system receive the packets of a flow
and fail to recognize its application type, it should also output the classification result
for this flow claiming that this flow is not recognized. If the classification system does
not output any information about such flows, then the packets of these flows are con-
sidered to have been dropped by the evaluated system because its limited load capaci-
ty on an high speed network environment.

Drop rate is introduced to reflect the process ability and load capacity of the eva-
luated system on a high speed network. The less the drop rate of the evaluated system
the stronger its process ability is.

5 Unify the Scope

To address the scope and granularity issue we mentioned in sector 2, we may assign a
unique application number to each type of application, and then group every applica-
tion according to the behavior and function of the specific application. Groups may
include P2P, audio and video, mail, database, game, network management etc. Table
1 shows an example of the mail and database group we create.

Table 1. Group example of mail and database

Group |Application Num Group Application Num
POP3 242 CDDB 949
SMTP 243 DB2 950
IMAP 244 Informix 951
Binkp 245 DATA LDAP 952
MAIL |COTP 246 BASE MySQL 953
LotusNotes 247 Oracle 954
MAPI/OETP 248 PostgreSQL 955
OWA 249 SQLServer 956
X.400 250 Sybase 957
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The application number is a fine granular way to distinguish different applications,
and accordingly the group we establish is coarse way to distinguish applications.

It should be noted that the group we create may not be the best way to sort up all
the applications, some of the applications may be grouped to the wrong class due to
some misunderstanding, but this will not have major impact to our goal of grouping,
since we only do this so that classification of different scope and granularity can be
compared at the same premise and at the same granularity. For example, host- beha-
vior based classification and feature-based classification using machine learning algo-
rithms now can be compared at the same coarse granularity.

6 Summary

In this paper, we first review the key issues of recent works in traffic classification
evaluation and traffic classification comparison, then, to address these issues, we
proposed a novel two-phased evaluation scheme for traffic classification systems. By
applying this scheme, we are able to conduct a comprehensive evaluation of multiple
traffic classification systems of different scopes and granularities at the same time.
The three new metrics we introduced help us to compare classification systems eva-
luated together and find out the classification system that fit the network best in which
we do the online evaluation.
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Abstract. Payload attribution is the process to identify source and destination of
packets which appeared in the network and contained certain excerpt. Payload
attribution structures process and store corresponding network traffic in order to
support identification and analysis afterwards. The work of this paper is based on
an existing payload attribution data structure which stores and processes network
traffic based on Bloom Filters. We propose a novel data structure called
Winnowing Multihashing structure with Wildcard Query (WMWQ). Our
methods support wildcard queries efficiently and have higher data reduction ratio
as well as lower false positive rate. In addition, we show that the time complexity
of querying a WMWAQ is shown to be constant in the number of inserted data
elements. The proposed methods can be used for network forensics traffic
processing in large scale networks and can improve the efficiency of network
forensics processing and analysis.

Keywords: Network Forensics, Payload Attribution, Bloom Filter, Block
Structure, False Positive.

1 Introduction

Nowadays network applications are spreading widely with the rapid development of
network technology, and network information technology is affecting every aspect of
people’s life gradually. However, a direct consequence is a significant increase in
cybercrime, which affects both society and individuals dramatically. It is impossible
to prohibit cybercrime completely using technical methods due to complexity,
uncertainty and diversity [1]. Therefore, the traceback, i.e. the process of tracking
network data is playing more and more important roles. Thus, network forensics have
received increased research interest. It is infeasible to record all the original traffic in
today’s network [2]. For example, the signature of new worm or the method of a new
cybercrime is usually unknown beforehand [3], and we need to store several weeks or
even months of traffic to support investigation timely. It is obviously impossible to
store such huge quantity of data in today’s era of data explosion. Additionally,
recording the original network traffic, such as users’ email and account [4], as well as
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commercial data of enterprises and confidential material of the government [5],
exhibit severe privacy issues.

Payload refers to the actual cargo of a data transmission, that is, the actual data sent
by the packets towards the destination. Payload is different from network traffic,
according to the definition in Wikipedia [6], it is the part of the transmitted data
which is the fundamental purpose of the transmission, to the exclusion of information
sent with it (such as headers or metadata, sometimes referred to as overhead data)
solely to facilitate delivery. In addition, payload attribution is a vital element in
network forensics. Given the query demands of transmission history of packets or an
excerpt of possible packet payload, a Payload Attribution System (PAS) is able to
identify source, destination and the emerging times of all packets containing specific
payload segment [2]. As one of the core modules of network forensics system, a PAS
is able to investigate cybercrime through such as identifying who has received
phishing email or finding which insider has permitted unauthorized disclosure of
sensitive information [3]. Actually, attribution is trying to solve the problem of
identifying the source or destination of some network traffic instances [7]. A PAS
must have proper mechanism to guarantee users’ privacy in the network deployed
with PAS, and must have proper verification mechanism to ensure that information
only can be disclosed to authorized subjects. Payload attribution is a procedure to
identify the source and destination of all packets occuring in the network and
containing specific excerpt. Payload attribution structure handles and stores
corresponding network traffic in order to support identification and analysis
afterwards. It is a valuable tool in helping determine attackers and victims of network
incidents and analyze security incidents.

To investigate payload attribution, the collection and storage of a payload, as well
as querying a payload are the most important tasks. The most straightforward method
to solve these problems is blocking the network traffic and the most classical data
structure is Bloom Filter [8]. Nevertheless, traditional Bloom Filter is used for
determining whether one element belongs [9] to the set. It is a bit array with size of m
and k random hash functions, due to its structure, it exists the possibility of false
positives.

The research emphasis of this paper is to find an efficient data structure to deal with
the payload [10] and compress it, then store the result in order to support excerpt query
afterwards and give out fast and accurate reply. According to the current research
situation, this paper utilized the most common block method to partition the payload,
run Winnowing fingerprint algorithm which had more advantages than other
fingerprint algorithms, then hashed the resulting blocks and inserted them into the
Bloom Filters. Based on CMBF [3], our data structure well supports wildcard queries.
It not only solves the first block offset problem, the alignment problem and the
consecutiveness problem, but also improves data reduction and accelerates query speed
under an acceptable false positive rate. Moreover, the traditional Bloom Filter does not
support delete operations due to its structural characteristic. In fact, data in the network
may need to be altered, that is, the actual storage structure needs to support delete
operations. In order to support data deletion, we propose some ideas to extend the
corresponding structure as well.

This article is organized as follows. In the next section, we review related prior
work. Subsequently, we provide a detailed design description of our payload attribution
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structure Winnowing Multihashing with Wildcard Query. In Section 4, we conduct a
theoretical evaluation of WMWQ), and finally we give out the conclusions in Section 5.

2 Related Work

Based on Bloom Filter, Kulesh Shanmugasundaram et al. proposed Block-Based
Bloom Filter (BBF) [5] and Hierarchical Bloom Filter (HBF) [2], Chia Yuan et al.
proposed Rolling Bloom Filter (RBF) [11], then Miroslav Ponec [2] et al. proposed
Fixed Block Shingling (FBS), Variable Block Shingling (VBS), Enhanced Variable
Block Shingling (EVBS), Multihashing (MH), Enhanced Multihashing (EMH),
Winnowing Block Shingling (WBS), Winnowing Multihashing (WMH) [2] etc.,
however, these methods existed some problems, such as first block offset problem,
alignment problem and consecutiveness problems, moreover, most of these did not
support wildcard query. As an improvement, Mohammad Hashem Haghighat et al.
proposed Character Dependent Multi-Bloom Filter (CMBF) [3]. Although it
supported wildcard query, it still contained alignment problem.

2.1  Bloom Filter (BF)

Bloom Filter (BF) [12] is a well designed random data structure which is used to
represent a set and support approximate member query. Bloom Filter was invented by
Bloom in 1970s and had already been widely used in database application. Recently,
Bloom Filter has been paid attention in the field of network forensic.

The reason for the widespread of Bloom Filter is its excellent arithmetic property.
Besides the efficient compression of data, one distinguished advantage of Bloom Filter
is that its query time does not depend on the number [13] of inserted elements and its
query time complexity is O(1). Its principle shows in Figure 1. A standard Bloom

Filter is a m bit array which is used for representing a set :{xl,xz,...,xn} , in

which all bits are set to 0 initially. It uses k independent hash functions A, ,h,,...,h, ,

which values are integer and range from 1 to m. To simplicity, we suppose that the
mapping of each element by these hash functions is subject to a random distribution and

ranges from 1 to m. For each x€ S, the bit A, (x) mapped by hash function A, is

setto 1, where 1<i<k . Abit can be set to 1 multiple times, but only the first change
is useful. In order to check whether an element y is in the set S, we need to check

whether all hl. (y) bit have been set to 1. If not, it is obvious that y is not the member

of the set S. If h,' (y) bit have been set to 1, we consider that y belongs to S, while it

may make mistake by some probability. When we determine an element y is in the set S
while it is not actually according to the above method, Bloom Filter produces a false
positive.
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Fig. 1. The principle of Bloom Filter

False positive refers to affirmation by mistake, it is a kind of false. One example of
false positive in Bloom Filter shows in Figure 2 [8]. The bit array of Bloom Filter is set

to 0 initially, each element X; in the set S is hashed k times and each time producing
a bit position which is set to 1. If some bits are set to 1 multiple times, the later ones
will not affect the former ones. For an element X, which is different from Yy, , if we

want to query whether it is in the Bloom Filter, we should follow the method by which
elements are inserted into the Bloom Filter to find the k bits which are corresponding

to y, being hashed k times, then check whether all these bits are set to 1. The

verification in this situation shows that all these bits are set to 1, so it seems that y,

is the element of the set. While, y, is not in the set actually, which is false positive,

and the reason is hash collision. False positive rate refers to the ratio taken by the
number of false positives upon the total number of queries.

[ofofofofofoJoJoJofJofofol]

X1 X2

-

Lofefofolfoffafofa]ofalo]

¥ Y2

>-

Lofrfofoffofuoafofia]o]

Fig. 2. False positive of Bloom Filter for instance
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2.2  Rabin Fingerprint

Fingerprint is the short checksum of the string which has the feature that the
probability of two different objects having the same fingerprint is tiny. Rabin defined
a fingerprint policy on binary string based on polynomial [14]. Define a N-1 degree

polynomial S (X) for each binary string S = (Sl,...,SN) ,where N >1:
S(x)=sx""+5,x" 2+ 4,
Then, we take a fixed irreducible polynomial P(x) of degree K and define the
fingerprint of S to be polynomial f (S) =S (x) mod P (x)

Rabin fingerprint has a good mathematical property, that is, the latter computing can
be deducted by the former one, which can reduce the consumption of calculation
greatly. It can be explained as follows:

Suppose there is a string (Sl,S2,...,Si,si+l,...,sn), running with Rabin
Fingerprint algorithm, the fingerprint of its substring (SI’SZ""’Si) is
A =S1xi71+S2xi72+...+ s; , the fingerprint of the following substring
(Syseees8;yy) is fo = 8,x " +5,X 4.4, . It is obvious that f, can be
derived from f1 that is, f2 :xx(f1 —slx’;l)-f-sm. So it can reduce the

calculation consumption and improve the operational performance.

2.3  Winnowing

Many applications show that Winnowing [2] has the best block result among
fingerprint algorithms. Initially, it is used for generating the fingerprint of the
documents, its principle is shown below:

Slide a window [15] of size k on the original text, compute a hash value for k
characters each time, then store these generated hash values into an array in turn.
Slide a window [16] of size w on the array of hash values, and choose the minimum
value in each window. If there are more than one minimum values, choose
the rightmost one, and all these values generating the fingerprint of the document.
Figure 3 shows an example of generating the fingerprint of a document by
Winnowing algorithm.

The red numbers in the figure is the fingerprint of the original document. This
strategy ensure taking enough fingerprint information as well as generating fingerprint
not too large. The red part is the fingerprint chosen by Winnowing, and we can also
record the positions to track the positions where occur similar content. For example,
[245,1] [63,5] [164,6] [384,8] [617,11] [339,14](Index starts from O and the second
value shows the hash position in the original sequence). Fingerprints selected by
winnowing are better for document fingerprinting than the subset of Rabin fingerprints,
which contains hashes equal to 0 mod p, for some fixed p, because winnowing
guarantees that in any window of size w there is at least one hash selected [2].
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Original Text:

Delete unrelated content:

this is the WMWQ instance

thisistheWMWAQinstance

thisis hisist isisth sisthe istheW stheWM
theWMW heWMWQ eWMWQi WMWQin
MWQins WQinst Qinsta instan nstanc stance

Divide into 6-grams:

Hash 6-grams: 652 245 323 955 475 63
164 478 384 728
959 617 814 697 339 756
Slide a window (652,245,323,955,475)  (245,323,955,475,63)
With size of 5: (323,955,475,63,164)  (955,475,63,164,478)
(475,63,164,478,384)  (63,164,478,384,728)

(164,478,384,728,959)
(384,728,959,617,814)
(959,617,814,697,339)

(478,384,728,959,617)
(728,959,617,814,697)
(617,814,697,339,756)

Fig. 3. An example of Winnowing algorithm

3 Research on Winnowing Multihashing Structure with
Wildcard Query (WMWQ)

A straightforward method to design a simple payload attribution system is to store all
the packets payload. We could store the hash value of the payload instead of the
actual payload in order to reduce the storage requirement [10] as well as provide
privacy protection. This method reduces the data amount of each packet to 20 bytes
(such as SHA-1), and the cost is false positive mistake brought by hash collision. We
could save the space further through storing the payload into Bloom Filter. The false
positive rate of a Bloom Filter depends on its providing data reduction ratio. The
reason for which a Bloom Filter can protect the privacy is that we could only query
whether a specific element is inserted and it could not reveal the list of stored
elements. Even if someone try to query all the elements, the result will be useless
because of false positive. Comparing with storing hash values directly, the advantages
of using Bloom Filter are that storage space is saved and query speed is accelerated.
Querying any packet’s Bloom Filter will only take a short constant time.

However, it does not support payload excerpt query if inserting the whole payload
into Bloom Filter. If not storing the whole payload, we can divide the payload into
blocks according to some policies and insert them into Bloom Filter separately. This
simple modification can support excerpt query, and in the query phase, we only have
to divide the excerpt into blocks with the same strategy, then query them separately.
Only if all the query results are positive, it seems that the excerpt belongs to the
payload.

Wildcard is a kind of character, it can be represented by “?”” and “*”, and it is used
for occupation and does not refer to any characters. The position where wildcard
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occurs can be replaced by any characters. Usually, “?” is used for matching 1
character and “*” is used for matching 0 or more arbitrary characters.

The existing technologies are limited to the query type they could respond [13].
Given the current network attack trend and the complex signature used for
investigating these attacks, it is a vital issue. One common example is the growing of
polymorphic worms. These worms change their representation as much as possible
before they transmit themselves to the next victim. The changes in representation are
often done by using a different key each time to encrypt malware for generating
different malware bytes. We can extract some invariable parts of the payload of
worms which will be separated by some random characters. Therefore, the signature
of worms may be in the form of “A*B” [3], where “A” and “B” are two invariable
strings which are separated by some unknown random strings. In this situation, we
should find the block structure which supporting wildcard query and collect and store
the payload in the network.

Compared to the existing structure, the advantage of our structure is supporting
multiple unknown characters query in the excerpt, moreover, it improves data
reduction ratio under the acceptable false positive rate.

3.1 WMWQ

Our structure bases on the algorithm of winnowing, it uses multiple instances and
supports wildcard query. WMWQ is short for Winnowing Multihashing Structure
with Wildcard Query, it uses 256 independent Bloom Filters which indexed from O to
255 and each block inserts into the corresponding Bloom Filter according its hash
value. Each Bloom Filter uses only one hash function in order to speed up. The

process of payload {CI’CZ""’Cn} contains following steps:
1) Slide a window of size k on the payload. The characters in the first window are

{cl,cz,...,ck}, and the characters in the second window are {CZ’CB""’CkH}

.
Civk-1] »

and so on, the characters in the [ th window are {Ci,c
1<i<n—k+1.

2) Compute a hash value H (Cl.,cl.+1,...,cl.+k_1) Bl for each window based on the

JESERLES

formula:
H (¢, Cpppves gy ) = (c; mod @)X p*“~'+
(c,,, mod q)Xp“+...+(c,,,_, mod q)XpO’

where p is a fixed prime and q is a constant, g < p <256. According to the

property of the polynomial and in order to accelerate the processing speed, the hash
value of the latter payload window can be computed from the former one "*! that is:

H (ci+1’ci+2""’ci+k ) = pH (Ci’ci+l""’ci+k—1)+

(c,,, mod g)—(c,mod g)xp"
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3) Recording the resulting hash values into an array {hl,hz,...,hl.,...} , where the
ithitm h,= H (¢;,CppyseresCipy )

4) Slide a window of size W on the hash array {hl,hz,...,hi,...} and select the

minimum value in each window. If there are more than one minimum values,
select the rightmost one. Insert a block boundary after the first character of the
payload window corresponded to the selected hash value. For example, if the

minimum hash value selected in one window is h ; » insert a block boundary after

the character ¢, in the payload, and the content between every two boundaries

attaching the following o bytes generating the block content.

5) Inserting all the blocks into the corresponding Bloom Filters according to their
hash values calculated by a random hash function.

6) Replacing the parameters in the above with different values and do the above
operations several times (administrators can set the parameter t).

The query of excerpts is similar to the above steps, and the difference is in step 5,
after finding the corresponding Bloom Filter, we check whether the corresponding
mapping positions are set to 1 instead of inserting operation. If all the positions are
filled with 1, it seems that the payload containing the excerpt.

In detail, we process string “thisistheWMW Qinstance” as an illustration, shows in
Figure 3.1. Suppose the size of payload window is k=6, then slide the window and
generate 16 payload windows: “thisis”,”hisist”,”isisth”,”sisthe”,”istheW”,”’stheWM?”,
”theWMW”,”he WMWQ”,”eWMWQi”,”WMWQin”,”MWQins”,”WQinst”,”Qinsta”,
“instan”,”nstanc”,”stance”. Compute the hash value of each window and generate an
array { 652,245,323,955, 475,63,164,478,384,728,959,617,814,697,339,756 }. Slide a
window of size w=5 on this array and generate 14 hash windows:{652,245,323,955,
475%,{245,323,955,475,63},{323,955,475,63,164},{955,475,63,164,478},{475,63,16
4,478,384},{63,164,478,384,728},{164,478,384,728,95},{478,384,728,959,617},{38
4,728,959,617,814},{728,959,617,814,697},{959,617,814,697,339},{617,814,697,33
9,756}. The minimum hash values selected from these windows are
245,63,164,384,617,339, and they are corresponding to the characters in the payload
which are indexed by 1,5,6,8,11,14, then the block boundaries are inserted after these
characters. In addition, attaching the following o0=2 characters, and the blocks
generated in the first cycle are isisth”,”’the”,”heWM”,”WMWQi”,”Qinst”. In the
following, set new values for parameters k,w,p,q, and do the same operation again
(t=2). The query of excerpts is similar to the process of payload, and we verify
whether the corresponding mapping positions are set to 1 instead of the insertion
operation in step 5. We consider that the excerpt belongs to the payload if all the
answers are positive.
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Fig. 4. Nllustration of WMWQ

The block size is fixed in CMBF, in the excerpt query phase, we have to try all the
possible positions because of the beginning position of the first matching block in the
excerpt is unknown, which is so called alignment problem. If the fixed size is s, we
have to try s-1 positions. The query times in the worst case is VXS [2] times than
WBS, where V is the number of offsets. The alignment problem produces large
consumption of the computing source and slows down the query speed. While, in
WMWAQ, the selection of block boundaries base on payload itself, which solves the
alignment problem in CMBF effectively. In order to support wildcard query, we use q
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modulo in the hash computing, so we can map each character into one class between [0,
g-1] and the query space is limited because the resulting hash values range from 0 to g-1
instead of all the possible values from O to 255. For example, we need to query the
string “abcd?eghi” and the modulo q=4. The query can be divided into 4 substrings:
“abcdOeghi”,“abcdleghi”,“abed2eghi”,“abed3eghi”. We query each substring
independently, we thick the excerpt is contained in the payload if any substring is
found. WMWQ can deal with more complex query as well. For example the query
excerpt is “abcde[m-p]fghij” [3] and the modulo q=8. Then we map 4 possible
unknown characters (m,n,o,p) into classes between 0 and 7 to create substring:
“abcdeS5fghij”, “abede6fghij”,“abede7fghij”,“abcdeOfghij”. We reduce the computing
space and accelerate the process speed by modulo so that wildcard query with 7
unknown characters takes less than 1 second, while given the previous techniques, the
same query takes about 4500 years to process [3].

Via the analysis of CMBF, we know that it is based on the fundamental structure
FBS. Miroslav Ponec [2] had proved that WMH was better than FBS in almost every
aspect, so it can be deduced that our WMWQ based on WMH is better than CMBF
and the theoretical analysis is given in Section 4.

3.2  The Design Idea of Block Structure Supporting Deletion and Wildcard
Query

The block structures mentioned above are all based on standard Bloom Filter, that is,
we store the blocks into the standard Bloom Filter after dividing the payload by
specific methods. The standard Bloom Filter is a bit array with size m, each bit can be
set to 1multiple times and only the first change is useful. The standard Bloom Filter
cannot be altered once elements are inserted. Actually, there will be situations in
which the inserted elements have to be modified, so it is necessary to expand the
structure of standard Bloom Filter to support the modification of elements (that is,
deleting firstly then inserting afresh).

The most straightforward idea is that we replace each bit of the standard Bloom
Filter with a counter [17] which is used for recording how many times each bit has
been set to 1. If any element has to be altered, we should reduce the counters in the
original mapping positions by 1 and increase the counters in the new mapping
positions by 1.

We try to improve WMWQ to support payload deletion operation through expand
the standard Bloom Filter, each Bloom Filter is no longer a bit array and is expanded
to half-byte array, that is, we use 4 bits as a counter to record the times the
corresponding position is set to 1, when it has to be deleted later, the corresponding
counter will be reduced by 1. However, due to the introduction of counters, the data
reduction ratio will be smaller and just reach 1/4 of WMWQ. What’s more, the
deletion operation on Bloom Filter is easy to bring in false negative problem. Because
false negative is beyond our research scope, we ignore this problem in this paper.
Figure 3.2 shows the situation in which the Bloom Filters in WMWQ is expanded into
half-byte counters.
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Fig. 5. The expanding Bloom Filters of WMWQ

This article has only proposed the idea of designing the block structure supporting
wildcard query as well as deletion, the details and implementation method need to be
studied further, which can be the next research direction.

4 Theoretical Analysis

4.1  False Positive Analysis of Standard Bloom Filter

1) False positive

According to Section 2.3, due to the structural property of the Bloom Filter, the
possible hash collision [18] may bring about false positive. We could deduce the false
positive rate of standard Bloom Filter based on the Knowledge of probability statistics,

1

thatis, FP=|1—|1—— 1 where n is the number of inserted elements in
m

kn

Bloom Filter, kn<m, with the premise that k hash functions in Bloom Filter is random
completely. It can be proved as follows:

*." k hash functions in Bloom Filter is random and the probability of any bit in the
bit array with size m being set to 1 is equal.
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1
*. The probability of any bit being set to 1 is —, after all the elements being
m

kn
1
inserted, the probability of any bit still being set to O is p'= (1 ——j .
m

lim(l—l)’x =e
X

X300

kn
For clarity, let p=e ™ = p " p refers to the ratio of 0 in the bit array, then

the mathematical expectationof p is E(p)=p'.
. The ratio of 1 in the bit array is (1— p).
.. The false positive rate, that is, the probability of one element being not in the set

while all the corresponding bits in the array being set to 1is FP =(1— p)k .

* p' is the mathematical expectation of 0, M. Mitzenmacher """ had proved

that the distribution of 0 is concentrated near its mathematical expectation.

w FP=(1-p) =1-p) =(1-p)
Substituting p and p' separately, we have:
kn

f'=(1—(1—%)"")" =(1-pY, f=0-e ") =(1-p)*. We often use p

and f for convenience.

2) Optimization

The number of hash functions (k) in the Bloom Filter could not be neither too big nor
too small. The reason is that, the probability we get 0 when query an element that is not
in the set will be very large if k is very huge, otherwise, there will be too many 0 in
the bit array if k is very small. We deduce the best number of hash functions (k) as

follows [8]:
kn

Let g=kln(l—e ™)
kn
s f=exp(kIn(l—e ™))
oo f is minimum when g is minimum
kn
. p — e m

L g= —%lnw)lna— P)
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. 1 . m .
According to the law of symmetry, when p :5, that is k=In2-—, g is
n

1 m
minimum, the minimum of false positive rate  f, . = (E)k =0.6185".

1
Because p refers to the probability of one bit being 0, p = E refers to 0 and 1

occupying the half of the array, that is, we should make the half of the array be empty
if we want to get a low false positive rate.

Of course, the conclusion that false positive rate [8] is minimum when p =— is

not limited to approximation p and f. Because for f” = exp(k In(1 — (1 — l/m)k“)), g =
kK Il - (1 - 1/m"™ , p = (1 - /m)* , we still have

A\l

g :;]n( p)In(l— p'), according to the law of symmetry, g' is
nin(1——)
m

minimum when p'= 5

4.2  False Positive Analysis of WMWQ

1) False positive

Based on the derivation of CMBF [3], it can be proved that the false positive produced
by fingerprint algorithm is far less than the false positive produced by the structure of
the Bloom Filter in WMWQ, for simplify, its false positive rate can be replaced with
the false positive rate produced by the structure of the Bloom Filter.

Because WMWQ uses 256 Bloom Filters and each Bloom Filter uses only one hash
function, assuming that characters of the string are uniformly distributed, the average
size is s, the total number of inserted characters in the Bloom Filters is n, and the length
of each Bloom Filter is m, then the insertion number of each Bloom Filter is

, k=1. According to the former derivation, the false positive rate of each

2565
Bloom Filter is [3]:

M\ N S
o= 1—(1—% - 1—(1-% = 1—(1—ij256‘
m m m

Assuming that the query excerpt is S and has not been inserted into WMWQ
actually, it makes false positive due to the former inserted string S’ which has the

length of [ . The reason for false positive may be the i different bytes between S and

S’. So, all the possible values of i between 1 and [ should be taken into
consideration in the procedure of computing false positive rate. The i different
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i
characters between S and S’ can generate at least l_——l blocks [3]. WMWQ will
S
make false positive when all these blocks produce false positive. Because the false
positive rate of each Bloom Filter (¢¢) is less than 1, the upper bound of false

M
positive rate produced by these blocks is o * < {/E . Moreover, the probability of
C, x255'

256’
due to the i different  bytes between S and N is:

i Cix255 C;X(ZSSX{/E)I
FPBF <o l i = i
256 256

The false positive rate produced by Bloom Filters in WMWQ can be summarized

S and S’ having i different bytes is . Therefore, the false positive rate [3]

by the sum of FP,, of all possible values of I, that is:

1 L Cix(255%ar)

FP,. =N FP, <
BF, lZZI: BF, ; P 2561

; Overall,
1+255><</E) -1

- 25161 x[{iC}x(ZSSX{/&)l}—lj:( -

i=1

(1+255><'{/E)l—1

256

the upper bound of the false positive rate in WMWQ is

where s is the average value of block sizes.

2) Optimization

The reduction of s will cause more elements inserted into the Bloom Filters resulting
for the increase of false positive rate. Similarly, the certainty of query is reduced
when s increases, which resulting for higher false positive rate of Bloom Filter. To
find the optimum value of s to make the false positive rate be minimum, we should
find the root of the false positive. From the former derivation,

n

1 \2s6s
,where ¢=|1-|1—— , partial
m

(1+255x/a)' ~1
FP = FPBl(mmFilter !
256

derivative with respect to s and let it to be O [3]:
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3 A+255x/ar) -1
OFP 256'

ds os
L o(+255x3/ar)

X (1+255x3/a) " x =0
:2561 ( \/E) os
:a(1+255><</5):0

os

3 1_(1_1125’;5 ’
m

= =0

ds

1
Replacing s with ; [3], we can get the optimum s:

nkk

ENE 1—(1—1)256

279

m
= =0
ok
ke \E
1 256
a| | 1-|1——
m
=0
ok
According to the derivation of optimum number of hash function (k), we have:
256xXm
k=In2-———
n
So, we have the optimum value of s:
n
>s5=——
256xmxIn?2

Therefore, under the certain false positive, we can calculate the size of bit array

(m) and the number of inserted elements (n) as follows:
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1256'x FP +1—-1

255

256x(In2)*
-256xmx(In 2)*

1256' x FP +1—1

255

—nXIin

n=

In

Where, [ is the length of excerpt and FP refers to the false positive rate.

Furthermore, we could calculate the data reduction ratio for WMWQ under certain
false positive rate, using the optimum value of s. Because we use 256 independent
Bloom Filters, which occupy 256Xm bits of the storage to store n bytes.
Therefore, the data reduction ratio of WMWQ is [3]:

2
DRR = 8Xn _ 8x(In2)
256xm | 256! x FP +1—1
n
255

5 Conclusion

This paper mainly focus on the collection of payload in the network traffic. The
WMWAQ data structure taking the idea of dividing the payload into blocks bases on
Winnowing fingerprint algorithm, and it inserts the blocks generated by our strategy
into 256 distinct Bloom Filters. WMWQ supports wildcard query and has higher data
reduction ratio under acceptable false positive rate. Moreover, it has solved the
alignment problem in CMBF and has accelerated the query speed of the excerpt. In
addition, we have proposed an idea of the structure which can support deletion as well
as wildcard query. We have provided the theoretical analysis of WMWQ and the
following work is to do some experiments to verify the performance of WMWQ. As a
part of the future work, we are going to implement a payload attribution system based
on WMWQ as a core module of network forensic system.
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Abstract. We present a power and area efficient AHB slave IP for IEEE
802.15.4 security suite. The full AES-CCM* operations are implemented by the
proposed new scheme of reusing only one compact Advanced Encryption Stan-
dard (AES) core. Without common low-power optimization such as clock
gating, the resulting circuits offer both lower power consumption and smaller
die size in 0.13um technology compared to valuable references.

1 Introduction

1.1  Background

IEEE 802.15.4 (WPAN: Wireless Personal Area Network) [1] is a well-known stan-
dard developed as potentially low cost solutions to a variety of real-world Wireless
Senor Networks (WSN) applications.

IEEE 802.15.4 chooses AES-CCM* operations as its security suites, which is the
CCM*(CTR & CBC-MAC) operations based on the Advanced Encryption Standard
(AES) with 128 bits key. CCM* is a generic combined encryption and authentication
block cipher mode, it coincides with the original specification for the combined CTR
(counter mode encryption) with CBC-MAC (cipher block chaining message authenti-
cation code) mode of operation for messages that require authentication and, possibly,
encryption, and also supports encryption only messages.

1.2  Related Work

Since AES was announced in 2001, many hardware implementations of AES for dif-
ferent characteristic design have been proposed. Timing, area, and power properties
of AES vary from different implementations by up to orders of magnitude [2]. M.
Feldhofer’s work with only 3400 gates “serves as a benchmark for future hardware
implementations of the AES algorithm that are optimized for low-resource condi-
tions” [3]. Even though their hardware takes over 1000 clock periods to finish the
encryption of 128-bit data, which might be too slow to support the data rate of WSN,
the thought of their work is remarkable and useful.

W. Han et al. (Eds.): APWeb 2014 Workshops, LNCS 8710, pp. 282-290, 2014.
© Springer International Publishing Switzerland 2014
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The implementation of AES-CCM* (or AES-CCM) is not widely published as
AES core. Huai’s AES-CCM claims to be very energy-efficient [4]. Unfortunately,
their AES-CCM is designed as an independent module, disregarding the inner-
connection with other layers or modules in the WSN. Song’s work presents an effi-
cient architecture of security accelerator satisfying the IEEE 802.15.4 specifications
[5]. But it cannot be easily applied since its interface is declared on their own rules.

1.3  Organization

There has been a growing interest in applying WSN to heterogeneous scenes, which
can be greatly benefit from node design with flexible architecture, like AMBA-BUS.
Therefore, in this paper, we propose an easily reusable IP as an AHB slave with pow-
er and area saving design, which is compatible with the AES-CCM* security suite of
IEEE 802.15.4.

The rest of the paper is organized as follows:

Section 2 describes an 8-bit compact AES encryption core designed in both low
power and area consideration. Section 3 presents the detailed mechanism of AES-
CCM* with 3 kinds of security operation sharing one compact AES core. The archi-
tecture of a reusable AHB AES-CCM* slave and the interfaces are provided in
Section 4. And Section 5 gives the conclusion.

1.4  Aes Core Design

The AES is a symmetric block cipher algorithm and can process 128 bits data blocks,
using cipher keys with lengths of 128, 192, and 256 bits. It operates in a certain num-
ber of rounds varies between 10, 12, and 14 depending on the size of key [6].
IEEES802.15.4 defines the length of key as 128 bits [1], which indicates 10 rounds in
one operation.

After the initial operation, the following 9 rounds are composed of a sequence of
four transformations and last round contents only 3 transformations, as the Fig. 1.

1.5  Architecture Consideration

The 128 bits data are stored and transferred as 16 bytes. The 16 bytes are presented as
a 4x4 matrix in Fig. 1. The width of dataflow determines the structure of algorithm
which affects the size of design. The most significant difference between different
data width is the number of S-Box, which is a critical module in AES coreused in
SubByte and KeyExpansion as a non-linear byte substitution table.

The number of S-Box in AES core directly determines the size of design [2]. For
instance, if we design the dataflow in 128-bit, 16 S-Box for SubByte and 4 S-Box for
KeyExpansion should be used to finish the 128 bits data transformation in one clock
period. In the same manner, a design of 32 bits needs 4 S-Box for SubByte and 1 S-
Box for KeyExpansion to finish the 128 bits data transformation in 4 clock period.
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Fig. 1. Algorithm flow of AES

Even though the scheme of reducing S-Box would add extra control logic, it saves
more resource in hardware. The throughput of AES also fall down with the scheme
reducing of S-Box, the 128 bits AES has a throughput over Gbps and the 32 bits has
over 500Mbps according to our design experiment.

As the data rate of WPAN is only 256kbps, we prefer an 8 bits structure. The result
shows the throughput reaches 24Mbps at 32MHz, which is the frequency of AMBA
in our system.

AddRoundKe.
| Key LN 1/4Mix |

- Lad hal *
Expansion ' Column |
SubB}: S;ox MixColumn |
—— — ] |
| Shift Shift Rotated| | |
| Reg1 Reg2 Reg |
e MR O

Fig. 2. Architecture of AES core

We use one S-Box for the SubByte and one S-Box for the KeyExpansion. With
control logic, a 128-bit block consumes 170 clock periods to finish the encryption, 17
clock periods for each round. The architecture of our AES core is shown in Fig. 2.
The four transformations of a round are pointed out in it.

Either the shift registers or multiplexer/de-multiplexer can be option to form the
control logic, but shift registers saves more power [7] and easy for the operation: Shif-
tRows and optimization of MixColumn. The shift registers run for 16 clocks to regis-
ter all the input 128 bits data and shift out a byte data for the operation: SubByte and
AddRoundKey.
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1.6  S-Box Implementation

The further consideration about S-Box is how to make the design efficiently. As men-
tion before, S-box is a non-linear byte substitution table which could be implemented
as a 256-byte ROM or look-up table. In the design with ROM, most of the area of
AES core is occupied by the ROMs. An efficient implementation is to transform the
original field GF(28) into a smaller composite field GF(24)2 [8], which is facile in
hardware implementations and has smaller size. According to the security rules in
WPAN, only the encryption of AES is needed. Result in DC shows that the area of S-
Box designed by GF(2*) is less than 1/10 of the S-Box made by ROM.

1.7 MixColumn

AddRoundKey and ShiftRows are comparative easily to implement and optimize in
the serial architecture. The rest optimization is MixColume.

The formula of MixColume differs from the input sequence but has similar archi-
tecture. If we rotate the 4 bytes data of a column for 4 times and send them into the
same structure at every time. We could get the result of a column’s MixColume oper-
ation.

We register a column of data in to a four byte rotated shifter register, from the Shift
Reg? in the Fig. 2, which is the input of 1/4MixColumn combination logic.

1.8  Result

The result of our design compared with other reference is shown below. Our design
achieves the low power and low number of logic gates at a suitable timing property.

Table 1. AES core comparison

Ref [3] Ref [4] Ref [9] Ours
Tech 0.35um 0.18um 0.13um 0.13um
Area 3400gates 4023gates 3200gates 3761gates
periods 1016 160 160 170
19uW
4.5uW@1 1.06mW 30uW @1MHz
power 00kHz,1.5v @10MHz @1MHz 6.0uW
@100kHz

Comparing to [9], our design achieves the low power because of 2 reasons. First,
the S-Box structure in [9] is tree structure but chain structure in ours due to the more
expansion of GF(ZS) in [9]. Tree structure has higher switching rate than chain struc-
ture [10]. Second, [9] uses multiplexers for “ShiftRows” instead of some registers for
small area optimization. However, register has lower input capacity than multiplexer
which means lower power. On the other side, additional registers in ours switch only
at proper clock period.
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2 IEEE 802.15.4 Security Suite

AES-CCM* is the combination of CTR, CBC-MAC and CCM defined in IEEE
802.15.4 (2006).

In this section, formula O=AES(Key,I) means the encryption operation on the data
I, with the encrypt key Key. The output is O.

2.1 CTR and CBC-MAC

The CTR is a confidential mode that features the application of the forward cipher to
a set of input blocks, called counters, to produce a sequence of output blocks which
are XORed with the plaintext to produce the ciphertext, and vice versa. The sequence
of counters must have the property that each block in the sequence is different from
others. Given a sequence of counters, T, T,...T,, the CTR mode is defined as fol-
lows:

C; =P, @ AES(Key,T,) i=1ton (1)
P, =C, @ AES(Key,T,) i=1ton 2)

Where C; is the cipher block, P; is the payload of MAC frame (FRAME) grouped into
contiguous blocks. Encryption and decryption operation have the same architecture.

The CBC-MAC algorithm makes use of an underlying block cipher to provide data
integrity on input data. The data to be authenticated is grouped into contiguous
blocks, Bj, B,....B,, which is the additional authentication message (AUTH). The
calculation of the MIC is given by the following equations:

Oy, = AES(Key,0; ®B;) i=1ton 3)

Where Oy=128"b0. The MIC is selected from O,,;.

CCM is the combination of encryption and authentication. The T, node uses CBC-
MAC to get the MIC first, then uses CTR to encrypt the plaintext followed by MIC.
The receive node uses CTR to get the plain and the authentication message from the
received message. Then CBC-MAC calculates the authentication message from the
decrypted plain and compare with the authentication message decrypted [1].

2.2  Implenmentation of AES-CCM*

Every mode in AES-CCM* needs the AES core. In general, the AES-CCM* module
uses two AES modules in the parallel structure. One AES module is used for MIC
calculation in CBC-MAC mode and the other is used for data encryption in CTR
mode [5]. In [4], CCM is implemented in the parallel structure which declared to cut
down the duty cycles of the whole processing. This scheme is not power-efficient
enough and it was only useful at the CCM mode. However, according to the IEEE
802.15.4-2006, CCM mode only used in MAC command frame. Large amount of data
frame only need encryption in CTR mode, so the parallel structure of 2 AES cores is
wasted for most frames.
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We find that almost the same structure can be applied to both CBC-MAC and
CTR. Hence we design the security suite hardware with only one AES core. The da-
taflow is controlled by a FSM to cover both CTR and CBC-MAC, as the Fig. 3. The
CCM is operated as CTR mode followed by CBC-MAC mode. As the CCM is rarely
used, the extra time extension of CCM will not affect the performance of the WSN
node.

In our design, the dataflow transfers via the Mux and DeMux as the Fig. 3. The
path “1” (CBC-MAC Feedback in figure) is the data path for CBC-MAC while path
“0” (Cnt/BO and the path from DeMux to Contrl Logic in figure) is for CTR mode
and the initial and last cycle of CBC-MAC. The two paths share a single AES core.
The Mux and DeMux are controlled by FSM. The transition between states is deter-
mined by the mode signal from AHB and the flag generated from RAM R/W address.

Contrl Logic
Signal From AHB and

< )9eqpeed OVIN-OES-.,

CTR
Output Contri] %,
¢ Logic !

Fig. 3. Architecture of security operation and state transmission graph

At the beginning, when the first time the state turns into LoadCBC or LoadCTR
(depends on the security mode), the plaintext (Cnt in CTR mode or BO in CBC-MAC
mode) of AES and “Key” is loaded into AES module. Next, the state turns into AES
and the AES module operates the encryption for 170 cycles. When AES is done, state
turns to LoadCBC or LoadCTR. The additional authentication message (AUTH) or
the payload of MAC frame (FRAME) are read from RAM. AUTH XORs with the
output of AES module. The result feeds back to the input plaintext of AES module in
state LoadCBC. FRAME XORs with the output of AES module which is the result of
CTR mode of the current block. If all the FRAME or AUTH in the RAM has been
managed, the state turns into CTRdone or CBCdone if the mode is not CCM. Other-
wise, the state will be AfterCCM and return to the LoadCTR for the encryption opera-
tion in CCM mode. All the transactions to Idle or Reset state are omitted in the Fig. 3.

2.3 Result

Our design saves large area due to the shared AES core, which achieves equally
11156 gates. The most complex operation CCM for 16bytes data takes 400 clock
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cycles, which means 80000 blocks of data can be managed per second in our design.
It is enough for the narrow band sensor node. Our design consumes few power com-
pare to other design shown in Table 2.

Table 2. AES core comparison

Ref [4] Ref [5] Ours
power/MHz 0.04mW* 0.44mW 0.03mW

a. Estimated from FPGA, 1/10 of the original result

3 AHB Slave

3.1 AHB Slave Structure

The structure is shown in the Fig. 4. The AES_SLAVE interface (AES_AHBIF) ex-
changes signals from AHB and stores them into controllable memory (RAM_I) and
registers in AES-CCM*. There are four kinds of input data which are used in the
AES-CCM* operation, payload of MAC frame (FRAME), additional authentication
message (AUTH), initial vector (IV) for counter and the key (KEY) of AES. The last
2 kinds of data are sent directly into the registers of module AES-CCM*, due to their
short length. The payload and additional message are buffered into the controllable
RAM. As AHB is recommended to be at least 32-bit width [11], which is most effi-
cient for the bus, an input buffer is designed to transfer 32 bits wide data into 8 bits.

AHB AES_SLAVE AHB
INPUTH, AES_AHBIF OUTPUT
et | T
|nput RAM_O
cuk | Buffer -
“1|rAM_1 B4l AES-COM* >

Fig. 4. Structure of AHB Slave

3.2 AHB Interface

All of the important registers in the interface are 32 bits, each of which has an address
for access:

1. Reg_Dataln: The 4 kinds of data mentioned above are written into the address of
Reg_Dataln. The data will be used by InputBuffer(RAM_I) or registers in AES-
CCM*. To distinguish between each kind, we must use the Reg_Config.

(a) Reg_Config: The register stores:
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(b) mode(Reg_Config[5:3]): The security level which determines the function of
AES-CCM* e.g. CTR, CBC-MAC or CCM.

(c) DataType(Reg_Config[2:0]): type of the data begins to transfer from the next
clock. Four types of data are AUTH, FRAME, KEY and IV, as mentioned in
2.1.

2. Reg_ ReadData: The Master will read the data from the address of Reg_ReadData
to get the result of AES-CCM*. The register fetches data from RAM_O conti-
nuously when AHB read signal is valid.

3.3 AHB Transfer Sequence

Here we focus on the registers mentioned in 3.2, and omit the description about con-
trol signals based on AMBA.

After the transfer is prepared, the first data should be written into Reg_Config with
the correct mode of the security operation require and keep to the end. At the same
time, begin to transfer “KEY”, which means the DataType in Reg_Config should be
written as KEY, and in next cycle, the KEY is written into Reg_Dataln.

The following transfer data differs from the “mode”.

CCM: (Key->)AUTH->FRAME->IV
CBC-MAC: (Key->)AUTH ->IV
CTR: (Key->) IV->FRAME

It should be pointed out that the CCM is the operation in transmission mode, the
CCM in receiving mode is replace by CTR plus CBC-MAC.

In our scheme, when the AES_SLAVE is running the security operation, the bus is
released and available to other tasks. The AES-CCM* module generates an INT sig-
nal to MCU when it has written the result into RAM_O after the security operation.
MCU then responses to the INT request at the proper time by reading data from
Reg_ReadData at the valid AHB read signal.

SLAVE
4 B-haddi(31:0]
#-e-hwdata[31:0]
- hwrite
- hrdata[31:0]
-phreadyout
©INT
AES-CCM*
«.5-Datain[31:0)
#-p-DataType([2:0]
-0 DataOu31:0]
- DataToAES(7:0)
AES
o-kld

#--0 dataoul[7:0]

- 0 CounterR(3:0)

Fig. 5. Workflow of AES-Slave
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3.4 Result

The slave’s area is equal to 14000 gates. The Fig 5 shows the workflow of AES-Slave.
The control signals and data are given by AMBA interface. AES-CCM* handles the
security request by using AES module. At the end, the security result is read by master
via AMBA. All the system with AMBA could easily take advantage of our design.

4 Conclusion

We present an efficient implantation for IEEE 802.15.4 security suite and make it
reusable as an AHB slave IP. Only one compact AES core is needed to cover several
security modes. Both the AES core and AES-CCM* module achieve competitive
power and area results compare with former valuable references under 0.13um tech-
nology. The total power is 0.6mW at 32MHz after clock-gating optimization. Fur-
thermore, the access for the security material may also be accomplished in our IP
instead of MCU in our future research.
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Abstract. Dealing with the risks in information sharing technology, role
based access control(RBAC) mechanism has more advantages than tra-
ditional access control mechanism like DAC and MAC. Role takes core
position in both building, maintaining the architecture of the RBAC sys-
tem and migrating the non-RBAC system to the RBAC system. Then
role engineering is proposed to find the appropriate roles for the RBAC
system. Role mining problem, as an automatic way to find the roles, has
been a hotspot for the role engineering. In this paper, we briefly intro-
duce the basic definition of RBAC. A contribution of this paper is to
classify some of the exist method into clustering methods and Binary
Matrix Decomposition Method. We also evaluate some of these methods
on both real-world data and experimental data. At last, we analyze the
results to find out what differences may appear using different method
and dataset.

Keywords: RBAC, role engineering, role mining, evaluation, overview.

1 Introduction

The rapid development of network technology has brought us more conveniences
and efficiencies sharing information resources. However, the unauthorized access
to sensitive information may bring tremendous risks. Researchers have put their
concern on how to prevent the unauthorized access and thus reduce the sys-
tem risks.One way is to focus on the security policies.For example, Bao et al.[1]
present a method that automatically transform a given security policy into a
compliant one.Another important way to prevent these risks is access control
mechanism.It is designed to fight the threats caused by the unauthorized access
operations. But with the rapid growing number of users and increasingly compli-
cated and diversified information, the great management resource consumption
that brought by the classic DAC and MAC has made it difficult to meet the
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(61100181,61100186), the National High Technology Research and Development Pro-
gram of China (863) (2013AA014002) and Beijing Key Laboratory of IOT Informa-
tion Security(Institute of Information Engineering, CAS).
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increasing security requirements. This needs us to find some new access control
methods.

Role-based access control (RBAC) has strong flexibility and easy operational
that can be applied to manage the authorization for large systems. Ferraiolo
and Kuhn[2] first proposed the concept of role-based access control model. They
introduced the concept of role and then established the users-roles-permissions
relationship to flexible represent the access and accessed relationship between
users and resources. After their work, Pro.R.Sandhu[3] proposed a more com-
plete RBAC basic framework and the classical RBAC96 model presented by him
establishes the foundation for the development of RBAC.

RBAC associates the permissions with the users by using the role as an inter-
mediary. Moreover, the user can get the appropriate permissions by assigned to a
corresponding role. The relationship between users and roles is a many-to-many
relation, which means a user can have multiple roles and a role can be assigned
to multiple users at the same time. Relationship between roles and permissions is
also a many-to-many relation. In this way, we can realize the separation between
the users and permissions logically so that we can achieve the goal of having a
better security protection system. By this logically separation, there is no need
to have a fine-grained management directly to every user-permission when the
system administrators manage the user accesses. In a RBAC system,users just
need to be reassigned the corresponding role to realize the change of authority
when the permissions changed.And we just need to modify the corresponding
role when the organization changes so that we can implement the system up-
date. RBAC not only reduces the complexity of the system maintenance but also
reduces the complexity of permission management.

How to find appropriate roles to implement the corresponding user-role as-
signment and role-permission assignment takes the core position in both the
problem of building and maintaining the architecture of the RBAC system and
the problem of migrating the non-RBAC system to the RBAC system. Therefore,
Role Engineering technology has been put forward and has gotten the attention
of researchers both at home and abroad. Role engineering formulates the role
according to the security requirements of the enterprise and assigns the corre-
sponding access control permissions to roles. Then assign a corresponding role
to the user according to the user’s security needs of the business will. We can
create a complete role-based access control system according to the two steps
above. According to different role generation methods, the role engineering can
be divided into two categories: Top Down engineering method and Bottom-Up
engineering method, namely the Role Mining (Role Mining) technology.

Based on the business logic in enterprises, the top-down approach analyses the
relations between the specific functional requirements of enterprises and busi-
ness logic between users.Then using expert knowledge to construct reasonable
allocations between roles and permissions and guarantee the functionality and
security requirements of the system. Coyne[4] first proposed the definition of the
top-down approach. Fernandez[5] then put forward a top-down method based
on use cases. By using the enterprise use cases and use case sequence, we may
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capture the permissions required by the use cases and build corresponding roles
to describe the use case.

However, for companies which have large numbers of users and a large number
of business logics, the implementation of the top-down approach requires a lot
of human work and unable to realize automated building of RBAC system.
Therefore, how to find an automated analysis method to generate the appropriate
user-role-permission relationship has become the focus of the research, we call
this kind of automated method as bottom-up engineering technology, in another
way-Role Ming.

2 Definition of the Role Mining Problem

When representing a complete state of RBAC in RBAC system,p =< U, P,UP >
is expressed as input,y =< R,UA, PA, RH, DUPA > is expressed as a complete
output state .The output state includes role inheritance relationship between the
state. The meanings of symbols are as shown below:

U: the user set of the RBAC

P: the permission set of the RBAC

R: the role set of the RBAC

U P: the user-permission relation

UA CU x R: assignment between the users and permissions

PA C R x P: assignment between the users and permissions

RH C R x R: hierarchical relationships between characters

DUPA C U x P: relation between the allocation of all users and permissions

As we mentioned in the previous section, the role engineering technology
can be divided into two categories: Top-down method and Bottom-Up method
(also called the Role Mining Problem (RMP)). We will introduce a detailed
introduction and definition of the RMP in the following sections.

2.1 Role Mining Problem

Role Mining is an automatic or semi-automatic method that transforms the
initial access control mechanism into a RBAC mechanism . It can realize the
configuration and updating of RBAC system. Another purpose of the RMP is
to provide an efficient and secure access control strategy by effectively detecting
configuration errors, such as unreasonable for information system. Kuhlmann|6]
proposed the concept of role mining for the first time in 2003. Vaidya[7] then
proposed the formalized definition of RMP as follows:

Definition 1. Basic Role Mining Problem (RMP): Given a set of users U
a set of permissionsPRMS, and a user permission assignment UPA, and a
set of roles, ROLES, a user-to-role assignment UA, and a role-to-permission
assignment PA 0-consistent with UPA and minimizing the number of roles, k.

Definition 2. §-approx RMP: Given a set of users U, a set of permissions
PRMS, a user-permission assignment UPA, and a threshold §, and a set of



294 F. Liang and G. Yunchuan

roles, ROLES, a user-to-role assignment UA, and a role-to-permission assign-
ment PA, §-consistent with UPA and minimizing the number of roles, k.

Definition 3. Minimal Noise RMP: Given a set of users U, a set of per-
missions PRM S, a user-permission assignment UPA, and the number of roles
k, and a set of k roles, ROLES, a user-to-role assignment UA, and a role-to-
permission assignment PA, minimizing
IM(UA) ® M(PA) — MUPA);
where M(UA), M(PA), and M(UPA) denote the matriz representation of
UA, PA and UPA respectively.

Different from the notion of noise defined in the Definition 3, I.Molly[8] gives
a different noise data definition, namely:

Definition 4. Correctness Noise. This kind of noise can be divided into two
categories.

Type I errors (false positives): A user has been over-assigned permissions and
has gained additional privileges.

Type II errors (false negatives):User is not assigned all the permissions re-
quired for their job when he joins the organization or a new project, division of
the company, etc.

Definition 5. Applicability Noise. RBAC is not a panacea for access control,
and it may not be suitable for all access control needs, such as when sharing
1s low. How to identify assignments that are applicable for roles in RBAC is a
problem.

Meanwhile, constraint is an important part of the access control system. Tra-
ditional role engineering technologies do not take into account how to generate
a series of constraints such as common exclusive role constraints, constraints
based on the set cardinality, etc. Finding out these reasonable constraints can
satisfy the function and safety requirements of the enterprises in the process of
constructing a secure RBAC system.

In addition, user attributes, permissions weights, interpretability of the role
and secure business logic information have been introduced into the role-mining
algorithm. These kinds of information can help us to enhance accuracy of the
role-mining algorithm. At the same time, it can improve the conciseness and
interpretability of RBAC system by optimizing the role set or the complete
state of RBAC which are generated by different role-mining methods

3 Classification of Role Mining Methods

Generally, a role mining problem aims to find out a role set which decouple
the relation between the user set and the permission set from the given user-
permission assignment (UPA). Tt seems that we should find out the UPA first.
However, both the Access Control Lists(ACLs) and the Access Control Ma-
trix(ACM) can describe the given the UPA. So the question turns out to be how
to find out a method that can generate an appropriate role set. In the rest part
of this chapter, we will introduce some of these role mining methods.
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3.1 Role Mining Methods Based on Clustering Methods

The clustering methods use the clustering technology to generate the whole
RBAC structure of user-role-permission and give out the candidate set of roles.
Schlegelmilch[9)] first proposed a method called ORAC that combines the ORCA
tools and hierarchical clustering method to visualize the clustering results. The
ORCA method first use hierarchical clustering method to analyze the user-
permissions relation. Then generate a complete state of RBAC. ORAC method
clusters the users who have the same permissions together. Then select and
merge the permissions clusters that have maximum user intersection to form
a new cluster. At last repeat this process until there is no permissions clus-
ter that can be merge. Eventually, permissions are assigned to just a role. But
this method has obvious shortcomings, permissions in the generated role sets
cannot be overlapped. This means permissions in a role cannot assign to other
roles. It is obviously disobeys the requirement of RBAC. Aiming at this prob-
lem, Vaidya[10] put forward a new method called Complete Miner (CM), which
generate new candidate roles and sort the roles by priority. The main idea of
this method is to use the thought of enumeration. It computes all possible com-
binations sets of the initial roles. Then generate the permissions intersections
between these combinations and generate permissions intersections between in-
tersections. Eventually enumerate all the intersection. The specific process can
be divided into three steps: 1) preprocess the original data to select the initial
sets 2) enumerate the permission set and generate new permission sets on the ba-
sis of the original set 3) calculate the number of generated users in the new sets.
This method has a very high complexity whose time complexity is exponential
in the size of original sets. Therefore, in order to reduce computing consump-
tion, the authors put forward an improved scheme called Fast Miner (FM). FM
simplifies the process of enumeration all initial role sets. It only enumerated
the intersections between the two initial role, so its computation complexity is
reduced to O(n?). The process of calculating the number of users in the inter-
sections is done at the same time. After generate candidate role in CM and FM
quantify the priority of these roles.

HP Role Minimization (HPr)[11] is an algorithm that aims at finding a min-
imal set of roles to cover the original upa relation. A user u’s permission set
is denoted as P(u) . All users that have all of user-permissions form the set
U(u) . Similarly for each permission p, the set of users that have p is denoted
as U(p) and the set of per-missions that are assigned to all users in U(p) is
denoted as P(p). In each step, the algorithm selects a user u(or a permission
u) and finds a pair <U(u),P(u)> (or <U(p),P(p)>) which forms a role. All
user-permission assignments betweenU (u)(orU(p) ) andP(u)(orP(p)) are then
removed and the remaining user-permission assignments will be considered in
subsequent iterations. Consider of the complexity of the HPr algorithm, it takes
at mostO(min(m,n))iterations for the number of roles is at most min(m,n).
Each iteration takes O(m + n) to scan all users and permissions and select the
next user (or permission). The total running time of HPr is O(mn).
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Secure business logic information such as use frequency etc. has been intro-
duced into the role mining algorithm to help enhancing the role mining algorithm
accuracy. Based on weighted structural complexity (WSC), I.Molly[12] proposed
a method aims at optimize the role semantic and system complexity of role min-
ing algorithm. Moreover, they have proved that we can maintain a very good role
inheritance while mining good roles. But according to the WSC definition, the
algorithm allow direct user-permissions assignment that may increase the man-
made factors which violated the original intention of RBAC. Mal[13] first intro-
duced the Jaccard coefficient to calculate the initial similarity between user-user
relation and permissions-permissions relation and used the matrix form to de-
note the similarity. Then he used the iterative calculation method to strengthen
the similarity matrix between the user-user and permissions-permissions. This
improves the accuracy and effectiveness of similarity permissions-permissions
relation.

Using these methods mentioned above, the role sets might be just simple
numerical sets. There is a lack of semantic meanings for the mined role sets.If
we can understand these roles easier, we can achieve a better management of
the access control system.

3.2 Role Mining Methods Based on Binary Matrix Decomposition

Besides these clustering methods mentioned in the previous section, Vaidya and
Lu[14] introduces the notion of matrix decomposition into the role mining prob-
lem. They decomposed the original user-permission matrix into a user-role ma-
trix and a role-permission matrix. The authors also introduced an edge-based
role mining problem based on the analysis of the different roles mining prob-
lems.Meanwhile,they use the matrix form to denote all kinds of role mining
problem.

Then Vaidya[15] mapped the RMP to Minimum Tiling Problem and Discrete
Basis Problem by showing that RMP and —RMP is NPC problem.

Geerts[16] first proposed the method using tiles to extract information from
the database which contain only 0/1 data. Let an itemset I denote a collection
(subset) of the 0/1. Then a tile ¢ corresponding to an itemset I consists of the
columns in itemset I as well as all the rows that have 1s in all the columns in 7 .
Minimum Tiling Problem method can solve the basic problem of RMP properly.

Definition 6. Minimum Tiling Problem. Given a Boolean matriz, find a tiling
of the matrix with area equal to the total number of 1s in the matriz and con-
sisting of the least possible number of tiles.

The Discrete Basis Problem is proposed by Miettinen[17]. This technique sim-
plifies a dataset by reducing multidimensional datasets to lower dimensions for
summarization, analysis and/or compression. But the Discrete Basis Problem
just considers the Boolean data and find Boolean bases.
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Definition 7. Definition 3.2 Discrete Basis Problem. Given a matrix
C € {0,1}™? and a positive integerk < min{n,d} , find a matrizB € {0, 1}
minimizing

l®(C, B) = mi?’LSe{o’l}n*k ‘C -S® BH

In addition, Frank[18] introduced the notion of business-roles and technical-
roles into the standard RBAC model by analyzing the correlation between differ-
ent business information. A business-role is a set of users and a technical-role is a
set of permissions.In this algorithm, a user belongs to just only one business-role
and permission belongs to just only one technical-role. He clusters users into
business-roles and permissions into technical-roles using the infinite relational
model (IRM). Then the author proposed Disjoint Decomposition model (DDM)
to calculate the probability of getting actual user-permission assignment x us-
ing given business-roles and technical-roles. The equation of DDM is given as
follows: ) .

plelzy, 8) = TalL = Bl (Bl

z : represents business-role

y: represents technical-role

B : for parameter ,using the Gibbs sampling to randomly sample assignments
from a Dirichlet process mixture model.

n,g) represents the number of assignments (ng) represents missing assign-
ments ) for each (business-role, technical-role ) pair .

In the access control systems, permissions belonging to one role may never be
assigned to some users. These negative assignments can bring some advantages
for the access control system. To deal with this kind of role mining problem,
Lu[19] introduced a new model EBMD that extends the concept of BMD by
allowing negative elements in one of the decomposed matrices. A good EBMD
decomposition solution can discover a set of roles, which well constitutes the orig-
inal permission assignments and reveals embedded SoD or exception constraints
to better meet the business needs of an organization.

4 Comparison Experiments

Most of the methods based on probability need a manual configuration for the ac-
cess control system. For example the method proposed by Frank needs to assign
the permissions to the technical-group and the users to the business-group manu-
ally. This requires the system administrators having some prior knowledge.And
the goodness of the result depend on their knowledge.We don’t discuss these
methods in this section.

In this section, we test some clustering methods through both real-world
datasets and experimental datasets(shown in Table.1). We implement these clus-
tering methods on an Intel (R) Core (TM)i3-2120 3.3G machine with 4 GB
memory to evaluate their performance. The running platform is Windows?7.
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Table 1. Information of DataSets

domino healthcare firewall emea testdata

num of users 3477 46 365 35 1000
num of permissions 1587 46 709 3046 25

number of roles

In Table.2, we show the number of roles that generated by different meth-
ods. Conforming to the ideas of the HPr algorithm,We find that this method
generate the least number of roles. Because using the enumeration method,
FM methods first find out the combination of existing permissions list and
then according to the combinations generate the intersection of the combina-
tions. This leads to a result that the number of roles is very large that in the
worst case, it can reach a number of 2".From the last column of Table.2,we
can see that the FM generated 282489 roles. This is even larger than the
users number. The Tiling method only performed well when the number of
permissions is small. The growing number of permissions leads to a massive
calculation complexity growth to generate the roles. So this method is not
very applicable for the systems that have plenty of permissions.

Table 2. Number of Generated roles

domino healthcare firewall emea testdata

HPr 158 13 59 33 15
GO 263 18 92 48 1369
FM 1778 29 266 242 282489
Tile * * * * 53

*:the calculation time of Tile method for these methods is too long, so we don’t
give out these results.

coverage of upa

From Fig.1.(a) and Fig.1.(b) we observed that FM and Tiling method
achieved a good coverage rate of the original UPA at a very low level of
role numbers (less than 5 roles). This phenomenon indicates that the gen-
erated roles have a lot of redundancies and repeatability. Meanwhile, a role
may contain numbers of permissions that lead to a concentration of per-
missions and increase the risk of the system. The GO method performed
inconsistently. Coverage of the original UPA grows relatively smooth with
the growth of the role numbers. Though under this circumstance the redun-
dancy is lower, the needed number of the role to achieve a good coverage
may be larger. The permissions have a relatively average assignment to dif-
ferent roles and can help to reduce the excessive assignment to users. But
management consumption could be much higher for the increasing number
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(a) test data (b) emea dataset (c) healthcare dataset

Fig. 1. We calculate the coverage of different number of roles for (a)test data(b)emea
dataset(c)healthcare dataset

of roles. Therefore, an important point in the future research is to find out a
certain method to optimize the existing method to get a reasonable coverage
rate with a reasonable number of roles.

Different with the former two figures, we found that in Fig.1.(c) the FM al-
gorithm got a relatively smooth growth while the other two methods achieved
a very good coverage rate quickly. It indicates that there are some certain
correlations between the original data and results. When the original data
is different, we may get different results. In the future, we can study the
possible different mining results brought by the original data.

5 Conclusion

In this paper, we introduced some role mining methods that constructing RBAC
system. Though this methods has had great advantages in solve the role mining
problem, there is much to be improved. Most current methods do not take the
semantic meaning for the generated roles into consideration. This may causes a
large management consumption and leads to a serious security risk because the
system administrators may not understand what the role represent and assign
the inappropriate role to the user. How to find out roles with semantic meaning
is a research point that worth studying.

The technology of Internet of Things has a rapid development in recent years.
It extends the communication between people and people to people and things.
meanwhile, like distributed environment and wireless network ,the IOT systems
are often complex and changeable. The user’s behavior in the IOT system has
a strong uncertainty and each domain has their own access control policy.The
IOT system may also contain user’s sensitive information such as location,user
path etc. and the user number could be very large. These lead to risks that
there may be disclosure of user’s privacy.How to construct a appropriate RBAC
system for this dynamic, interactive, uncertain and multi-domain environment
while protecting the user’s privacy is a big challenge in the future work.

Beside these, there are still some interesting problems for future research for
the access control system. And we should not only pay attention to the RBAC
system, but may take other access control mechanism into consideration.
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Abstract. The paper introduces a modified k-anonymity spatial-
temporal cloaking model on location based social network service. It
makes a location historical record cannot distinguish from other k — 1’s
records spatially,temporally. We propose an algorithm to generate the
extended k-anonymity model cloaking region. Experiments show that
the model is available and the algorithm efficient.
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1 Introduction

The Internet of Things (IoTs) has trended to growing use in commercial ar-
eas. It has been paid more and more attentions[l, 2|. In IoTs computing area,
location-based services are most popular IoTs applications. Traditionally, the
location-based service (LBS) is a service that utilizes GPS, WLAN and cellular
network etc. techniques to obtain the location information of mobile terminals,
and provide location information based services for mobile terminals through
the wireless network[3]. On the other hand, Facebook, Twitter, Flickr and other
online social networks are becoming more and more popular. Users can exchange
information, share blog, video, image, location and other information in online
social networks.With the development of online social networks and the pop-
ularity of mobile positioning devices, location-based services and online social
networks has integrated to form a new service called location-based social network
services (LBSNS).

LBSNS is based on the location information that build mobile service for
the purpose of social interaction and sharing content via mobile devices. It has
various applications, including the platforms for making friends, such as Loopt
and Google Buzz, the check-in applications such as Foursquare and Gowalla,
the applications of content sharing that combines location information such as
Twitter and Weibo. These services can be utilized to find nearby friends, to
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© Springer International Publishing Switzerland 2014
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promote interaction between them, but also allow users to share photos, videos
or blog with location information indicating where the events happen, to help
other users understanding the shared content more intuitively. LBSNS is the
extension and continuity on the traditional social network service in a mobile
environment. It is widely regarded as an important trend for the future devel-
opment of social network service. According to the prediction of ABI Research,
in 2103, the amount of LBSNS users will reach 82 million and the total revenue
will reach 3.3 billon dollars.

However, user’s privacy will inevitably exposure at the time the location infor-
mation they share. Private information may be used by malicious users resulting
in the unpredictable risk. Two surveys reported in July 2010 found that 55% of
LBS users show concern about their loss of location privacy [4] and 50% of U.S.
residents who have a profile on a social networking site are concerned about their
privacy [5]. The results of these surveys confirm that location privacy is one of the
key obstacles for the success of location-dependent services. In fact, there are
many real-life scenarios where perpetrators abuse location-detection technolo-
gies to gain access to private location information about victims[6, 7].Therefore,
research on the issues related to location privacy protection to LBSNS is impor-
tant.

In fact, since LBS concept is proposed, location privacy problem has been
a hot academic issue, the researchers also proposed various location privacy
preserving approaches including false identification and location, spatial and
temporal anonymous|8, 9], k-anonymity[10-12] etc.

However, LBSNS as a special case of LBS, its location information privacy
protection requirements are also different.From the protection of the purpose,
the goal of location privacy protection model for traditional LBS is to prevent
attackers from identifying the users via location information. This means that an
attacker who obtains some position information, but still not knows which users
use the service at the position.In contrast, LBSNS location privacy protection
model is to prevent user privacy place (for example, the exact location of the
user’s home) captured by those who might be malicious attackers or third party
service providers.On other hand, in LBSNS, users share location information
voluntarily. Therefore, we have to study new privacy protection strategy based
on the existing privacy protection approach, to avoid the user privacy exposed
security problems when providing services.

In this paper, we propose an extended k-anonymity Spatial-Temporal pri-
vacy protection approach to address the problem. We proposed spatio-temporal
varied-k-anonymity and annotation [-diversity ( VKL) model, which can makes
a historical location record cannot distinguish from other k — 1’s records spa-
tially,temporally, with [ different location annotations. We propose an algorithm
to generate the extended k-anonymity model cloaking region. Experiments show
that the model is available.

The rest of this paper is organized as follows: Section 2 presents the related
work. In section 3, we describe the preliminary and some assumption of adver-
sary user. Our proposed model is described in Section 4. Section 5 provides the
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achievement scheme of the model. Section 6 is the experiment of our proposed
scheme. Finally, the conclusion can be found in Section 7.

2 Related Work

Our work on location privacy preserving studies on historical data in LBSNS is
closely related to the traditional location privacy protection on LBS.There are
several papers in the fields. According to Krumm’s work[13], we abstract these
approaches into two classifications: anonymity and obfuscation.

The basic idea of anonymity approaches utilizes a pseudonym and creates
ambiguity by grouping with other people. These methods can be classified by:
pseudonym and k-anonymity.For pseudonym, the identity of an event is altered
in order to break the link between a user and his/her events.Using renaming func-
tion, the real identity of a user on each event is replaced by another pseudonym,
which makes the attacker cannot observe the event of the actual user directly[14].
For k-anonymity, the person reports the region containing k — 1 other users. Per-
son’s identity is indistinguishable from the location information of at least k —1
other subjects[9].

The basic idea of obfuscation approaches is used to protect user’s location
privacy through degrading the quality of information of user’s location data,
and at the same time, the degrading location data must be satisfied to service
quality which user accepted. This is achieved by adding noise to the location
and/or time-stamp of the events or by coarse graining them. Obfuscation is
achieved mostly through perturbation or generalization algorithms. They can be
can be divided by:hide location, adding noise, reducing precision. The distortion-
based approach requires querying users to report their locations to the location
anonymizer, but it also considers their movement directions and velocities to
minimize cloaked spatial regions [15].

3 Problem Statement

3.1 Historical Event Model

Mobile users in LBSNS send messages through the wireless infrastructure to
social network service providers. These messages can be the check-in data and
micro blogs etc. containing the time stamps and locations. These messages are
stored on servers that help users to review their lives. As we concentrate on
the location privacy of these historical data, we ignore the content of the mes-
sage, and only take the user, time stamp, location and location annotation into
consideration.

We denote U as the set of users who are members of the location-based social
network. Users are considered to be able to communicate by wireless network.
Further, a user has a set of properties, such as name, gender, occupational, etc.
We call the properties as attributes of the user. These attributes describe a user’s
profile.
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In LBSNS, users report their locations when they post the message to provider
server. We denote L the set of locations of users. Location | € £ = {l1,la,...,1,}
can be a two-dimensional point which represents a GPS coordinates, or a region
that containing the point. We denote 7 = {t1,ta,...,t,} the set of discrete
times that when users send the message. Besides, for each location, different
users may have different annotation types. For example, given location [, user wu;
and u;, [ may be u;’s home address, which may also be u;’s work address. It is
easy to see that the location annotation is sensitive to user’s privacy. We denote
A ={a1,az,...,a,} as the set of users’s location annotation types.

In order to represent the case that a user u; € U had sent message to server
at the time ¢; € T, in location [; € £,which labeled by a; € A, we introduce the
notion of historical event or event for short.

Definition 1. An event is a triple e = (u,l,t,a), where u € U is a user, l € L
is a location, t € T is a discrete time, and a is the annotation of the location .

3.2 Adversary Assumption

Since the event contains user’s identification and the spatial-temporal informa-
tion, user’s privacy could be leaked easily. The traditional LBS attack model
refers to the way to make the privacy protection model failure through mining
and associate the user identity by looking for the inherent defects of location
privacy protection model.The common LBS attack models including the joint
attack model and the continuous query attack model.But unlike the LBS attack
model, LBSNS attack model is to obtain the user’s sensitive position, rather
than the identity of the user. In this section, we propose a sensitive semantic
location attack model.

Table 1. The example of location semantic annotation attack

pseudonym Timestamp Region Location Region Location Annotation
ul [tl,tz,...,ts)} [ll,lz,...,ls)] home
u2 [tl,tQ,...,td [11,12,...,15] O]%C@
us [tl,tz,...,ts)} [ll,lz,...,ls)] 0]%66
U4 [tl,tz,...,ts)} [ll,lz,...,ls)] 0]%66
Uus [tl,tQ,...,td [11,12,...,15] O]%C@

For example, a location-based social network service provider release a histor-
ical dataset to a third-party research institute for analysis, as shown in Table 1,
where the table columns represent the user identification, timestamp , obfuscated
region and semantic annotation of location specifically. It is easy to see that the
released dataset does not contain any explicit identifiers, such as user names,
and the dataset is protected by k-anonymity approach where k = 5. A malicious
user cannot distinguish the identity of the user through the first three fields of
the table. However, when semantic annotation types of anonymity region are
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not diverse enough, even contain only one type, sensitive locations of the user is
likely to be leaked. Table 1 shows that the anonymous region only contains one
semantic annotation type of location. In this case, the location privacy protec-
tion model has failed. We assume the adversary user have the inference ability
to distinguish the user probabilistically.

In traditional k-anonymity model, each user’s query is regarded as an isolated
event. It means that when each user position updates, it will calculate a new
obfuscated region corresponding to the new position. In other words, the cloaking
region of a position in two different timestamp may be different.When these
cloaking information is stored, user sensitive position is likely to be leaked.

Take Fig. 1 as an example, the k-anonymity approach (where k = 5) produces
two different regions in each containing 5 location points (users) specifically,
when user visit sensitive position [ at two different times.

Y @
<u,t I>

Fig. 1. An example of location continuous attack

An attacker makes an intersection of the two cloaking region, user u’s sensitive
location could be limited in a very small scope. In this way, user u’s location
privacy may be revealed. We assume the adversary user have the ability to launch
the attack.

4 Proposed Model

To enable location privacy-preserving of LBSNS, our approach should achieve
the following security guarantee: 1) location related attributes are all required
for protection, including the time, location, location annotation. Protection of
location sensitive semantic annotation could prevent a malicious user from de-
riving the user identity if he/she knows some external background knowledge
about the annotation;2)when a user updates the cloaking region information of
the same sensitive location at two different time, the information should be kept
consistent spatially and annotation semantically as far as possible.

To meet the design goal, we proposed an varied k-anonymity and [-diversity
location privacy preserving model towards spatial-temporal history data in LB-

SNS.
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Definition 2 (k-Anonymity Spatial Region). k-anonymity spatial region is
a minimum boundary rectangle that contains at least k mobile users,denoted by
Rs = (lu—, ly—, lot, Lyt ), where (Iz—,l,—) and (ly+,ly+) is the lower left corner
and the upper right corner of the k users’s locations specifically.

Definition 3 (k-Anonymity Temporal Interval). k-anonymity temporal in-
terval is an interval of timestamp that contains at least k mobile users,denoted by
Tr = [tmin, - - - s tmaz)], Where tmin, ..., tmas 1S the minimum and the mazimum
timestamp of k users specifically.

To express intuitively, in the following we introduce the function R : £L — Rg
to describe the cloaked region of the location set. For example, given I1,..., [
that are the k locations of k users, we use R(l1,...,l,) to denote the clocked
region (Iy—, ly—,lyt,ly+). We use L(RF) to denote the k locations in the cloaked
region.

Similarly, we introduce the function T' : 7 — 1;. It is intuitive to use
T(t1,...,tk) to express [tmin, - - - bmaz)-

In LBSNS, users are always annotate the locations they stayed. The annota-
tion have the semantic information about the location of a user for a given time.
It is possible to leak the user’s interest or sensitive location.

Definition 4 (I-Diversity Annotation). A cloaked region is l-diversity an-
notation if and only if in this region, the amount of the location type is greater
and equal to 1.

It is easy to notice that for a same cloaked region, the greater the [ is, the
more uncertain about the interest of the users in the cloaked region. We use
A(ay,...,a;) to express the annotation set of the cloaked region.

If it is not ambiguous, we use T'(t), R(1),A(a) to express the T'(t1,...,tx),
R(ly,...,l,) and A(aq,...,a;) specifically.

Definition 5 (Varied k-Anonymity Region). Given k-anonymity spatial re-
gion Rﬁ:k(ll) and Rﬁ:k(lg) to denote user uy’s cloaked region at l; and Iy
with k-anonymity specifically. If RE'=F(11) N RE2=F(15) # 0,then RE2=F (1) «
RI=F(1)). We call R(L(R(l;)*>=*)\l1) the varied k-anonymity region.

For example, if a user u’s two k-anonymity regions(k = 5) about {1 and Iy are
intersected shown in Fig. 2(a), according to Definition 5, user u’s cloaked region
at lo should be keep the same as to the region at [;, and the locations except [o
compose a new cloaked region R?, as shown in Fig.2(b).

Based on the definitions from Definition 2 to Definition 5, we propose a spatio-
temporal varied-k-anonymity and annotation I-diversity ( VKL) model.

Definition 6 (VKL Model). Given a set of event E = {ey,...,en}, for any
event e = (u,t,l,a), e can be obfuscated to the following form

AS(e) = (u,T(t), R"(1), A(a))
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(a) user u’s k-anonymity regions at
location Iy and 2

o

(b) varied k-anonymity region

Fig. 2. Illustration on when and how to compute varied-k-region

5 VKL Schema

In this section, we present an algorithm to generate the cloaked region satisfied
the VKL model.

We give the definition of spatial-temporal similarity to decide whether need
to process the algorithm.

Definition 7 (Spatial-Temporal Similarity). We use sim(e;,e;) to denote
the spatial-temporal similarity of the event e; and e;.

sim(e;, e;) =1 —py x sim(e.t;, etj) —p x sim(e.l;, e.l;)

where sim(e.t;, e.t;) is the temporal similarity of time t; and t;, which can be
computed by
— 1]

\/t2 + 12

sim(e.l;, e.l;) is the spatial similarity 