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Message from the General Chairs and Program

Committee Chairs

Welcome to the proceedings of APWeb 2014! This was the 16th edition of the
Asia Pacific Web Conference. Since the first APWeb conference started in 1998,
APWeb has evolved with the time to lead the frontier of data-driven informa-
tion technology research. It has now firmly established itself as a leading Asia
Pacific-focused international conference on research, development, and advanced
applications on large-scale data management, Web and search technologies, and
information processing. Previous APWeb conferences were held in Sydney (2013),
Kunming (2012), Beijing (2011), Busan (2010), Suzhou (2009), Shenyang (2008),
Huangshan (2007), Harbin (2006), Shanghai (2005), Hangzhou (2004), Xi’an
(2003), Changsha (2001), Xi’an (2000), Hong Kong (1999), and Beijing (1998).

APWeb 2014 was held during September 5–7 in the beautiful city of Chang-
sha, China, a city proud of its history of 3,000 years. The conference moved from
its usual spring slot to be held with the VLDB conference this year, which took
place immediately before APWeb in Hangzhou, China. That was the third time
that APWeb was synchronized with a major database conference held in China
(i.e., SIGMOD 2007 in Beijing, and ICDE 2009 in Shanghai). The host orga-
nization of APWeb 2014 was the National University of Defence Technology,
a leading university in China best known for developing the currently fastest
supercomputer in the world, Tianhe-2.

As in the previous years, the APWeb 2014 program featured the main con-
ference with research papers, an industry track, tutorials, demos, and a panel.
APWeb this year received 134 paper submissions to the main conference from
North America, South America, Europe, Asia, and Africa. Each submitted paper
underwent a rigorous review process by at least three independent members of
the Program Committee, with detailed review reports. Finally, 34 full research
papers and 23 short research papers were accepted and included in these proceed-
ings, from Australia, Canada, China, Italy, Luxembourg, Japan, New Zealand,
and Tunisia. The conference this year also had three satellite workshops.

– First International Workshop on Social Network Analysis (SNA 2014)
– First International Workshop on Network and Information Security

(NIS 2014)
– First International Workshop on Internet of Things Search (IoTS 2014)

We were fortunate to have three world-leading scientists as our keynote speak-
ers: Binxing Fang (Beijing University of Posts and Telecommunications, China),
Christian Jensen (Aalborg University, Denmark) and Divesh Srivastava (AT&T,
USA). The two tutorial presenters were Xin Luna Dong (Google, USA) and Feifei
Li (University of Utah, USA). Starting from this edition, APWeb included a new
exciting program, the Distinguished Lecture Series, co-chaired this year by Xin
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Luna Dong (Google, USA) and Jiaheng Lu (Renmin University of China), to
invite active, high-achieving, and mostly pre-tenture researchers to discuss their
work at APWeb. The four speakers this year are Fabian Suchanek (Telecom
ParisTech, France), Nan Tang (QCRI, Qatar), Steven Whang (Google, USA),
and Xiaokui Xiao (Nanyang Technological University, Singapore).

The success of APWeb 2014 would not have been possible without the hard
work by a great team of people, including Workshop Chairs Weihong Han
(NUDT, China) and Zi Huang (The University of Queensland, Australia), Panel
Chair Jianmin Wang (Tsinghua University, China), Industrial Chairs Hoyoung
Jeung (SAP, Australia) and Yu Zheng (Microsoft Research Asia, China), Demo
Chairs Toshiyuki Amagasa (University of Tsukuba, Japan) and Feida Zhu (SMU,
Singapore), Research Students Symposium Chairs Guoliang Li (Tsinghua Uni-
versity, China) and Wen-Chih Peng (National Chiao Tung University, Taiwan),
Publication Chair Guangfeng Liu (Soochow University, China), Publicity Chair
Reynold Cheng (University of Hong Kong, China), and our webmaster, Chen
Zhao (HKUST, China). We would also like to take this opportunity to extend
our sincere gratitude to the Program Committee members and external review-
ers. A special thank you goes to the local organization chair, Bin Zhou (NUDT,
China), and his team of organizers and volunteers!

Last but not least, we would like to thank all the sponsors, the APWeb Steer-
ing Committee led by Jeffrey Yu, and the host organization, National University
of Defence Technology, for their support, help, and assistance in organizing this
conference.

June 2014 Changjie Tang
Xiaofang Zhou

Lei Chen
Yan Jia

Timos Sellis
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Abstract. A knowledge base (KB) is a formal collection of knowledge
about the world. In this paper, we explain how the YAGO KB is con-
structed. We also summarize our contributions to different aspects of KB
management in general. One of these aspects is rule mining, i.e., the iden-
tification of patterns such as spouse(x, y)∧livesIn(x, z) ⇒ livesIn(y, z).
Another aspect is the incompleteness of KBs. We propose to integrate
data from Web Services into the KB in order to fill the gaps. Further, we
show how the overlap between existing KBs can be used to align them,
both in terms of instances and in terms of the schema. Finally, we show
how KBs can be protected by watermarking.

1 Introduction

Recent advances in information extraction have led to the creation of large
knowledge bases (KBs). These KBs provide information about a great variety
of entities, such as people, countries, rivers, cities, universities, movies, animals,
etc. Among the most prominent academic projects are Cyc [12], DBpedia [2],
Freebase1, and our own YAGO [21]. Most of these projects are linked together
in the Semantic Web [5]. KBs find numerous applications in the industry. The
Knowledge Graph released by Google is an example of a large commercial KB
project. It contains linked information about millions of people, places, and or-
ganizations, and helps Google deliver more semantic search results. Facebook
is also building a KB from the information of its users and their interests, and
Microsoft, too, is experimenting with a KB to enhance its search results. These
projects show not just the advances in technology and the growth of semantic
data, but also the rising commercial interest in KBs.

Our work investigates models and algorithms for the automated construction,
maintenance, and application of large-scale KBs. The main project is the YAGO
knowledge base, which we develop jointly at the Télécom ParisTech Institute in
Paris and the Max Planck Institute for Informatics in Germany. YAGO was ex-
tracted automatically from Web sources, and contains around 10 million entities
and 120 million facts. We use YAGO as an example to study different aspects of
KB management in general: how new information can be added automatically

1 http://freebase.com

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 1–12, 2014.
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to a KB, how we can protect KBs from plagiarism, how KBs can be integrated
with other KBs, and how we can mine patterns from KBs.

In this paper, we summarize 5 main directions of research. Section 2 describes
our latest efforts in the construction of the YAGO KB. In Section 3, we discuss
our work on automated matching of one KB to another KB. Our system matches
not just instances, but also classes and relations at the same time. In Section 4
we introduce AMIE, a system for mining semantic rules in KBs. Section 5 shows
models and algorithms for the integration of Web services into KBs. Section 6
discusses algorithms to protect KBs against plagiarism. We conclude in Section
7 with an outlook.

2 YAGO: Knowledge à la Carte

The YAGO KB. YAGO [21,10,3] is one of the largest public knowledge bases.
It contains more than 10 million entities (such as people, cities, rivers, or movies),
and more than 120 million facts about them. YAGO knows, e.g., which actors
acted in which movies, which cities are located in which countries, and which
person is married to which other person. YAGO is constructed by extracting
information automatically from Web sources such as Wikipedia. Unlike other
such projects, YAGO has a manually confirmed accuracy of 95%.

Achieving such accuracy is no simple task, because YAGO draws from few,
but very different sources. The system extracts and merges information from
Wikipedia, WordNet, Geonames, the Universal WordNet, and WordNet Do-
mains. Facts have to be extracted from the infoboxes, the categories, and the
full text of Wikipedia, and reconciled with conflicting, duplicate, or complemen-
tary facts from the other sources. Entities have to be mapped and deduplicated,
and class hierarchies have to be merged and combined. In addition, we have to
apply a suite of verifications to make sure that domain and range constraints
are respected, that functional relations have no more than one object for any
given subject, and that the types of an entity are consistent with each other.
This entire process takes several days to run. Furthermore, the YAGO team has
steadily grown, which requires a careful distribution of responsibilities. Apart
from this, more than a dozen researchers work directly or indirectly on the
knowledge base. To adapt to these conditions, we have recently taken a radi-
cal step, and refactored the YAGO system from scratch into a transparent and
modular architecture [3].

The YAGO2s Architecture. The refactored version of YAGO is called
YAGO2s. The main ingredients of the new architecture are themes and extrac-
tors. A theme is a collection of facts, such as all facts extracted from Wikipedia
infoboxes, all facts derived from WordNet, or all facts that concern people. A
theme is stored in a file in the RDF Turtle format.

An extractor is a module of code, which takes a number of themes as in-
put, and produces a number of themes as output. For example, one extractor
is the deduplicator, which takes a number of themes as input, and produces one
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theme with the deduplicated facts as output. Other extractors check types, ver-
ify functional constraints, or merge information. Some extractors also extract
information from an external data source. These extractors take a raw data file
as an additional input. The Wikipedia category extractor, e.g., takes as input
the XML dump of Wikipedia and produces a theme with facts extracted from
Wikipedia categories. Similar extractors exist for WordNet [13], UWN [6], and
Geonames2. We also added an extractor for WordNet domains [11]. The Word-
Net domains give YAGO a thematic structure of topics, such as “music”, “law”,
and “emotions”. Therefore, it is now possible to ask for all entities related to,
e.g., “music”. An extractor can only be run once its input themes have been
produced. This constraint yields a dependency graph, in which some extractors
have to run before others, and some can run in parallel.

We have designed a scheduler that respects the dependencies of extractors
and themes. Of the 40 extractors, up to 16 run in parallel, producing around
80 themes in 4 days on a 8-core machine. The interplay of data extractors and
verification extractors ensures that all facts that make it into the final layer of
the architecture have been checked for consistency and uniqueness. Together,
the themes of the final layer constitute the YAGO KB.

Applications. The new architecture allows us to add new extractors easily. To
exemplify this, we have added a new module to YAGO, which extracts flight
information from Wikipedia. Thanks to this module, YAGO now knows which
airports are connected by direct flights to which other airports. Since YAGO also
has vast data on geographic entities, users can now ask YAGO for flights between
any two cities. Our interface will determine all airports in the vicinity of the
departure city, all airports in the vicinity of the arrival city, and all direct flights
between them [20]. YAGO also finds applications elsewhere. Two of the most
prominent applications are the DBpedia KB [2] and the IBM Watson system [7].
DBpedia uses the taxonomy of YAGO to structure its entities into a hierarchy of
classes. The IBM Watson system uses YAGO (and other KBs) to answer natural
language questions. It has recently beaten the human champion at the US quizz
show Jeopardy!.

YAGO can be downloaded for free from the Web site3. Thanks to the new
architecture, facts about entities, literals, or multilingual labels all appear in
different themes. The themes can be downloaded separately, so that users can
download just what they need. With this concept, called “YAGO à la carte”, we
hope to facilitate further applications of our KB.

3 PARIS: Aligning Instances and Schemas

KB Alignment. The Semantic Web is a large collection of publicly avail-
able knowledge bases (KBs). YAGO is only one of them: there are other KBs,
such as DBpedia, Freebase, or domain-specific KBs, which cover music, movies,

2 http://geonames.org
3 http://yago-knowledge.org

http://geonames.org
http://yago-knowledge.org
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geographical data, scientific publications, and medical or government data.
Many of these KBs are complementary. For instance, a general KB may know
who discovered a certain enzyme, whereas a biological database may know its
function and properties. However, since the KBs often use different identifiers
for an entity, their information cannot be joined or queried across KBs. In the
example, we cannot ask who discovered which enzyme with which properties.
In addition, the KBs generally use different relations. For example, YAGO will
say that Elvis Presley wasBornIn Tupelo, whereas another KB could say that
Tupelo is the placeOfBirth of Elvis.

We propose an approach, PARIS [17], that solves both of these alignment
problems. PARIS can match not just the equivalent entities, but also equivalent
classes and relations across two KBs. Since PARIS considers all problems at the
same time, we can benefit from a fruitful interplay between schema and instance
matching, where the alignment of relations helps the alignment of instances, and
the alignment of instances may lead to the alignment of relations.

Model. Our insight is that equalities between instances and relations determine
each other. This link is achieved by using functional relations. A functional rela-
tion is a relation that has at most one second argument for each first argument,
and conversely an inverse functional relation has at most one first argument for
each second argument. Thus, if two instances x and x′ share the same second
argument of an inverse functional relation, then they must be equal:

∃r, y, y′ : r(x, y) ∧ r(x′, y′) ∧ y ≡ y′ ∧ r inv. functional⇒ x ≡ x′

For example, if two instances share an email address, and if each email address
can belong to only one instance, then the two instances must be equal.

However, real-world KBs are never free from noise. They may contain erro-
neous statements, and functional constraints may not always be respected. This
is why we designed a probabilistic model to relax the hard logical rules. We call
an alignment fact a statement of the form x ≡ x′, where x and x′ are two entities
in the first and second ontology, respectively. We also consider alignment facts
of the form r ⊆ r′, where r and r′ are two relations, and likewise c ⊆ c′, where c
and c′ are classes. For the purposes of our model, we also consider the statement
invfun(r) an alignment fact. It states that r is an inverse functional relation. A
possible world is a set of alignment facts, and we call it simply an alignment.
Our universe Ω is the set of all possible alignments.

The probability function of our model associates a probability P (A) to each
alignment A ∈ Ω, with the constraint that

∑
A∈Ω P (A) = 1. We do not know

what this probability distribution is, but we will never try to manipulate it
directly. Instead, we will study it through the marginal probabilities of the var-
ious alignment facts. Formally, for each alignment fact a, we define a random
variable Xa such that Xa(A) = 1 if a ∈ A, and Xa(A) = 0 otherwise. The
marginal probability of Xa is the total probability of the alignments of Ω where
a holds: P (Xa) =

∑
A∈Ω Xa(A)P (A). For brevity we will write the marginal

probability of Xa as P (a). We impose constraints on the marginal probabilities,
for instance P (x ≡ x) = 1 for every entity x. With the product measure, we
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can always construct a probability distribution that respects these constraints:
P (A) =

∏
a∈A P (a)

∏
a/∈A(1 − P (a)). The product measure results in de-facto

independence between the events of all alignment facts. Therefore, we make the
assumption that all the Xa are independent. We can now replace the hard im-
plication rule above by an equation which relates the marginal probabilities for
various alignment facts. Namely, for every two instances x and x′:

P (x ≡ x′) = 1−
∏

r(r,x),r(x′,y′)

(1− P (invfun(r)) × P (y ≡ y′)

The equality of instances can help us determine whether a class c of one KB
is a subclass of a class c′ of the other KB. We estimate this probability as the
ratio of instances of c that are instances of c′. Since the instances of c belong
to one KB, and the instances of c′ belong to the other KB, we must count the
overlap of the classes by taking into account the equality of instances that we
have already estimated:

P (c ⊆ c′) =

∑
x∈c(1−

∏
y∈c′(1 − P (x ≡ y)))

|c|

The probability that one relation subsumes another relation can be estimated
in a similar manner. This probability is then factored back into the probability
for the equality of instances. This yields a system of equations in which the
probability for the equality of instances, the subsumption of relations, and the
subsumption of classes depend on each other.

Implementation. To bootstrap the dependencies of the probabilities, we make
use of literals. Literals are strings, numbers, and dates. Two identical literals are
always considered equal, so the probability that they are aligned is always 1.
Starting from these probabilities, we implemented an iterative algorithm, which
computes the equalities and relation subsumptions of the current step from the
values of the previous step. Once this process has converged, we output the
marginal probability scores as estimations for the equalities of instances, sub-
sumptions of classes, and subsumptions of relations.

The large number of instances in today’s KBs implies a prohibitively high
number of potential matches. A naive implementation would need a quadratic
number of comparisons per iteration, which would be practically infeasible. We
therefore impose more conditions on the alignment, such as requiring that each
entity is matched to at most one other entity. Since the original publication of
PARIS [17], we have considerably improved the implementation of the system.
We store the KB facts in main memory, and we use a new method to update
probability scores: We simultaneously compute entity and relation alignments,
and run this in parallel across multiple threads. To match YAGO [21] and DB-
pedia [2], two of the largest public KBs on the Semantic Web with several dozen
million facts each, PARIS needs less than 30 minutes.

We have also experimented with refinements of the approach. For instance,
we can align a single relation of one KB with a join of two relations in the
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other one, or we can use approximate matches between literals rather than exact
matches. These additional features may help in specific situations. However, for
the scenarios that we considered, our experiments show that the default approach
of PARIS is both simpler and more efficient. What is more, it is parameter-
free: Unlike its competitors, the system has no thresholds to tune, no similarity
functions to design, and no settings to be tried out. In our experiments, the
system was run on all different datasets with the default settings.

Results. To show the practical viability of our approach, we have run PARIS
on the benchmark matching problems of the Ontology Alignment Evaluation
Initiative (OAEI). PARIS outperformed the previously leading system on the
instance alignment test data. In addition, it also computed the alignment be-
tween relations and classes, which was not even requested by the task.

We also conducted large-scale experiments with real KBs on the Semantic
Web. PARIS is able to align YAGO and DBpedia with a precision of 94% on
the instances, 84 % on the classes, and 100% on the relations (weighted by their
number of occurrences). This alignment revealed interesting correspondences
between the KBs, such as different naming policies, different design decisions,
or redundancies within one KB. PARIS was also able to align YAGO with an
ontology built from IMDb (the Internet Movie Database).

All data, alignments, and results, as well as our implementation, are available
on the Web site of the project4. Our alignments have become part of the Semantic
Web, and thus contribute to the vision of a large Web of linked data, where the
KBs truly complement each other.

4 AMIE: Mining Logical Rules

Rules. Knowledge bases can show us which facts are typically true about enti-
ties. For example, we could find:

motherOf (m, c) ∧ marriedTo(m, f) ⇒ fatherOf (f, c)

This rule says that the husband of a mother is often the father of her children.
Such a rule does not always hold. Still, such rules can be interesting for several
reasons. First, by applying such rules on the data, new facts can be derived
that make the KB more complete. For example, if we know the mother of a
child and her husband, we can infer the father. Second, such rules can identify
potential errors in the knowledge base. If, for instance, the KB claims that a
totally unrelated person is the father of a child, then maybe this statement is
wrong. Finally, rules about general tendencies can help us understand the data
better. We can, e.g., find out that countries often trade with countries speaking
the same language, that marriage is a symmetric relationship, that musicians
who influence each other often play the same instrument, and so on.

While mining logical rules has been well studied in the Inductive Logic Pro-
gramming (ILP) community, mining logical rules in KBs is different in two as-
pects: First, current rule mining systems are easily overwhelmed by the amount

4 http://webdam.inria.fr/paris

http://webdam.inria.fr/paris
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of data (state-of-the art systems cannot even run on today’s KBs). Second,
ILP usually requires counterexamples. KBs, however, implement the open world
assumption (OWA), meaning that absent data cannot be used as counterex-
amples. On that ground, we developed the AMIE approach [9]. AMIE learns a
set of meaningful logical rules from a KB. She uses a new mining model and a
confidence metric, suitable for potentially incomplete KBs under the OWA.

Model. Technically, a Horn rule takes the form

r1(x1, y1) ∧ ... ∧ rn(xn, yn)⇒ r(x, y)

Here, all ri(xi, yi) and r(x, y) are binary atoms, each containing a relation name
ri, and constants or variables xi, yi. The left hand side is called the body and we
abbreviate it by B. r(x, y) is the called the head. AMIE mines only closed rules,
i.e., each variable must appear at least twice in the rule. This constraint ensures
the rule can make concrete predictions as follows: Whenever some facts of the
KB match the body of the rule, the rule predicts the instantiated head atom
as a new fact. For instance, if the KB knows motherOf(Priscilla,Lisa) and mar-
riedTo(Priscilla,Elvis), then our example rule will predict fatherOf(Elvis,Lisa).
Our goal is to find rules that are true for many instances in the KB. We measure
this by the support of the rule:

supp(B ⇒ r(x, y)) := #(x, y) : ∃z1, ..., zm : B ∧ r(x, y)

Here, #(x, y) is the number of pairs x, y that fulfill the condition, and the
z1, ..., zn are the variables of B. We want to count not just the cases where
the rule makes a correct prediction, but also where it makes a wrong prediction.
However, KBs usually do not contain negative information, and so we cannot
say that a prediction is wrong. We can only count the predictions that are not
in the KB. The standard confidence is a measure borrowed from association rule
mining [1], which computes the ratio of predictions that are in the KB:

conf(B ⇒ r(x, y)) :=
supp(B ⇒ r(x, y))

#(x, y) : ∃z1, ..., zm : B

This measure punishes a rule if it makes many predictions that are not in the KB.
However, due to the Open World Assumption, not all absent facts are wrong.
Furthermore, such punishment is even counter-productive, because we want to
use the rule to predict new facts.

To address this problem, AMIE resorts to the Partial Completeness Assump-
tion (PCA). The PCA is the assumption that if the database knows r(x, y) for
some x and r, then it knows all facts r(x, y′). This assumption is sound for func-
tional relations (such as wasBornOnDate, hasCapital). If we reverse all inverse
functional relations (such as creates and owns), the assumption holds also for
them. Even for non-functional relations, the PCA is still reasonable for KBs that
have been extracted from a single source (such as DBpedia and YAGO). These
usually contain either all objects or none for a given entity and a given relation.
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The PCA can be used to infer negative information. For instance, if the
database knows the citizenship of a person, then any other statement about
her citizenship is assumed to be false. The PCA confidence normalizes the sup-
port of the rule only against the facts that are known to be true or false according
to the PCA.

pcaconf(B ⇒ r(x, y)) :=
supp(B ⇒ r(x, y))

#(x, y) : ∃z1, ..., zm, y′ : B ∧ r(x, y′)

The denominator of the PCA confidence expression includes all pairs x, y for
which the r values of x are in the KB. If the relation is incomplete, those gaps
are not used as counter-evidence.

Results. Our experiments compare the usability and running times of AMIE
against two state-of-the-art systems: WARMR and ALEPH5. Since these ap-
proaches are designed to serve more general purposes, they require additional
input such as a language bias and, in some cases, output post-processing. In con-
trast, AMIE runs out of the box with her default setting. Furthermore, AMIE
runs several orders of magnitude faster. For example, AMIE can mine rules on
the entity-entity facts of the YAGO2 KB (approx. 1M facts) in only 4 minutes.
The other systems did not terminate or failed to start on this KB due to its size.
Since the original publication [9], we have further improved our implementa-
tion by means of fine-grained optimizations such as query rewriting and smarter
query plans. This has improved the running time significantly. The latest version
can run on YAGO2 in approximately 30 seconds.

We used the rules mined by AMIE on YAGO2 to predict new facts, and
evaluated the facts by comparing to the newer version of the KB (YAGO2s), or
by manually comparing to Wikipedia. Our results show that the PCA confidence
outperforms the standard confidence in terms of precision and recall. The top
rules ranked by PCA confidence produce many more predictions than the top
rules ranked by standard confidence, while at the same time the aggregated
precision of the results is higher. Our predictions beyond YAGO2 have an overall
precision of 40%. While the rules cannot be used directly to infer new facts for
KBs, they still provide a signal that can be used, e.g., in conjunction with other
rules or with other prediction mechanisms. Furthermore, we show that the PCA
confidence is a better estimate of the actual precision of rules. All results are
available on the Web site of the project6.

Ontology Alignment. Rule mining can be used not just to mine Horn rules,
but also to align two KBs. In Section 3, we have already seen an approach
that can align the instances, classes, and relations of two KBs. Unfortunately,
there are cases where a simple 1:1 alignment of relations is not enough. For
instance, KB K may express the relation between a person and their native
land by the relationship k:wasBornInCountry, while K′ may require a join of
the relationships k’:wasBornInCity and k’:locatedInCountry. Here, a “one-hop”

5 http://www.cs.ox.ac.uk/activities/machlearn/Aleph/aleph_toc.html
6 http://mpi-inf.mpg.de/departments/ontologies/projects/amie

http://www.cs.ox.ac.uk/activities/machlearn/ Aleph/aleph_toc.html
http://mpi-inf.mpg.de/departments/ontologies/projects/amie
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relation of one KB has to be aligned with a “two-hop” relation in the other. In [8],
we propose to discover such alignments by rule mining. As input, the approach
requires two KBs whose instances have already been aligned. We coalesce the
KBs into a single KB, where facts about the same entity use the same entity
identifier. This coalesced KB mixes the facts from one KB with the facts of the
other. Then we use AMIE to mine rules in which the body atoms are restricted
to relation names from the first KB, and the head atom must use a relation from
the second KB. In the example, we could mine

k’:wasBornInCity (x, z) ∧ k’:locatedInCountry(y, z)⇒ k:wasBornInCountry(x, z)

We call these expressions rules for ontological schema alignment, ROSA rules
for short. They express common structural mappings between two ontologies,
such as relation subsumptions, class subsumptions, relation equivalences, two-hop
subsumptions, and predicate-object translations, among others. However, ROSA
rules define just a subset of all the possible mappings required for the alignment of
ontologies in the Semantic Web, and thus give us room for further research.

5 SUSIE: Integrating Web Services

Web Services. A growing number of data providers let us access
their data through Web services. There are Web services about books
(isbndb.org, librarything.com, Amazon, AbeBooks), about movies
(api.internetvideoarchive.com), about music (musicbrainz.org,
lastfm.com), and about a large variety of other topics. We have studied
Web services under a variety of aspects [14,4,16].

The API of a Web service restricts the types of queries that the service can
answer. For example, a Web service might provide a method that returns the
songs of a given singer, but it might not provide a method that returns the
singers of a given song. If the user asks for the singer of some specific song, then
the Web service cannot be called – even though the underlying database might
have the desired piece of information. This problem is particularly pronounced if
multiple Web services have to be combined in order to deliver the answer to the
user query. In this case, it may happen that the API restrictions force the query
answering system into an infinite series of attempts to orchestrate the services
to no avail.

The Web as an Oracle. With the SUSIE project [15], we propose to use
Web-based information extraction (IE) on the fly to determine the right input
values for asymmetric Web services. For example, assume that we have a Web
service getSongsBySinger, which returns the songs of a given singer. Now assume
that the user wishes to find the singer of the song Hallelujah. This query cannot
be answered directly with the service getSongsBySinger. Therefore, we issue a
keyword query “singers Hallelujah” to a search engine. We extract promising
candidates from the result pages, say, Leonard Cohen, Lady Gaga, and Elvis
Presley. Next, we use the existing Web service to validate these candidates. In the

isbndb.org
librarything. com
api.internetvideoarchive.com
musicbrainz.org
lastfm.com
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example, we would call getSongsBySinger for every candidate, and see whether
the result contains Hallelujah. This confirms the first singer and discards the
others. This way, we can use an asymmetric Web service as if it allowed querying
for an argument that its API does not support.

We show how such functions can be integrated into a Web orchestration sys-
tem, and how they can be prioritized over infinite chains of calls. For this purpose,
we define the notion of smart service calls. These are those calls for which we
can guarantee an answer under certain conditions. We have implemented our
system, and shown in experiments with real-world Web services that SUSIE can
answer queries on which standard approaches fail.

With SUSIE, we have opened the door to an interesting suite of research
questions: How can promising calls be prioritized over less promising calls? Un-
der which assumptions can we give guarantees that a call composition will be
successful? We plan to investigate these questions in future work.

6 Watermarking

Licensing. Most KBs on the Internet are available for free. However, in most
cases, their use is governed by a license: If a user re-publishes the data or part of
the data, he has to give credit to the creators of the original KB. If he does not,
then this constitutes plagiarism. In some cases, re-publication may be prohibited
completely (e.g., for commercially licensed KBs).

This raises the question of how we can prove if someone re-published the data.
Since ontological statements are usually world knowledge, there is no way we can
show that someone took the data from us. The other person might as well have
taken the data from a different source. He might even claim that we took the data
from him. We propose to address this problem through watermarking. We devel-
oped two approaches: Additive Watermarking and Subtractive Watermarking.

Additive Watermarking. Additive Watermarking works by adding a small
number of wrong statements to the KB (”fake facts”). If these fake facts appear
in another KB, then the other KB most likely took the data from our KB. The
fake facts have to be plausible enough in order not to be spotted by a machine
or by a human. At the same time, they may not be so plausible that they are
correct. We provide a theoretical analysis of how many facts we have to add in
order to ensure plausibility and security at the same time.

The main objection to this approach is that it compromises the data quality of
the KB. It is true that watermarking is always a trade-off between data quality
and the ability to prove provenance. However, our technique has to add only very
few fake facts, usually a handful or a dozen. Large, automatically constructed
KBs contain anyway several thousands of wrong facts. YAGO, for example, one
of the KBs with a particularly rigorous quality assessment, has a guaranteed
correctness of 95%. Since YAGO contains millions of facts, thousands are wrong.
Adding a few more might be a valuable trade-off.

We show in a system demonstration of our approach how fake facts can be
generated in such a way that most of them go undetected by a human [18].
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Subtractive Watermarking. Subtractive Watermarking works by removing
a small number of statements from the KB. The KB is then published without
these statements. This creates a pattern of “holes” in the KB, which we can
imagine like holes in a cheese. If this pattern of holes appears in another KB,
then the data has likely been taken from the source KB.

The main advantage of this approach is that it does not compromise the
precision of the data. It just removes statements. The Semantic Web is governed
by the Open World Assumption, which states that the absence of a statement
implies neither its truth nor its falsehood. Thus, the removal of a statement
does not influence the correctness of the data. It does influence its completeness,
though. As always, watermarking remains a trade-off between the quality of the
data and the ability to prove provenance.

We show in theoretical analyses that only a few hundred facts have to be
removed in order to protect the KB effectively from plagiarism. If this number
is slightly increased, then the method can work even if only part of the KB is
plagiarized [19]. Further information on watermarking KBs can be found on the
Web page of our project7.

7 Outlook

In this paper, we have summarized approaches that address challenges in the
mining, linking, and extension of knowledge bases (KBs). Research in these ar-
eas has made huge progress during the last decade. However, many challenges
remain. One issue is making those methods run at Web scale. Computers be-
come ever more powerful, but we also produce ever more data. Currently, the
growth rate of data outpaces the advancement rate of computers. Therefore,
new methods will have to be developed to extract information at scale, to inte-
grate it with existing information, and also to make use of large-scale semantic
data. It is not just the size of the data that poses a challenge, but also the dif-
ferent types of information that we encounter. Social media, such as Twitter,
Blogs, or Facebook, have seen a rise in recent years. The public parts of these
sources could be harvested for KBs. Finally, new applications for semantic data
will be explored. This includes its use in search, translation, decision making,
or education. Ultimately, our goal is to make computers ever more useful for
mankind.
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Abstract. Data cleaning is, in fact, a lively subject that has played an
important part in the history of data management and data analytics,
and it still is undergoing rapid development. Moreover, data cleaning
is considered as a main challenge in the era of big data, due to the
increasing volume, velocity and variety of data in many applications. This
paper aims to provide an overview of recent work in different aspects of
data cleaning: error detection methods, data repairing algorithms, and a
generalized data cleaning system. It also includes some discussion about
our efforts of data cleaning methods from the perspective of big data, in
terms of volume, velocity and variety.

1 Introduction

Real-life data is often dirty: Up to 30% of an organization’s data could be
dirty [2]. Dirty data is costly: It costs the US economy $3 trillion+ per year [1].
These highlight the importance of data quality management in businesses.

Data cleaning is the process of identifying and (possibly) fixing data errors.
In this paper, we will focus on discussing dependency based data cleaning tech-
niques, and our research attempts in each direction [5].

Error Detection. There has been a remarkable series of work to capture data
errors as violations using integrity constraints (ICs) [3, 9, 10, 18, 20, 21, 25, 27]
(see [17] for a survey). A violation is a set of data values such that when putting
together, they violate some ICs, thus considered to be wrong. However, ICs can-
not tell, in a violation, which values are correct or wrong, thus fall short of
guiding dependable data repairing. Fixing rules [30] are proposed recently that
can precisely capture which values are wrong, when enough evidence is given.

Data Repairing. Data repairing algorithms have been proposed [7,8,12–15,23,24,
26,28,31]. Heuristic methods are developed in [6,8,13,26], based on FDs [6,27],
FDs and INDs [8], CFDs [18], CFDs and MDs [23] and denial constraints [12].
Some works employ confidence values placed by users to guide a repairing pro-
cess [8, 13, 23] or use master data [24]. Statistical inference is studied in [28] to
derive missing values, and in [7] to find possible repairs. To ensure the accuracy
of generated repairs, [24,28,31] require to consult users. Efficient data repairing
algorithms using fixing rules have also been studied [30].

Data Cleaning Systems. Despite the increasing importance of data quality and
the rich theoretical and practical contributions in all aspects of data cleaning,

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 13–24, 2014.
c© Springer International Publishing Switzerland 2014
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name country capital city conf
r1: George China Beijing Beijing SIGMOD

r2: Ian China Shanghai Hongkong ICDE

(Beijing) (Shanghai)

r3: Peter China Tokyo Tokyo ICDE

(Japan)

r4: Mike Canada Toronto Toronto VLDB

(Ottawa)

Fig. 1. Database D: an instance of schema Travel

there is a lack of end-to-end off-the-shelf solution to (semi-)automate the de-
tection and the repairing of violations w.r.t. a set of heterogeneous and ad-hoc
quality constraints. Nadeef [14, 15] was presented as an extensible, general-
ized and easy-to-deploy data cleaning platform. Nadeef distinguishes between
a programming interface and a core to achieve generality and extensibility. The
programming interface allows the users to specify multiple types of data quality
rules, which uniformly define what is wrong with the data and (possibly) how to
repair it through writing code that implements predefined classes.

Organization. We describe error detection techniques in Section 2. We discuss
data repairing algorithms in Section 3. We present a commodity data cleaning
system, Nadeef, in Section 4, followed by open research issues in Section 5.

2 Dependency-Based Error Detection

In this section, we start by illustrating how integrity constraints work for error
detection. We then introduce fixing rules.

Example 1. Consider a database D of travel records for a research institute,
specified by the following schema:

Travel (name, country, capital, city, conf),

where a Travel tuple specifies a person, identified by name, who has traveled to
conference (conf), held at the city of the country with capital. One Travel instance
is shown in Fig. 1. All errors are highlighted and their correct values are given
between brackets. For instance, r2[capital] = Shanghai is wrong, whose correct
value is Beijing.

A variety of ICs have been used to capture errors in data, from traditional
constraints (e.g., functional and inclusion dependencies [8,10]) to their extensions
(e.g., conditional functional dependencies [18]).

Example 2. Suppose that a functional dependency (FD) is specified for the Travel
table as:

φ1: Travel ([country]→ [capital])
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country {capital−} capital+

ϕ1: China Shanghai Beijing

Hongkong

country {capital−} capital+

ϕ2: Canada Toronto Ottawa

Fig. 2. Example fixing rules

which states that country uniquely determines capital. One can verify that in
Fig. 1, the two tuples (r1, r2) violate φ1, since they have the same country but
carry different capital values, so do (r1, r3) and (r2, r3).

Example 2 shows that although ICs can detect errors (i.e., there must exist
errors in detected violations), it reveals two shortcomings of IC based error de-
tection: (i) it can neither judge which value is correct (e.g., t1[country] is correct),
nor which value is wrong (e.g., t2[capital] is wrong) in detected violations; and
(ii) it cannot ensure that consistent data is correct. For instance, t4 is consistent
with any tuple w.r.t. φ1, but t4 cannot be considered as correct.

Fixing Rules. Data cleaning is not magic; it cannot guess something from
nothing. What it does is to make decisions from evidence. Certain data patterns
of semantically related values can provide evidence to precisely capture and
rectify data errors. For example, when values (China, Shanghai) for attributes
(country, capital) appear in a tuple, it suffices to judge that the tuple is about
China, and Shanghai should be Beijing, the capital of China. In contrast, the
values (China, Tokyo) are not enough to decide which value is wrong.

Motivated by the observation above, fixing rules were introduced [30]. A fixing
rule contains an evidence pattern, a set of negative patterns, and a fact value.
Given a tuple, the evidence pattern and the negative patterns of a fixing rule
are combined to precisely tell which attribute is wrong, and the fact indicates
how to correct it.

Example 3. Figure 2 shows two fixing rules. The brackets mean that the corre-
sponding cell is multivalued.

For the first fixing rule ϕ1, its evidence pattern, negative patterns and the fact
are China, {Shanghai, Hongkong}, and Beijing, respectively. It states that for
a tuple t, if its country is China and its capital is either Shanghai or Hongkong,
capital should be updated to Beijing. For instance, consider the database in
Fig. 1. Rule ϕ1 detects that r2[capital] is wrong, since r2[country] is China, but
r2[capital] is Shanghai. It will then update r2[capital] to Beijing.

Similarly, the second fixing rule ϕ2 states that for a tuple t, if its country
is Canada, but its capital is Toronto, then its capital is wrong and should be
Ottawa. It detects that r4[capital] is wrong, and then will correct it to Ottawa.

After applying ϕ1 and ϕ2, two errors, r2[capital] and r4[capital], can be re-
paired.

Notation. Consider a schema R defined over a set of attributes, denoted by
attr(R). We use A ∈ R to denote that A is an attribute in attr(R). For each
attribute A ∈ R, its domain is specified in R, denoted as dom(A).
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Syntax. A fixing rule ϕ defined on a schema R is formalized as
((X, tp[X ]), (B, T−

p [B]))→ t+p [B] where

1. X is a set of attributes in attr(R), and B is an attribute in attr(R) \X (i.e.,
B is not in X);

2. tp[X ] is a pattern with attributes in X , referred to as the evidence pattern
on X , and for each A ∈ X , tp[A] is a constant value in dom(A);

3. T−
p [B] is a finite set of constants in dom(B), referred to as the negative

patterns of B; and
4. t+p [B] is a constant value in dom(B) \ T−

p [B], referred to as the fact of B.

Intuitively, the evidence pattern tp[X ] of X , together with the negative pat-
terns T−

p [B] impose the condition to determine whether a tuple contains an error
on B. The fact t+p [B] in turn indicates how to correct this error.

Note that condition (4) enforces that the correct value (i.e., the fact) is dif-
ferent from known wrong values (i.e., negative patterns) relative to a specific
evidence pattern.

We say that a tuple t ofRmatches a rule ϕ : ((X, tp[X ]), (B, T−
p [B]))→ t+p [B],

denoted by t 	 ϕ, if (i) t[X ] = tp[X ] and (ii) t[B] ∈ T−
p [B]. In other words, tuple

t matches rule ϕ indicates that ϕ can identify errors in t.

Example 4. Consider the fixing rules in Fig. 2. They can be formally expressed
as follows:

ϕ1: (([country], [China]), (capital, {Shanghai, Hongkong})) → Beijing
ϕ2: (([country], [Canada]), (capital, {Toronto}))→ Ottawa

In both ϕ1 and ϕ2, X consists of country and B is capital. Here, ϕ1

states that, if the country of a tuple is China and its capital value is in
{Shanghai, Hongkong}, its capital value is wrong and should be updated to
Beijing. Similarly for ϕ2.

Consider D in Fig. 1. Tuple r1 does not match rule ϕ1, since
r1[country] = China but r1[capital] 
∈ {Shanghai, Hongkong}. As an-
other example, tuple r2 matches rule ϕ1, since r2[country] = China, and
r2[capital] ∈{Shanghai, Hongkong}. Similarly, we have r4 matches ϕ2.

Semantics. We next give the semantics of fixing rules.
We say that a fixing rule ϕ is applied to a tuple t, denoted by t→ϕ t′, if (i) t

matches ϕ (i.e., t 	 ϕ), and (ii) t′ is obtained by the update t[B] := t+p [B].
That is, if t[X ] agrees with tp[X ], and t[B] appears in the set T−

p [B], then we
assign t+p [B] to t[B]. Intuitively, if t[X ] matches tp[X ] and t[B] matches some
value in T−

p [B], it is evident to judge that t[B] is wrong and we can use the fact
t+p [B] to update t[B]. This yields an updated tuple t′ with t′[B] = t+p [B] and
t′[R \ {B}] = t[R \ {B}].
Example 5. As shown in Example 3, we can correct r2 by applying rule ϕ1. As
a result, r2[capital] is changed from Shanghai to Beijing, i.e., r2 →ϕ1 r

′
2 where

r′2[capital] = Beijing and the other attributes of r′2 remain unchanged.
Similarly, we have r4→ϕ2r

′
4 where the only updated attribute value is

r′4[capital] = Ottawa.
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Fundamental problems associated with fixing rules have been studied [30].

Termination. The termination problem is to determine whether a rule-based
process will stop. We have verified that applying fixing rules can ensure the
process will terminate.

Consistency. The consistency problem is to determine, given a set Σ of fixing
rules defined on R, whether Σ is consistent.

Theorem 1. The consistency problem of fixing rules is PTIME.

We prove Theorem 1 by providing a PTIME algorithm for determining if a
set of fixing rules is consistent in [30].

Implication. The implication problem is to decide, given a set Σ of consistent
fixing rules, and another fixing rule ϕ, whether Σ implies ϕ.

Theorem 2. The implication problem of fixing rules is coNP-complete. It is
down to PTIME when the relation schema R is fixed.

Please refer to [30] for a proof.

Determinism. The determinism problem asks whether all terminating cleaning
processes end up with the same repair.

From the definition of consistency of fixing rules, it is trivial to get that, if a
set Σ of fixing rules is consistent, for any t of R, applying Σ to t will terminate,
and the updated t′ is deterministic (i.e., a unique result).

3 Data Repairing Algorithms

In this section, we will discuss several classes of data repairing solutions. We
will start by the most-studied problem: computing a consistent database (Sec-
tioin 3.1). We then discuss user guided repairing (Section 3.2) and repairing data
with precomputed confidence values (Section 3.3). We will end up this section
with introducing the data repairing with fixing rules (Section 3.4).

3.1 Heuristic Algorithms

A number of recent research [4,8,12] have investigated the data cleaning problem
introduced in [3]: repairing is to find another database that is consistent and
minimally differs from the original database. They compute a consistent database
by using different cost functions for value updates and various heuristics to guide
data repairing.

For instance, consider Example 2. They can change r2[capital] from Shanghai

to Beijing, and r3[capital] from Tokyo to Beijing, which requires two changes.
One may verify that this is a repair with the minimum cost of two up-
dates. Though these changes correct the error in r2[capital], they do not rectify
r3[country]. Worse still, they mess up the correct value in r3[capital].
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country capital
s1: China Beijing

s2: Canada Ottawa

s3: Japan Tokyo

Fig. 3. Data Dm of schema Cap

3.2 User Guidance

It is known that heuristic based solutions might introduce data errors [22]. In
order to ensure that a repair is dependable, users are involved in the process of
data repairing [22, 29, 31].

Consider a recent work [24] that uses editing rules and master data. Figure 3
shows a master data Dm of schema Cap (country, capital), which is considered to
be correct. An editing rule eR1 defined on two relations (Travel,Cap) is:

eR1 : ((country, country)→ (capital, capital), tp1[country] = ())

Rule eR1 states that: for any tuple r in a Travel table, if r[country] is correct
and it matches s[country] from a Cap table, we can update r[capital] with the
value s[capital] from Cap. For instance, to repair r2 in Fig. 1, the users need to
ensure that r2[country] is correct, and then match r2[country] and s1[country] in
the master data, so as to update r2[capital] to s1[capital]. It proceeds similarly
for the other tuples.

3.3 Value Confidence

Instead of interacting with users to ensure the correctness of some values or
to rectify some data, some work employs pre-computed or placed confidence
values to guide a repairing process [8, 13, 23]. The intuition is that the values
with high confidence values should not be changed, and the values with low
confidence values are mostly probably to be wrong and thus should be changed.
These information about confidence values will be taken into consideration by
modifying algorithms e.g., those in Section 3.1.

3.4 Fixing Rules

There are two data repairing algorithms using fixing rules that are introduced in
Section 2. Readers can find the details of these algorithms in [30]. In this paper,
we will give an example about how they work.

Example 6. Consider Travel data D in Fig. 1, rules ϕ1, ϕ2 in Fig 2, and the
following two rules.

ϕ3: (([capital, city, conf], [Tokyo, Tokyo, ICDE]), (country, {China}))→ Japan

ϕ4: (([capital, conf], [Beijing, ICDE]), (city, {Hongkong}) → Shanghai
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pkeyp plistp

country, China → ϕ1 X
country, Canada → ϕ2 X
conf, ICDE → ϕ3, ϕ4 X
capital, Tokyo → ϕ3 X
city, Tokyo → ϕ3 X
capital, Beijing → ϕ4 X

(a) Inverted listsX

r1: Γ = {ϕ1}, c(ϕ1) = 1

itr1: r′1 = r1, Γ = ∅

r2: Γ={ϕ1}, c(ϕ1, ϕ3, ϕ4)=1;

itr1: r′2[capital]= Beijing

c(ϕ3)=1, c(ϕ4)=2, Γ={ϕ4};
itr2: r′2[city]= Shanghai , Γ = ∅

r3: Γ={ϕ3}, c(ϕ3)=3;

itr1: r′3[country]= Japan , Γ = ∅

r4: Γ={ϕ2}, c(ϕ2)=1;

itr1: r′4[capital]= Ottawa , Γ = ∅

Fig. 4. A running example

Rule ϕ3 states that: for t in relation Travel, if the conf is ICDE, held at city
Tokyo and capital Tokyo, but the country is China, its country should be updated
to Japan.

Rule ϕ4 states that: for t in relation Travel, if the conf is ICDE, held at
some country whose capital is Beijing, but the city is Hongkong, its city should
be Shanghai. This holds since ICDE was held in China only once at 2009, in
Shanghai but never in Hongkong.

Before giving a running example, we shall pause and introduce some indices,
which is important to understand the algorithm.

Inverted Lists. Each inverted list is a mapping from a key to a set Υ of fixing
rules. Each key is a pair (A, a) where A is an attribute and a is a constant value.
Each fixing rule ϕ in the set Υ satisfies A ∈ Xϕ and tp[A] = a.

For example, an inverted list w.r.t. ϕ1 in Example 4 is as:

country, China → ϕ1

Intuitively, when the country of some tuple is China, this inverted list will
help to identify that ϕ1 might be applicable.

Hash Counters. It uses a hash map to maintain a counter for each rule. More
concretely, for each rule ϕ, the counter c(ϕ) is a nonnegative integer, denoting
the number of attributes that a tuple agrees with tp[Xϕ].

For example, consider ϕ1 in Example 4 and r2 in Fig. 1. We have c(ϕ1) = 1
w.r.t. tuple r2, since both r2[country] and tp1 [country] are China. As another ex-
ample, consider r4 in Fig. 1, we have c(ϕ1) = 0 w.r.t. tuple r4, since r4[country] =
Canada but tp1 [country] = China.

Given the four fixing rules ϕ1–ϕ4, the corresponding inverted lists are given
in Fig. 4(a). For instance, the third key (conf, ICDE) links to rules ϕ3 and ϕ4,
since conf ∈ Xϕ3 (i.e., {capital, city, conf}) and tp3 [conf] = ICDE; and moreover,
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conf ∈ Xϕ4 (i.e., {capital, conf}) and tp4 [conf] = ICDE. The other inverted lists
are built similarly.

Now we show how the algorithm works over tuples r1 to r4, which is also
depicted in Fig. 4. Here, we highlight these tuples in two colors, where the green
color means that the tuple is clean (i.e., r1), while the red color represents the
tuples containing errors (i.e., r2, r3 and r4).

r1: It initializes and finds that ϕ1 may be applied, maintained in Γ . In the first

iteration, it finds that ϕ1 cannot be applied, since r1[capital] is Beijing, which is
not in the negative patterns {Shanghai, Hongkong} of ϕ1. Also, no other rules
can be applied. It terminates with tuple r1 unchanged. Actually, r1 is a clean
tuple.

r2: It initializes and finds that ϕ1 might be applied. In the first iteration, rule
ϕ1 is applied to r2 and updates r2[capital] to Beijing. Consequently, it uses
inverted lists to increase the counter of ϕ4 and finds that ϕ4 might be used. In
the second iteration, rule ϕ1 is applied and updates r2[city] to Shanghai. It then
terminates since no other rules can be applied.

r3: It initializes and finds that ϕ3 might be applied. In the first iteration, rule
ϕ3 is applied and updates r3[coutry] to Japan. It then terminates, since no more
applicable rules.

r4: It initializes and finds that ϕ2 might be applied. In the first iteration, rule
ϕ2 is applied and updates r4[capital] to Ottawa. It will then terminate.

At this point, we see that all the fours errors shown in Fig. 1 have been
corrected, as highlighted in Fig. 4.

4 NADEEF: A Commodity Data Cleaning Systems

Despite the need of high quality data, there is no end-to-end off-the-shelf solution
to (semi-)automate error detection and correction w.r.t. a set of heterogeneous
and ad-hoc quality rules. In particular, there is no commodity platform simi-
lar to general purpose DBMSs that can be easily customized and deployed to
solve application-specific data quality problems. Although there exist more ex-
pressive logical forms (e.g., first-order logic) to cover a large group of quality
rules, e.g., CFDs, MDs or denial constraints, the main problem for designing an
effective holistic algorithm for these rules is the lack of dynamic semantics, i.e.,
alternative ways about how to repair data errors. Most of these existing rules
only have static semantics, i.e., what data is erroneous.

Emerging data quality applications place the following challenges in building
a commodity data cleaning system.

Heterogeneity: Business and dependency theory based quality rules are
expressed in a large variety of formats and languages from rigorous expressions
(e.g., functional dependencies), to plain natural language rules enforced by
code embedded in the application logic itself (as in many practical scenarios).
Such diversified semantics hinders the creation of one uniform system to accept
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Fig. 5. Architecture of Nadeef

heterogeneous quality rules and to enforce them on the data within the same
framework.

Interdependency: Data cleaning algorithms are normally designed for one spe-
cific type of rules. [23] shows that interacting two types of quality rules (CFDs

and MDs) may produce higher quality repairs than treating them independently.
However, the problem related to the interaction of more diversified types of rules
is far from being solved. One promising way to help solve this problem is to pro-
vide unified formats to represent not only the static semantics of various rules
(i.e., what is wrong), but also their dynamic semantics (i.e., alternative ways to
fix the wrong data).

Deployment and Extensibility: Although many algorithms and techniques
have been proposed for data cleaning [8,23,31], it is difficult to download one of
them and run it on the data at hand without tedious customization. Adding to
this difficulty is when users define new types of quality rules, or want to extend
an existing system with their own implementation of cleaning solutions.

Metadata Management and Data Custodians:Data is not born an orphan.
Real customers have little trust in the machines to mess with the data without
human consultation. Several attempts have tackled the problem of including
humans in the loop (e.g., [24, 29, 31]). However, they only provide users with
information in restrictive formats. In practice, the users need to understand much
more meta-information e.g., summarization or samples of data errors, lineage of
data changes, and possible data repairs, before they can effectively guide any
data cleaning process.

Nadeef1 is a prototype for an extensible and easy-to-deploy cleaning system
that leverages the separability of two main tasks: (1) isolating rule specification
that uniformly defines what is wrong and (possibly) how to fix it; and (2) devel-
oping a core that holistically applies these routines to handle the detection and
cleaning of data errors.

1 https://github.com/Qatar-Computing-Research-Institute/NADEEF

https://github.com/Qatar-Computing-Research-Institute/NADEEF
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4.1 Architecture Overview

Figure 5 depicts of the architecture of Nadeef. It contains three components:
(1) the Rule Collector gathers user-specified quality rules; (2) the Core com-
ponent uses a rule compiler to compile heterogeneous rules into homogeneous
constructs that allow the development of default holistic data cleaning algo-
rithms; and (3) the Metadata management and Data quality dashboard modules
are concerned with maintaining and querying various metadata for data errors
and their possible fixes. The dashboard allows domain experts and users to easily
interact with the system.

Rule Collector. It collects user-specified data quality rules such as ETL rules,
CFDs (FDs), MDs, deduplication rules, and other customized rules.

Core. The core contains three components: rule compiler, violation detection
and data repairing.

(i) Rule Compiler. This module compiles all heterogeneous rules and manages
them in a unified format.

(ii) Violation Detection. This module takes the data and the compiled rules as
input, and computes a set of data errors.

(iii) Data Repairing. This module encapsulates holistic repairing algorithms that
take violations as input, and computes a set of data repairs, while (by default)
targeting the minimization of some pre-defined cost metric. This module may in-
teract with domain experts through the data quality dashboard to achieve higher
quality repairs.

For more details of Nadeef, please refer to the work [14].

4.2 Entity Resolution Extension

Entity resolution (ER), the process of identifying and eventually merging records
that refer to the same real-world entities, is an important and long-standing
problem. Nadeef/Er [16] was an extension of Nadeef as a generic and in-
teractive entity resolution system, which is built as an extension over Nadeef.
Nadeef/Er provides a rich programming interface for manipulating entities,
which allows generic, efficient and extensible ER. Nadeef/Er offers the fol-
lowing features: (1) Easy specification – Users can easily define ER rules with
a browser-based specification, which will then be automatically transformed to
various functions, treated as black-boxes by Nadeef; (2) Generality and extensi-
bility – Users can customize their ER rules by refining and fine-tuning the above
functions to achieve both effective and efficient ER solutions; (3) Interactivity –
Nadeef/Er [16] extends the existing Nadeef [15] dashboard with summariza-
tion and clustering techniques to facilitate understanding problems faced by the
ER process as well as to allow users to influence resolution decisions.

4.3 High-Volume Data

In order to be scalable, Nadeef has native support for three databases, Post-
greSQL, mySQL, and DerbyDB. However, to achieve high performance for
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high-volume data, a single machine is not enough. To this purpose, we have
also built Nadeef on top of Spark2, which is transparent to end users. In other
words, users only need to implement Nadeef programming interfaces in log-
ical level. Nadeef will be responsible to translate and execute user provided
functions on top of Spark.

4.4 High-Velocity Data

In order to deal with high-velocity data, we have also designed new Nadeef
interfaces for incremental processing of streaming data. By implementing these
new functions, Nadeef can maximally avoid repeated comparison of existing
data, hence is able to process data in high-velocity.

5 Open Issues

Data cleaning is, in general, a hard problem. There are many issues to be ad-
dressed or improved to meet practical needs.

Tool Selection. Given a database and a wide range of data cleaning tools
(e.g., FD-, DC- or statistical-based methods), the first challenging question is
which tool to pick for the given specific task.

Rule Discovery. Although several discovery algorithms [11, 19] have been de-
veloped for e.g., CFDs or DCs, rules discovered by automatic algorithms are far
from clean themselves. Hence, often times, manually selecting/cleaning thou-
sands of discovered rules is a must, yet a difficult process.

Usability. In fact, usability has been identified as an important feature of data
management, since it is challenging for humans to interact with machines. This
problem is harder when comes to the specific topic of data cleaning, since given
detected errors, there is normally no evidence that which values are correct and
which are wrong, even for humans. Hence, more efforts should be put to usability
of data cleaning systems so as to effectively involve users as first-class citizens.
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with Wavelets and Bayesian Networks �

Xiaokui Xiao

Nanyang Technological University, Singapore
xkxiao@ntu.edu.sg

Abstract. Privacy-preserving data publishing is an important problem that has
been the focus of extensive study. The state-of-the-art privacy model for this
problem is differential privacy, which offers a strong degree of privacy protec-
tion without making restrictive assumptions about the adversary. In this paper,
we review two methods, Privelet and PrivBayes, for improving utility in dif-
ferentially private data publishing. Privelet utilizes wavelet transforms to ensure
that any range-count query can be answered with noise variance that is polylog-
arithmic to the size of the input data domain. Meanwhile, PrivBayes employs
Bayesian networks to publish high-dimensional datasets without incurring pro-
hibitive computation overheads or excessive noise injection.

Keywords: Data publishing, Differential privacy, Wavelet, Bayesian network.

1 Introduction

The advancement of information technologies has made it never easier for various or-
ganizations (e.g., hospitals, bus companies, census bureaus) to create large repositories
of user data (e.g., patient data, passenger commute data, census data). Such data repos-
itories are of tremendous research value. For example, statistical analysis of patient
data can help evaluate health risks and develop new treatments; passenger commute
data provides invaluable insights into the effectiveness of transportation systems; cen-
sus data is an essential source of information for demographic research. Despite of the
research value of data, they are seldom available for public accesses, due to concerns
over individual privacy. A common practice to address this issue is to anonymize the
data by removing all personal identifiers (such as names and IDs). Nevertheless, re-
cent research [2–4, 11–14, 16] has shown that eliminating personal identifiers alone is
insufficient for privacy protection, since the remaining attributes in the data may still
be exploited to re-identify an individual. This has motivated numerous data publishing
techniques (see [1, 7, 9] for surveys) that aim to provide better privacy protection based
on formal models of privacy requirements.

Differential privacy [8] is the state-of-the-art privacy model for data publishing. In-
formally, it requires that a sensitive dataset T should be modified using a randomized
algorithm G with the following property: Even if we arbitrarily change one tuple in T
and then feed the modified data as input to G, the output of G should still be more or

� Material based on [17] and [18] appearing in TKDE and SIGMOD’14, respectively.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 25–35, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. Illustration of Definition 1

less the same with the case when the original T is the input. In other words, the output
of G should only rely on the general properties of the input data, and should not be very
sensitive to any particular tuple. This ensures that, when an adversary observes the data
modified by G, he would not be able to infer much about any individual tuple in the
original data, i.e., privacy is preserved.

Meanwhile, the data generated fromG can still be useful, as long as the modification
imposed byG does not significantly change the statistical properties of the original data.
The design of such an algorithmG, however, is often highly non-trivial due to stringent
requirements of differential privacy and the inherent complexity of the input/output
data. In what follows, we first formalize the concept of differential privacy, and then
demonstrate how we may utilize wavelet transforms and Bayesian networks to improve
the utility of data released under differential privacy.

2 Differential Privacy

We say that two datasets are neighboring, if they have the same cardinality and they
differ in only one tuple. The formal definition of differential privacy is as follows:

Definition 1 (εεε-Differential Privacy [8]). A randomized algorithm G satisfies ε-
differential privacy, if for any two neighboring datasets T1 and T2 and for any output O
of G, we have

Pr {G(T1) = O} ≤ eε ·Pr {G(T2) = O} . �

Note that ε is a user-specified parameter that controls the degree of privacy protection;
a smaller ε leads to stronger privacy assurance. Figure 1 illustrates Definition 1.

The Laplace mechanism [8] is the most fundamental mechanism for achieving dif-
ferential privacy. To explain, consider that we have a non-private algorithm F whose
output is a set of numeric values. Given F , the Laplace mechanism can transform F
into a differentially private algorithm, by adding i.i.d. noise (denoted as η) into each
output value of F . The noise η is sampled from a Laplace distribution Lap(λ) with the
following pdf: Pr[η = x] = 1

2λe
−|x|/λ. We refer to λ as the magnitude of the Laplace

noise.
Dwork et al. [8] prove that the Laplace mechanism ensures ε-differential privacy if

λ ≥ S(F )/ε, where S(F ) is the sensitivity of F :
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Definition 2 (Sensitivity [8]). Let F be a function that maps a dataset into a fixed-size
vector of real numbers. The sensitivity of F is defined as

S(F ) = max
T1,T2

‖F (T1)− F (T2)‖1 , (1)

where ‖·‖1 denotes the L1 norm, and T1 and T2 are any two neighboring datasets.

Intuitively, S(F ) measures the maximum possible change in F ’s output when we
modify one arbitrary tuple in F ’s input. A large S(F) indicates that F may reveal sig-
nificant information about a certain tuple, in which case we should inject a large amount
of noise into F ’s output to protect privacy. This explains why the Laplace mechanism
sets the standard deviation of the noise proportional to S(F )/ε.

3 Differentially Private Data Publishing: A First-Cut Solution

Suppose that we are to publish a relational table T that contains d attributes
A1, A2, . . . , Ad, each of which is discrete and ordered. We define n as the number of
tuples in T , and m as the size of the multi-dimensional domain on which T is defined,
i.e., m =

∏d
i=1 |Ai|.

To releaseT under ε-differential privacy, we can first transformT into a d-dimensional
frequency matrix M with m entries, such that (i) the i-th (i ∈ [1, d]) dimension of
M is indexed by the values of Ai, and (ii) the entry in M with a coordinate vector
〈x1, x2, . . . , xd〉 stores the number of tuples t in T such that t = 〈x1, x2, . . . , xd〉. (Note:
M can be regarded as the lowest level of the data cube of T .)

Notice that if we modify a tuple in T , then (i) at most two entries in the frequency
matrix M will change, and (ii) each of those two entries will change by 1. Therefore,
if we regard M as the output of a function, then by Definition 2, the sensitivity of the
function equals 2. Hence, using the Laplace mechanism, we can ensure ε-differential
privacy by adding Laplace noise Lap(2/ε) into each entry of M .

The above noise injection approach is simple, but it fails to provide accurate results
for aggregate queries. Specifically, if we answer a range-count query using a noisy fre-
quency matrix M∗ generated with the aforementioned approach, then the noise in the
query result has a variance Θ(m/ε2) in the worst case. This is because (i) each en-
try in M∗ has a noise variance 8/ε2 (by the pdf of Lap(2/ε)), and (ii) a range-count
query may cover up to m entries in M∗. Note that m is typically an enormous num-
ber, as practical datasets often contain multiple attributes with large domains. Hence,
a Θ(m/ε2) noise variance can render the query result meaningless, especially when
the original result is small. In Section 4, we address this problem by utilizing wavelet
transforms [5, 15].

4 Differential Privacy via Wavelets

This section introduces Privelet (privacy preserving wavelet), a data publishing tech-
nique that not only ensures ε-differential privacy, but also provides accurate results for
all range-count queries. In particular, Privelet guarantees that any range-count query
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Fig. 2. One-Dimensional Haar Wavelet Transform

can be answered with a noise whose variance is polylogarithmic in m. This signifi-
cantly improves over the O(m) noise variance bound provided by the first-cut solution
in Section 3.

Overview. At a high level, Privelet works in two steps as follows. First, it derives the
frequency matrix M of the input table T , and then applies a wavelet transform on the
frequency matrix M . Generally speaking, a wavelet transform is an invertible linear
function, i.e., it maps M to another matrix C, such that (i) each entry in C is a linear
combination of the entries in M , and (ii) M can be losslessly reconstructed from C.
The entries in C are referred to as the wavelet coefficients. Second, Privelet adds an in-
dependent Laplace noise to each wavelet coefficient in a way that ensures ε-differential
privacy. This results in a new matrix C∗ with noisy coefficients. Finally, Privelet maps
C∗ back to a noisy frequency matrix M∗, which is returned as the output.

In the following, we clarify the details of Privelet. We first focus on the case when
T has only one attribute (i.e., M is a one-dimensional matrix), and introduce the one-
dimensional Haar wavelet transform (HWT). After that, we explain how this wavelet
transform can be incorporated in Privelet. Finally, we clarify how our solution can be
extended to the case when T is multi-dimensional.

One-Dimensional HWT. For ease of exposition, we assume that the number m of
entries in M equals 2l (l ∈ N) – this can be ensured by inserting dummy values into
M [15]. Given M , the one-dimensional HWT converts it into 2l wavelet coefficients as
follows. First, it constructs a full binary tree R with 2l leaves, such that the i-th leaf of
R equals the i-th entry in M (i ∈ [1, 2l]). It then generates a wavelet coefficient c for
each internal node N in R, such that c = (a1 − a2)/2, where a1 (a2) is the average
value of the leaves in the left (right) subtree of N . After all internal nodes in R are
processed, an additional coefficient (referred to as the base coefficient) is produced by
taking the mean of all leaves in R. For convenience, we refer to R as the decomposition
tree of M , and slightly abuse notation by not distinguishing between an internal node
in R and the wavelet coefficient generated for the node.

Example 1. Figure 2 illustrates an HWT on a one-dimensional frequency matrix M
with 8 entries v1, . . . , v8. Each number in a circle (square) shows the value of a wavelet
coefficient (an entry in M ). The base coefficient c0 equals the mean 5.5 of the entries
in M . The coefficient c1 has a value −0.5, because (i) the average value of the leaves
in its left (right) subtree equals 5 (6), and (ii) (5− 6)/2 = −0.5. �
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Given the Haar wavelet coefficients of M , any entry v in M can be easily recon-
structed. Let c0 be the base coefficient, and ci (i ∈ [1, l]) be the ancestor of v at level i
of the decomposition tree R (we regard the root of R as level 1). We have

v = c0 +

l∑
i=1

(gi · ci) , (2)

where gi equals 1 (−1) if v is in the left (right) subtree of ci.

Example 2. In the decomposition tree in Figure 2, the leaf v2 has three ancestors c1 =
−0.5, c2 = 1, and c4 = 3. Note that v2 is in the right (left) subtree of c4 (c1 and c2),
and the base coefficient c0 equals 5.5. We have v2 = 3 = c0 + c1 + c2 − c4. �

Privelet with 1D HWT. Privelet with the one-dimensional HWT follows the three-step
paradigm mentioned previously. Given a parameter λ and a table T with a single or-
dinal attribute, Privelet first computes the Haar wavelet coefficients of the frequency
matrix M of T . It then adds to each coefficient c a random Laplace noise with magni-
tude λ/WHaar(c), where WHaar is a weight function defined as follows: For the base
coefficient c, WHaar(c) = m; for a coefficient ci at level i of the decomposition tree,
WHaar(ci) = 2l−i+1. For example, given the wavelet coefficients in Figure 2, WHaar

would assign weights 8, 8, 4, 2 to c0, c1, c2, and c4, respectively. After the noisy wavelet
coefficients are computed, Privelet converts them back to a noisy frequency matrix M∗

based on Equation 2, and then terminates by returning M∗.
By the properties of the Laplace mechanism [8], it can be proved that the above

version of Privelet ensures ε-differential privacy with ε = 2(1 + log2m)/λ, where
λ is the input parameter [17]. In addition, it also provides strong utility guarantee for
range-count queries, as shown in the following lemma.

Lemma 1 ([17]). Let C be a set of one-dimensional Haar wavelet coefficients such
that each coefficient c ∈ C is injected independent noise with a variance at most
(σ/WHaar(c))

2. Let M∗ be the noisy frequency matrix reconstructed from C. For any
range-count query answered using M∗, the variance of noise in the answer is at most
(2 + log2 |M∗|)/2 · σ2.

By Lemma 1, Privelet achieves ε-differential privacy while ensuring that the result
of any range-count query has a noise variance bounded by

(2 + log2m) · (2 + 2 log2m)2/ε2 = O
(
(log2m)3/ε2

)
(3)

In contrast, under the same privacy requirement, the first-cut solution in Section 3 incurs
a noise variance of O(m/ε2) in query answers.

Finally, we point out that Privelet with the one-dimensional HWT has an O(n+m)
time complexity for construction. This follows from the facts that (i) mapping T to M
takes O(m+n) time, (ii) convertingM to and from the Haar wavelet coefficients incur
O(m) overhead [15], and (iii) adding Laplace noise to the coefficients takesO(m) time.

Extension to Multi-dimensional Datasets. For the case when M is a multi-
dimensional matrix, we apply the multi-dimensional Haar wavelet transform [15] on
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M , and then inject noise into the wavelet coefficients in a manner similar to the one-
dimensional case [17]. After that, we obtain a noisy matrix M∗ from the noisy coef-
ficients, by applying the inverse multi-dimensional Haar wavelet transform. It can be
proved that, by any range-count query answered using M∗, its noise variance is at most
O((logm)d/ε2). In addition, the time complexity of the solution is O(n+m).

5 Differential Privacy via Bayesian Networks

The Privelet approach in Section 4 suffers from the curse of dimensionality. In particu-
lar, it requires converting the input table T into a frequency matrix M whose number of
entries is exponential to the number d of attributes in T – this incurs prohibitive over-
heads even when d is moderate. In addition, its noise variance bound (for range-count
query results) is O((logm)d/ε2), which also increases exponentially with d. In fact,
these deficiencies are not unique to Privelet: most existing techniques for differentially
private data publishing require materializingM , and they provide poor data utility when
d is large.

We propose to circumvent the curse of dimensionality as follows: We first approxi-
mate the high-dimensional data distribution in T with a set of low-dimensional distribu-
tions, and then inject noise into the low-dimensional distributions for privacy protection;
after that, we use the modified distributions to reconstruct a high-dimensional dataset
T ∗, and then publish T ∗. This approach improves data utility since it performs noise in-
jection on low-dimensional data (instead of T ), which is much less susceptible to noise
injection. The core of our approach is an algorithm that utilizes Bayesian networks [10]
to obtain low-dimensional approximations of high-dimensional data. In the following,
we first introduce Bayesian networks, and then clarify our approach.

Bayesian Networks. Let A be the set of attributes in T , and d be the size of A. A
Bayesian network on A is a way to compactly describe the (probability) distribution of
the attributes in terms of other attributes. Formally, a Bayesian network is a directed
acyclic graph (DAG) that (i) represents each attribute in A as a node, and (ii) models
conditional independence among attributes in A using directed edges. As an example,
Figure 3 shows a Bayesian network over a set A of five attributes, namely, age, educa-
tion, workclass, title, and income. For any two attributes X,Y ∈ A, there exist three
possibilities for the relationship between X and Y :

Case 1: Direct Dependence. There is an edge between X and Y , say, from Y to X .
This indicates that for any tuple in T , its distribution on X is determined (in part) by its
value on Y . We define Y as a parent of X , and refer to the set of all parents of X as its
parent set. For example, in Figure 3, the edge from workclass to income indicates that
the income distribution depends on the type of job (and also on title).

Case 2: Weak Conditional Independence. There is a path (but no edge) between Y and
X . Assume without loss of generality that the path goes from Y to X . Then, X and Y
are conditionally independent given X’s parent set. For instance, in Figure 3, there is
a two-hop path from age to income, and the parent set of income is {workclass, title}.
This indicates that, given workclass and job title of an individual, her income and age
are conditionally independent.
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Fig. 3. A Bayesian network N1 over five attributes

Table 1. The attribute-parent pairs in N1

i Xi Πi

1 age ∅
2 education {age}
3 workclass {age}
4 title {age, education, workclass}
5 income {workclass, title}

Case 3: Strong Conditional Independence. There is no path between Y and X . Then,
X and Y are conditionally independent given any of X’s and Y ’s parent sets.

Formally, a Bayesian networkN overA is defined as a set of d attribute-parent (AP)
pairs, (X1, Π1), . . . , (Xd, Πd), such that

1. Each Xi is a unique attribute in A;
2. Each Πi is a subset of the attributes in A \ {Xi}. We say that Πi is the parent set of
Xi in N ;
3. For any 1 ≤ i < j ≤ d, we have Xj /∈ Πi , i.e., there is no edge from Xj to Xi in
N . This ensures that the network is acyclic, namely, it is a DAG.

We define the degree of N as the maximum size of any parent set Πi in N . For
example, Table 1 shows the AP pairs in the Bayesian network N1 in Figure 3; N1’s
degree equals 3, since the parent set of any attribute in N1 has a size at most three.

Let Pr[A] denote the full distribution of tuples in database T . The d AP pairs
in N essentially define a way to approximate Pr[A] with d conditional distributions
Pr[X1 | Π1],Pr[X2 | Π2], . . . ,Pr[Xd | Πd]. In particular, under the assumption that
any Xi and any Xj /∈ Πi are conditionally independent given Πi, we have

Pr[A] = Pr[X1, X2, . . . , Xd]

= Pr[X1] · Pr[X2 | X1] · Pr[X3 | X1, X2] . . .Pr[Xd | X1, . . . Xd−1]

=

d∏
i=1

Pr[Xi | Πi]. (4)

Let PrN [A] =
∏d

i=1 Pr[Xi | Πi] be the above approximation of Pr[A] defined by
N . Intuitively, if N accurately captures the conditional independence among the at-
tributes in A, then PrN [A] would be a good approximation of Pr[A]. In addition, if the
degree of N is small, then the computation of PrN [A] is relatively simple as it requires
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only d low-dimensional distributions Pr[X1 | Π1],Pr[X2 | Π2], . . . ,Pr[Xd | Πd].
Low-degree Bayesian networks are the core of our solution to release high-dimensional
data.

Solution Overview. Our solution for releasing a high-dimensional data T under ε-
differential privacy, dubbed PrivBayes, runs in three phases:

1. Construct a k-degree Bayesian network N over the attributes in T , using an (ε/2)-
differentially private method. (k is a small value that can be chosen automatically by
PrivBayes.)
2. Use an (ε/2)-differentially private algorithm to generate a set of conditional distribu-
tions of T , such that for each AP pair (Xi, Πi) inN , we have a noisy version of the con-
ditional distribution Pr[Xi | Πi]. (We denote this noisy distribution as Pr∗[Xi | Πi].)
3. Use the Bayesian network N (constructed in the first phase) and the d noisy condi-
tional distributions (constructed in the second phase) to derive an approximate distri-
bution of the tuples in T , and then sample tuples from the approximate distribution to
generate a synthetic dataset T ∗.

In short, PrivBayes utilizes a low-degree Bayesian networkN to generate a synthetic
dataset T ∗ that approximates the high dimensional input data T . The construction of
N is highly non-trivial, as it requires carefully selecting AP pairs and the value of k
to derive a close approximation of T without violating differential privacy. Interested
readers are refer to [18] for the details of the algorithm for PrivBayes’s first phase. In
the following, we provide the details of the second and third phases of PrivBayes.

Generation of Noisy Conditional Distributions. Suppose that we are given a k-degree
Bayesian network N . To construct the approximate distribution PrN [A], we need d
conditional distributions Pr[Xi | Πi] (i ∈ [1, d]), as shown in Equation (4). Algo-
rithm 1 illustrates how the distributions specified by our algorithm can be derived in a
differentially private manner. In particular, for any i ∈ [k + 1, d], the algorithm first
materializes the joint distribution Pr[Xi, Πi] (Line 3), and then injects Laplace noise
into Pr[Xi, Πi] to obtain a noisy distribution Pr∗[Xi, Πi] (Line 4-5). To enforce the
fact that these are probability distributions, all negative numbers in Pr∗[Xi, Πi] are set
to zero, then all values are normalized to maintain a total probability mass of 1 (Line
5). After that, based on Pr∗[Xi, Πi], the algorithm derives a noisy version of the con-
ditional distribution Pr[Xi | Πi], denoted as Pr∗[Xi | Πi] (Line 6). The scale of the
Laplace noise added to Pr[Xi, Πi] is set to 4(d − k)/nε, which ensures that the gen-
eration of Pr∗[Xi, Πi] satisfies (ε/2(d− k))-differential privacy, since Pr[Xi, Πi] has
sensitivity 2/n. Meanwhile, the derivation of Pr∗[Xi | Πi] from Pr∗[Xi, Πi] does not
incur any privacy cost, as it only relies on Pr∗[Xi, Πi] instead of the input data T .

Overall, Lines 2-6 of Algorithm 1 construct (d − k) noisy conditional distributions
Pr∗[Xi | Πi] (i ∈ [k + 1, d]), and they satisfy (ε/2)-differential privacy, since each
Pr∗[Xi | Πi] is (ε/2(d− k))-differentially private. This is due to the composability
property of differential privacy [6]. In particular, composability indicates that when a set
of k algorithms satisfy differential privacy with parameters ε1, ε2, . . . , εk, respectively,
the set of algorithms as a whole satisfies (

∑
i εi)-differential privacy.



Differentially Private Data Release 33

Algorithm 1. NoisyConditionals (T , N , k): returns P∗

1: Initialize P∗ = ∅
2: for i = k + 1 to d do
3: Materialize the joint distribution Pr[Xi,Πi]

4: Generate differentially private Pr∗[Xi,Πi] by adding Laplace noise Lap
(

4·(d−k)
n·ε

)
5: Set negative values in Pr∗[Xi,Πi] to 0 and normalize;
6: Derive Pr∗[Xi | Πi] from Pr∗[Xi,Πi]; add it to P∗

7: for i = 1 to k do
8: Derive Pr∗[Xi | Πi] from Pr∗[Xk+1,Πk+1]; add it to P∗

9: return P∗

After Pr∗[Xk+1 | Πk+1], . . . ,Pr
∗[Xd | Πd] are constructed, Algorithm 1 proceeds

to generatePr∗[Xi | Πi] (i ∈ [1, k]). This generation, however, does not require any ad-
ditional information from the input data T . Instead, we derive Pr∗[Xi | Πi] (i ∈ [1, k])
directly from Pr∗[Xk+1, Πk+1], which has been computed in Lines 2-7 of Algorithm 1.
Such derivation is feasible, since our algorithm [18] for constructing the Bayesian net-
work N ensures that Xi ∈ Πk+1 and Πi ⊂ Πk+1 for any i ∈ [1, k]. Since each
Pr∗[Xi | Πi] (i ∈ [1, k]) is derived from Pr∗[Xk+1, Πk+1] without inspecting T , the
construction of Pr∗[Xi | Πi] does not incur any privacy overhead. Therefore, Algo-
rithm 1 as a whole is (ε/2)-differentially private. Example 3 illustrates Algorithm 1.

Example 3. Suppose that we are given a 2-degree Bayesian network N over a
set of four attributes {A,B,C,D}, with 4 AP pairs: (A, ∅), (B, {A}), (C, {A,B}),
and (D, {A,C}). Given N , Algorithm 1 constructs two noisy joint distributions
Pr∗[A,B,C] and Pr∗[A,C,D]. Based on Pr∗[A,C,D], Algorithm 1 derives a noisy
conditional distribution Pr∗[D | A,C]. In addition, the algorithm uses Pr∗[A,B,C]
to derive three other conditional distributions Pr∗[A], Pr∗[B | A], and Pr∗[C | A,B].
Given these four conditional distributions, the input tuple distribution is approximated
as

Pr∗N [A,B,C,D] = Pr∗[A] · Pr∗[B | A] · Pr∗[C | A,B] · Pr∗[D | A,C].

Generation of Synthetic Data. Even with the simple closed-form expression in Equa-
tion 4, it is still time and space consuming to directly sample from Pr∗N [A] by comput-
ing the probability for each element in the domain of A. Fortunately, the Bayesian
network N provides a means to perform sampling efficiently without materializing
Pr∗N [A]. As shown in Equation 4, we can sample each Xi from the conditional distri-
bution Pr∗[Xi | Πi] independently, without considering any attribute not in Πi∪{Xi}.
Furthermore, the properties of N ensure that Xj /∈ Πi for any j > i. Therefore, if we
sample Xi (i ∈ [1, d]) in increasing order of i, then by the time Xj (j ∈ [2, d]) is to be
sampled, we must have sampled all attributes in Πj , i.e., we will be able to sample Xj

from Pr∗[Xj | Πj ] given the previously sampled attributes. That is to say, the sampling
of Xj does not require the full distribution Pr∗N [A].

With the above sampling approach, we can generate an arbitrary number of tuples
from Pr∗N [A] to construct a synthetic database T ∗. In this paper, we consider the size
of T ∗ is set to n, i.e., the same as the number of tuples in the input data T .
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Privacy Guarantee. The correctness of PrivBayes directly follows the composabil-
ity property of differential privacy [6]. In particular, the first and second phases of
PrivBayes require direct access to the input database, and each of them consumes ε/2
privacy budget. No access to the original database is invoked during the third (sam-
pling) phase. The results of first two steps, i.e., the Bayesian network N and the set
of noisy conditional distributions, are sufficient to generate the synthetic database T ∗.
Therefore, we have the following theorem.

Theorem 1 ([18]). PrivBayes satisfies ε-differential privacy.

6 Conclusion

This paper reviews the concept of differential privacy as well as two methods, Privelet
and PrivBayes, for improving utility in differentially private data publishing. Privelet
utilizes wavelet transforms to ensure that any range-count query can be answered with
noise variance that is polylogarithmic to the size of the input data domain. Meanwhile,
PrivBayes employs Bayesian networks to publish high-dimensional datasets without
incurring prohibitive computation overheads or excessive noise injection.
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Abstract. Focusing on outlier detection in uncertain datasets, we
combine distance-based outlier detection techniques with classic
uncertainty models. Both variety of data’s value and incompleteness
of data’s probability distribution are considered. In our research, all
data objects in an uncertain dataset are described using x-tuple model
with their respective probabilities. We find that outliers in uncertain
datasets are probabilistic. Neighbors of a data object are different in
distinct possible worlds. Based on possible world and x-tuple models,
we propose a new definition of top K relative outliers and the RPOS
algorithm. In RPOS algorithm, all data objects are compared with
each other to find the most probable outliers. Two pruning strategies
are utilized to improve efficiency. Besides that we construct some data
structures for acceleration. We evaluate our research in both synthetic
and real datasets. Experimental results demonstrate that our method
can detect outliers more effectively than existing algorithms in uncertain
environment. Our method is also in superior efficiency.1

Keywords: outlier detection, uncertain dataset, relative, x-tuple.

1 Introduction

In recent years, outlier detection has been widely used, specially in network
intrusion detection [1], credit card abuse analysis [2], measurement result
analysis of abnormal data [2] and so on. Lots of outlier detection algorithms in
deterministic dataset have been proposed, such as model-based [3], index-based
[4], distance-based [5], density-based algorithms [6] and so on. In these years,
research has turned into uncertain datasets. Uncertainty is inherent in data
collected in various applications, such as sensor networks, marketing research,
and social science [7]. Sensors in a wireless network can be at different positions
at different times with different probabilities. Many datasets published are
deformed to hide information for privacy protection. In this case, distance
1 The authors work is sponsored by the National High Technology Research and
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among data objects, region density and many other metric are uncertain. These
properties prevent classic outlier detection methods in deterministic datasets to
be used in uncertain datasets directly.

In order to detect outliers in uncertain datasets, C. C. Aggarwal et al. [8]
propose a density-based δ-η algorithm to detect outliers in uncertain datasets.
They estimate the density of regions. For any data object, with lower probability
to be in a high density region, more likely it would be an outlier. They propose
the definition of η-probability of a data object. That is defined as the probability
that the uncertain data object lies in a region with (overall data) density at least
η [8]. An uncertain data object Xi would be a (δ,η)-outlier, if the η-probability
of Xi in some subspace is less than δ. For η-probability estimation, authors use
a sampling procedure to generate values according to some distribution. For
this intention, a value is obtained from uniform distribution as the input of the
inverse function of some cumulative density function. However, there are some
limitations. First, the data must be in some determinate distribution. But its
distribution would usually be unknown in real application. In some application,
users can not get complete data distribution. Besides that, the method assumes
that the inverse of the distribution can be calculated efficiently. It is difficult too.
Although the data is assumed to be in normal distribution in their experiments,
the sampling procedure is with heavy time cost. Similarly B. Jian et al. [7]
use kernel density estimation to get densities of uncertain objects and their
instances. In that model, value of uncertain data is dominated by conditioning
attributes. They use kernel density estimation with Gaussian kernels to estimate
the probability density of a distribution. In this method, obvious conditioning
attributes must be determined first. This limits its application. Wang et al.
[9] introduce distance-based outlier detection into uncertain dataset for the first
time. They utilize x-tuple model to describe data objects. The method enlightens
our research. Nonetheless, they don’t take into account data variety.

Table 1. x-tuple Model

x-tuple tuple probability

T1
t1 p1
t2 p2

T2 t3 p3

Table 2. Possible Worlds

ID possible world probability
1 {} (1-p1-p2)(1-p3)
2 {t1} p1(1-p3)
3 {t2} p2(1-p3)
4 {t3} (1-p1-p2)(p3)
5 {t1t3} p1p3
6 {t2t3} p2p3

In order to overcome above problems, we propose the concept of relative
outlier and a novel distance-based outlier detection algorithm, RPOS algorithm,
focusing on top K outlier detection in uncertain datasets. In our research, all data
objects exist with independent probabilities. A data object could show various
values with different probabilities. We compare every pair of data objects to find
the one more like to be an outlier relative to the other one. Global distribution
of data value is unnecessary in our research.
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2 Outlier in Uncertain Datasets

2.1 Possible World and x-tuple Model

We describe uncertain datasets using possible world semantics [10] and x-tuple
model [11]. An x-tuple containing several tuples denotes a data object. A
tuple containing several attributes denotes an instance. Every tuple has its
own probability. Tuples in different x-tuples are independent. Tuples in the
same x-tuple are mutually exclusive. Probability of an x-tuple is the product
of probabilities of tuples in the x-tuple. An x-tuple may not exist if no its
tuple exists. A subset of tuples from different x-tuples construct a possible
world. Probability of a possible world is the product of probabilities of tuples
in the possible world. An example of tuples, x-tuples, possible worlds and their
probabilities can be shown in Table 1 and 2.

2.2 Relative Outlier

Based on possible world semantics and x-tuple model, we introduce the concept
of distance-based outlier into uncertain datasets. In a possible world, every tuple
has an outlier score as defined in Definition 1. K tuples ranked at most k
according to their outlier scores in descending order are top K outliers in the
possible world. If a tuple is a top K outlier in a possible world, the x-tuple
containing the tuple would be a top K outlier in the possible world. The tuple’s
outlier score is also the x-tuple’s outlier score. Since there would be many
different possible worlds for data variety, top K outliers are uncertain.

Intuitively expected rank of an x-tuple in different possible worlds could be
used to detect outlier. But expected rank would be easily influenced by sparse
noise. For example, an x-tuple A is ranked k+1 in every possible world, another
x-tuple B is ranked 10k in a possible world but k in others. x-tuple B is more like
to be an outlier since it’s ranked in front of A in most possible world. However,
the expected rank of B may be smaller than that of A. So A would be considered
as outlier in error. Besides that, the concept of uncertain top-k query [12], that is
returning a list of k records which has the highest probability to be the top-k list
in all possible worlds, is similar with our problem. But it can also be influenced
by sparse data. For example, an x-tuple A is ranked k+1 in every possible world,
another x-tuple B is ranked k in a possible world but 10k in others. Although
A is not a top K outliers in any possible world, it’s more like to be an outlier
than B, since it’s ranked in front of B in most cases.

In this paper, We propose the concept of relative outlier based on multiple
comparisons. All x-tuples are compared with each other to evaluate their
possibilities to be outliers. Above problems can be overcome in our method
since outliers detected are more likely to have higher outlier scores than other
x-tuples. Definition 2 defines the relative outlier between two x-tuples. Definition
3 defines top K relative outliers in an uncertain dataset.
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Definition 1. Outlier score of a tuple is the mean distance to its n nearest
neighbors [13,1,14].

Definition 2: For two x-tuples A and B in an uncertain dataset, if A is with
higher probability to has higher outlier score than B, A is an outlier relative to
B. Outlier score in a possible world is computed based on Definition 1.

For example, x-tuple A has higher outlier score than B with probability 0.5,
x-tuple B has higher outlier score than A with probability 0.4 and A or B does
not exit with probability 0.1. A would be an outlier relative to B.

Definition 3: Top K relative outliers in an uncertain dataset are those x-tuples.
They are ranked top K according to the amount of x-tuples relative to which
they are outliers based on Definition 2.

For example, x-tuple A is an outlier relative to another 5 x-tuples and x-tuple
B is an outlier relative to another 6 x-tuple. B is more likely to be a top K outlier
than A. If there are just K x-tuples who are outliers relative to at least another
6 x-tuples, B would be included in top K outliers, but A would be excluded.
If there are K x-tuples who are outliers relative to at least another 7 x-tuples,
both A and B would not be top K outliers.

3 Basic RPOS Algorithm

In this section, we propose the basic RPOS(Relative Probability Outlier Score)
algorithm to detect the top K x-tuples most likely to be outliers. For x-tuples A
and B, we compute the probability P (A>B) meaning that A’s outlier score
is higher than B’s and P (B>A) meaning that B’s outlier score is higher
than A’s. If P (A>B)>P (B>A), A is considered as an outlier relative to
B, and vice versa. Relative Probability Outlier Score(RPOS) of x-tuple A
relative to B is 1 in this case. It’s noted as RPOS(A−→B)=1. At the same
time, RPOS(B−→A)=-1. The sum of A’s RPOSs relative to other x-tuples is
all-RPOS(A) =

∑
X∈S,X �=ARPOS(A−→X). S is the dataset. x-tuples with top

K highest all-RPOSs would be outliers.
Algorithm 1 gives details of RPOS algorithm. It compares all x-tuples

with others to calculate their all-RPOSs and sort all x-tuples in descending
order(lines 2-7). OutlierScore algorithm computes an x-tuple’s relative
probability outlier score with another x-tuple. sgn(x ) = -1,if x<0; 0,if x=0;
1,if x>0.

Algorithm 2 gives details of OutlierScore algorithm. Because an x-tuple
consists of several distinct tuples, comparison between two x-tuples is actually
comparison among tuples from distinct x-tuples(lines 2-10). Unfortunately
Definition 1 can not be used to compute a tuple’s outlier score directly. Because
all tuples’ existence are uncertain, a tuple would exist in several possible
worlds with distinct probabilities. So a tuple would have different neighbors
in different possible worlds. In order to overcome this problem, we propose
relative probability outlier score of a tuple, that is a tuple’s outlier score relative
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Algorithm 1. RPOS
Input: dataset S; outlier amount K
Output: queue of x-tuples Q
1: Q := ∅;
2: for each x-tuple Ti in S do
3: all-RPOS(Ti) := 0;
4: for each x-tuple Tj in S, Tj �=Ti do
5: all-RPOS(Ti)+=sgn(OutlierScore(Ti,Tj)-OutlierScore(Tj,Ti));
6: end for
7: insert T i into Q according to all-RPOS in descending order;
8: end for
9: return Q

Algorithm 2. OutlierScore
Input: x-tuple T1, T2

Output: P (T1 > T2)
1: P(T1 > T2) := 0;
2: for each tuple ti in T1 do
3: P := 0;
4: for each tuple tj in T2 do
5: if RelativeOutlierScore_Tuple(ti,tj) = 1 then
6: P := P + Probability(tj);
7: end if
8: end for
9: P(T1 > T2) += Probability(ti)·P;
10: end for
11: return P (T1 > T2)

to another tuple. RelativeOutlierScore_Tuple algorithm is used to calculate
it. If RelativeOutlierScore_Tuple returns 1, the first tuple would has higher
probability to get larger outlier score than the second tuple.

3.1 Relative Probability Outlier Score of a Tuple

We show details of RelativeOutlierScore_Tuple algorithm in this subsection.
Supposing t1i and t2j are respective tuples of x-tuples T1 and T2, score[t1i]
and score[t2j ] are their deterministic outlier scores in a possible world and
score[t1i, t2j ] is t1i’s relative probability outlier score toward t2j . We compute
score[t1i] and score[t2j ] in every possible world first. Then score[t1i, t2j ] can be
computed as follows:

score[t1i, t2j ]←−1, if P (score[t1i]>score[t2j ])>P (score[t2j ]>score[t1i]).

P (score[t1i]>score[t2j ]) is the probability that t1i’s deterministic outlier score
is greater than that of t2j . P (score[t2j ]>score[t1i]) is the probability that t2j ’s
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deterministic outlier score is greater than that of t1i. score[t2j , t1i] = -1 at the
same time;
score[t1i, t2j ] = -1, if P (score[t1i]>score[t2j ])<P (score[t2j ]>score[t1i]).
score[t2j , t1i] = 1 at the same time.

In a large uncertain dataset, the probability that two tuples have same
deterministic outlier score is near 0. score[t1i, t2j ] can be computed as follows:

score[t1i, t2j ] = 1, if P (score[t1i]>score[t2j ])>0.5;
score[t1i, t2j ] = -1, if P (score[t1i]>score[t2j ])<0.5.

The intuitive method to compute score[t1i, t2j ] is to traverse all possible
worlds, compute score[t1i] and score[t2j ] and accumulate the probability
of score[t1i]>score[t2j ]. However, this is unavailable in a real application.
Traversing all possible worlds would cost exponential time overhead. Suppose
S is the dataset, |S|=N and every x-tuple includes Nx tuples. For any tuple t,
the amount of possible worlds containing t’s n nearest neighbor tuples would be
at least Cn

NNx
n. In order to lower time cost, we use sampling technique to get

an approximate P (score[t1i]>score[t2j ]).
Tuples in an x-tuple are sampled according to their probabilities. All tuples

sampled from different x-tuples composed a possible world. Xk is a random
variable in the kth sampling. In the possible world produced by the kth sampling,
if both t1i and t2j exist and score[t1i]≥score[t2j ], we set Xk=1. Or else
Xk=0. When all tuples’ probabilities are determined, P (score[t1i]≥score[t2j ])
is determined. P (score[t1i]≥score[t2j ]) is named as p in short. We can get
P (Xk=1)=p, P (Xk=0)=1-p and E[Xk]=1·p+0·(1-p)=p. X1, X2,· · · ,Xm are
independent identical distribution random variables. m is sampling number.
Variable X=

∑
Xk, 1≤k≤m. So we can get E[X ]=E(

∑
Xk)=

∑
E(Xk)=mp.

That means p=E[X ]/m. We use X to estimate E[X ] and estimate p using
X/m. In order to ensure the accuracy of estimation, sampling must satisfy some
conditions.

When p≤0.5, the probability of a wrong estimation, namely X/m>0.5, is that:

P (X > 0.5m) = P (X > 0.5mp/p) = P (X > (1 + (0.5− p)/p)mp). (1)

According to Chernoff bound :

P (X > (1 + (0.5− p)/p)mp) ≤ exp{−((0.5− p)/p)2mp/3}
= exp{−(0.5− p)2m/3p}.

(2)

If m is determined, 1-exp{-(0.5-p)2m/3p} is the accuracy of the estimation.
It’s only dominated by p.

Similarly, when p>0.5, the probability of a wrong estimation is that:

P (X < 0.5m) = P (X < (1− (p− 0.5)/p)mp)

< exp{−(p− 0.5)2m/2p}.
(3)

1-exp{-(p-0.5)2m/2p} is the accuracy of estimation. In summary, the
confidence of the estimate is no less than 1-exp{-(0.5-p)2m/3p}. For example,
when p=0.7 and m=100, accuracy of the estimation is no less than 0.94.
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Algorithm 3. RelativeOutlierScore_Tuple
Input: tuples t1i and t2j; sampling time m
Output: outlier score of t1i relative to t2j, score[t1i,t2j]
1: score[t1i,t2j] := 0;
2: for the kth sampling, 1 ≤ k ≤ m do
3: score[t1i,t2j] += sgn(DistanceOutlierScore(t1i)k -

DistanceOutlierScore(t2j)k);
4: end for
5: score[t1i, t2j ] := sgn(score[t1i, t2j]);
6: return score[t1i,t2j]

DistanceOutlierScore(t)k the deterministic outlier score of t in the possible
world produced by the kth sampling. In DistanceOutlierScore(t)k, outlier score
of the target tuple in a possible world is computed as Definition 1. However, it’s
in high time cost to detect a tuple’s n nearest neighbors like classic methods
e.g. RBRP algorithm [15] in each sampling. In order to reduce time cost, we
construct a neighbor list Lt for every tuple t. The node of Lt is a novel Neighbor
structure:

Neighbor〈tneighbor , dneighbor , tag〉
tneighbor : a neighbor tuple of t;
dneighbor : distance from tneighbor to t;
tag: it is used to state whether tneighbor is selected in the sampling.

All Neighbors in Lt are sorted according to dneighbor in ascending order.
Tuples in the same x-tuple with t will not be in Lt. Let |Lt|=L. In each sampling,
we traverse Lt in order and get n nearest selected tuples noted by tags. The mean
distance of these n dneighbors is t’s outlier score. When L is large enough, Lt could
contain almost all n nearest neighbors of t in each sampling. While n nearest
neighbors may exist in the latter part of the list with a low probability. Too large
L leads to redundant memory consumption. Proper value of L should be set.

4 Pruning Strategies

In basic RPOS algorithm above, every x-tuple has to be compared with all
others. Its time cost is proportional to the square of a dataset’s cardinality. In
order to improve running speed of basic RPOS algorithm, we introduce two
pruning strategies.

4.1 Strategy 1

In order to detect outlier in high efficiency, we must find every tuple’s neighbors
quickly. Neighbors of a tuple should be close to each other. These neighbors
could construct in a cluster. Using for reference from existing methods [15,16],
we cluster all tuples in a dataset. Usually distances among tuples in a cluster
are much less than those among tuples in different clusters. n nearest neighbors
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of a tuple t would be in the same cluster with t or t’s neighboring clusters. In
order to construct Lt, we check tuples in the cluster containing t first, and then
tuples in neighboring clusters. Other clusters would be in the end. The distance
from the Lth tuple in Lt to t will be a threshold in following process. We name
the threshold as h. When we check a following neighbor tuple, if its distance to
t is larger than h, it would not be inserted into Lt. On the contrary, it would
be a candidate tuple and inserted into Lt in ascending order. h is then updated.
Because we check tuples near with t first, h will always be small. Tuples far
away from t will be pruned soon. In order to accelerate clustering process, we
first partition the dataset into several large clusters and then partition every
cluster into some sub-clusters recursively.

When we check t’s neighbor t′, if Lt′ has be constructed with threshold h′,
the distance from one of t′’s n nearest neighbor tuples to t would be less than
D(t,t′)+h′. D(t,t′) is the distance from t to t′. So that h<D(t,t′)+h′. h is updated
by min{h,D(t, t′)+h′}.

Further, before checking a neighbor cluster C′ of t, we compute the maximum
and minimum distances from t to C′ first. The maximum distance from t
to C′ is MaxD(t,C′)=D(t,o′)+r′, where o′ is the center of C′ and r′ is the
radius of C′. The minimum distance from t to C′ is MinD(t,C′)=D(t,o′)-r′.
If MinD(t,C′)>h, distance from t to any tuple in C′ can not be less than
h. All tuples in C′ would not be inserted into Lt. C′ will be jumped over. If
MinD(t,C′)≤h, we will check its sub-clusters. In this way, we only need to
check a few tuples to construct Lt. Smaller search space leads to lower time cost.

4.2 Strategy 2

When we compute all-RPOS of an x-tuple, the x-tuple has to be compared with
all other x-tuples. When we compare two x-tuples, we have to compare all tuples
from two x-tuples respectively. Time complexity in this process is O(N2

xN
2). N

is the cardinality of the dataset. Nx is the amount of tuples in an x-tuple. But
in real application outliers are in minority of the entire dataset. It’s wasteful
to compare all pairs of x-tuples. Suppose there are K outliers in a dataset and
X x-tuples have been checked in RPOS algorithm. If X>K, we sort these X
x-tuples based on their all-RPOSs and use the Kth all-RPOS as the threshold
namely H . If expected value of an x-tuple’s all-RPOS is less than H , it can not
be an outlier. When new top K candidate outliers are detected, H is updated.
In above process, expected all-RPOS value of an x-tuple can be computed using
existed all-RPOS value (as that in line 5 of RPOS algorithm ) of the x-tuple
plus the number of x-tuples will be compared with it.

Further Acceleration 1: Efficiency of pruning process above would be
influenced by H . Quickly H increases, more x-tuples could be pruned early.
We sort all x-tuples according to expected all-RPOS in descending order.

Further Acceleration 2: In order to avoid redundant comparison in pairs of
x-tuples, we record all x-tuples have been compared with and the intermediate
result of every x-tuple’s all-RPOS.
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5 Experiments

In this section, we evaluate our RPOS algorithm in synthetic and real datasets.
All algorithms are implemented in Java. Our experiments are ran on a machine
with 2 Intel Core 2 Duo E8400 3GHZ CPUs and 8.1GB RAM running Linux 3.8
Ubuntu 13.04. In our research, all attributes of data are numerical and the value
of each attribute is a real number. We compare RPOS algorithm with RBRP
[15] and δ-η [8] algorithms. B.Jiang’s work [7] focuses on condition attributes
and B. Wang’s work [9] neglects data diversity. It’s hard to compare them
with our work. In order to use RBRP algorithm to detect outliers in uncertain
datasets, we pretreat uncertain data for experiments. All tuples in an x-tuple
are transformed into a tuple. The value of the new tuple in every dimension is
the weighted mean value of all tuples of the x-tuple in the dimension. Weight of
a tuple is its probability.

5.1 Dataset

Synthetic Dataset. In order to test the effectiveness and efficiency of different
outlier detection algorithms, we construct several synthetic datasets. The
synthetic data includes Nd attributes. Every data entity is an x-tuple including
several tuples. A tuple’s value in every attribute is numeric. We produce some
normal regions in the Nd-dimension space. Normal tuples are allocated in
these regions. On the contrary, outliers will not be in normal regions. Besides
synthetic data values, we also produce the probability for every tuple. We define
NR normal regions in Nd dimensions respectively. Ri is the normal region
in dimension i. Ri=[LOW (Ri),UP (Ri)]. R′

i∗ is a sub-region of Ri. R′
i∗⊂Ri.

Nd sub-regions construct a Nd-dimension normal region 〈R′
1∗,R′

2∗· · ·R′
Nd∗〉.

r=R′
i∗/Ri determines the size of sub-region R′

i∗. We produce NR Nd-dimension
normal regions in this way. Data objects outside of these NR regions is abnormal.
First we produce normal x-tuples in normal regions produced above. Then we
produce outlier x-tuples with at least N ′

x abnormal tuples in each x-tuple. In
order to evaluate performance of RPOS algorithm, we insert some counterfeit
outliers into the dataset as disturbance. A counterfeit outlier x-tuple contains
several abnormal tuples. The tuples may be allocated far away from normal
regions. But their quantity is small and their probabilities are smaller than those
of abnormal tuples in real outliers x-tuples.

Real Dataset. We choose the real MiniBooNE dataset2 provided by UCI.
Number of entities in this dataset is 130000. Number of attributes is 50. Attribute
characteristics are real. We transform the original dataset into an uncertain
dataset for our experiments. Every entity in the original dataset is an x-tuple
containing one tuple in the uncertain dataset. We fluctuate the value of a tuple
to produce other tuples in the x-tuple. The value of a tuple in every dimension
fluctuates with probability pf . Fluctuation range is controlled by rf . There are
at most Nx tuples in an x-tuple. We add every tuple’s probability as in synthetic
dataset.
2 http://archive.ics.uci.edu/ml/datasets

http://archive.ics.uci.edu/ml/datasets
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Fig. 1. Effectiveness of different algorithms

5.2 Effectiveness Evaluation

In this sub-section, we show the evaluation result of different algorithms’
effectiveness to detect outliers. Because no instance in real datasets is labeled as
an outlier, effectiveness evaluation is performed only in synthetic datasets. Some
parameters are modified to produce different datasets.

In order to test the influence of the data dimensionality, we perform
experiments in 5 and 10 dimensions respectively. We set NR=100,
Nx=5. Amount of outliers Noutlier=0.01N . Amount of counterfeiters
Ncounterfeiter=0.05N . N is the cardinality of a dataset. For RPOS algorithm
we set parameters L=200 and m=100 (see section 3). For δ-η algorithm we
do experiments in two situations. First, parameter δ is set to be 0.8 and η is
set to be 0.3, and then δ is set to be 0.9 and η is set to be 0.1. Space lack
for more parameter setting. But they do not influence experimental results. In
Figure 1(a), dimensions amount is Nd=5. Nd=10 in Figure 1(b). Precision and
recall ratio are two test indexes. As shown in these figures, in various amount
of dimensions, RPOS algorithm always performs best in three algorithms. With
same recall rate, RPOS algorithm detects outliers in high precision.

We then change parameter NR to produce different uncertain synthetic
datasets to evaluate the effectiveness of different algorithms. Data is processed
in these experiments with Nd=5. NR is set to be different values with r=0.5.
δ and η are set arbitrarily. Results can be found in Figure 1(c-f). As shown in
above figures, RPOS algorithm performs best in almost all experiments.

5.3 Efficiency Evaluation

In this sub-section, we show evaluation results of different algorithms’ time cost.
Our experiments perform in both synthetic and real datasets. We implement
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basic RPOS algorithm (RPOS), RPOS with pruning strategy 1 (RPOS1),
RPOS with pruning strategy 2 (RPOS2), RPOS with both pruning strategies
1 and 2 (RPOS12), δ-η algorithm and RBRP algorithm in every experiment.
Time complexity of O(NlogN) and O(N2) are shown for comparison.

Synthetic datasets are produced with NR=100, r=0.5, Nx=5. We change
Nd in different experiments. In RPOS algorithm, the rate K/N=rk=0.02. For
instance, in a dataset containing 10000 x-tuples, K is 200. rk is set to be a
constant to avoid its influence. Similarly, we set the rate between amount of
clusters and dataset cardinality rC=0.25 to ensure stability of pruning effect.
In δ-η algorithm, we set δ=0.06 and η=0.5. Experiments results in 5 and
20 dimensions are shown in Figure 2(a,b). Data size increases in X-axis and
corresponding time cost is shown in Y-axis.
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Fig. 2. Time cost in synthetic datasets(a,b) and real datasets(c-f)

As shown in Figure 2(a), pruning strategies 1 and 2, especially strategy
2 can accelerate RPOS algorithm. Time cost of basic RPOS algorithm and
RPOS1 are higher than O(N2). The main time consumption is from comparison
among tuples and x-tuples. Time cost of RPOS2 and RPOS12 are lower than
O(N2) but higher than O(NlogN). Pruning strategies can improve basic RPOS
algorithm obviously. Speedup using pruning strategies in 20 dimensions is similar
as in 5 dimensions.

Time cost are also evaluated in real datasets. First we set parameters pf=0.5,
rf=0.5. Other parameters keep consistent with those in synthetic datasets.
Experiments are implemented in 5 and 20 dimensions respectively. Results of
time cost can be shown in Figure 2(c,d). Basic RPOS algorithm runs with higher
time complexity than O(N2). pruning strategy 2 can improve RPOS algorithm
greatly.
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We then change pf and rf to produce different uncertainty with Nd=20. Time
cost is shown in Figure 2(e,f). We can find that results are similar in different
experiments. With various values of pf and rf , RPOS12 performs better than
others in time cost.
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Abstract. Social media is playing an important role in our daily life. People 
usually hold various identities on different social media sites. User-contributed 
Web data contains diverse information which reflects individual interests, polit-
ical opinions and other behaviors. To integrate these behaviors information, it is 
of value to identify users across social media sites. This paper focuses on the 
challenge of identifying unknown users across different social media sites. A 
method to relate user’s identities across social media sites by mining users’ be-
havior information and features is introduced. The method has two key compo-
nents. The first component distinguishes different users by analyzing their 
common social network behaviors and finding strong opposing characters. The 
second component constructs a model of behavior features that helps to obtain 
the difference of users across social media sites. The method is evaluated 
through two experiments on Twitter and Sina Weibo. The results of experi-
ments show that the method is effective. 

Keywords: Identification, Behavioral model, Cross media analysis. 

1 Introduction 

Online social media sites such as Facebook, Twitter, Youtube and Sina Weibo own 
thousands of millions users. The recent investigation shows that Facebook, the most 
popular social media site, has more than 1 billion users. Also, those users create huge 
information: over 500 million tweets are posted on Twitter [2]. It is a very convenient 
platform for a large amount of users to share their interests and emotions at anytime 
and anywhere. Obviously, every social media site has their own specificity and people 
use various social media sites for different purposes [1]. Identification of users across 
social media sites will support the Internet crime tracking. Many Internet swindlers 
and terrorists have their own social network accounts, which provide a great opportu-
nity to collect their information on the Internet. However, some of the accounts did 
not use their true names. Identification of users across social media sites will help to 
find their hidden accounts. 
                                                           
* Sponsored by National Key Technology Research and Development Program 

No.2012BAH38B04, National Key fundamental Research and Development Program 
No.2013CB329601. 
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Identifying across social media sites is a challenging problem due to the hetero-
geneity and uncertainty of data. The information provided by users like usernames, 
profession and gender may not verified. The primary obstacle is that the connection 
relationships between user identities across social media sites are usually unavailable. 
It is not a straightforward task to find a mapping between two users among huge in-
formation redundancy. 

In this paper, we introduce a behavior-modeling identification method to detect us-
ers in different sites. It is said “Old habits, die hard” and we focus on those behavior 
patterns that have been reflected on different platforms. Our contributions and main 
ideas are as follow: 1) Build a behavior-modeling. 2) Propose a fast exclusion method 
and provide an algorithm to determine the difference of two users. 

2 Related Work 

Some existing work focusing on identification has been presented. We summarized 
research related to identifying individuals across social media sites. There is a related 
research about identifying contents produced by an individual on the web. In [3] the 
authors take eyes on the contents generation behavior of the same individuals’ for the 
collections of documents. A method for detecting pages is created by the same indi-
vidual across different documents. They use a method based on Normalized Com-
pression Distance (NCD) [4] to compare the similarity between the documents. There 
are some machine learning techniques employed to determine authors in online mes-
sages [6]. The content based on textual is also has been studied [9,10]. The paper [7] 
considered the determination by the content of E-mails. The paper [1] introduced a 
methodology to identify users by detecting their usernames based on behavior fea-
tures. They considered human being’s limitations in times, memory and knowledge. 
They constructed features by the information of human behavioral patterns and em-
ployed a machine learning method for users’ identification across social media sites. 
Paper [5,11] contributed to identify the contents for events in different social media 
sites. They analyzed the user-contributed web data and constructed the information 
ranges from event features on event aggregation platforms. Sakaki et al. [12] devel-
oped techniques for identifying earthquake events. In this paper, we focus on the simi-
larity of behaviors that individuals performed in different social media sites, which is 
important to avoid making mistakes on identity determination. 

3 Problem Definition 

Identifying and relating users across social network are hard tasks since most sites 
maintain anonymity of users by allowing them to pick usernames at will instead of 
their real identities and social media sites rarely have identity authentication systems. 
A large amount of users provide false information such as incorrect names, age, pro-
fession and even incorrect gender to hide their privacy.  
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Although users have various identities in different social media sites, they exhibit 
consistent behavioral patterns. It is necessary that an individual will keep their reality 
behavioral patterns [8] in the virtual life on the internet. The behavioral information 
can contribute to identify individuals across social media sites. We analyze the infor-
mation available on all social media sites.  

There are some public figures that hold accounts authenticated by social media 
sites. Those famous figures include actors, athletes, politicians and entrepreneurs. The 
remarks from famous accounts are much more widely spread than the regular users. 
Obviously most of the famous users have certain labels. It is easier to identify a regu-
lar user by analysis of the public figures they follow since public figures have clear 
labels. We can determine a user’s interests, political view and other behaviors fea-
tures. There is an example if a user follows Kobe Bryant (e.g. his label is basketball 
player, Los Angles Lakers) and re-posts his tweets, we will give the user such labels, 
interests on basketball and maybe a supporter of Kobe Bryant and Los Angles Lakers.  

A regular user will follow a number of public accounts and connect them. Connec-
tion includes all the information transformations between two users. It includes  
re-posts action, comments and mentions (like @ function in Twitter). From those 
connections, we can give a behavioral-modeling for regular user.  

We define the users behavioral-modeling of individual I as a set of famous users 
U= {u1, u2, u3 , ... un} followed by individual I. U is behavioral-modeling of users and 
ui (1<i<n) is a factor of U.  

When considering behavioral-modeling, two general problems need to be solved 
for user identification. The first problem is: Given two users and all their media action 
information (U1 and U2), how to determine whether they belong to the same individu-
al? The second problem is: Given one user’s behavior features, can we find a user 
from other platform belonging to the same individual. To the first problem, we pro-
vide behavior similarity S to measure the similarity between I1 and I2. Behavior simi-
larity S is decided by function about U1 and U2. 

 1 2(U ,U )S f=  (1) 

We can identify users across media sits by determination of their similarity. There 
is a threshold l. So we can get: 

 

1(S )
(S, )

0(S )

l
R l

l

>
=  ≤  (2) 

To the second problem, obviously, it is much easier to detect different users than   
to determine the users belonging to the same individual since there are huge redun-
dant information on the across media sites. We provide a fast exclusion method. The 
method firstly excludes the obvious different users and then determines whether the 
two users belong to one individual. 
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4 Identification Method: Behavior Patterns 

4.1 Fast Exclusion Method 

As human beings, we have some behavior limitations. Behavior limitations include: 
1) If an event has two antagonistic attitudes, people will often choose one side, posi-
tive or negative. There are a kind of events that are strongly antagonistic, such as 
political opinions, religions and some athletic projects. 2) People are not willing to 
receive information from the sources doesn’t like. 3) Because of the energy limitation, 
the interests of people are also limited. And among those interests, the core interests 
are more stable than the periphery interests. In other words, the core interests won’t 
change no matter which social network platforms the individual uses. Based on the 
behavior limitations, the Exclusion Method consist two components. 

The first component aims to find the antagonistic factors of two users. 
We firstly build a library to list the antagonistic factors, e.g., {Los Angeles Lakers 

supporter and Los Angeles clippers supporters, the fans of Real Madrid and Barcelo-
na, Republican surrounded and Democrats surrounded, Jewish believers and Mus-
lims}  

We can put those events’ antagonistic factors into two pools: P and N. P= {p1, 
p2,…, pn}and N= {n1, n2,…, nn}. There are behaviors features of two users U1 and U2. 

We can get: If 1ip U∈ , ip P∈ and 2in U∈ , in N∈ , we will know U1 and U2 

are not the same individual. 
The second component is based on limitation 3. We believe that if two users in dif-

ferent social media sites belong to the same individual, there must be core interests 
that they both have. It means: there are behaviors features of two users U1 and U2, if 
they belong to the same individual, we can know: 1 2U U∩ ≠ ∅  and 

1 2 1 2( ) / ( )U U U U ρ∩ ∪ ≥ . 1 2( )U U∩ is the common interests of two users and 

1 2( )U U∪ is the complete interests of two users. The ρ is the minimum common 

probability of identification. The value of ρ is picked by experience. The false alarm 

will increase when ρ is higher or otherwise, the undetected value will increase. 

4.2 Behavior-Modeling Identification Algorithm 

The fast exclusion method can exclude apparent different users. But it is hard to iden-
tify whether the users have the same hobby circle since the exclusion method only 
consider the users they connect. The exclusion method doesn’t consider how many 
times the users connect. As we know that there are core and periphery interests. We 
define the connected users as nodes and the time of connections are edge weights. It 
forms a network its structure shown in Fig.1. The core nodes (with high weight edges) 
represent the core interests which have closer relationship with the user.  

If the two users belong to the same individual, they will have analogous core nodes 
and the structure of relation network will be similar. The structure can be expressed 
by vector 1 2{p ,p ,...,p }nP = , pi is the value of edges. Because the two networks have  
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Fig. 1. The structure of a user 

the same nodes and edges (the edge weights are different), the two vectors have iden-
tical length. The difference of two network structure can be measured by Kullback-
Liebler divergence (KL). KL is a non-symmetric measure of the difference between 
two probability distributions.  

For two vectors 1 2{p ,p ,...,p }nP = and 1 2{q ,q ,...,q }nQ = ,we can get: 

 
p(i)

Difference : (P || Q) ln( ) (i)
(i)

i

D p
q

=  (3) 

It is the expectation of the logarithmic difference between the probabilities P and Q, 
where the expectation is taken using the probability P. 

When two probability distributions are completely same (x) Q(x)P = , the 

(P || Q)D is zero. So it means the value of D is smaller and the two probability distri-

butions are more similar. Using the algorithm, we can obtain a measurement to  
compare the two accounts between users’ behavior across social network. Also, it is 
possible to find the most similar user from other group of users.  

5 Experiments 

We evaluate our behavior-modeling identification method using data from several 
popular social media sites. Table 1 shows the selected social media sites. To protect 
the privacy of users, the private information like usernames and ids has been hidden. 
We did two different experiments: 

1. Comparing the similarity of one user behavior similarity with different periods of 
time. 

2. Evaluating the similarity between two given users across the social media sites. 
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5.1 The First Experiment 

In the first experiment, we want to ensure users on social media sites have stable be-
havior performance. We can compare the similarity of one user behavior with differ-
ent periods of time. We choose one user from twitter and we collected data posted 
between November 26, 2013 and March 15, 2014 on Twitter. We divided the data 
into 8 periods and each period is 10 days. Each period length is one month. We used 
the Twitter API to collect the user behaviors information including: Tweets and re-
tweets, mentions users and their connection times. We calculate the difference value 
between one period and the previous period. The similarity result is shown in Table1. 

Table 1. The Difference Value One User In Different Period Of Time 

Period 1 2 3 4 5 6 7 8 
Tweets /Re-

tweets 
475 761 599 757 543 612 703 563 

Mentioned 
users 31 37 29 42 33 35 38 31 

Difference 
value 0.0702 0.0849 0.0724 0.0821 0.0712 0.0759 0.0827 0.0904 

As Table 1 shows, all of the similarity results are lower than 0.1. It indicates that 
one user’s behavior is very similar in different priod of time.  

5.2 The Second Experiment 

A simple method for identifying usernames across sites is by finding users manually. 
Users sometimes provide some personal information such as their real names, E-mail 
addresses, and profile photos on the social media websites. The information can be 
employed to map users on different sites to the same individual. And we choose some 
volunteers to share their accounts on different social network. 

We finally collected 240 pairs that are belonging to the same individual. The 213 
pairs’ accounts include volunteers’ accounts and accounts confirmed by artificial. The 
dataset is from Twitter and Sina Weibo, which called dataset 1. We also pick another 
1000 pairs that is belonging to different users from Twitter and Sina Weibo to be a 
comparative dataset 2.  

We firstly use the fast exclusion method to exclude the different users and the re-
sults are shown below. 

Table 2. The Result Of Using Fast Exclusion Method 

 Dataset 1 Dataset 2 
Pairs of accounts 240 1000 

Different pairs of accounts 27 795 

We can calculate the recall rate is: 79.5% and accurate rate is 96.7%. It proves the 
accuracy of the fast exclusion method is high and the method is effective. 
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After the fast exclusion method, dataset 1 left 213 pairs of accounts and dataset 2 
left 205 pairs of accounts. We secondly use the behavior-modeling identification  
algorithm to acquire the difference values of those pairs.  

Table 3. The Results Of Experiments Using The Behavior-modeling Identification Algorithm 

Difference Dataset 1 Dataset 2 
0.1≦ 11 0 

0.3≦ 124 0 

0.6≦ 69 4 

0.9≦ 7 12 

1.2≦ 2 43 

>1.2 0 146 
Total 213 205 

Table 3 illustrates that the difference values of dataset 1 are much lower than val-
ues of dataset 2. The threshold to determine whether the two accounts belong to the 
same individual is picked by experience. If we set the threshold at 0.6, we can acquire 
the final results that we judged whether the pairs belong to same individual.  

Table 4. The Final Results Of Experiment 2 

 Dataset 1 Dataset 2 
Original values 240 1000 
Result values 213 4 

From Table 4, we can calculate the recall rate is: 88.7% and accurate rate is 98.1%. 
It illustrates the behavior-modeling identification algorithm is effective. 

 

Fig. 2. (a) Histogram of Dataset 1      Fig. 2. (b) Histogram of Dataset 2 

Fig.2(a) shows the histogram of dataset 1. The difference of users belong to same 
individuals is much lower than the difference of different users (Fig.2(b) illustrated). 
The experiments illustrate three conclusions: 1) The first experiment result shows that 
it is very similar for the behavior-modeling of one individual on the same platform.  
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2) The fast exclusion method can effectively exclude different users across social 
media sites. 3) The behavior-modeling identification algorithm do well in identifying 
the users across the social media sites. 

6 Conclusion and Future Work 

In this paper, we have demonstrated a method for identifying users in different social 
media sites. The method is based on behavioral modeling approach. The information 
employed by our method is available on social media sites. Users will keep their ex-
hibits and behavioral patterns no matter what platform they choose. We used a fast 
exclusion method and provide a similarity to determine whether the users are belong 
to the same individual. The two experiments demonstrate that our method is effective. 

There are other studies on users’ behavior patterns; we can do the research on us-
er’s action model analysis. Future work includes analyzing those models’ possibility 
and studying the multiple methods proved mutually. 

References 

1. Zafarani, R., Liu, H.: Connecting users across social media sites: a behavioral-modeling 
approach. In: Proceedings of the 19th ACM SIGKDD International Conference on Know-
ledge Discovery and Data Mining. ACM (2013) 

2. Ahmed, A., Xing, E.P.: Staying informed: supervised and semi-supervised multi-view top-
ical analysis of ideological perspective. In: EMNLP, pp. 1140–1150 (2010) 

3. Amitay, E., Yogev, S., Yom-Tov, E.: Serial Sharers: Detecting Split Identities of Web Au-
thors. In: SIGIR PAN Workshop (2007) 

4. Cilibrasi, R., Vitanyi, P.M.B.: Clustering by Compression. IEEE Transactions on Informa-
tion Theory 51(4), 1523–1545 (2005) 

5. Albakour, M.-D., Macdonald, C., Ounis, I.: Identifying Local Events by Using Microblogs 
as Social Sensors. In: OAIR 2013, May 22-24 (2013) 

6. Zheng, R., Li, J., Chen, H., Huang, Z.: A Framework for Authorship Identification of On-
line Messages: Writing-style Features and Classification Techniques. JASIST 57(3),  
378–393 (2006) 

7. De Vel, O., Anderson, A., Corney, M., Mohay, G.: Mining E-mail Content for Author 
Identification forensics. ACM Sigmod Record 30(4), 55–64 (2001) 

8. Albakour, M.D., Macdonald, C., Ounis, I., Pnevmatikakis, A., Soldatos, J.: SMART: An 
open source framework for searching the physical world. In: OSIR at SIGIR 2012 (2012) 

9. Bache, K., Newman, D., Smyth, P.: Text-based measures of document diversity. In: Pro-
ceedings of the 19th ACM SIGKDD International Conference on Knowledge Discovery 
and Data Mining. ACM (2013) 

10. Tang, J., Zhang, M., Mei, Q.: One theme in all views: modeling consensus topics in mul-
tiple contexts. In: Proceedings of the 19th ACM SIGKDD International Conference on 
Knowledge Discovery and Data Mining. ACM (2013) 

11. Becker, H., et al.: Identifying content for planned events across social media sites. In: Pro-
ceedings of the Fifth ACM International Conference on Web Search and Data Mining. 
ACM (2012) 

12. Sakaki, T., Okazaki, M., Matsuo, Y.: Earthquake shakes Twitter users: Real-time event de-
tection by social sensors. In: Proceedings of the 19th International World Wide Web Con-
ference, WWW 2010 (2010) 



An Effective Approach

on Overlapping Structures Discovery
for Co-clustering

Wangqun Lin1, Yuchen Zhao2, Philip S. Yu2, and Bo Deng1

1 Beijing Institute of System Engineering, Beijing, China
{linwangqun,bodeng}@nudt.edu.cn

2 University of Illinois, Chicago, USA
{yzhao,psyu}@cs.uic.edu

Abstract. Co-clustering, which explores the inter-connected structures
between objects and features simultaneously, has drawn much attention
in the past decade. Most existing methods for co-clustering focus on
partition-based approaches, which assume that each entry of the data
matrix can only be assigned to one cluster. However, in the real world
applications, the cluster structures can potential be overlapping. In this
paper, we propose a novel overlapping co-clustering method by intro-
ducing the density guided principle for discriminative features (objects)
identification. This is done by simultaneously finding the non-overlapping
blocks. Based on the discovered blocks, an effective strategy is utilized to
select the features (objects), which can discriminate the specified object
(feature) cluster from other object (feature) clusters. Finally, accord-
ing to the discriminative features (objects), a novel overlapping method,
OPS, is proposed. Experimental studies on both synthetic and real-world
data sets demonstrate the effectiveness and efficiency of the proposed
OPS method.

1 Introduction

Co-clustering attracted much attentions during the past decade, where the task
is to perform clustering on two types of inter-connected entities (i.e., rows and
columns of a data matrix) simultaneously. Usually, each row of the data matrix
represents an object, and each column of the data matrix represents a feature.
For example, in the document analysis, the rows and columns of the data matrix
correspond to the documents and words. Co-clustering on documents and words
simultaneously can achieve better quality than clustering on documents alone.
However, most existing co-clustering methods [1] [4] [8] are mainly partition-
based, which usually assume that each entry in a data matrix can only be as-
signed to one cluster. Some cases of such application scenarios are as follows:

– Row/Object Overlapping: In many clustering applications, each individ-
ual object should be assigned to more than one cluster. For example, news
articles can belong to multiple categories; Movies can have more than one
genre; Chemical compounds can be associated with multiple types of efficacy.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 56–67, 2014.
c© Springer International Publishing Switzerland 2014



An Effective Approach on Overlapping Structures Discovery 57

– Column/Feature Overlapping: For the scientific paper clustering prob-
lem, it is desirable that the clustering algorithm can automatically put papers
from the same discipline into the same cluster. In the co-clustering setting,
each paper is represented as one row while the term features are represented
in columns. It is natural that some terms (columns) can be significant fea-
tures for multiple clusters. For example, the term ”matrix” can be important
for both Math and Computer Science, and the term ”molecule” can be fre-
quently used in both Biology and Chemistry.

Such overlapping structures can often appear in a variety of clustering appli-
cations. The clustering quality can be greatly improved if the real overlapping
structures of both rows and columns are captured. However, the overlapping
scenarios make the problem very challenging from a number of aspects:

– Most existing works [5] [7] [14] on overlapping structures discovery focus on
traditional clustering environment. The new challenge is on how to simulta-
neously find overlapping structures on both rows and columns. Discovered
overlapping structures on rows will actively reinforce to discover the over-
lapping structures on columns and vice versa.

– Another challenge is on how to effectively define the overlapping criteria?
If the criteria are set too strict, few overlapping structures will be discov-
ered. However, if the criteria are too loose, many objects will be incorrectly
identified to have overlapping structures, which will lead to poor clustering
quality.

– Traditional co-clustering approaches usually require users to specify how
many row clusters and column groups to cluster. Nonetheless, these two pa-
rameters are often difficult to obtain in reality. Designing an efficient and
effective approach which requires no user specified parameter is quite chal-
lenging yet much desired.

In this paper, we will study the problem of overlapping structures discovery
in the context of co-clustering. This is done by first finding the blocks, which
have either dense or sparse connections, by non-overlapping co-clustering. Then
based on the discovered blocks, we propose a density guided strategy to select the
features (objects), which can discriminate the specified object (feature) clusters
from other object (feature) clusters. Finally, according to the discriminative
features (objects), a novel overlapping strategy (OPS), which can work with any
non-overlapped co-clustering methods, is developed.

The rest of the paper is organized as follows. In Section 2, we introduce the
related work. The strategy of overlapping co-clustering is elaborated in Section
3. Then, in Section 4 we introduce the co-clustering methods based on MDL,
followed by the experimental evaluation in section 5. Finally, we conclude in
Section 6.

2 Related Work

Co-clustering focuses on simultaneously clustering both dimensions of a matrix
by exploiting the clear duality between rows and columns [13] [6]. Most works
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in co-clustering attempt to discover non-overlapping structures. Chakrabarti et
al. [1] assumed the process of co-clustering as the problem of how to transfer
the matrix with the least bits. By minimizing the total bits used to describe the
matrix, the homogeneous blocks, whose densities are either very high or very low,
are discovered. The denser blocks are used as co-clusters. Later, Papadimitriou
et al. [15] further extended this method to the hierarchical situation. Long [12]
proposed a Spectral Relational Clustering (SRC) approach, which iteratively
embeds each type of data objects into low dimensional spaces. Since SRC needs to
calculate eigenvectors, it is very time-consuming for large data set. Cheng et al.[2]
devised the sequential bi-clustering model that finds one co-cluster, which has
low mean squared residue scores in expression data at each time. Later, Lazzeroni
et al. [10] proposed a plaid model for directly finding the overlapping co-clusters,
but still can not identify multiple co-clusters simultaneously. Deodhar et al. [3]
proposed a robust co-clustering algorithm called ROCC, which can work with
various distance measures and different co-cluster definitions. However, in order
to handle noisy or incoherent data, where a large fraction of the data points and
features is irrelevant and needs to be discarded, ROCC focuses more on pruning.
But in this paper, our assumption is that all of the objects and features are useful.
In addition, approaches in [2] [3] [10] only focus on the overlapping structures
between co-clusters but not among the row clusters and column clusters. Hence,
their goals are quite different from our problem. Wang et al. [16] proposed a
method similar to k-means by making use of the correlations between users and
tags in social media. However, this method is only tailored for social media
domain and is ineffective for the general case of overlapping structures.

3 The Framework of Discovering Overlapping Structures
for Co-clustering

An un-weighted bipartite graph G is described by a binary matrix D of m× n,
in which each element ei,j(1 ≤ i ≤ m, 1 ≤ j ≤ n) indicates whether the i-th
object has a link relation with the j-th feature or not. R represents the set of
rows and C represents the set of columns in D. A is the set of co-clustering
algorithms which aim at co-clustering the set of rows, i.e., R into k row clusters
and the set of columns, i.e., C into l column clusters. We use I denoting the set
of row clusters, i.e., I = {Ii}ki=1, and J denoting the set of column clusters, i.e.,
J = {Jj}lj=1. Since each row r stands for an object and each column c stands
for a feature in matrix D, we use r to represent both row and object and c to
represent both column and feature in this paper.

Definition 1 (Pattern). Given an object-feature matrix D of size m× n, as-
sume matrix D is to be co-clustered into k row clusters and l column clusters.
A pattern Mi = (Qi

X , Q
i
Y ) is a mapping of rows and columns of matrix D

respectively, where Qi
X denotes the mapping of rows and Qi

Y denotes the map-
ping of columns, i.e., Qi

X : {1, 2, · · · ,m} → {1, 2, · · · , k}; Qi
Y : {1, 2, · · · , n} →

{1, 2, · · · , l}. M denotes the set of the patterns in D, i.e., Mi ∈M.
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In order to gather the similar objects into the same row clusters and the similar
features into the same column clusters, co-clustering approach Ai ∈ A searches
the appropriate optimal pattern M∗ ∈ M for optimizing a specified objective
function as shown in [1] [13]. A regular co-clustering process is given from Figure
1(a) to 1(b). All the discussion in this section is under the assumption that we
have already computed a co-clustered matrix D. In other words, given an object-
feature matrix D, the co-clustering approach Ai ∈ A has already co-clustered
different objects into different row clusters and different features into different
column clusters.

We notice that, any row (column) cluster becomes an independent row (col-
umn) cluster because it has some discriminative feature (object) sets. Before we
give the detailed description of discriminative feature (object) set, we give the
observations of co-clustering process in Figures 1(a) and 1(b). It is clear that
there are four row clusters and four column clusters in this example. From Fig-
ure 1(b), we notice that, for each row cluster, it certainly has some features that
distinguish the row cluster itself from other row clusters. Otherwise, this row
cluster will be merged into other row clusters. As shown in Figure 1(c), the first
row cluster and the second row cluster are separated from each other because
they have different features. In details, in the first row cluster, features in block
P3 and P5 are most important features. In addition, features in P5 can be more
discriminative than those features in P3 since other row clusters have much
lower densities for features in P5. Similarly, features in P1 are more discrimina-
tive than features in P2 for the second row cluster in terms of separating from
other row clusters. Symmetrically, for column clusters, objects located in P1
are more important than objects located in P3 to discriminate the first column
cluster from other column clusters. Compared to objects located in P3, objects
located in P4 contribute more for discriminating the second column cluster from
other column clusters.

(a) Original matrix (b) Co-clustered (c) Overlapping

Fig. 1. The process of overlapping co-clustering

For any row cluster Ip ∈ I(1 ≤ p ≤ k), in order to measure the importance
of the features in column cluster Js ∈ J (1 ≤ s ≤ l) for distinguishing row clus-
ter Ip from other row clusters, the difference of density between the block Dp,s

and average density of all blocks in the s-th column group of matrix D should be
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considered. This is referred to as the density guided principle for discriminative
features (objects) identification. We give the Discriminative Feature Function
w(p, s) to evaluate the contribution of column cluster Js for separating row
cluster Ip from other row clusters as follow:

w(p, s) = N(Dp,s)−
1

|I|

|I|∑
i=1

N(Di,s) (1)

where N(Dp,s) is the density function which measures the percentage of ”1”s
in block Dp,s. Obviously, the larger value of w(p, s), the more contribution of
features in Js for discriminating row cluster Ip from other row clusters. Symmet-
rically, we further define the Discriminative Object Function w′(s, p) to evaluate
the contribution of row cluster Ip for distinguishing column cluster Js from other
column clusters below.

w′(s, p) = N(Dp,s)−
1

|J |

|J |∑
j=1

N(Dp,j) (2)

Definition 2 (Discriminative Feature Set). Given the row cluster Ip ∈ I
and the column cluster Js ∈ J , the group of features located in the column cluster
Js is the discriminative feature set for the row cluster Ip iff Js contributes to
the distinction of row cluster Ip from other row cluster Iq ∈ I(p 
= q), i.e.,
w(p, s) ≥ 0.

Definition 3 (Discriminative Object Set). Given the column cluster Js ∈
J and the row cluster Ip ∈ I, the group of objects located in the row cluster Ip
is the discriminative object set for the column cluster Js iff Ip contributes to the
distinction of column cluster Js from other column cluster Jt ∈ J (s 
= t), i.e.,
w′(s, p) ≥ 0.

Given an object r ∈ Iq, when we consider its relation with row cluster Ip(p 
=
q), we examine its features shared with the objects in Ip. Concretely, the more
discriminative feature sets they shared, the closer relation they are. Moreover,
for a specified discriminative feature set in Ip, if an object r has a higher feature
density in this discriminative feature set, it indicates the closer relation between
object r and objects in Ip. Consequently, for any row r ∈ Iq, in order to test
whether row r should also be placed into row cluster Ip (p 
= q) or not, all the
discriminative feature sets in p-th row group are considered by Equation (3).

Eor(r, p) =
∑
f∈F

w(p, f)(N(rf )−N(Dp,f ))− α (3)

where rf is the set of elements from row r located in column cluster Jf ; F is
index set of discriminative feature set of column cluster, i.e., F = {f |w(p, f) ≥
0,Jf ∈ J }; α is a parameter used to control the extent of the row overlap. On
the right hand side of Equation (3), the first term in the summation indicates
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the significance of the discriminative feature set to the p-th row group, while
the second term measures the density difference of row r relative to the p-th
row group. Intuitively, the larger of their product, the more likely that row r
will be related to the p-th row group. We take the sum of the products over all
discriminative feature sets of the p-th row group as the measure. If Eor(r, p) ≥ 0,
row r will not only be placed into its original row cluster Iq but also to row cluster
Ip. We notice that, it is possible for (N(rf )−N(Dp,f )) to be negative. If in this
case, it means row r has a lower feature density located in column cluster Js

than Ip. Consequently, the possibility of placing row r into row cluster Ip is
penalized.

Similarly, we have Equation (4) for evaluating any column c ∈ Jt whether
should also be placed into column cluster Js (s 
= t).

Eoc(c, s) =
∑
b∈B

w′(s, b)(N(cb)−N(Db,s))− β (4)

where cb is the set of elements from column c located in row cluster Ib; B is
the index set of discriminative object set of row cluster, i.e., B = {b|w′(s, b) ≥
0, Ib ∈ I}; β is a parameter used to control the extent of the column overlap. The
description of Overlapping Pattern Search (OPS) for overlapping co-clustering
is given in Algorithm 1. We note that the order of step 2 and step 3 does
not matter, since going through the rows and columns are solely based on the
appropriate optimal non-overlapping patterns. In other words, step 2 and step
3 are independent. Besides, α = β = 0 is used in this paper.

Algorithm 1. OPS(Ai, D)

1. Call co-clustering algorithm Ai to find the approximate optimal non-overlapping
pattern (Q∗

X , Q∗
Y ) of D.

2. Based on (Q∗
X , Q∗

Y ), for each row r ∈ R and each row cluster Ip ∈ I (r /∈ Ip),
compute Eor(r, p) according to Equation (3). If Eor(r, p) ≥ 0, copy row r to row
cluster Ip, i.e., Ip ← Ip ∪ r.

3. Based on (Q∗
X , Q∗

Y ), for each column c ∈ C and each column cluster Js ∈ J
(c /∈ Js), compute Eoc(c, s) according to Equation (4). If Eoc(c, s) ≥ 0, copy
column c to column cluster Js, i.e., Js ← Js ∪ c.

4. Return overlapping row clusters and column clusters (I∗
o ,J ∗

o ) = (I,J ).

4 Co-clustering Approach Based on Information
Compression

We have presented a general framework for overlapping co-clustering based on
non-overlapping co-clustering in the last section. In this section, we give the co-
clustering approach used in this paper for generating the non-overlapping row
clusters and column clusters. Although the overlapping framework described
in Section 3 can work with any non-overlapping co-clustering method, here we
further extend FACA [1] to generate the non-overlapping co-clusters because
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it can be parameter free and generate good quality results. Due to the space
limit, we first briefly introduce the process of FACA. Then we explain how
we extend it further to be more efficient and effective. Finding the optimal co-
clustering pattern is NP-hard [1]. In order to find the appropriate optimal pattern
M∗, FACA makes use of Minimum Description Length (MDL) theory to encode
matrix without information loss. Assume a matrix D with m×n is divided into
k row clusters and l column clusters. Compressing matrix D includes two parts
which are description complexity Tm(D) and code length Tc(D). Therefore, the
total bits used for condensing matrix D is

T (D)

=Tm(D) + Tc(D)

= log∗m+ log∗ n+m�logm�+ n�logn�+ log∗ k + log∗ l

+ �log
( m
m1,··· ,mk

)
�+ �log

( n
n1,··· ,nl

)
�+

|I|∑
i=1

|J |∑
j=1

�log(minj + 1)�

+

|I|∑
i=1

|J |∑
j=1

1∑
h=0

Nh(Dij) log

(
N(Dij)

Nh(Dij)

)
(5)

where Nh(Dij) denotes the number of ”h”s (h=0 or 1) in block Dij , mi denotes
the number of objects in row cluster Ii, and nj denotes the number of features
in column cluster Jj . All the logarithms are based 2 in Equation (5). Besides,
in Equation (5), the first term to the ninth term represents the description com-
plexity, and the tenth term represents the code length. The original algorithms
only used the tenth term as the objective function. The detailed description of
FACA can be found in [1]. As we will see in the experimental section, by retain-
ing all these terms to capture the effect of both description complexity and code
length, we can achieve better clustering quality.

5 Experiments

In this section, we test our method on both synthetic and real-world data sets.
Each experiment is repeated 10 times and the average is reported. We use two
metrics to measure the performance.The first metric used in this paper is Purity
and the second one is Normalized Mutual Information (NMI) [9].

5.1 Data Set Description

Synthetic Data Set. We generate the synthetic data based on Classic31. Clas-
sic3 data set contains three types of non-overlapping documents, which are
MEDLINE (medical journals), CISI (information retrieval) and CRANFIELD

1 http://www.dataminingresearch.com/index.php/2010/09/classic3-classic4-

datasets

http://www.dataminingresearch.com/index.php/2010/09/classic3-classic4-datasets
http://www.dataminingresearch.com/index.php/2010/09/classic3-classic4-datasets
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(aero-dynamics). The documents and words form a bipartite graph described by
a binary matrix of 3891×5896. In order to get the overlapping documents, firstly,
we randomly select 1000 documents from each type of documents. Secondly, we
randomly choose two documents di and dj , which belong to two different types
Ti, Tj (i 
= j), from the total 3000 documents. Thirdly, we merge documents dj
and di together to form a new document dij , which is tagged with two types Ti

and Tj. The above processes repeat until the total specified overlapping percent-
age OV% of new documents are generated.

Real-World Data Sets. In addition to the synthetic data set, we use two real-
world data sets to test the proposed method. The first real data set is Reuter data
set2 , which contains 294 documents. Each document records a story happened
from February 2009 to April 2009. Among these stories, 40 stories are tagged
more than one type of the total six types, which are business, entertainment,
health, politics, sport and technology. The second real data set is BBC data set3 ,
which also contains six types of documents as the Reuter data set. BBC data set
contains the total number of 352 documents and 40 documents are annotated
with more than one type.

We notice that the standard text preprocessing approaches such as stemming,
stop words removal have already been applied to all of these data sets.

5.2 Experiment Results

We compare our method with four state-of-the-art methods. The first one is
FACA [1]. The second compared method is NMF [11], which is a co-clustering
method based on non-negative matrix factorization. The third compared method
is SRC [12] and the fourth one is DOGSM [16]. We note that FACA, NMF and
SAC can detect effective row clusters and column clusters but cannot discover
the overlapping structures. While DOGSM can detect the overlapping structures
of row clusters and column clusters, but the number of row clusters and column
clusters are limited to be exactly the same because DOGSM is a k-means based
method.

We first consider the case that the number of row clusters and column clusters
are presumably given. In Classic3 data set, the number of row cluster k = 3 is
given and the number of column cluster l is unknown. Hence, different values of
l = 15, 20, 25 are provided to all of these compared methods. In this situation,
OPS calls extended FACA for non-overlapping co-clustering. Besides, DOGSM
is a clustering method similar to k-means, it has no parameter l. The metrical
scores on Purity and NMI on Classic3 data set are given in Tables 1 and 2 re-
spectively. We observe that, generally speaking, FACA, NMF, SRC and OPS
achieve comparative scores over two metrics on Classic3 data set. In detail, OPS
outperforms all of the compared methods. Especially, OPS takes more advan-
tage than the other compared methods as the number of overlapping percentage

2 http://mlg.ucd.ie/datasets
3 http://mlg.ucd.ie/datasets

http://mlg.ucd.ie/datasets
http://mlg.ucd.ie/datasets
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OV% increases. This is because, compared to FACA, NMF and SRC, OPS can
discover the overlapping structures which can further reveal the cluster structure
of the data set. Even though DOGSM can also discover the overlapping clusters,
its performance is not as good as OPS. This is because it can not distinguish
the different number of row clusters and column clusters. Besides, compared to
other three methods, DOGSM can not make use of the relations between objects
and features when performing clustering. This is critical for the performance of
clustering when the data is very sparse and noisy. Therefore, OPS gains much
better scores on two metrics than DOGSM at different overlapping levels.

Another observation of Tables 1 ∼ 2 is that the metrical scores of two met-
rics on the compared methods decrease as the percentage of overlapping OV%
increasing. The probable reasons for this phenomenon are as follows. Firstly, the
higher overlapping percentage of the documents makes the data set more com-
plicated and challenging to all of the compared methods. Secondly, the number
of hybrid objects, which belong to two clusters, are increasing as the overlapping
percentage getting higher. This makes the number of hybrid objects of the same
type, such as hybrid objects of LINE and CISI, enough to form new independent
clusters. In other words, the ground truth of the number of the row clusters is
moving from 3 to 6 as the number of overlapping documents increasing. How-
ever, OPS still performs very well even the overlapping percentage OV% = 20%.

Table 1. Purity scores on Classic3 data set

OV% k l FACA [1] NMF [11] SRC [12] OPS DOGSM [16]

15 0.9387 0.8971 0.85778 0.9632
5% 3 20 0.9397 0.9107 0.84571 0.9613 0.3931

25 0.9444 0.91175 0.8565 0.9698

15 0.8882 0.8684 0.8200 0.9294
10% 3 20 0.8870 0.8724 0.7781 0.9312 0.3681

25 0.8945 0.8666 0.6857 0.9367

15 0.8412 0.8379 0.61014 0.9113
15% 3 20 0.8478 0.8310 0.59362 0.9136 0.4052

25 0.8475 0.8307 0.61014 0.9168

15 0.7981 0.7933 0.6908 0.8894
20% 3 20 0.8036 0.7936 0.5927 0.8814 0.4157

25 0.8067 0.7930 0.5536 0.8825

In the real data sets of Reuter and BBC, the number of row clusters k =
6 is given, but the number of column clusters is unknown. In order to test
the ability of automatically finding the number of row clusters k and column
clusters l, we run OPS without given the number of row clusters and column
clusters. Since FACA can also automatically detect the number of row clusters
and column clusters when searching for the optimal pattern, we use FACA(Auto)
to denote this situation. While for the other compared methods, we provide
exactly the number of row clusters and different parameters for the number of
column clusters.
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Table 2. NMI scores on Classic3 data set

OV% k l FACA [1] NMF [11] SRC [12] OPS DOGSM [16]

15 0.8284 0.6995 0.4567 0.8693
5% 3 20 0.8309 0.6060 0.7359 0.8697 0.0501

25 0.8506 0.7331 0.5874 0.8891

15 0.7345 0.6674 0.4651 0.7875
10% 3 20 0.7296 0.5300 0.6596 0.7895 0.0208

25 0.7567 0.6674 0.4850 0.8009

15 0.6503 0.6331 0.4375 0.7270
15% 3 20 0.6724 0.4434 0.6146 0.7526 0.0615

25 0.6694 0.6118 0.3128 0.7503

15 0.5866 0.5562 0.3038 0.6499
20% 3 20 0.6013 0.4190 0.5587 0.6706 0.0411

25 0.6077 0.5558 0.3611 0.6790

The results of the different methods on Reuter data set are presented in Fig-
ures 2(a)-2(b). Since the results of OPS and FACA(Auto) are not affected by the
number of column clusters, their results are horizontal lines over different values
of l. Despite without any information of the number of row clusters and column
clusters, OPS still gains the highest scores over all of the three metrics. It is ev-
ident that OPS has better advantage than other compared methods for finding
the most appropriate row clusters and column clusters. Though FACA(Auto)
can also detect the number of row clusters and column clusters automatically,
its performance is not as good as OPS. That is because of the following reasons.
Firstly, OPS can discover the overlapping structures hidden among the clusters.
Secondly, OPS uses the total bits used to describe the whole matrix as the objec-
tive function, which can get an appropriate balance between model description
complexity and code length, and improve the co-clustering quality. We keep in
mind that OPS automatically detects the number of row clusters and column
clusters. We also notice that FACA(Auto) performs better than FACA in this
data set. Besides, SRC outperforms NMF in most of the cases. Though DOGSM
can also discover the overlapping structure, it seems very sensitive to the sparsity
and noise of the data set. Hence, the performance of DOGSM is relative poor in
our tests.

In Figures 2(c)-2(d), we illustrate the results of the compared methods on BBC
data set. Once again, OPS gains the highest scores on two different metrics. We
note that FACA(Auto) does much poorly on NMI compared to OPS. Moreover,
NMF and SRC do poorly on Purity. We observe that the NMI scores of all of the
compared methods are not very high. We carefully analyze this phenomenon and
find BBC data set is very unbalanced. For example, the number of document
annotated as sports is 44, while the number of documents annotated as business
is 102, which is more than two times the number of documents annotated as
sports. Besides, compared to the Classic3 data set, the number of documents is
relatively small, but the number of document clusters is relatively large in this
data set. Both of which make the co-clustering in BBC data set a non-trivial
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Fig. 2. The results of two metrics with different methods on the data sets of Reuter
and BBC

challenge for all of these compared methods. However, even in this case, OPS
still gains a comparative performance.

6 Conclusion

Discovering the overlapping structures of objects and features simultaneously is
significant in many real-world applications. However, this problem is neglected by
many existing works. In this paper, a novel parameter-free algorithm OPS, which
utilize a density guided principle to discover the overlapping structures among
row clusters and column clusters simultaneously, is proposed. Experiments in-
cluding real-world and synthetic data sets demonstrate our method is effective
and efficient. Further works will focus on non-binary matric co-clustering.
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Abstract. Location-based social networks (LBSNs) have attracted sig-
nificant attention recently, thanks to modern smartphones and Mobile
Internet, which make it convenient to capture a user’s location and share
users’ locations. LBSNs generate large amount of user generated content
(UGC), including both location histories and social relationships, and
provide us with opportunities to enable location-aware recommendation.
Existing methods focus either on recommendation efficiency at the ex-
pense of low quality or on recommendation quality at the cost of low
efficiency. To address these limitations, in this paper we propose a group-
based personalized location recommendation system, which can provide
users with most interested locations, based on their personal preferences
and social connections. We adopt a two-step method to make a trade-off
between recommendation efficiency and quality. We first construct a hi-
erarchy for locations based on their categories and group users based on
their locations and the hierarchy. Then for each user, we identify her most
relevant group and use the users in the group to recommend interested
locations for the user. We have implemented our method and compared
with existing approaches. Experimental results on real-world datasets
show that our method achieves good quality and high performance and
outperforms existing approaches.

1 Introduction

The rapid development of Mobile Internet enables users to share their infor-
mation on mobile phones. As modern smartphones are equipped with GPS, we
can easily obtain users’ locations. Thanks to modern smartphones and Mobile
Internet, location-based social networks (LBSNs) are becoming more and more
popular and widely accepted by mobile-phone users [3,14]. There are many real
LBSN systems, e.g., Foursquare (foursquare.com) and Jiepang (jiepang.com).
Moreover, there are many studies on identifying users’ locations from traditional
social networks, e.g., Twitter (twitter.com) [10,11]. Thus we have many ways to
obtain real-world LBSNs.

LBSNs generate large amount of user generated content (UGC), including both
location histories and social relationships, and provide us with opportunities to
enable location-aware recommendation, which has many real applications [2,15].

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 68–80, 2014.
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For example, a new tourist visits a city and we want to recommend her some inter-
ested scenic spots.

To build a personalized location recommendation system on LBSNs, we should
consider both the recommendation quality and efficiency. Existing methods fo-
cus either on recommendation efficiency at the expense of low quality or on
recommendation quality at the cost of low efficiency [1,17]. To achieve high per-
formance, it requires to devise effective structures and efficient algorithms. To
achieve high quality, it needs to consider the following factors. First, user pref-
erences are very important. For example, if a user often goes to cinemas, she
may like movies, and thus we can recommend her locations related to movies.
It is worth noting that a user may have multiple interests, and we should ana-
lyze the importance of these interests. Second, it is important to consider users’
comments on locations, e.g., user ratings or visited times. Third, social connec-
tions are also important. A user may be more interested in the locations their
friends are also interested in. [9] solves the location-aware influence maximiza-
tion problem, which reflects the importance of social connections for location
recommendation.

To utilize these information, we need to address the following challenges. The
first one is the data-sparseness problem. A user’s location histories are limited,
which leads to the user-location matrix very large but sparse. The second one is
the cold-start problem. For a new user, we do not know her preferences and it
is hard to recommend relevant locations.

To address these limitations, in this paper we propose a group-based per-
sonalized location recommendation system, which can provide users with most
interested locations, based on their personal preferences and social connections.

The main contribution of this paper is as follows.

– We develop a group-based personalized location recommendation system to
do real-time location recommendation on LBSNs, emphasizing on both effi-
ciency and quality.

– We propose a hierarchical clustering method to cluster locations and build
a hierarchy for the locations. We group the users based on their interested
locations and the location hierarchy.

– We devise a two-step method to recommend users with interested locations.
For each user, we first identify her relevant group based on user-group sim-
ilarity. Then from the identified group, we recommend interested locations
based on user-location similarity.

– We have implemented our method and compared with existing approaches.
Experimental results on real-world datasets show that our method achieves
good quality and high performance and outperforms existing approaches.

The rest of the paper is organized as follows. Section 2 gives the problem
formulation and the system overview. We introduce how to generate the groups
in Section 3 and discuss how to do personalized location recommendation in
Section 4. Section 5 shows the experiment results. We review related works in
Section 6. Finally, Section 7 concludes the paper.
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2 System Overview

In this section, we first introduce the problem formulation, and then present the
overview of our proposed location recommendation system.

2.1 Problem Formulation

We use a graph to model an LBSN where nodes are all users and edges are
relationships between users (e.g., follower/followee relationships). In addition,
for each node, it includes a set of locations that the use has visited (e.g., checked
in). For each user, when she comes to a new place, denoted by a minimum
bounding rectangle (MBR) r, we want to recommend her n new locations within
the region r that the user has never visited. Next we use an example to illustrate
our problem, as shown in Fig 1.

Fig. 1. Example of Problem Definition

Assuming locations LA, LB and LC are within search range r, the possible
recommended results are: LC is recommended to user U1, LA is recommended to
user U3, LA and LB are recommended to user U4 (since U3 and U4 are friends,
LB may have higher rating than LA).

2.2 System Architecture

As shown in Fig.2, the system can be divided into two parts: offline clustering
and online recommendation.

Location-Aware and Preference-Aware Clustering. The lower part of
Fig. 2 is the clustering part. First, we extract locations users have visited. From
existing POIs or knowledge base [13], we can obtain the categories of locations
(e.g., KFC belongs to ‘Fast Food’ which in turn belongs to ‘Food’) and build a
category hierarchy, where nodes on the hierarchy are categories and the parent-
child edges denote the category-subcategory relationships. Then, for each user,
we can get her category hierarchy based on her locations, which is a subtree of
the category tree. In addition, we evaluate the user preferences by her visited
locations and the number of visited times using the term frequency * inverse
document frequency (TF*IDF) method, and incorporate the weight into her lo-
cation hierarchy, called weighted category hierarchy (WCH) [1]. Next we cluster
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CF Model

Fig. 2. System Architecture

users into different groups according to their WCHs using the K-Means algo-
rithm. Finally for each group, we use all locations that the users in the group
have visited and some popular locations as the candidate locations. Section 3
gives the details of offline clustering.

Personalized Location Recommendation. The upper part of Fig.2 is the
recommendation part. First, we find the group that the user belongs to (or most
relevant group if the user is a new user) and get the members of the group. Sec-
ond, we get candidate locations in a specified geospatial range using the group’s
R-tree index. Third, we calculate the similarity between the user and candi-
date locations. Finally, we devise recommendation algorithms to recommend the
top-k locations to the user.

System Features. The proposed system is designed to provide real-time lo-
cation recommendation for the users, and we focus on improving the efficiency
while achieving high quality. The system has the following characteristics. First,
we can address the data-sparseness problem using the group-based method since
we use the locations in the group to support recommendation. Second, we can
address the cold-start problem as we use the users in the relevant group to recom-
mend locations. Third, our method has high performance, since the user-location
matrix (user-user matrix) is replaced by the user-category (user-group) matrix
and the computation overhead is significiantly reduced.

Research Challenges. Generating high-quality groups is very important and
challenging in our method since it affects the recommendation quality. We devise
effective techniques to address this issue in Section 3. Second, identifying relevant
groups and locations for each user is also very challenging and we propose some
similarity functions to calculate the user-group and user-location similarities and
devise efficient recommendation algorithms in Section 4.
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3 Location-Aware and Preference-Aware Clustering

In this section we first discuss how to analyze user preferences (Section 3.1) and
then utilize the preferences to group the users (Section 3.2). Finally we present
how to select candidate locations for each group (Section 3.3).

3.1 Analyzing User Preferences

We study how to capture user’s preference, which is very important to do person-
alized recommendation. First, to describe the locations, we propose a location
category hierarchy (e.g., KFC, fast food, food), where each node is a location cat-
egory and each parent-child edge is a category-subcategory relationship. There
are many ways to build the location hierarchy. The first method is to use existing
knowledge bases to obtain the hierarchy, which is adopted in our experiments.
The second method is to extract the categories from Points of Interest (POIs)
as POIs contain the categories. The third method is to use existing hierarchical
clustering algorithms to generate the categories [7].

Then based on the category hierarchy, we construct a weighted category hi-
erarchy (WCH) for each user. WCH is a subtree of the category tree. For each
user, we insert her locations to the leaf nodes if the locations belong to the corre-
sponding categories. Then the minimum subtree that contains all the locations
is the WCH of the user. To capture user preference, for each category, we add
the user’s preference on the category (i.e., whether the user likes the category).
To this end, we use the term frequency * inverse document frequency (TF*IDF)
method to calculate the value using Eq. 1.

u.wc = TF ∗ IDF =
|{u.li : li.c = c}|

|u.L| ∗ lg |U |
|{uj : c ∈ uj .C}|

(1)

where |{u.li : li.c = c}| is the times that user u visits category c, |u.L| is the size
of the u’s location histories, |{uj : c ∈ uj.C}| is the number of users who have
visited c, and |U | is the number of users.

WCH in our system has the following advantages. First, it can help to solve
the data-sparseness problem, because the WCH can effectively reduce the dimen-
sions of the user-location matrix by replacing it with the user-category matrix,
and the data is not sparse any more. Second, it can solve the cold-start problem.
Although a user may not visit any location in a new city, we can infer her pref-
erences from her WCH and recommend interesting locations to her. Third, two
categories may not exact match and WCH can tolerate the category mismatching
problem using the hierarchy.

3.2 Constructing User Groups

To group the users into different groups based on their preferences, we use the
K-means algorithm to do user clustering, based on the following four steps.
– Data Preparation. We utilize all users’ WCHs to group the users. In some

others studies, relationships, tags, or location histories can be used as the
data source, compared with WCHs, they are large-scale and inefficient.



Group-Based Personalized Location Recommendation 73

– Feature Selection and Extraction. There are many possible ways to
select features from WCHs, e.g., only using the first, second, or third level
nodes on the WCHs, or using the mixed level nodes. If we use lower level
nodes, there will be larger number of groups and the relationships between
categories in the different groups will be neglected. If we use higher level
nodes, there will be less number of groups and we can use more relationships
between categories. For example, we use the first level nodes as the features.
The features can reflect the diversity of user preference and the users will be
classified into 29 = 512 groups.

– Similarity Computing. For each user, we create a vector for her, and the
dimension is the number of nodes on the first level of her WCH, and the value
of each item is the value of corresponding node. We use cosine distance to
calculate the similarity of two users’ vectors.

– Clustering. We apply the K-Means algorithm to cluster users, and all users
are classified into K groups and one user only belongs to one group.

3.3 Generating Group Candidate Locations

For each group, we use locations the group members have visited and some
highly rated locations as the candidate locations. The following part describes
how to generate the highly rated locations.

We use an iterative method to rate locations, where a location’s rating is called
the authority score, represented by l.a, and a user’s rating is called the hub score,
represented by u.h. Through iterative computing we can pick out high-quality
locations and users. Eq. 2 is used to calculate the authority and hub score, while
l.a is initialized as the times that l is visited, and u.h is initialized as the size of
u’s location histories:

l.a =
∑
u∈Ul

u.h, u.h =
∑
l∈Lu

l.a (2)

In order to get the candidate locations efficiently within a geospatial range,
we use the R-tree to index all locations, which is proposed by Guttman [4]
as a spatial index structure. Searching on the R-tree is quite efficient, and we
construct an R-tree for each group to further accelerate the search speed.

4 Personalized Location Recommendation

In this section, we introduce how to support online personalized location rec-
ommendation. After a user submits a location recommendation request, we first
find which group the user belongs to by calculating the user-group similarity
(Section 4.1). Then, we search candidate locations within the query search re-
gion. We use the R-tree to index candidate locations, and thus we only need
to search on the corresponding group’s R-tree nodes and efficiently get the can-
didate locations. Next we calculate the user-location similarity and recommend
high rating locations to the user (Section 4.2).
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4.1 Identifying User’s Group

Consider a user submits a recommendation request. It is rather important to
determine the group that the user belongs to because a user group reflects the
preferences of users in the group. If the user belongs to a group, we can easily
get the corresponding group. On the contrary, we need to find the most relevant
group to the user. Since we use the K-Means algorithm to cluster users, each
group has a virtual center user. Given a group, we use the similarity between the
user and the center to compute the similarity between the user and the group.
In this way, we can calculate the similarity between the user and all groups, and
select the highest one as the user’s group.

4.2 Recommending Locations

From the identified group, we find the candidate locations using the R-tree. Here
we introduce how to recommend top-k locations from the candidate locations.
One big challenge is to calculate the user-location similarity. We can use Eq. 3
or Eq. 4 to measure the user-location similarity.

User-based: Sim(u, l) =
∑

u′∈Uu

Sim(u, u′) ∗ v(u′, l) (3)

where u′ is the user in the same group with u, Sim(u, u′) is the similarity between
users u and u′, and v(u′, l) represents the times that u′ visits location l.

Item-based: Sim(u, l) =
∑
l′∈Lu

Sim(l, l′) ∗ l(l′, u) (4)

where l′ is the location that user u has visited, Sim(l, l′) indicates the similarity
between locations l and l′, and l(l′, u) indicates the times that the user u has
visited location l′.

To efficiently compute the user-location similarity, we can convert calculating
the user-location similarity to computing user-user (Eq. 3) and location-location
(Eq. 4) similarity. We propose several metrics to measure the similarity between
users: user relationship similarity (Sim1), location histories similarity (Sim2),
common words similarity (Sim3), and WCH similarity (Sim4). Our method
uses a weighted sum combination of the above similarity scores as the final
similarity. Sim1 between two users is the ratio of the intersection size of their
friends to the union size of their friends. Similarly Sim2 (Sim3) is the ratio of
the intersection size of their visited locations (rating words) to the union size of
their visited locations (rating words). For Sim4, we use the cosine similarity on
the categories of the first level to evaluate the WCH similarity, similar to the
feature selection step in Section 3.3.

Computing the similarity between two locations is simple, we only need to
get the user vector and calculate the cosine similarity of the vectors, where user
vector is a vector that stores the users who have ever visited the location, e.g.,
in Fig.1, LA’s user vector is [U1, U2].
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To identify the relevant group, we use the user-group similarity. To rate a
location, user-location similarity is calculated, and the similarity can reflect the
user’s preference on the location. User-user and location-location similarity are
used to calculate user-location similarity using Eq.3 and Eq.4, while the former
one measures how close two users are in terms of user preferences, and the later
one reflects two locations attract how many same users, and the more same users,
the higher similarity. Based on the user-user and location-location similarity we
can use the CF algorithm to recommend locations for users.

To sum up, our proposed system enables high quality personalized location
recommendation through calculating the similarity between the user and candi-
date locations online, while using group to prune the candidate locations offline
and improve the computing efficiency.

5 Experiment

We conduct experiments to evaluate our proposed method. Our experimental
goal is to evaluate the recommendation efficiency and quality.

5.1 Experiment Settings

Dataset. We use a large-scale real-world dataset collected from Foursquare [1].
The users are mostly from two main cities in the United States: New York (NYC)
and Los Angeles (LA). Table 1 shows the statistics of the dataset. As we can see
from the table, the dataset is large-scale but sparse.

Table 1. Statistics of the dataset
LA NYC

# of users 501,940 717,382
# of users (with tips) 31,537 49,005

# of relationship 2,923,486 5,109,420
# of locations 215,614 206,416

# of tips 268,091 425,692

We selected users with home city of New Jersey (NJ) as our test dataset.
In order to ensure the accuracy of the experimental results, we further selected
users whose number of tips is greater than 7, and tips around LA and NYC.
Hence we select 992 test users and 7,242 tips as the test dataset.

Comparison Algorithms. We implemented two algorithms of our method:
group-based personalized location-based recommendation (GPLR) and user-
based recommendation (GPUR). We compared with three existing algorithms.
(1) Location-based collaborative filtering (LCF) [5], which is based on the item-
based CF. It utilizes all of the users’ location histories to build a user-location
matrix, and applies location-based CF on the matrix (Eq.4). The similarity of
two locations is computed by cosine similarity, and higher rating locations are
recommended to the user [12]; (2) User-based collaborative filtering (UCF) [5],
which is based on the user-based CF, and applies user-based CF on the ma-
trix (Eq.3); (3) Preference-aware (PA) [1], which uses location classification and
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user preferences extraction method in the offline part, and employs candidate
selection algorithm and CF algorithms for online recommendation.

Evaluation. To evaluate a recommendation method, we used cross validations.
We divided the location histories of a user into two parts. One is the training
set, which is used to learn user preferences and the other is the test set. Fig.3
explains our evaluation method.

Fig. 3. Evaluation Method

In Fig.3, the black filled circles indicate the test set, and we draw a minimum
boundary rectangle (MBR, the dotted line in the figure) as the recommenda-
tion range; the slash circles present the recommended locations. Through the
evaluation method we can calculate the quality of the recommendation.

Experiment Environment. All of our experiments ran on an HP server with
a 3.47GHz 6-core Intel Xeon CPU, and gcc-4.3.4.

5.2 Recommendation Quality

We compare quality with existing algorithms, by varying the number of recom-
mended answers N (default 20), the average size of location histories of users
(default 7), and the density (the number of locations per square mile). Fig.4
shows the results by varying the number of recommended answers (the size of
location histories is set to 7).
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Fig. 4. Recommendation Quality: Varying Number of Recommended Answers

Fig.4 shows that our proposed GPLR achieves the best precision, while LCF
and GPLR have the best recall. This is because LCF is based on all locations,
and GPLR is based on the candidate locations of the group, and thus LCF has
slightly advantages in recall. Our proposed GPUR, outperformed UCF in terms
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of both precision and recall, proving our user-user similarity method is effective.
LCF and GPLR are better in quality than UCF and GPUR, which indicates
location-based method is better than user-based method for the dataset, for
location-based recommendation. Finally, PA performs better than the user-based
method but worse than location-based method.
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Fig. 5. Recommendation Quality: Varying Size of Location Histories

Fig.5 shows the results by varying the number of location histories with N=20.
With the size of location histories grows, the precision of the five methods in-
creases. Particularly, GPLR and LCF have a significant increase. This is because
the five methods are all based on the user location histories. The recall decreases
as the size of location histories grows in all five methods. This seems unreason-
able because the size of the dataset is fixed, and as the size of training set grows,
the size of test set decreases, the recall should increase. However in fact, since
the number of correct recommendations decreases faster than the size of test set
decreases, the recall decreases.

Fig.6 shows the result by varying the location density, with N=10. In general,
the precision decreases as the location density grows, while the recall increases.
Intuitively, while there are more locations in the same range, the probability to
recommend correct locations is lower, and the result proves the intuitive inference.

 0

 0.1

 0.2

 0.3

 0  40  80  120  160  200

Pr
ec

is
io

n

Location Density (/km2)

LCF
GPLR

PA
GPUR

UCF

(a) Precision

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0  40  80  120  160  200

R
ec

al
l

Location Density (/km2)

LCF
GPLR

PA
GPUR

UCF

(b) Recall

Fig. 6. Recommendation Quality as Location Density Changes

5.3 Efficiency

The main factors affecting the efficiency are the recommendation number
and query range. We compare the five methods’ average recommendation
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performance. Fig.7(a) shows the elapsed time, and Fig.7(b) shows the recom-
mendation time as the recommendation range changes.

The proposed GPLR and GPUR achieved the highest efficiency and UCF al-
gorithm had the worst perforamnce. The main reason is as follows. Our proposed
recommendation algorithms are based on groups and can effectively filter out ir-
relevant locations for personalized recommendation part, while LCF and UCF
algorithm are not based on groups. As a result, the candidate location set is
very large. PA algorithm adopts a candidate selection algorithm, and uses local
experts to filter candidate locations, but the efficiency is not as good as ours.

From Fig.7(b), we can see the larger the recommendation range, the more
candidate locations, causing worse efficiency. Moreover, although the time that
GPLR and GPUR algorithm consume increases with the range, the average
growth rate is slower than the other three methods, reflecting the proposed
methods have better scalability.

6 Related Work

Most existing location recommendation systems are based on distance and rat-
ings [2,15,18]. These methods typically do not consider the user’s preferences
and for every user the recommended locations are almost the same.

There are some personalized methods [1,6,16]. Personalized methods typically
use tags to identify the user’s interests, and they allow users to manually specify
their own tags. The disadvantage of such systems is that they do not consider
the location histories of other users. Some systems take the location histories
into account, such as [8,17], but the efficiency is a big challenge. Another type
of personalized location recommendation systems are based on the CF model by
considering other users’ location histories and can infer the rating of a location
that the user has not visited. However, the disadvantage of such systems is all
locations are computed independently, resulting in the user-location matrix too
large to be computed efficiently.
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7 Conclusion

This paper presents a group-based personalized location recommendation sys-
tem with the following characteristics. First it can address the data-sparseness
and cold-start problems. Second, it achieves high efficiency and scalability by
utilizing group-based information. Third, it achieves high quality by utilizing
user preferences, social relations, user ratings and distances. The experiment re-
sults on a real-world dataset show that the proposed methods have significant
advantages in quality and efficiency than baselines.
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Abstract. In the literature, most of existing works of semantic orien-
tation analysis focus on the distinguishment of two polarities (positive
and negative). In this paper, we propose a lexicon-based multi-class se-
mantic orientation analysis for microblogs. To better capture the social
attention on public events, we introduce Concern into the conventional
psychological classes of sentiments and build up a sentiment lexicon with
five categories(Concern, Joy, Blue, Anger, Fear). The seed words of the
lexicon are extracted from HowNet, NTUSD, and catchwords of the Sina
Weibo posts. The semantic similarity in HowNet is adopted to detect
more sentiment words to enrich the lexicon. Accordingly, each Weibo
post is represented as a multi-dimensional numerical vector in feature
space. Then we adopt the Semi-Supervised Gaussian Mixture Model
(Semi-GMM) and an adaptive K-nearst neighbour (KNN) with sym-
metric Kullback-Leibler divergence (KL-divergence) as similarity mea-
surements to classify the posts. We compare our proposed methodologies
with a few competitive baseline methods e.g., majority vote, KNN by us-
ing Cosine similarity, and SVM. The experimental evaluation shows that
our proposed methods outperform other approaches by a large margin
in terms of the accuracy and F1 score.

Keywords: Semantic Orientation Analysis, Semi-supervised Gaussian
mixture model (Semi-GMM), Kullback-Leibler divergence.

1 Introduction

Online social services such as Twitter, Quora have been heavily used in recent
years, the data produced by which is ever growing and has inspired many re-
searchers to invest their efforts into text mining related tasks. Sentiment analysis
of online texts has recently become a hot research topic. Detecting the emotional
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tendencies could help ones better understand the public opinions and social be-
haviors, thus to conduct corresponding financial and political decision making
for enterprise and government [1].

The classification of semantic orientation has shown its effectiveness for sen-
timent analysis. In the literature, previous works mainly focus on two-class clas-
sification (positive and negative emotion). However, the sentiments of human
beings are complex in a variety of forms. In this paper, we propose a lexicon-based
multi-class semantic orientation analysis for Sina Weibo posts. Sina Weibo is a
popular Twitter-like micro-blogging service in China with more than 600 million
users. Firstly, based on the conventional classes(Joy, Blue, Anger, Fear) in psy-
chology study [2], we build up a sentiment lexicon with five categories(Concern,
Joy, Blue, Anger, Fear) for online texts sentiment detection. We argue that the
adoption of new class Concern helps better capture the social behaviors and pub-
lic concerns for the public events. The lexicon is based on the words extracted
from the amount of randomly grabbed Sina Weibo posts and the semantic sim-
ilarity presented in HowNet [3] - a WordNet-like lexical resource in Chinese.
Accordingly, each post is represented as a multi-dimensional numerical vector
in feature space. Then we adopt a Semi-Supervised Gaussian Mixture Model
(Semi-GMM) and a K-nearst neighbor (KNN) by using symmetric Kullback-
Leibler divergence (KL-divergence) as the similarity measurement to classify the
posts. We compare our proposed methodologies with the competitive baseline
methods e.g., majority vote, KNN by using Cosine similarity and Support Vector
Machine (SVM). The experimental evaluation validates the effectiveness of our
proposed methods. Semi-GMM is rather robust to noises and the small data set
as compared with other approaches.

The remainder of the paper is organized as follows. Section 2 discusses the
related work of semantic orientation analysis. Section 3 presents the details of the
sentiment lexicon construction. Section 4 introduces why we divide the posts into
5 categories and the adaptive classification methods. The experimental results
and performance evaluation are reported in Section 5. The conclusion and future
work are presented in Section 6.

2 Related Work

Semantic orientation analysis of online texts has been attracting increasing at-
tentions from researchers and widely adopted in many applications. Recent ad-
vances in research often fall into two categories, lexicon-based approach and text
classification-based approach. In general, lexicon-based approach achieves bet-
ter performance than the text classification-based one [4] due to the leverage of
typical sentiment words in lexicon. In this paper, other than developing a multi-
class lexicon for Chinese Weibo posts, we adapt different learning approaches to
classify the lexicon-based semantic vectors so that the accuracy of the semantic
orientation detection can be further enhanced.

Lexicon is a pre-built and classified list of labeled words and emoticons. The
sentiment lexicons are usually derived from thesaurus or knowledge base. Re-
cently, the learning techniques are introduced to enrich the lexicon due to the
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emerging of out-of-vacabulary words from online social media. And most of the
existing sentiment lexicons are built for the polarity classification (positive and
negative sentiment) e.g., NRC hashtag sentiment lexicon and Sentiment140 lex-
icon [5]. The NRC hashtag sentiment lexicon is created according to the positive
and negative hashtags in the tweets such as #good, #bad. While Sentiment140
lexicon is built according to the positive and negative emoticons. In addition
to manually labeling the lexicon, researchers exploit various ways of automati-
cally collecting the training data to build the lexicon with larger size and more
accurate category assignment. In this paper, we develop a sophisticated Chi-
nese sentiment lexicon by manually labeling the seed words. Then we adopt
the semantic similarity between words defined in HowNet to detect more words
“similar” to the seed words from the amount of corpus to extend the dictionary.

In the literature, there exist lots of relatedworks for the sentimentorientationde-
tection. In [6], the authors demonstrate that a learning approach performs better
than simply counting the positive and negative sentimental terms using a hand-
crafted dictionary. P. Melville et al. [4] propose to combine background lexical in-
formation with supervised learning to achieve higher classification accuracy.

In [7], the authors adopt semi-Naive Bayes learning to classify the emotional
intensity such as, very negative, negative, neutral, positive, very positive opinions
towards a specific subject on the long texts. However, Naive Bayes is sensitive to
the problem with sparse data and not suitable for the short texts classification
such as Tweets, Microblogs and Weibo posts etc. In [8], the authors study a
bayesian modeling approach to classify the sentiments with incorporation of a
document-level multi-dimensional sentiment distributions prediction. However,
the prediction of sentiment distribution over documents is time consuming and
the document-level approach can not be applied directly for the short texts min-
ing. Moreover, most of the existing works focus on the polarities classification.
Intuitively, recognizing the texts as fine-grained emotions such as happiness,
anger, sadness, fear, etc. could offer much delicate financial or political insights.
In [9], the authors group the Weibo posts into 4-category sentiments (Joy, Blue,
Anger, Disgusting) according to 95 emoticons among the texts instead of using
the semantics of words and sentences. And the new set of categories in [9] is
a variation of the conventional psychological category(Joy, Blue, Anger, Fear).
We argue that the aforementioned categories are unable to perceive the public
concern and support to special events which will be further discussed in Sec.
4.1. From the above observations, we propose to adopt semi-GMM supervised
learning and supervised learning to a Multi-class emotion classification to further
improve the performance of semantic orientation classification for microblogs.

3 Sentiment Lexicon

In this section, we propose to generate a comprehensive Chinese sentiment lex-
icon by using the Chinese affective words and phases from Sina Weibo posts.
And we evaluate the lexicon coverage by adopting the approach in [10].
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3.1 Sentiment Lexicon Generation
First, we conduct a serial of statistical analysis methods over a large amount of
online posts. We take the highly frequent terms of the existing corpus dictionary
(HowNet and NTU Sentiment Dictionary (NTUSD) [11]) and the manually an-
notated words as the seed words. Based on the set of seed words and the semantic
similarity defined in HowNet [3], a set of new sentiment words are obtained ac-
cordingly to further enrich the lexicon. In HowNet, each vocabulary vk has many
items expressing different concepts, and each item Sk composes several primi-
tives pk1, · · ·, pkn to describe its characteristics. The semantic similarity between
different items vk is defined as follows:

sim(v1, v2) = max
i=1···n,j=1···m

sim(S1i, S2j) (1)

sim(S1, S2) =
1

t1t2

t1∑
i=1

t2∑
j=1

1

2t1−i+1
sim(p1i, p2j) (2)

where t1, t2 is the number of primitive for S1 and S2.
1

2t1−i+1 is the weight
of the primitive p1i for item S1. And the similarity between words is denoted
as sim(p1i, p2j) = α

α+d , where d is the distance of the path from p1i to p2j in
HowNet’s well-constructed semantic tree, α is an empirical constant to guar-
antee the denominator is non-zero [12]. We also extract the catchwords from
Sina Weibo posts which are popularly used by Chinese young generation and
have gradually become the mainstream languages and the items of modern Chi-
nese vocabularies. In this paper, we obtain 8204 sentiment words including 613
catchwords and 101 commonly used emoticons.

3.2 Lexicon Coverage Evaluation

To verify the effectiveness of our constructed lexicon, we adopt the approach
proposed in [10] to observe whether the average emotional values Eavg follow a
consistent trend for the daily posts and social events. Eavg is defined as:

Eavg(d) =

∑N
i=1 SO − IR(vi)fi∑N

i=1 fi
(3)

SO − IR(v) =

∑M
i=1 sim(Key

pi, v)

M
−

∑N
i=1 sim(Keyni, v)

N
(4)

where d stands for the Weibo post, fi is the frequency of the ith word vi, Keyp
and Keyn refer to the predefined positive and negative seed lexicons. M and N
are the number of positive and negative seed lexicons respectively. And for those
catchwords which do not exist in HowNet, we conduct the majority vote on the
manually scores to determine their emotional value.

Fig. 1 shows the average emotional value of daily Sina Weibo posts from
March.23th, 2013 to April.26th, 2013 based on our newly created lexicon. It is
obvious that the value is correlated with the catastrophic events and holidays.
The consistency of the emotion tendency with the real world events illustrates
the effectiveness and the coverage of the lexicon.
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Fig. 1. The average emotional value of daily Sina Weibo posts from March.23th, 2013
to April.26th, 2013

4 Multi-class Sentiment Classification

In this section, we present the motivation of our newly designed category of
the sentiments and the details of the adaptive learning approach for semantic
orientation classification.

4.1 Sentiment Categories

The conventional psychology study [13] suggests a four-class identification for hu-
man sentiments, namely, Joy, Blue, Anger, and Fear. Our observation from daily
online posts is that people resort to the online services e.g., Twitter, SinaWeibo as
the portal to convey their concern and support to some special groups and events.
Fig. 2 shows a post published on Sina Weibo after the Malaysia Airlines (MAS)
flightMH370was confirmed lost. The post mainly expresses the social concern and
support for the victims and their next of kin. And this kind of emotion often breaks
out shortly after some public events happen e.g., the disaster like earthquake and
the crimes of causing death.With investigation of vocabulary frequency in numer-
ous emotional posts, we find that numbers of words and emoticons such as Pray,
Peace, [candle] (shown in Fig. 2)... tend to express such feelings.While in the con-
ventional four-class orientation detection, it’s highly likely the post will be iden-
tified as a Joy post. For words like “condolence” also express the concern while it
will be identified as a blue word in four-class sentiment scale.

To further highlight the need of Concern category, Fig. 3 presents the propor-
tion of the Concern posts in the daily posts fromMarch.23th, 2013 to April.26th,
2013 according to the sentiment lexicon we built in Sec. 3 and the lexicon vector
introduced in Sec. 4.2. We could observe that the number of concern posts is in-
creasing sharply when some vital social event happens which illustrates the impor-
tance of theConcern category.Thus, we introduce the 5th emotional identification
Concern into the conventional four-class sentiment classifications.Accordingly, the
sentiment categories in this paper are Concern, Joy, Blue,Anger and Fear.

4.2 Lexical Vectors

Basedontheconstructedsentiment lexicon inSec. 3,webuilda seedset composedof
themanually labeledrepresentativewords forfivecategories.Theseedset isdenoted
as seedset = {PC, PJ, PB, PA, PF}, where PC, PJ , PB, PA, PF stands for
the subset of (Concern, Joy, Blue, Anger, Fear) respectively. For each non-seedset
vocabulary v, we propose to detect its tendency based on Eq.(5) defined as follow:
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Fig. 2. A Weibo post about Flight MH370 lost
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Fig. 3. The proportion of the Concern posts in the daily sentiment-oriented posts from
March.23th, 2013 to April.26th, 2013

θ(v) = argmax
{PC,PJ,PB,PA,PF}

(
1

K1

K1∑
k1=1

sim(v, PCk1),
1

K2

K2∑
k2=1

sim(v, PJk2), (5)

1

K3

K3∑
k3=1

sim(v, PBk3),
1

K4

K4∑
k4=1

sim(v, PAk4),
1

K5

K5∑
k5=1

sim(v, PFk5))

where K1, K2, K3, K4, K5 is the number of vocabularies in the set of PC, PJ ,
PB, PA, PF respectively. θ(v) is the category for which the above argument
attains its maximum value. And for those catchwords which do not exist in
HowNet, we conduct the majority vote on the manually marked labels to deter-
mine its sentiment category. So far the sentiment lexicon is a list of vocabularies
with sentiment labels indicating their assigned category and there is no overlap
between categories. Eventually, in our derived lexicon, there are 816, 2618, 2189,
1382 and 1199 words for the five categories respectively.

To address the issue of sentence segmentation, we adopt NLPIR [14]- a popular
Chinese words segmentation system (also known as ICTCLAS2013) to segment
the Weibo posts into the vocabularies, as it’s well-known that unlike English
there is no spaces between Chinese characters. To further clean the data, we
remove the obviously useless vocabularies and interpunctions e.g., “De”,“,”.

Then we determine the sentiment category of each segmented vocabulary in
the Weibo post and convert the post into a vector-based numerical expression
by using the generated five-class sentiment lexicon. Let D = {d1, d2, · · ·, dN} be
a set of posts, where di is the i-th post. di = [wiC , wiJ , wiB , wiA, wiF ]

T where
wiC , wiJ , wiB , wiA, wiF is the number of vocabularies belonging to the category
of Concern, Joy, Blue, Anger and Fear respectively. Then all the posts can be
represented as 5-dimensional vectors accordingly.

For those non-lexicon-based sentiment analysis [15], the researchers usually
set up a relatively large training set and use TF-IDF (term frequency-inverse
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document frequency) to select a number of sentiment words to form a high-
dimensional vector. It will lead to the incomplete expression, high-dimensionality
suffering and over-fitting for the sentiment learning. With the generated lexicon
and defined lexical vectors, we reduced the information loss and made the data
more suitable for further classification.

4.3 Adaptive Classification Approaches

In this section we present the details of the adaptive Semi-GMM and KNN
algorithm to classify the lexical vectors.

Semi-GMM Sentiment Classifier. Gaussian mixture model (GMM) adapted
with the optimization method - Expectation Maximization algorithm (EM) is a
classy unsupervised learning combo for the data classification. GMM leverages
the latent variables to estimate each Gaussian density and the weight (πi) of
each Gaussian, with the assumption that the data is produced according to a
set of multivariate Gaussian component. Semi-supervised learning has shown
its effectiveness for the problem with a small set of labeled training data. To
further improve the classification performance, we propose to adopt a semi-
supervised GMM for the sentiment clustering by leveraging the prior knowledge
of the labeled data, the hidden structure among the unlabeled data and the
effectiveness of GMM as a probability clustering method.

We incorporate the labeled data into the standard GMM to influence the clus-
tering preferences. Then the Semi-supervised GMM performs as a self-training
method. In each iteration of the training process, the positive result from the
classification is added to the set of labeled sample set L. The newly updated L
in turn helps to maximize the distribution likelihood. With the results of E-step,
M-step will be the intermediate classifier on the training set under the new train-
ing. And the unlabeled sample set U continues shrinking during each iteration.
The pseudo codes for the Semi-GMM is illustrated as follow:

Algorithm of Semi-GMM

Input: A small set of labeled samples, Gauss mixture model.
Output: Θ(i)

1 i← 0
2 Θ(0) ← arg max

θ
P (θ | L)

3 while U ! = NULL or || Q(θ(i+1), θ(i))−Q(θ(i), θ(i)) ||> ε
4 E-step:

5 do γjk ← αkφ(uj |θk)∑
K
k=1 αkφ(uj |θk)

6 (j, k)← arg max
(j,k)

{γjk | uj ∈ U}
7 L← L ∪ uj
8 U ← U − uj
9 M-step:
10 Θ(i+1) ← arg max

θ
P (θ | Γ (i);L)

11 i← i+ 1

whereL is the labeled sample set,U is the unlabeled sample set,K indicates the
number of categories. φ(uj | θk) is Gaussian distribution density, θk = (μk, σ

2
k).



88 Y. Li et al.

KNN by Symmetric KL-Divergence. k-nearest neighbors algorithm (KNN)
[16] classifies the objects based on the majority vote of its k “closest” training
examples in the feature space. The “closeness” is measured by the similarity be-
tween the clustering center and the other nodes. KNN usually adopts the cosine
of the angle between two vectors of an inner product space as the similarity.
However cosine similarity is not a proper metric for measuring the “closeness”
between the probabilities.

In this paper we adopt Kullback-Leibler divergence (KL-divergence) as the
similarity measurement between the normalized lexical vectors for the semantic
orientation analysis. KL-divergence is a rigorous non-symmetric measure of the
difference between two probability distributions P and Q, denoted as DKL(P ||
Q). Recall that the lexical vector di is defined in Section 4.2, here we convert
the vector space into a set of probability distributions via normalization. And
the normalized vector Ti is denoted as follows:

Ti =< wiC/W,wiJ/W,wiB/W,wiA/W,wiF /W > (6)

W = wiC + wiJ + wiB + wiA + wiF

The KL-divergence between Ti and Tj is defined as follow:

DKL(Ti || Tj) =
∑
k

tiklog2
tik
tjk

(7)

As KL-divergence is a non-symmetric measurement which represents the infor-
mation loss of using Q to approximate P , where P usually represents the precise
distribution. In sentiment analysis, we use the labeled lexical vectors as Ti, the
unlabeled vectors as Tj to indicate the “distance” from the unknown data to
the determined data. In order to alleviate the asymmetry of the conventional
KL-divergence, a symmetric formula [17] is given as follows

1

DKL(Ti || Tj)
=

1∑
k tiklog2

tik
tjk

+
1∑

k tjklog2
tjk
tik

(8)

5 Experimental Evaluation

In this section, we compare the experimental results of the adaptive classifi-
cation algorithms (Semi-GMM and KNN by Symmetric KL-divergence) with
the conventional baseline approaches (Majority Vote, KNN by Cosine similarity,
SVM). We randomly selected 7170 Sina Weibo posts to evaluate our proposed
methodology. We invited 25 students working on Natural Language Process-
ing to manually classify the posts into 5 groups. Thus each post gets 25 votes.
And then the majority vote was conducted to determine its sentiment category.
Among these posts, there are 1300 posts for Concern, 2100 posts for Joy, 1340
posts for Blue, 1310 posts for Anger and 1120 posts for Fear.
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Firstly, we adopt two different measurements Eq. (7) and Eq. (8) as similar-
ities for KNN-based sentiment classification. Table 1 shows that the accuracy
achieved by using the symmetric KL-divergence is higher than that of using non-
symmetric conventional KL-divergence. Hereinafter, we only put KNN by using
symmetric KL-divergence (KNN-KL) into the comparison. The size of training
sets ranges from 1000 to 4000. And we randomly selected 3170 posts as the test
set. There are 500 posts for Concern, 1300 posts for Joy, 540 posts for Blue,
510 posts for Anger and 320 posts for Fear.

Table 1. The accuracy achieved by KNN by using different similarities under different
training set size settings

Training Set Size non-symmetric KL-Div. symmetric KL-Div.

4000 84.7% 85.1%

1000 76.1% 76.2%

Fig. 4 shows the detailed performance of the adopted classification algorithms
over different training sets. When the size of training set is 4000, KNN by sym-
metric KL-divergence outperforms other algorithms and the accuracy reaches
85.1%. It is obvious that KNN-KL outperforms KNN-Cosine for all the training
sets, which illustrates the effectiveness of using symmetric KL-divergence as the
measurement to define its k neighbors. KNN now captures the lexical vectors’
relations better than that of using cosine similarity.
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Fig. 4. Accuracy comparison of the adaptive approaches for multi-class sentiment clas-
sification

When the size of training set is smaller than 3000, Semi-GMM outperforms
all the algorithms. We can observe that the performance of Semi-GMM is more
stable than that of KNN-Cosine and KNN-KL when the size of training set
fluctuates. After removing 3000 samples from the training set of 4000 labeled
data, the accuracy of KNN-KL based classification has declined by 8.9%, while
Semi-GMM has merely declined by 2.9%, which demonstrates the effectiveness of
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the semi-supervised learning on the small training set. While the performance of
the supervised learning methods such as KNN is sensitive to the size of training
set and the number of neighbors k.

With respect to SVM, it is usually adopted for two-class classification. Al-
though there are a lot of variations of SVM for multi-classification, the compet-
itive advantage over other multi-classification algorithms is far less than that of
the conventional SVM. And its classification performance also depends on the
high quality of the training data. Besides, SVM is also not favored for large-scale
data mining tasks due to its high complexity. Thus we argue that Semi-GMM is
more suitable for the sentiment classification with smaller training set. And in
practice, obtaining training labels is expensive in sentiment analysis and many
other text classification problems, while large quantities of unlabeled texts are
ready-made [18].

Table 2. Classification accuracy achieved by Semi-GMM and KNN-KL for 5 sentiment
classes with different sizes of training sets

Methods Training Set Size Concern Joy Blue Anger Fear

KNN-KL
4000 90.6% 82.1% 80.7% 83.3% 98.8%
1000 74.8% 76.5% 69.6% 76.3% 88.1%

Semi-GMM
4000 85.8% 81.1% 77.4% 81.8% 99.1%
1000 84.4% 78.1% 74.4% 80.6% 91.6%

Table 3. F1-measure under Semi-GMM and KNN by using symmetric KL-divergence

Training Set Size Methods Concern Joy Blue Anger Fear

4000
Semi-GMM 69.1% 87.2% 78.0% 89.7% 93.1%
KNN-KL 73.0% 88.6% 81.0% 90.3% 96.6%

1000
Semi-GMM 65.9% 85.1% 73.8% 89.0% 88.9%
KNN-KL 63.8% 82.1% 68.9% 85.3% 89.8%

Table 2 shows the accuracy achieved by KNN-KL for 5 sentiment classes under
the same test set with different size of training set. We observe that the accuracy
of classification of Concern and Blue drops sharply with the decreasing of the
number of training data. For the class of Concern, there are 79 posts falsely
labeled, among the falsely labeled posts there are 64 posts identified as Joy,
11 posts identified as Blue and 4 posts identified as Anger. For the class of
Blue, there are 60 posts falsely classified, among them 8 posts are identified as
Concern, 28 posts are identified as Joy, 13 posts are identified as Anger, 11
posts are identified as Fear. As Concern and Blue are not intense emotional
feelings as Fear and Joy, the clustering for the Concern and Blue is quite
sensitive to the training set. While Table 2 also shows the accuracy achieved
by Semi-GMM for 5 sentiment classes and Table 3 shows the F1-score by Semi-
GMM and KNN-KL on different size of training set, which further illustrates
the advantages of Semi-GMM on the small training set. We also conducted
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the experiments with unsupervised learning approach GMM and k-means to
determine the sentiment orientation by classifying the Sina Weibo posts. The
accuracy of the GMM algorithm is ranging from 58.6% to 64.4%. For another
popular unsupervised learning algorithm k-means, the accuracy is around 54.6%
which is slightly worse than GMM. The unsupervised learning achieves relatively
poor performance comparing with our proposed adaptive approaches as it is lack
of the utilization of the prior knowledge from the labels.

6 Conclusion and Future Work

In this paper, we propose to generate a five-class sentiment lexicon by using
Sina Weibo posts, HowNet and NTUSD. The Concern class is introduced into
the lexicon to better capture the public attention, concern and support for the
public event. Based on the lexicon , the posts are then represented as the lexical
vectors. The adaptive Semi-GMM and KNN by symmetric KL-divergence are
proposed to classify the lexical vectors to further enhance the performance of
semantic orientation classification. Extensive experiments have been conducted
and the results show that our classification methods outperform the conventional
approaches in terms of the learning accuracy and F1 score. Especially, the pro-
posed Semi-GMM shows its advantages over other approaches when the training
set is relatively small.

In the future work, we will further modify the proposed methodologies. One
potential modification is to build the sentiment lexicon via the soft clustering and
assign the proper weights for each sentiment vocabulary. A more sophisticated
sentiment lexicon and lexical vector will be further investigated to enhance the
classification performance for the semantic orientation analysis.
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Abstract. The traffic networks reflect the pulse and structure of a city
and shows some dynamic characteristic. Previous research in mining
structure from networks mostly focus on static networks and fail to ex-
ploit the temporal patterns. In this paper, we aim to solve the problem
of discovering the urban spatio-temporal structure from time-evolving
traffic networks. We model the time-evolving traffic networks into a 3-
order tensor, each element of which indicates the volume of traffic from
i-th origin area to j-th destination area in k-th time domain. Considering
traffic data and urban contextual knowledge together, we propose a regu-
larized Non-negative Tucker Decomposition (rNTD) method, which dis-
covers the spatial clusters, temporal patterns and relations among them
simultaneously. Abundant experiments are conducted in a large dataset
collected from Beijing. Results show that our method outperforms the
baseline method.

Keywords: urban computing, pattern discovery.

1 Introduction

Understanding the urban structure is important for urban planning, transporta-
tionmanagement, epidemic prevention, and location based business. However, our
knowledge in this area is limited.Nowadays, the rapid growth of information infras-
tructure collect huge volumes of trajectory data, such as GPS trajectories,mobiles
and IC card records, from which we can build a “from-where-to-where”traffic net-
work that indicates the volume of traffic from one origin area to another destina-
tion area. The traffic networks give us a great chance to study the detail of urban
structures [2]. In this paper, we consider the problem of discovering urban spatio-
temporal structure from time-evolving traffic networks.The goal is to discover spa-
tial clusters of urban areas, temporal patterns of urban traffic and their correlations
simultaneously, which we refer to urban spatio-temporal structure.

Significant progresses have been made on the problem about finding inter-
esting structures from networks in the field of community detection [1]. For ex-
ample, researchers have found protein clusters that have same specific function
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Fig. 1. Framework of rNTD

within the cell from protein-protein interaction networks [3]. Social circles can
be mined from social networks [7]. The basic intuition shared by this methods
is to find community that have more edges “inside”the community than edges
“outside”. However, in urban situation, challenges arise because the traffic net-
work is different from network in previous research. First, the traffic network is
time-evolving and dynamic. Traffic in the morning is apparently different from
that in the evening. Second, the structure is also related with urban contextual
information. A working area owns different structure from a residential area.
Then, the structure we want to find need to consider not only edge information,
but also the time and urban contexture attribution.

To solve these challenges, in this paper we model the time-evolving traffic
networks into a 3-order origin-destination-time tensor [10], each element (i, j, k)
of which represents the volume of traffic from the i-th origin area to the j-th
destination area in the k-th time domain. Considering traffic data and urban
contextual information together, we propose a regularized Non-negative Tucker
Decomposition (rNTD) method to solve the problem, which decomposes the
original tensor to three projection matrix and a core tensor. The projection ma-
trix in origin and destination mode indicate which cluster an area belongs to.
The projection matrix in time mode shows temporal patterns. And the core
tensor gives the correlation between spatial clusters and temporal patterns. The
framework of rNTD is shown in Fig. 1. We apply Alternating Proximal Gra-
dient to optimize the rNTD problem, and carry out intensive experiments to
demonstrate the effectiveness of our proposed method.

It’s worthwhile to highlight the key contribution of this paper.

– We formulate the urban spatio-temporal structure discovery problem for-
mally with rNTD, and devise an efficient proximal gradient method to solve
it.

– The discovered urban spatio-temporal structure is easy to understand and
well explained, which can support to solve some urban problem, such as
urban planning, traffic jam and so on.

– We conducted intensive experiments on a real dataset collected from Bei-
jing, and the results show that the rNTD can achieve a better performance
compared with other competitors.
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The rest of the paper is organized as follow: Section 2 summarizes related
work. Section 3 gives the formulation of our problem and the method we propose.
We give experimental results in Section 4 and conclude in Section 5.

2 Related Work

The research of urban computing have recently received much attention. Yuan et
al. [14] discover regions of different functions in a city using human mobility data
and POI. Zheng et al. [17] design an algorithm to detect flawed urban planning
with GPS trajectories of taxicabs traveling in urban areas. Zhang et al. [15]
propose an context-aware collaborative filtering method to sense the pulse of
urban refueling behavior. Zheng et al. [16] give a novel method to infer the real-
time air quality information throughout a city. Different from these study, we
explore urban spatio-temporal structure from time-evolving traffic networks.

A great deal of work has been devoted to mining community structure from
network [1]. Recently, Wang et al. [11] use Non-negative Matrix Factorization
to discover community from undirected, directed and compound networks. Yang
et al. [13] develop CESNA for detecting communities in networks with node
attribution. Kim et al. [4] propose a nonparametric multi-group membership
model for dynamic networks. Different from the above mentioned work, we mine
time-evolving traffic networks by considering node attribution (urban contextual
information) and temporal dynamic (time-evolving) together.

3 Regularized Non-negative Tucker Decomposition

3.1 Problem Formulation

In this section, we will introduce details of our model. First, we formally define
the problem of urban spatio-temporal structure discovery. Suppose we have M
areas in city with i-th origin area denoted as oi and j-th destination area denoted
as dj . We split the day time uniformly to K time domain with k-th domain
denoted as tk.

We denote the time-evolving traffic networks data as a 3-order tensor X̂ ∈
RM×M×N , whose (i, j, k)-th entry X ijk represents the volume of traffic from i-th
origin area to j-th destination area in k-th time domain. Since the distribution
of the value in tensor X̂ is severely skewed, to reduce the impact of high value,
we use the log function for scaling the tensor data:

X ijk = log2

(
1 + X̂ ijk

)
(1)

Then given the time-evolving traffic networks, the spatial and temporal struc-
ture discovery problem is converted to finding latent projection matrix in every
mode and the correlation core tensor between them simultaneously from the
traffic tensor. The projections of mode O and D summarize the spatial clusters
on urban areas, and projection on T shows the temporal patterns, and correla-
tion between O, D and T give the a compact view of urban traffic. As show in
Fig. 1. From the result, we can get the urban spatio-temporal structure.
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3.2 Basic Tucker Decomposition

Let O ∈ RM×m be the latent origin projection matrix, D ∈ RM×m be the latent
destinationprojectionmatrix, andT ∈ RN×n be the latent timeprojectionmatrix.
Let C ∈ Rm×m×n be the latent core tensor. We have O = {o1,o2, ...,om}, D =
{d1,d2, ...,dm}, andT = {t1, t2, ..., tn}, where every column vector in projection
matrix present the weight of every factor for each area or time accordingly andCijk

represents the correlation between latent factor oi, dj , and tk.
According to the Tucker Decomposition[5], we can factorize the tensor ap-

proximately based on the factor matrix and core tensor as

X ≈ C ×o O×d D×t T (2)

where ×n represents the tensor-matrix multiplication on mode n.
Then, given the observed origin-destination-time tensor X , the objective of

this paper is to find the optimal latent projection matrix O, D, T and core
tensor C by minimizing the following objectives

J1 = ‖X − C ×o O×d D×t T‖2F (3)

The objective function can be seen as the quality of approximation of tensor
X by the projection matrix O, D, T and core tensor C. However, as mentioned
above, urban structure is also strongly related with urban contextual informa-
tion, and the sparsity of X makes it very challenging to directly learn the struc-
ture from only observed urban traffic network. That’s the reason why we need
to make full use of the urban contextual information.

3.3 Urban Contextual Regularization

A point of interest(POI), is a specific point location that someone may find useful
or interesting. A POI is associated with a geo-position (latitude, longitude) and
a POI category, which implies the urban contextual information . Table 1 shows
the information of POI category used in this paper. For each area, the number
of POI in each POI category can be counted. Then the POI feature vector in
area i can be denoted by vi = (c1, c2, ..., cP ), where the P is the number of POI
categories, and ck is the number of k-th category POI. Based on the POI feature
vectors, we consider the consin distance of POI vectors to measure similarity of
two areas.

Wij =
vi · vj

‖vi‖ · ‖vj‖
(4)

In this way, we can construct the area-area similarity matrix W ∈ RM×M . We
further assume that W can be approximated by the inner product of the latent
origin projection matrix and latent destination projection matrix respectively,
thus we need to minimize the following objective

J2 = ‖W −OO�‖2F (5)
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Table 1. Information of POI category

id POI category id POI category

1 food & beverage Service 8 education and culture
2 hotel 9 business building
3 scenic spot 10 residence
4 finance & insurance 11 living service
5 corporate business 12 sports & entertainments
6 shopping service 13 medical care
7 transportation facilities 14 government agencies

J3 = ‖W −DD�‖2F (6)

We also use non-negativity constraints and sparsity regularizer on the core
tensor and/or factor matrices. Non-negativity allows only additivity, so the so-
lutions are often intuitive to understand and explain[6]. Promoting the sparsity
of the core tensor aims at improving the interpretability of the solutions. Roughly
speaking, the core tensor interacts with all the projection matrices, and a sim-
ple one is often preferred. Forcing the core tensor to be sparse can often keep
strong interactions between the projection matrices and remove the weak ones.
Sparse projection matrices make the decomposed parts more meaningful and
can enhance uniqueness, as explained in [8].

Finally, by combining J1, J2, J3, together, we can get the latent projection
matrix O, D, T and latent core tensor C by minimizing the following objective
function.

J =‖X − C ×o O×d D×t T‖2F + α‖W −OO�‖2F
+β‖W −DD�‖2F + γ‖C‖1 + δ‖O‖1 + ε‖D‖1 + ε‖T‖1

s.t. C ≥ 0,O ≥ 0,D ≥ 0,T ≥ 0

(7)

3.4 Optimization

In this section, we will introduce an Alternating Proximal Gradient(APG)[12]
method to solve the optimization problem.

For convenience of description, We first introduce the basic APG method to
solve the problem

min
x

F (x1, · · · ,xs) = f (x1, · · · ,xs) +

s∑
i=1

ri (xi) (8)

where variable x is partitioned into s blocks x1, · · · ,xs, f is a differentiable and
for each i, it is a convex function of xi while all the other blocks are fixed. Each
ri (xi) is the regularization item on xi.

Then at the k-th iteration of APG, x1, · · · ,xs are updated alternatively from
i = 1 to s by

xk
i = argmin

xi

〈
gk
i ,xi − xk−1

i

〉
+
Lk
i

2
‖xi − xk−1

i ‖22 + ri (xi) (9)
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where gk
i = ∇fk

i

(
xk−1
i

)
is the block-patial gradient of f at xk−1

i , Li is a Lipschitz
constant of ∇fi (xi), namely,

‖∇fi (xi1)−∇fi (xi2 )‖F ≤ Li‖xi1 − xi2‖F , ∀xi1 ,xi2 (10)

In this paper, we consider the non-negative and sparse regularization. Then
the Equation 9 has closed form

xk
i = max

(
0,xk−1

i − 1

Lk
i

∇fi
(
xk−1
i

)
− λi

Lk
i

)
(11)

Then we return to our problem. Although the objective function is not jointly
convex with respect to C, O, D, and T, it is convex with each of them with
the other three fixed. We can adopt a block coordinate descent scheme to solve
the problem. That is, starting from some random initialization on C, O, D, and
T, we solve each of them alternatively with the other three fixed, and proceed
step by step until convergence. Specifically, the gradients of the objective J with
respect to the variables are

∂J
∂C = 2

(
C ×o

(
O�O

)
×d

(
D�D

)
×t

(
T�T

)
−X ×o O

� ×d D
� ×t T

�
)

∂J
∂O

= 2
(
O

(C ×d

(
D�D

)
×t

(
T�T

))
(o)

C�
(o) −

(X ×d D
� ×t T

�)
(o)

C�
(o)

− α
(
W −OO�)

O
)

∂J
∂D

= 2
(
D

(C ×o

(
O�O

)
×t

(
T�T

))
(d)

C�
(d) −

(X ×o O
� ×t T

�)
(d)

C�
(d)

− β
(
W −DD�)

D
)

∂J
∂T

= 2
(
T

(C ×o

(
O�O

)
×d

(
D�D

))
(t)

C�
(t) −

(X ×o O
� ×d D

�)
(t)

C�
(t)

)
(12)

where X (k) denotes the mode-k matricization of tensor X .

4 Experiment

4.1 Data Sets

In this section, we conduct extensive experiments to evaluate the effectiveness
and show insight of our proposed method based on a real taxi trajectory dataset,
which contains more than 3 millions occupied trips generated by taxis of Bei-
jing in one month (November, 2011). According to the report of Beijing Trans-
portation Bureau, the taxi trips occupy over 12 percent of traffic flows on road
surface[14]. We split the Beijing map within 5-th Ring Road into 651 areas ac-
cording to the traffic analysis zone, as shown in Fig. 2(a), which is the most
commonly used unit of geography. We also split 24 time domains according to
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Fig. 2. Description of datasets

hours. After the data preprocessing, we built a (651 × 651 × 24) traffic tensor.
Statistics about tensor data distribution shown in Fig. 2(b) reflects severe skew-
ness. Our datasets also include a POI dataset in year 2011, which contains more
than 30 thousands POI records.

4.2 Comparative Method

Besides the proposed rNTD method, we also implement the following methods
for comparison.

– Basic Non-negative Tensor Factorization (bNTF): As an extension to
non-negative matrix factorization, this method suppose a joint latent space
for each mode by solving the objective function:

min
O,D,T

‖X −
∑
r

or � dr � tr‖2 (13)

where � represents the vector outer product. This method can be also seen
as the special case of NTD when the core tensor is super diagonal, also known
as PARAFAC.

– Regularized Non-negative Tensor Factorization (rNTF): By incorpo-
rating the urban contextual regularization, this method consider the follow-
ing objective function

min
O,D,T

‖X −
∑
r

or � dr � tr‖2 + α‖W −OO�‖2F + β‖W −DD�‖2F (14)

– Basic Non-negative Tucker Decomposition (bNTD): This is a variant
of our method, but with no consideration about regularization terms by
solving:

min
C,O,D,T

‖X − C ×o O×d D×t T‖2F (15)
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Fig. 3. Dimensionality of hidden space

We evaluate the quality of structures we discover by tensor reconstructed error
using the Root Mean Square Error(RMSE)

RMSE =

√∑
ijk∈H X ijk − X̂ ijk

|H| (16)

where H is the set of hidden elements in our experiment and |H| is its size, X̂
is the reconstructed tensor.

4.3 Parameter Settings

In this section, we report the sensitivity of parameters our method involves,
the dimensionality of hidden space m,n, and the tradeoff parameter for urban
contextual regularization α, β.

Dimensionality of Hidden Space. The goal of our model is to find a m ×
m × n-dimensional space for origin areas, destination areas and time. How to
set m and n is important for our problem. If m,n are too small, the cluster can
not be well represented and discriminated in the latent space. If m,n are too
large, the low-rank structure would not capture the relations between different
dimensions and the computational complexity will be greatly increased. Thus,
we conduct 10 experiments with m ranging from 5 to 30 and n ranging from 2
to 10 on the dataset. The result are shown in Fig. 3, from which we can see that
with the increase on the dimension m,n, RMSE will reduce gradually. When
m ≥ 20, n ≥ 3, the RMSE reduces rather slow. For the concern of the tradeoff
between precision and explaination, we choose m = 20 and n = 3 as latent space
dimension in our experiments.

Tradeoff Parameters. The tradeoff parameters α, β in our method play the
role of adjusting the strength of different terms in the objective function. Fig. 4
shows the RMSE when α, β changes from 10−5 to 1. When α, β are small, the
performance is close to that of bNTD, as we will see in Table 2. However, when
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Table 2. Experiment performance

bNTF rNTF bNTD rNTD

50% 0.3974 0.3952 0.3366 0.3359

70% 0.3970 0.3950 0.3361 0.3352

90% 0.3963 0.3943 0.3354 0.3347

α, β are relatively large, the optimization in Equation 7 may be dominated by
the urban contextual regularization term, therefore the reconstructed loss term
is not properly optimized. The result in Fig. 4 shows that the parameter set
α = β = 0.01 produce the best performance. In our following, we just use
this parameter setting. Moreover, we also find the best configurations in every
comparative methods on our datasets to make sure comparisons are fair.

4.4 Experimental Performance

To do the comparision, We randomly select 50% 70% and 90% of the observed
entries in tensor as training dataset and compute the reconstruction error of
the hidden entries, where we obtain the RMSE. We repeat the experiments 10
times and report the average performance of all methods in Table 2,

From the Table 2, we can observed that:

– The comparison between bNTF v.s. bNTD and rNTF v.s. rNTD reveals the
advantage of the tensor Tucker decomposition as a method to capture rela-
tion from high dimensions data and get stable and compact representation.

– The advantage of rNTD over bNTD, as well as the advantage of rNTF over
bNTF, shows the importance of urban contextual in our problem.

– Finally, our proposed method, rNTD, which incorporates the spatio-temporal
interaction data and urban contextual information together, achieves the
best performance in all experimental trials.

4.5 Insights

In this section, we will give the empirical study to show the insights that founded
by our method. As shown in Fig. 1, the goal of urban spatio-temporal structure
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Fig. 5. Spatial clusters of Beijing areas and temporal patterns of Beijing traffic

discovery is to find a low-rank tensor, from which we can not only identify cluster
behaviors on the origin, destination, time modes, but can also detect the cross-
mode association.

The projection onO and/orD gives the spatial correlation information among
the areas in city. The entries with high values in a columns of O and/or D
imply which cluster an area belongs to. The result is visualized in Fig. 5(a)
and Fig. 5(b). Surprisingly, we see that although our method make no use of
geography information, spatial cluster are geographically close. In Fig. 5(c), we
plot the three columns of projection matrix T. Along the time mode, three
temporal patterns are found. This result is similar with the work in [9], where
three patterns are explained as home to workspace, workspace to workspace,
workspace to others. Although the patterns are similar, our method can find
also the corresponding spatial patterns and the correlation between them, thus
the better understanding of spatio-temporal structure of city.

We choose the Central Business District (CBD) of Beijing as a destination
cluster for case study, which is shown within the black line in Fig. 6. We visualize
the origin cluster that have non-zero value with CBD destination cluster in core
tensor in three temporal patterns accordingly. From Fig. 6(a), we see that most
traffic to CBD, as a typical workplace, reach peak in the morning and fade down
soon. In the daytime, most traffic occur in the nearby area. Since CBD is one
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Fig. 6. Visualization of core tensor: within the black line is the a destination cluster
for case study, which is Central Business District (CBD) of Beijing. Three subfigures
represent three temporal patterns respectively. Each subfigure gives the origin cluster
that have correlations with CBD. Values are from the core tensor.

of the most congested place in Beijing, Fig. 6 give an intuitional guidance for
urban planning to solve traffic jam.

5 Conclusion and Future Work

In this paper we investigate the problem of discovering urban spatio-temporal
structure from time-evolving traffic network. We model the time-evolving traffic
network into a 3-order origin-destination-time tensor. We propose a regular-
ized Non-negative Tucker Decomposition (rNTD) method to solve this problem,
which consider traffic data and urban contextual knowledge together. We also
propose an alternating proximal gradient algorithm for optimization. Experi-
mental results on a real-world dataset show that our method can significantly
outperform the baseline methods.There are many potential directions of this
work. It would be interesting to investigate how the POI affect urban traffic,
which will give us more guideline for urban planning.
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Abstract. The high volume of microblogs produced daily together with
their rich social structure makes microblogs’ better query and filtering
ever challenging. In the literature, most of the existing ranking meth-
ods are based on the overall popularity of the authors and the tweets
without considering author’s expertise. In this paper, we propose the
topical authority-based ranking methods for social networks like Twit-
ter and investigate how the underlying topical feature modeling can be
optimized for performance boosting. In particular, we present a detailed
study on the empirical distributions of the topical features. We propose
the use of specific parametric forms for different features, which we be-
lieve to be crucial as the value of the cumulative distribution function
is explicitly used for topical authority ranking. We applied the extended
topical authority-based ranking method to a Twitter dataset for ranking
keyword-matched microblogs. The experimental results show that our
proposed approach outperforms a number of existing approaches by a
large margin which verify the effectiveness of our proposed features and
the importance of the topical authority for ranking microblogs.
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1 Introduction

The recent proliferation of micro-blogging causes tens of thousands of micro-
blogs produced daily. The availability of the large amount of microblog data,
often together with the user profiles, allows a number of data mining tasks
possible, e.g., hot topic detection [1], opinion leader detection [2], etc. Yet, this
also brings new challenges to microblog search engines like Twitter, in particular
the high demand of billions of daily search queries and the need to provide
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high quality microblogs for users. Microblogs are known to be fragmental and
ephemeral, making accurate content filtering and retrieval non-trivial and also a
hot research area. Various ranking strategies for microblogs have been proposed
in the literature. The approaches adopted include the use of the content and
specific features (e.g., tags) of the microblogs, as well as the bloggers’ social
structure (e.g, the author’s popularity).

In general, the content-based strategies adopt variations of TFIDF-based co-
sine similarity to measure the content popularity [3]. And for those strategies
based on microblog specific features [4], the number of hashtags, the length of
tweet, the presence of URLs, and the number of retweets, etc., have been pro-
posed for ranking tweet data. For the authority-based approach, the basic idea
is to rank the tweets of the authors with more followers or more retweets higher.
Intuitively, each author has his/her own expertise of some specific areas. For
example, Alex J. Smola - the prestigious machine learning researcher has high
authority in machine learning related domains, his twitter account “@smolix”
distributes lots of useful resources related to ML research but few posts dis-
cussing food, trips etc. Thus treating author authority with no topical difference
might not be appropriate in microblog ranking.

In [5], the Gaussian ranking algorithm for microblogs topical authority identi-
fication was proposed based on a set of so-called topical features which indicate
the topical signals over tweets and authors. The use of the approach is mainly
for the influential author detection. And its optimality is pretty much relying
on the assumption that each feature follows a Gaussian distribution with their
parameters estimated from the data.

In this paper, we propose to incorporate author’s topical authority to en-
hance the performance of microblog ranking, with the conjecture that the topi-
cal authorities of the authors are good and robust signals to indicate the degree
of relevancy with the query keywords. And we develop topical authority-based
methodologies and conduct experiments in a Twitter dataset. Detailedly speak-
ing, other than extending the set of topical features proposed in [5], we also
adopt different parametric forms of probability distribution for the feature mod-
eling so that the accuracy of our proposed cumulative distribution functions
(CDFs) based approaches can be further optimized. The experimental results
showed that our proposed approaches can significantly improve the ranking per-
formance measured based on normalized discounted cumulative gain (NDCG)
by over 20% when compared to both Gaussian-based and conventional ranking
approaches. To the best of our knowledge, we are the first to incorporate topical
authority into microblog ranking.

The remainder of the paper is organized as follows. Section 2 discusses the
related work of microblog ranking and identification of topical authorities. Sec-
tion 3 presents the feature extraction of all topical and conventional features,
followed by several novel authority-based ranking methods. The details of the
feature distribution modelling are described in Section 4. Section 5 reports the
experimental results and performance evaluation. The conclusion and future
work are presented in Section 6.
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2 Related Work

In the literature, there exist lots of work on microblog ranking. The importance
of considering author authority in Twitter author ranking was first demonstrated
in [6]. TweetRank and FollowerRank [7] were proposed to rank tweets by con-
sidering the number of tweets posted by an author and the proportion of the
followers in his networks, respectively. Different hybrid approaches that incorpo-
rate content relevance, user authority and tweet-specific features have also been
considered to support real-time search and ranking [8,4]. In the literature, the
existing works have validated the contribution of publishing authority to the mi-
croblog ranking approaches. However, the author authority is based on the con-
ventional popularity instead of being evaluated in topics. And ranking
the microblogs in consideration of author’s topical authority is rarely discussed.

In domains other than microblog ranking, identification of topical author au-
thority was first investigated by Jianshu et al. [9]. TwitterRank was proposed to
identify author authority, which is a PageRank [10] similar approach by adopt-
ing both topical similarity and link structure. The topical distribution is con-
structed using the Latent Dirichlet Allocation (LDA) algorithm [11], and then
a weighted user graph is derived accordingly with its edge weight indicating the
topical similarity between authors. However the high complexity of the approach
can not meet the requirement of real-time ranking. Aditya et al. [5] emphasized
on real-time performance and first proposed a set of features for characteriz-
ing the topical authorities. They performed a probabilistic clustering over the
feature space and computed a final list of top-k authors for a given topic by
Gaussian-based inner-cluster ranking.

In this paper, we aim to enhance the ranking performance by identifying and
incorporating topical authority into microblog ranking scheme. Detailedly, we
i) propose two new features based on [5] as the author’s topical follower signal
and the conventional popularity signal respectively, and ii) adopt different para-
metric distributions for feature modeling so as to relax the Gaussian distribution
assumption. This relaxation is particularly crucial as the cumulative distribution
function values are explicitly used to compute the the ranking. Also, we evaluate
the effectiveness of topical author authority in microblog ranking.

3 Topical Authority-Based Microblog Ranking

In this section we will present the feature extraction of all topical and conven-
tional features as well as several novel authority-based ranking methods.

3.1 Topical Authority Feature Construction

We adopt and extend the topical authority metrics and features proposed in [5]
to further enhance microblog ranking performance. And to make this paper self-
contained we include some details of [5].

Topical Metrics in Microblogs. Following the setup of [5], we also utilize
a list of metrics extracted and computed for each potential authority. Table 1
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tabulates the metrics proposed in [5], where OT, CT, RT, M and G stand for
metrics associated with the original tweets, conventional tweets, repeated tweets,
mentions and graph-based characteristics, respectively. All the features indicate
the morphology of tweets (the number of embedded URLs, hashtags, etc.), the
way they are used (re-tweeting, mentions or conventional tweets), or the signal
of author’s topical interests. We here propose two additional metrics, F1 and
F2, to indicate author popularity as people tend to have strong interests in
celebrities. We then use these two metrics to define new features.

Table 1. List of Metrics of Potential Authority [5]

ID Metric

OT1 Number of original tweets
OT2 Number of links shared
OT3 Self-similarity score in the words of tweets
OT4 Number of keyword hashtags used

CT1 Number of conversational tweets
CT2 Number of conversational tweets initiated by the author

RT1 Number of retweets of others’
RT2 Number of unique tweets (OT1) retweeted by other users
RT3 Number of unique users who retweeted authors tweets

M1 Number of mentions of other users by the author
M2 Number of unique users mentioned by the author
M3 Number of mentions by others of the author
M4 Number of unique users mentioning the author

G1 Number of topically active followers
G2 Number of topically active friends
G3 Number of followers tweeting on topic after the author
G4 Number of friends tweeting on topic before the author

F1 Number of followers
F2 Number of friends

Topical Features in Microblogs. Most of the topical features adopted in this
paper are again based on [5] as shown in Table 2. Among them, TS indicates how
much an author is involved with a specific topic. SS estimates the originality of
author’s topical tweets which also indicates author’s topical signal. Additionally,
CS estimates how much an author posts on a topic and how far he wanders from
the topic into casual conversations. CS is proposed to distinguish real people
from the agents or organizations, since people incline to fall into conversations
out of courtesy. Referring to λ in CS, it is used to discount the fact that the
author did not initiate the conversation but simply replied back out of politeness.
Intuitively, CS is less than OT1

OT1+CT2 , and thus we can solve for λ with this
constraint. Empirically, we solve λ to satisfy over 90% of users in our dataset.
RI considers how many times the author’s tweets have been retweeted by others
so as to measure the content impact of author. MI is used to estimate the
mention impact. Feature ID is to estimate the diffused influence by the author
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in his own networks. And NS is to estimate the raw number of topical active
users around the author. For OT21 and OT41, they indicate the rate of link
and keyword hashtag in original tweets respectively. OT3 reflects the portion
of words an author borrows from his previous posts including both on and off

topics, where S(si, sj) =
|si∩sj |
|si| is the similarity function defined over the set

of words si and sj which are extracted from the author’s ith and jth tweets
repectively. Moreover, before computing the scores, we should make author’s
tweets in time order, and apply stemming and stop-word removal.

Intuitively, for a specific area, the more followers an author has, the more in-
fluential he is; and the more attention an author receives, the more authoritative
he is. Thus, we propose to include feature F12 as the conventional popularity
signal considering that people tend to have great interests in celebrities’ opinions,
and also feature GF1 to indicate the author’s topical follower signal. Both newly
added features are found to be effective ones based on our empirical results.

Table 2. List of Features for Each User

Feature Description

TS OT1+CT1+RT1
|#tweets| Topic Involvement Signal

SS OT1
OT1+RT1

Topical Signal Strength

CS OT1
OT1+CT1

+ λCT1−CT2
CT1+1

Non-Chat Signal

RI RT2 ∗ log(RT3) Retweet Impact

MI M3 ∗ log(M4)−M1 ∗ log(M2) Mention Impact

ID log(G3 + 1)− log(G4 + 1) Information Diffusion

NS log(G1 + 1)− log(G2 + 1) Network Score

OT21 OT2
OT1

Link Rate

OT41 OT4
OT1

Keyword Hashtag Rate

OT3
2∗∑n

i=1

∑i−1
j=1 S(si,sj)

(n−1)∗n Word Self Similarity

GF1 G1
F1

Topical Follower Signal

F12 F1
F2

Follower Signal

3.2 Cumulative Distribution-Based Ranking

Since all the topical authority features are assumed to follow Gaussian distribu-
tion in [5], which however may not be true as to be discussed in Sec. 4.2. We
adopt the feature distribution modelling approach in this paper and compute
the cumulative distribution functions (CDF) of the topical authority features to
calculate the author’s Authority Score (AS ). For author xi, AS is defined as:

AS(xi) =

m∏
f=1

Ff (x
f
i ;Θf ) (1)

where Ff denotes the CDF of feature f with parameter Θf and m is the number
of features (similarly hereinafter). With the conjecture that the conventional
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authority features and topical authority features may carry different weights,
one can explore a weighted version of the Authority Score, given as:

AS(xi) = [
11∏
f=1

Ff (x
f
i ;Θf )]

β [F12(x
12
i ;Θ12)]

(1−β) (2)

where β ∈ (0, 1) denotes the trade-off parameter between topical authority and
conventional authority. In our experiments, the empirical settings of β are over 0.7.

Other than the proposed CDF-based ranking approaches, there exist a number
of other possibilities (Seen in Table 3). Conv based corresponds to the ranking
method based on conventional author popularity with only feature F12 used as
the authority score. Gaus-10 refers to the Gaussian-based ranking method with

AS defined as
∏m

f=1

∫ xf
i

−∞N (x;μf , σf )dx, where μf and σf denote the mean

and standard deviation of feature f . SUM-based defines the AS as
∑m

f=1 x
f
i ,

and SUM-12 corresponds to summation over all 12 features shown in Table 2.
Similarily, MUL-based method defines AS as

∏m
f=1 x

f
i .

Table 3. List of Authority Ranking Methods

Ranking Methods Description

Conv based Conventional authority-based ranking by feature F12 only
Gaus-10 Gaussian-based over top 10 features in table 2

SUM-12 Summation-based over all 12 features in table 2
MUL-12 Multiplication-based over all 12 features in table 2

CDF-10 CDF-based over top 10 features in table 2
CDF-12 CDF-based over all 12 features in table 2

CDF weighted Weighted version of CDF-12

4 Optimizing Feature Modeling

In this section, we first present the statistics of the Twitter dataset we used
and then suggest better design of the probability distribution for each feature to
achieve the model optimality.

4.1 DataSet

We use a Twitter dataset which was collected from June 11st 2009 to October
8th 2009. All collected tweets together with their relationship profiles takes up
about 65.8G storage space. We select five hot hastags as the keywords. They
are google, healthcare, iran, music and twitter. For each keyword, we collect
thousands of most recent and best matched tweets via substring matching and
obtain the corresponding authors’ relationship.

The statistics of our dataset are shown in Table 4, where |MTN| means the
number of matched tweets by keywords, |UTN| indicates the number of unique
authors. |UFoN| and |UTFoN| represent the number of unique followers and that
of unique topical followers respectively. Similarly, |UFrN| and |UTFrN| indicate
the number of unique friends and that of unique topical friends respectively.
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Table 4. Dataset Statistics

keywords google healthcare iran music twitter

|MTN| 5,371 2,919 4,162 5,175 5,208
|UTN| 4,221 1,949 1,953 4,446 4,651
|UFoN| 788,149 600,355 917,983 634,016 832,140
|UTFoN| 131,281 34,292 57,197 143,870 321,804
|UFrN| 550,980 347,651 388,208 426,138 604,472
|UTFrN| 114,565 30,401 39,763 121,119 272,095

4.2 Feature Distributions of Different Parametric Forms

We first group the features into four categories based on the form of their under-
lying distributions. The groupings are {ID, GF1}, {TS, F12}, {MI, RI, OT41},
and {NS, OT3, OT21, CS, SS}. For each category, they fit the corresponding
features with distribution functions of same parametric form. Due to the page
limit, we only present some of the features in detail here.

Fig.1 shows the probability distributions of different features. It can be easily
noted that features ID, GF1 and MI can be fitted well by Gaussian distribution,
and features TS and NS are unlikely Gaussian. Fig.2 gives the Q-Q plots (where
“Q” stands for quantile) of some features based on the Gaussian assumption. It is
obvious that only features ID and GF1 end up with good fitting as indicated by
having not too many points deviated from the straight line y = x. For features TS
and NS, they are found to be better fitted with Lognormal and Gaussian mixture
model respectively, as evidenced in Fig.3, compared to Gaussian fitting result
shown in Fig.2. For feature RI, we can hardly find an appropriate distribution
to fit it since its values are too concentrated around zero. And we adopt the
method that divides its range into n equal parts first and then turns the discrete
probability mass function into a continuous one to calculate its CDF.

For the distributions we adopted, we apply the Maximum Likelihood Estima-
tion to obtain their model parameters. For the sake of brevity, we only present
the parameter estimation steps for Gaussian Mixture Model (GMM). GMM is
a probabilistic model that assumes all the data points to be generated from a
linear superposition of Gaussian components which provides a richer class of
density models than the single Gaussian.

Considering that we have n data points x = {x1, x2, ..., xn} in d-dimensional
space (in our case, d = 1), the log likelihood with respect to a GMM can be
denoted as:

log(p(x|Θ)) =

n∑
i=1

log

K∑
k=1

πk ∗ N (xi|μk, Σk) (3)

where {πk, s.t.
∑K

k=1 πk = 1} is the prior probability over the K Gaussian com-
ponents, and (μk, Σk) are mean and standard deviation (model parameters) of
the kth Gaussian component. Then we use the Expectation Maximization (EM)
algorithm to maximize the log likelihood to estimate the unknown parameters.
Due to the page limits, we skip the details of EM process.
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Fig. 1. Probability distributions of feature ID,GF1,MI, TS,NS under different topics

Recall that we have proposed Authority Score(AS ) based on the features’ CDF
in Sec.3.2. For feature f fitted by GMM, its CDF value of author xi is defined as,

Ff (xi) =

K∑
k=1

∫ xf
i

−∞
πkN (x|μk, Σk) dx (4)

Figs.4-6 give the plots of the empirical densities of some features together with
their fitting results of “google” dataset based on different models. We can observe
that univariate Gaussian and Lognormal fitting have achieved good performance
for feature ID and TS respectively. Fig.6 shows the GMM-based fitting and
Gaussian-based fitting of feature NS. Obviously, GMM-based approach achieves
more accurate fit than the univariate Gaussian-based one.

5 Experimental Evaluation

While preparing for the evaluation of our proposed ranking approaches, we man-
ually labelled each tuple <query keyword, tweet> with a method which is similar
to 3-point Likert scale, considering how relevant the tweet is to the query key-
word and the amount of information it carries.

5.1 Evaluation Metric

To evaluate the ranking results, we adopt Normalized Discounted Cumulative
Gain (NDCG) as the metric which is based on DCG [12]. NDCG measures the
effectiveness of the ranking methods by penalizing the position from the result
list with normalization. It is defined as:
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Fig. 2. Q-Q plots of features with Gaussian Fitting

Fig. 3. Q-Q plots of features TS and NS with Lognormal and GMM Fitting

NDCGn = Zn

n∑
i=1

2Gi − 1

log2(i + 1)
(5)

whereGi is the label of i
th tweet in the final ranked list, and Zn is a normalization

factor, which is used to make the value of NDCG of the ideal list to be 1.

5.2 Evaluating Author Ranking Results

In Table 5, we present the top 10 authors of each dataset selected by CDF-
12 approach. With careful manual effort checking with Twitter, we find that
the top-10 list is dominated by celebrities, popular bloggers and organizations.
Besides, our method also discovers those authors who focus on certain areas and
have a small number of followers (denoted in bold font).
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Fig. 4. Univariate Gaus-
sian based fitting of feature
ID for topic “google”

Fig. 5. Lognormal based
fitting of feature TS for
topic “google”

Fig. 6. GMM and Uni-
variate Gaussian based fit-
ting of feature NS for topic
“google”

Table 5. Top 10 Authors From Query Datasets

google healthcare iran music twitter

programmableweb healthcareintl iranhr showhype dehboss
paulkbiba hcrepair jricole nytimesmusic chito1029
omarkattan hcdmagazine newscomirancvrg variety music louer voiture
morevisibility notmaxbaucus jerusalemnews im musiclover twithority
wormreport bnet healthcare jewishnews digitalmusicnws trueflashwear
followchromeos healthnewsblogs dailydish musicfeeds twedir
digg technews vcbh haaretzonline wemissmjblog jointhetrain
webguild presidentnews guneyazerbaycan 411music robbmontgomery
junlabao chinahealthcare ltvx radioriel youtubeprofits
redhotnews ilgop reuterskl jobsinhiphop thepodcast

5.3 Evaluating Microblog Ranking Results

We re-rank our dataset according to author Authority Score(AS ) which is calcu-
lated by the methods described in Sec.3.2. In this section, we present the results
of only two of the five topics (“google” and “healthcare”) due to the page limit.
Figs. 7 and 8 show the top-k ranking performance in terms of NDCGk (seen in
Sec.5.1), where k varies from 5 to 1, 000.

It is obvious that the CDF weighted approach outperforms the others. Ac-
cording to Fig.7, we observe that the performance of Conv based ranking method
drops sharply with the increasing value of k in general. For another topic (“health-
care”) that corresponds to Fig.8, the Conv based method also underperforms our
proposed approaches by a large margin. The phenomenon further demonstrates
the effectiveness of the adoption of the topical authority in microblog ranking.

Figs. 7 and 8 show that CDF-10 performs much better than its Gaussian
version (i.e., Gaus-10 ), which verifies the benefit brought by the more accurate
feature modeling in the CDF-based method. Also, we can observe that CDF-
12 outperforms CDF-10 except for the top-5 case of the topic “google”. This
demonstrates the benefit brought by the two newly proposed authority features.
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Fig. 7. A Plot of NDCG of the Top-k Re-
sults for the topic “google”

Fig. 8. A Plot of NDCG of the Top-k Re-
sults for the topic “healthcare”

Furthermore, the CDF weighted approach further boosts the ranking quality by
making an appropriate trade-off between the conventional popularity feature and
the topical authority features. In addition, we adopt SUM-based and MUL-based
approaches for benchmarking. And the CDF-based ones perform much better
than the non-CDF-based approaches.

To summarize, our proposed CDF weighted approach enhances the rank-
ing performance significantly and perform best among all the proposed ap-
proaches. Quantitative analysis over the performance of the approaches show
that CDF weighted achieves more than 20% enhancement as compared to the
conventional method as well as the Gaussian-based ranking method.

6 Conclusion and Future Work

In this paper, we first proposed to adopt the topical authority in microblog
ranking and investigated to what extent the topical feature modeling can be
optimized for boosting the performance of topical authority-based microblog
ranking. Our attempts include extending the set of features considered and im-
proving the feature modelling step. We applied the proposed extensions to a
Twitter data set and compared the corresponding tweet ranking results with
a number of existing methods for benchmarking. The experimental results vali-
dated the effectiveness of our proposed approaches and showed that the weighted
version of CDF-based method outperforms other ones.

For future work, we will further investigate how the trade-off weight can be
optimized for enhancing the microblog ranking quality. In addition, we are also
interested in incorporating more features, e.g., content-based features, to further
improve the microblog ranking quality.
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Abstract.Users are motivated to outsource their data into the cloud for its great 
flexibility and economic saving. However, outsourcingdata to cloud also in-
creases the risk of privacy leak.A straightforward method to protect the us-
ers’privacy is to encrypt the files before outsourcing.The existing group key 
management methods always presume that the server is trustworthy, but cloud 
storage applications do not meet this condition. Therefore, how to manage the 
group key to enable authenticated usersto access the files securely and efficien-
tlyis still a challenging problem.In our paper, wepropose a Time-basedGroup 
Key Management (TGKM)algorithmforcryptographiccloud storage applica-
tions, which uses the proxy re-encryption algorithm to transfermajorcomputing-
task of the group key management to the cloud server.So, the proposed TGKM 
scheme greatly reduces the user’s computation and storage overhead and makes 
full use of cloud server to achieve an efficient group key management for the 
cryptographic cloud storage applications.Moreover, we introduce a key seed 
mechanism to generate a time-based dynamic group key which effectively 
strengthens the cloud data security. Our security analysis and performance 
evaluations both show that the proposed TGKM scheme is a secure and effi-
cient group key management protocol for the cloud storage applications with 
low overheads of computation and communication. 

Keywords: cryptographic cloud storage,proxy re-encryption,group key manage-
ment. 

1 Introduction 

Cloud storage is a typical service model of online outsourcing storage where data is 
stored in virtualized pools which are generally hosted by third parties.  Companies 
need only pay for the storage they actually use. But when data is stored into cloud, 
user simultaneously loses the control of his data. It makes that the unauthorized ac-
cesses from hackers even cloud service providers is inevitable. Security is one of the 
most important problems that should be addressed in cloud storage applications [1].  
                                                           
* Corresponding author. 
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In recent years, many scholars have proposed the use of encryption methods to pro-
tect users' privacy in cloud storage applications [2-6]. In cryptographic cloud storage 
application framework data owner encrypts files before outsourcing to protect his 
privacy. Because the authorized users have the key, they could decrypt the files after 
downloading. Obviously, unauthorized users, attackers, even the cloud service pro-
vider can’t breach user’s privacy without authentication. In cryptographic cloud sto-
rage, data owner need not only store files on the cloud but also shares these files to 
some group users. Therefore, group key management is an important problem in 
cloud storage, and it is also the main motivation of our paper.  

The problem of group key management in cryptographic cloud storage environ-
ment is different from the traditional one. In a cryptographic cloud storage model, 
computing tasks should be transferred to the cloud as much as possible and ensure 
user privacy at the same time. The main contributions of our work are:  

─ We propose a suitable group key management method of cloud storage, 
which transfers calculations to the cloud computing service providers, who can’t 
get the group key. 
─  The data owner and authorized group users compute different group keys in 
different phases with the same seed, rather than always using the same group key, 
so our method is safer. Besides, because group key in a phase is computed by key 
seed, the distribute group key number of times is less than traditional method  

The remainder of this paper is organized as follows: in Section 2, we discuss the 
related work. Then we introduce several cryptographic primitives in Section 3.  
Section 4 details the TGKM. Security analyses of TGKM will be given in Section 5. 
Finally, we evaluate the performance of our mechanism in Section 6, and conclude 
this paper in Section 7. 

2 Related Work  

There are many group key management algorithms to address the problem of group 
key management in the network environments, some are depended on a trusted group 
key server, and others don’t need any trusted group key servers. 

Xiao proposes a cryptographic file system called CKS-CFS based on the security 
assumption that the CKS-CFS is trusted [7]. A trusted Group Key Server (GKS) is 
introduced to manage file encryption keys in a centralized manner and to enable the 
employment of flexible access control policies. But if GKS is invaded, hacker can get 
all the private files. 

Goh proposes the SiRiUS which doesn’t need a trusted group key server usually let 
each user has a public and private key pairs to obtain the group key [8]. When a data 
owner wants to share data, he uses the group key to encrypt the file and uses the au-
thorized user’s public keys to encrypt the group key, and then he uploads the en-
crypted file and encrypted keys to the cloud. The authorized user uses his private key 
to decrypt the group key by which the authorized user decrypts the encrypted file. 
This method is one of the simplest group key managements, but it requires that the 
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data owner encrypts the group key for each user using his public key, which will  
generate a great overhead of computing at the data owner. Kim proposes a secure 
protocol called Tree-based Group Diffie–Hellman (TGDH) that is both simple and 
fault-tolerant[9]. In order to protect the security of data, different files are encrypted 
by different keys. But the processes of key negotiation in TGDH need to replace the 
user's private key, so the algorithm is not suitable for group key management in cloud 
storage. 

3 Preliminaries 

3.1 Proxy Re-encryption 

Proxy re-encryption schemes are cryptosystems which allow third-parties (proxies) to 
alter a ciphertext which has been encrypted for one party, so that it may be decrypted 
by another. However the third-parties can’t get the secret value [10]. Blaze presents 
the BBS, Elgamal-based scheme operating over two group ,  of prime order q 
with a bilinear map : . The system parameters are random generators ∈  and , ∈ . 

• Key Generation(KG). The user A select random x∈Zq. A’s key pair is the form ,  . 
• Re-Encryption Key Generation(RG). A user A delegates to B by publishing the re-

encryption key / ∈  , computed from B’s public key. 
• First-Level Encryption( ). to encrypt a message ∈  under  in such a 

way that it can only be the holder of , output c= , ) . 
• Second-level Encryption( ). to encrypt a message ∈  under  in such a 

way it can be decrypted by user A and  his delegates, output c= , . 
• Re-Encryption(R). Anyone can change a second-level ciphertext for A into a first-

level ciphertext for B with   . From , , compute , ⁄  and publish , . 
• Decryption( , ) . To decrypt a first-level ciphertext ,  with secret key 

sk =a,compute ⁄ ⁄ . To decrypt a second-level ciphertext   ,  

with secret key sk=a, compute m= ,⁄ ⁄ . 

3.2 Chinese Remainder Theorem 

Suppose , , …,  are positive integers that are pairwise coprime. Then, for 
any given sequence of integers , , …, , there exists an integer x solving the 
following system of simultaneous congruences[11]. 
                                          (1) 
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Furthermore, all solutions x of this system are congruent modulo the product 
N= … , so the value of x mod N is unique. 

4 TGKM: A Time-Based Group Key Management Algorithm 

Table 1 shows the notations in the following of this paper.  

Table 1. Notations 

Notations Description 
 

 
 
 

 

 
 

 

 
 
 

Files which upload in Tj  is encrypted by   
Key seed  
Forward key seed in Ti is used to compute  in one phase  
Backward  key seed in Ti is used to  compute  in one 
phase  
Forward assistant key in Tj is used to compute  in Tj  
Backward assistant key in Tj is used to compute  in Tj 

The file is encrypted by  
The  is encrypted by user A’s public key 
The re-encryption key from A to B 
The time phase in Tj 

The system parameters are random generators ∈  
 
We design TGKM to implement an efficient and scalable group key management 

service for the cloud storage applications. The TGKM system model has three parties 
as follows:    

(1) Data Owner: data owner encrypts his data and stores data in the cryptographic 
cloud storage system, and he not only uses data but also authorizes data to other user 
groups to access his data. 

(2) Authorized Group Users: users who have the permission to access the en-
crypted data after authorized by the data owner to the group which the users belong 
to.   

(3) Cloud Service Provider: the cloud offers data storage and sharing services to 
users. It follows our proposed protocol in general, but also tries to find out as much 
secret information as possible. 

TGKM uses two steps to share the GKfile in the authenticated group users. GKfile is 
not fixed in various phases, so even GKfile is disclosed during any period, other GKfile 
is still secure. 

In the first step, TGKM shares the key seed Skey based on proxy re-encryption me-
chanism in the authorized group users. We use the  to represent the key seed 
which consists of  and . The pair {  , }  can 
compute file encryption group key. Then data owner and authorized users further 
compute time-based group keys from Skey to enable forward security and back ward 
security. Fig.1 describes TGKM for cryptographic cloud storage applications, and it is 
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composed of three parts: data owner domain, cloud domain, and authorized user do-
main. Data owner domain is a full trusted service domain in which data owner gene-
rates key seed Skey and uploads it to the cloud after encryption. The cloud domain is an 
untrusted service domain with powerful computing capability, TGKM introduces a 
proxy re-encryption tree structure to efficiently share key in the authorized group 
users by transferring data owner encrypted Skey to the key seed encrypted by autho-
rized group users. In TGKM structure, the authorized users in the authorized group 
user domain could download the transferred encrypted Skey and decrypts it by his  
private key.  

 

 

Fig. 1. Time-based Group Key Management for Cryptographic Cloud Storage (TGKM) 

In the second step, as shown in the Fig. 1, the authorized group users get a set of 
keys Sforward(1) and Sbackward(n) from the key seed Skey. In TGKM model, every autho-
rized user group builds a hash function link to compute the GKfile. For example in  
Fig. 1, U1 gets Skey which includes Sforward(1) and Sbackward(k) from cloud, and U1 can 
compute Sforward(i+1) from Sforward(i) and compute Sbackward(i-1) from Sbackward(i). And then 

⊕ ⊕ ⊕ ⊕⊕ ⊕
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U1 can get all the pair keys Sforward(i) and Sbackward(i) (1≤i≤n) based on which further to 
get GKfile(i) through Sbackward(i). So, by this mechanism the 
key GKfile in any period is determined and enable a time-based key shared to achieve 
the forward security and backward security. For the data owner and the authorized 
group users can compute the same  and , they can share the 
same   of any phase.    

In this work, we just consider honest but curious cloud servers as [2] does. That is 
to say, cloud servers will follow our proposed protocol in general, but try to find out 
as much secret information as possible based on their inputs. 

4.1 Cryptographic Cloud Storage Initialization Processes 

During initial processes, the cryptographic cloud storage server generates the system 
parameters which include a random generators ∈ , , ∈ , and m1,m2 
which are two positive pairwise coprime integers. 

4.2 User Basic Operations 

• Register a User A. The user A gets the system parameters from cloud server first of 
all, and generates a random number α ∈  as A’s private key . Then A gene-
rates his public key PKA=[g, h=gα] and uploads PKA to cloud to finish registration. 

• Create a Group. The data owner generates a random number β ∈  as the group 
private key. Then he generates ,  as the public key of the 
group. Finally, he computes the re-encryption key ⁄  in which α 
is the private key of data owner and uploads it to the cryptographic cloud storage 
server. For example in Fig.1, the data owner creates three authorized groups  
including: sales group, finance group, and market group. 

• Authorize a User. The data owner A authorizes a user B and put it into certain 
group. A gets B’s public key ,  from cloud. And then A computes 
re-encryption key / ∈  and uploads it to the cryptographic 
cloud storage server. 

• Revoke an Authorized User. The data owner A requests cloud server to delete the 
re-encryption key of the revoking user. In Fig.1 we can see that the cloud server 
deletes the edge from PKmar to U6 to revoke U6’s privilege. 

• Build the Key Management Structure in Cloud. Cryptographic cloud storage 
server builds the authorized tree to share resources in the authorized users. As is 
shown in cloud domain in Fig.1, each data owner has an authorized tree to describe 
the shared relationship of his resources. In the authorized tree, the root node stores 
key seed which is encrypted by the data owner’s public key, each the child node 
presents a user group which stores key seed encrypted by the group public key, and 
every leaf node presents an authorized user stores the key seed encrypted by user’s 
public key. And the edges describe the re-encryption operations and store the 
proxy re-encryption key. 
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4.3 The First Step of TGKM: Key Seed Distribution 

The main motivation of our paper is to enable a time-based access control for the 
cloud storage applications. We introduce a key seed mechanism to achieve it. In this 
section, we introduce the key seed distribution. 

The data owner A encrypts a key seed  under PKA in such a way it can be de-
crypted by A and his delegates. A uploads { }  to the cloud server. 

{ } = , ,                              (2) 

The TGKM cloud server masters proxy re-encryption key ⁄  and /  to distribute key seeds in all the authorized groups and their users, 
so that the cryptographic cloud server can transfer the key seed encrypted by data 
owner to the key seed encrypted by authorized group public key. The re-encryption 
from A to a group is described in equation (3) and (4) in which   is the group’s 
public key. The transfer from a group to a user is shown in (5) and (6). g /                                        (3) , ,                            (4) , ⁄                                    (5) ,  .                           (6) 

Through the above re-encryption, the authorized group user can decrypt key seed 
from key seed encrypted by the data owner. The decryption is illustrated in equation 
(7) in which  is authorized user’s private key.  ⁄ ⁄

,                             (7) 

After getting the key seed, the user can compute  by  and 
 which is generated by the key seed. For example in Fig.1, the data owner 

generates { }  and uploads it to the cloud server. The cloud server transfers 
 to  by , then transfers  to 
 by .As a result, the user U1 can decrypt  to get 

Skey. 
If the data owner just grants an encrypted file’s accessing privilege to a group, he 

encrypts the key seed Skey by the group public key. Such as in the Fig.1, the data own-
er only allows the market group to access an encrypted file, and then he encrypts the 
seed by the market group public key, and uploads{ }PKMar in which PKMar is the 
public key of group market to the cloud. 

4.4 The Second Step of TGKM: Computing GKfile by Key Seed 

In our TGKM scheme, we introduce key seed  to enable the efficient and flexible 
time-based access control. The file encryption key management in TGKM is a time-
based dynamic key which uses different key to encrypt files in different period. 

The data owner generates Key seed S  which consists of a forward seed 
 and a backward seed . The prior  can compute the next 
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 by a hash function. For the same reason, the behind  can compute 
the prior  by another hash function.                                         (8) 

For example, in Fig.2 If data owner wants to limit a group user accessing the up-
loaded files from T1 to T3, The key seed he distributed is { ,   }. 
If data owner wants to limit a group accessing to the uploaded files from T1 to T6, The 
key seed he distributed is { S , S }. 

 

Fig. 2. Key seed mechanism to enable time-based data access control  

Data owner and authorized group users use S  and S  to compute   and   separately by hash function (9). Every S  and  S  can compute K  or K   of one time period.  is the 
time phase.        _   ,        _ ,                    (9) 

In Fig.2,  can compute  from T1 to T3.    can com-
pute  from T1 to T3. The data owner and authorized group users shared m1 
and m2 which meets , 1 in formula (10). When they have the same 

 and  they can generate the same  based on Chinese 
remainder theorem.                            (10) 

Data owner and authorized group users can get the same { ,   }, so they  can compute the same file encrypted group key.  In Fig.2 

user can generate    in every phases by the forward seed , and 
back forward seed  can generate , and then generate the 

 at a certain period. 
 

Kforward

Sbackward(i)

T1 T2 T3 T4 T5 T6

Sbackward(i+1)Kbackward

Sforward(i) Sforward(i+1)

ffordhash

fbackwordhash

fhash_2

fhash_2

timestamp
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Algorithm 1. Compute file encryption group key  by  
Input: , , , ,  
Output: File encryption key  
1.  _   ,   
2.  _ ,  
3. 1. 
4.   . 
5.   . 
6. , . 
7. , ,  
8. Return   

4.5 Data Sharing to Group Users  

When the data owner wants to upload a shared file, he gets the current time as the 
timestamp and computes encrypted file group key  in the time phase by key 
seed, and encrypts file by . Finally, the data owner uploads the encrypted file 
and the timestamp to the cloud server.  , ]                  (11) 

When an authorized group user attempts to access a file, he firstly downloads  , ]. After downloaded, he computes encrypted file key 

 by the algorithm 1 and decrypts . 

For example in Fig. 2, when data owner uploads a file, he gets the current time as 
timestamp. Then the data owner determines that accessing time phase is T6. Finally, 
he computes the  by  and . The authorized user 
can get the timestamp from Filesupload, and he determines that time phase is T6. Con-
sequently, he can get the  by  and  to achieve 
the time-based accessing. 

5 Security and Performance Analysis 

5.1 TGKM Correctness Guarantee 

Because the data owner and the authorized group share the same timestamp, they can 
determine the time phase which the timestamp is belonged to. They also get the same 
pair {S , S }, so they can compute the same pair K , K }. According to Chinese remainder theorem, the data owner and autho-
rized group users can get the consistent  by formula (10). By the TGKM 
mechanism, authorized user can only get the corresponding seed key which is gener-
ated by the data owner according to his own will. By the seed key mechanism, we 
achieve a time-based access control to limit all the authorized users accessing data in 
the period of time defined by the data owner. 
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5.2 Forward Security and Backward Security Guarantee 

There are two types of security requirements on a secure group key management sys-
tem: the forward security and the backward security. The former refers to a newly 
joined user cannot gain access to the past group keys. And the latter refers to after a 
user has left the secure group, he should not be able to gain access to the future group 
keys [14]. The proposed TGKM can fully meet the forward security and the backward 
security. The forward security requires that the authorized group user can’t access any 
file encryption group key  before start time of key seed. This notion was first 
proposed by  Günther[15]. The backward security requires that a revoked user can’t 
access file encryption group key  after end time of key seed. In our key seed 
structure, the authorized user only  knows { , } (i<=k), so he 
can only obtain  and   from phase i to k, that is to say he just can 
compute file encryption group key   from phase i to k. Because the front for-
ward key seed   can compute the back forward key seed S  by 
hash function, but a posterior forward key seed  can’t compute the prior 
forward key seed . It is as the same to the backward key’s computation. 

5.3 Computing Overhead Analysis 
In TGKM, most of group key management computing operations is transferred to 
cloud. For computing GKfile(j) by key seed, the main computing overhead is to com-
pute GKfile(j) by Chinese remainder theorem, so the time complexity is almost linear. 
And the computing overhear of cloud sever is O(h) in which h is the number of autho-
rized users. As the TGKM algorithm mentioned above, the computing overhead at the 
user is related to the time of computing GKfile by forward and backward seed keys, so 
it is O(1).  In the experimental section, we will carry out experiments to evaluate the 
performance of TGKM’s efficiency. 

6 Experiments 

In this section, we carry out experiments to evaluate the performance of proposed 
TGKM. All the experiments are executed under Ubuntu with an Inter Pentium 
2.1GHz Processor and 1GB memory. The re-encryption algorithm is used JHU-MIT 
Proxy Re-cryptography Library [12]. We evaluate the efficiency of TGKM including: 
cost of distribution the keys at the data owner, computing overhead on the cloud serv-
er and cost of getting the keys at the client. 

In the time cost experiments of data owner distributing the keys, we compare 
TGKM to SiRiUS, TGDH, and ABE. The experimental results are illustrated in the 
Fig. 3. As the results shown in the Fig.3 (a), the distributing group key cost on the 
data owner of SiRiUS and TGDH both rise with users’ size increasing, while 
TGKM’s time cost is almost not changed. Analyzing this phenomenon, we find that 
TGDH is a tree-based group key management algorithm which makes the tree  
layer increasing with the number of users increasing, so that key negotiation  
time increases as well. It is also in agreement with the experimental results in  
Fig. 3(a). However, TGKM data owner only encrypts key seed once based on the 
group, so the time cost of TGKM  will not rise with user increasing. ABE is an  
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    (a) with the change of  number of users         (b)  with the change of number of groups 

Fig. 3. Time cost of data owner distribution group key 

efficient find-grained authentication method which can be a method of group key 
management by treating a group as an attribute [13]. The experiments in Fig.3(b) 
shows the time overhead of TGKM and ABE. With the number of user group increas-
ing, our proposed TGKM achieve a better computing performance than ABE. 

Fig.4 shows the time cost of authorized user’ computing the group key. The time 
cost of TGKM and SiRiUS is approximately equal. The time cost is decrypt group 
key by authorized user private key. And the time cost of TGKM is almost not 
changed with authorized user number increasing. But the time cost of TGDH is in-
crease with authorized user number increase. The authorized user needs to negotiate 
with other group user.  

Fig.5 shows cloud computing time cost. The overload is transfer from data owner 
to cloud. To the first group user, cloud has two proxy re-encryption operations. To the 
other users of the same group, cloud just has one proxy re-encryption operation.    

 
Fig. 4. Time cost for a user to get his key      Fig. 5. Cloud computing time 

7 Conclusion 

When enterprises or individuals use cryptographic cloud storage applications to out-
source their sensitive data, how to efficiently share data in the authorized group users 
without privacy leak is still one of the most challenging tasks. In this paper, we pro-
pose a novel time-based group key management (TGKM) in cryptographic cloud 
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storage. TGKM transfers much workload of key management to the cloud and pre-
vents the cloud to master any group key. Furthermore, to enhance the scalability of 
TGKM with dynamic group, we propose the key seed mechanism to enable a time-
based key management. Even if an attacker gets a file encryption key GKfile, he still 
can’t decrypt any other files out of the time window. Through experiments, we find 
TGKM can greatly improve the efficiency of key management and can be applied to 
the cryptographic cloud storage applications. 
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Abstract. As the most important geographical data, 2D vector maps
have been widely used in various areas. Meanwhile, the increasingly sim-
plified data access and manipulation methods in geographical data re-
lated applications make it important to verify data truthfulness. In this
paper, we propose a fragile watermarking scheme for the content authen-
tication of 2D vector maps. The scheme embeds (detects) two kinds of
watermarks, i.e., group watermark and object watermark, into (from)
each object. Based on the patterns extracted from the detection results,
the scheme can not only detect and locate data modifications, but also
characterize modification types. Both theoretical analysis and experi-
mental evaluation are carried out to verify the fragility of the proposed
scheme.

Keywords: Vector maps, Content authentication, Fragile watermark-
ing, Modification characterization.

1 Introduction

Geographical data have long been incorporated in various applications for more
convenient information visualization and sharing [1]. Due to the nature of data
sharing, the digital data of GIS related applications is easy to be duplicated and
tampered with. Therefore, the content authentication methods are in need to
verify data truthfulness.

Watermarking is one of the most important techniques for the security con-
sideration of digital data [2]. Basically, watermarking means slightly modifying
the host data and forcing it to imply certain secret information. The information
(i.e., watermark) can then be detected from the watermarked data for owner-
ship assertion [3], content authentication [4], etc. The watermarking scheme for
content authentication is called fragile watermarking scheme. In a fragile water-
marking scheme, the embedded watermark should be sensitive to modifications
so as to detect and locate modifications.

In fact, fragile watermarking has been predominantly used for the content
authentication of digital contents, and large amounts of fragile watermarking
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schemes have been proposed for various types of digital data, e.g., images [5],
audios [6], videos [7] and databases [8]. Recently, researchers recognized the im-
portance of authenticating 2D vector maps [9], the most widely used geograph-
ical data [10]. By borrowing experiences from multimedia watermarking, a few
fragile watermarking schemes have been proposed for vector maps. The schemes
first divide the underlying map into blocks [11][12] or groups of vertices/objects
[13][14][15]. Then, a fragile watermark is generated from and embedded into
each block (group). During the detection, the data modifications are located
by comparing the generated and detected block (group) fragile watermarks: a
block (group) is considered integrated only if the generated and detected fragile
watermarks are the same.

The above schemes for vector maps are effective and can properly detect and
locate illegal modifications. However, those schemes share two common prob-
lems. First, the authentication can only be carried out on block (group) level.
Namely, if any vertices or objects in a block or a group are modified, then the
whole block or group will be considered tampered. This means certain (possi-
bly quite a lot of) un-modified vertices and objects that can be legally used
may be negatively considered tampered. This relatively rough detection granu-
larity may result in extra time for reacquiring the original legal data. Second,
the types of modifications (i.e., object addition, deletion and modification) can-
not be characterized from the detection results. As noted in [8], modification
type characterization is important for distinguishing usable data elements from
unusable ones, and can guide a more effective data recovery.

In accordance with the aforementioned problems, in this paper, for 2D vector
maps, we propose a fragile watermarking scheme that can detect, locate and
characterize data modifications on object level. The main idea is to embed two
kinds of watermarks, i.e., group watermark and object watermark, into each ob-
ject. Consequently, if the watermarked map is modified, the scheme can acquire
different detection patterns based on the detection results of the two kinds of
watermarks. The detection patterns are localizable and distinguishable to locate
modifications and characterize modification types. Our contributions include (1)
developing a fragile watermarking scheme that competes the state of art in (a)
guaranteeing a more precise detection granularity and (b) having the ability of
modification type characterization; (2) analyzing the fragility of the scheme the-
oretically in a probabilistic way; and (3) verifying the fragility of the scheme
empirically.

The remainder of this paper is organized as follows. In Section 2, we introduce
some preliminaries. Then, the proposed fragile watermarking scheme is described
and the fragility of the scheme is analyzed in Section 3. Finally, performance
study and conclusions are given in Sections 4 and 5 respectively.

2 Preliminaries

This section introduces the framework (and a detail technique) that will be
adopted in the paper, and discusses the data modifications a fragile watermark-
ing scheme proposed for vector map should detect and characterize.
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2.1 Generate-and-Embed/Detect Framework

Generally, almost all the existing fragile watermarking schemes are subject to
generate-and-embed/detect framework [4]. Namely, the schemes first generate
a data summary, i.e., fragile watermark, from the host data, and then embed
this summary into the data. Further, during watermark detection, the fragile
watermark is again generated and then compared with the fragile watermark
detected from the data. If the data is integrated, then the two watermarks should
be exactly the same, otherwise, they should be different.

Two important requirements should be fulfilled in the afore-process. First,
there should be an obligated change on the generated watermark if any mod-
ification is made to the data used for watermark generation. This is achieved
by adopting cryptographic hash function for watermark generation. A crypto-
graphic hash function, H(), has two important properties: (1) one-wayness, it is
computationally infeasible, for a given value V ′ to find a V such thatH(V ) = V ′;
(2) randomness, changing even one bit of the hash input causes random changes
to the output bits. The first property guarantees the overall security of a wa-
termarking scheme, while the second is the foundation of fragility. Potential
cryptographic hash functions include MD5 and SHA hash [16]. The second re-
quirement is induced by the first one: to avoid false positive (i.e., the reporting
of the data modifications caused by watermark embedding), the watermark em-
bedding should not interfere the watermark generation.

In this paper, we also adopt the generate-and-embed/detect framework, in
which cryptographic hash function is used for watermark generation.

2.2 Data Modifications

General data modifications include data element addition, deletion and modi-
fication [5][6][7][8]. The data element may be pixel block, frame, motion vector
and tuple for image, audio, vedio and relational database. Since a vector map
is commonly modeled as a set of objects, denoted as VM = {O1, O2, . . . , On},
where each Oi =〈p0, p1, . . . , pli−1〉 is composed of a sequence of ordered vertices,
and each pj = (xj , yj) is a vertex represented by a pair of coordinates. In this
paper, we regard object as data element.

The meaning of object deletion and addition are obvious. In geographical field,
object modification means altering an object with general structure preserved [2].
We adopt turning function to qualitatively model the concept. Turning function
is one of the most effective ways that can be used to qualitatively describe an
object’s geometry [17]. It measures the angle ϕ of tangent as a function of arc
length �. From the function, an unique integral value, AreaT, can always be
calculated to describe an object’s geometry. Therefore, we link an AreaT-based
identity to every object (i.e., using geometry to identify object), and regard
the tampered object with identity (i.e., general structure) preserved as modified
object 1. For more information about turning function, please consult [17].

1 We hold the assumption that AreaT is identifiable, since a more distinguishable
description can always be achieved by employing more detailed descriptions [17].
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3 The Proposed Watermarking Scheme

On an overview level, our watermarking scheme embeds two kinds of fragile
watermarks into every object by the following process: (1) extract an identity
for each object based on its AreaT, and partition it into an object group; for each
object in every group, (2) generate a group fragile watermark based on all the
identities of the objects in the group, and embed it into the object; (3) generate
an object fragile watermark based on all the vertices in the object, and embed it
into the object. When the vector map needs to be verified, (4) the identities are
extracted and the objects are partitioned into groups; for every object group,
(5) the two kinds of fragile watermarks are detected from the objects, and the
detection grid is constructed; (6) according to the detection pattern revealed
in the grid, the tampered objects are located and the modification types are
determined.

In the following we first introduce the proposed watermark embedding and
detection methods in Sections 3.1 and 3.2. Then, the tamper locating and char-
acterization method is introduced in Section 3.3. Finally, the fragility analysis
is given in Section 3.4.

3.1 Watermark Embedding

Let bs(a), hb(a, b) and bit(a, b) return the bit-size, the bits higher than b, and
the b-th bit of (a)2 respectively, where (a)2 signifies the binary representation of
a. For example, since 2.25 = (10.01)2, we have bs(2.25) = 4, hb(2.25,−2) = 100,
bit(2.25,−2) = 1 (‘-’ signifies decimal place). Furthermore, we define msb(a, b) as
the function returns the most significant b bits of (a)2 if b ≤ bs(a), otherwise, the
function returns (a)2||msb(a, b − bs(a)), where || signifies string concatenation,
e.g., msb(2.25, 3) = 100, msb(2.75, 5) = 10011.

Based on the notations, in the first step of our embedding process we calcu-
late for each object Oi an identity idi = hb(AreaTi , γ), and partition the object
into an object group Gj = H(idi||K) mod g, where g and K are two parameters
given by data owner representing the number of groups and secret key. We use
the higher bits of AreaT as object identity so that it can remain unchanged when
only small perturbation is made to the object’s structure - which is required by
object modification defined in Section 2.2.

After group partition, for every group Gi with mi objects, in the second
step, we generate a seed Si = H(id1||id2|| . . . ||idmi ||K), ∀j ∈ {1, . . . ,mi − 1},
idj ≤ idj+1. Then, for every Oj ∈ Gi, in the third step, we generate and
embed the group fragile watermark and object fragile watermark as follows.
(1) Generate group fragile watermark as W g

j = msb(H(idj||Si||K), lj), where
lj is the number of vertices in Oj . (2) Embed the kth (0 ≤ k ≤ lj − 1) bit
of W g

j into the kth vertex’s x-coordinate of Oj , by replacing the ζ-th bit of
(xk)2 as the watermark bit, i.e., bit(xk, ζ) = bit(W g

j , k). The embedding po-
sition ζ should be determined in accordance with the map’s precision toler-
ance τ to ensure data fidelity. (3) Generate object fragile watermark as W o

j =
msb(H((x̂0||ŷ0)|| . . . ||(x̂lj−1||ŷlj−1)||K), lj), ∀k ∈ {0, . . . , lj−1}, x̂k = hb(xk, ζ−
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1), ŷk = hb(yk, ζ). (4) Embed the kth bit of W o
j into the kth vertex’s y-

coordinate, i.e., bit(yk, ζ) = bit(W o
j , k). We only use the bits higher than ζ of

(yk)2 in object watermark generation to avoid the influence of watermark em-
bedding (i.e., modifying bit(yk, ζ)) on the watermark generation. It is also to be
noted that the group and object watermark embedding as a whole only makes
negligible perturbations to objects’ structures. The embedding rarely influences
object identities, group seeds or the generated group watermarks (Actually, in
our algorithm implementation, we avoid this influence by omitting bit(x, ζ) and
bit(y, ζ) when calculating AreaT). However, any modification made to the wa-
termarked map will cause change on either the generated or the detected values
of the two kinds of watermarks.

3.2 Watermark Detection

During the watermark detection, all the objects in a suspicious map are di-
vided into groups by the identification-and-partition method used in the water-
mark embedding, and each group is verified independently. Since each object
covers two fragile watermarks, for every group Gi with mi objects, a detec-
tion grid composed of two mi-element vectors V o

i = {vo1 , vo2 , . . . , vomi
} and V g

i =
{vg1 , v

g
2 , . . . , v

g
mi
} is constructed to hold the detection results of object fragile wa-

termarks and group fragile watermarks. Then, for every object Oj ∈ Gi, the ob-
ject fragile watermark and group fragile watermark are generated and detected.
The watermark generation is the same as in the watermark embedding. While for
watermark detection, we have bit(W gd

j , k) = bit(xk, ζ), bit(W
od
j , k) = bit(yk, ζ),

where 0 ≤ k ≤ lj − 1, lj is the number of vertices in Oj , W
gd
j and W od

j are
the detected group fragile watermark and object fragile watermark of Oj respec-
tively. At last, to get vgj , the generated and detected group fragile watermarks
are compared. If the two watermarks are exactly the same, vgj is true, otherwise,
vgj is false. Likewise, voj is acquired by comparing the generated and detected
object fragile watermarks. Fig. 1 (a) shows the detection grid of an unmodified
group with five objects (i.e., mi = 5).

 O1 O2 O3 O4 O5  O1 O2 O3 O4 O5 O6 
Vi

g T T T T T   F F F F  
Vi

o T T T T T  T T T T  
 (a) an unmodified group  (b) a deleted group 

Vi
g T T F T T F F F F F F 

Vi
o T T F T T T T T T T F 
 (c) a modified group  (d) an added group 

 

Fig. 1. Detection grid for various modification types
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3.3 Tamper Locating and Characterization

We demonstrate how the modifications can be located and the modification types
can be characterized in this section.

Object Deletion. According to Fig. 1 (b), suppose O1 is deleted, theoretically
the group seed (see Section 3.1) will change due to the randomness property of
the cryptographic hash function, which will in turn cause considerable change
on all the relevant generated group watermarks. However, since the remaining
objects themselves in the group are unmodified, the detected group watermarks
remain unchanged, which means these detected watermarks will very likely be
different from the generated ones, i.e., every vgj ∈ V g

i will very likely be false.
We will model the expression very likely in a probabilistic way in Section 3.4.
On the other hand, for object fragile watermarks that only depend on individual
objects, the corresponding detection results are naively true. Consequently, we
can get the detection grid shown in Fig. 1 (b) (Some of the “F” in V g

i could
probabilistically be “T”). Apparently, the locating of object deletions can only
be done on group level. Let deleted-group convey the meaning that an object
group has suffered at least one object deletion, then the detection pattern for an
deleted-group can be defined as:∧

Oj∈Gi

voj = True,
∧

Oj∈Gi

vgj = False

The set of deleted-group(s) can be located as Gdel = {Gi|∃Oj ∈ Gi, ∀Ok ∈
Gi, v

g
j = False, vok = True}.

Object Modification. According to Fig. 1 (c), suppose an object O3 is mod-
ified to O′

3. By the definition of object modification, the modification does not
influence the object’s identity. Namely, the generated group watermarks of all
the objects (including O′

3) remain unchanged. Since the objects except O′
3 are

exactly the original ones, their detected group watermarks, generated and de-
tected object watermarks remain unchanged. The detection results of their group
watermarks and object watermarks will all be true. For O′

3, its generated object
watermark changes (due to the randomness property of the cryptographic hash
function). Its detected object watermark and group watermark also change due
to modification. Therefore, its detection result of group watermark and object
watermark will very likely be false. Then, the detection grid for this situation is
shown in Fig. 1 (c). The detection pattern for a modified-group (group suffers
at least one object modification) can be defined as:∧

Oj∈Gi

voj = False,
∧

Oj∈GT
i

vgj = True

where GT
i = {Oj |Oj ∈ Gi, v

o
j = True} is the subset of objects in Gi whose

object watermark detection results are True. The set of modified object(s) can
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be located as Omod = {Oi|voi = False,Gj = argG(Oi), ∀Ok ∈ GT
j , v

g
k = True},

where argG(Oi) signifies the groupOi rests in. It is to be noted that the detection
pattern does not include the group watermark detection result(s) of the modified
object(s) (O′

3 in this example), since both object addition (see 3.3) and object
modification can lead to the detection of ‘False’ of an object’s group watermark.
Namely, this (these) result(s) does (do) not contribute to the modification type
characterization.

Object Addition. As to object addition, according to Fig. 1 (d), suppose an
object O6 is added into the group. For the same reason as for object deletion,
all the detection results of group fragile watermarks of the originally existing
objects will every likely be false, and the results of their object fragile water-
marks are true. As to O6, since both the generated and detected values of its
group and object fragile watermarks are random, the detection results of the
two watermarks are very likely false. Therefore, the detection gird shown in Fig.
1 (d) can be acquired. The detection pattern for an added-group (group suffers
at least one object addition) can be defined as:∧

Oj∈Gi

voj = False,
∧

Oj∈GT
i

vgj = False

The set of added object(s) can be located as Oadd = {Oi|voi = False,Gj =
argG(Oi), ∃Ok ∈ GT

j , v
g
k = False}.

It is to be noted that if the identity of an object is modified due to a large
magnitude object modification, then, two situations may occur. The first is that
the object shifts into another group, then, the original group will follow the
detection pattern of object deletion, and the destination group will follow the
pattern of object addition. The second is that the object remains in the original
group, and the detection results of the group will follow the pattern of object
addition. No matter which situation occurs, the detection results agree with the
intuition that a large magnitude modification can be considered as an addition
along with a deletion.

3.4 Fragility Analysis

In this section, we aim to estimate how likely the modifications can be located
and characterized in a probabilistic way. Since both the generation of object
identity and fragile watermarks are secure-hash-based, without loss of general-
ity, we take the following hypothesis during the analysis: 1) objects distribute
uniformly in g object groups, every group contains m objects, and every object
has l points (i.e., the length of object and group fragile watermarks are all l); 2)
a data modification has equal probability to fall on any object in any group; 3)
after data modification, every pair of the corresponding bits in the corresponding
detected and generated watermarks has equal probability to be either the same
as or different from each other, i.e., the probability that the two watermarks are
exactly the same is 1

2l .
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Object Addition. During the detection, an added object can be located and
characterized if: the detection result of its object fragile watermark is false (p1);
while for the originally existing objects, the detection results of their group fragile
watermarks have at least one false (p2). That is, the probability that single object
addition can be located and characterized is p = p1 ∗ p2 = (1 − 1

2l
)(1 − ( 1

2l
)m).

For multiple object additions, since any object may fall into any group, suppose
ω objects are inserted into the watermarked map, and the insertions cause k

(1 ≤ k ≤ min(ω, g)) added-groups, with ωi (1 ≤ i ≤ k,
k∑

i=1

ωi = ω) objects

inserted into group Gi. Then, the probability that all these added objects can
be located and characterized is

p =
k∏

i=1

(1− 1

2l
)ωi(1− (

1

2l
)m) = (1− 1

2l
)ω(1− (

1

2l
)m)k

Apparently, the probability depends on the value of k. For a more explicit un-
derstanding, we give a lower bound of the probability in terms of m and ω as
follows.

p = (1− 1

2l
)ω(1 − (

1

2l
)m)k ≥ (1− 1

2l
)ω(1− (

1

2l
)m)ω (1)

Object Deletion. As we have stated, object deletion can only be located and
characterized on group level. For single object deletion, it can be located and
characterized if: for all the remaining objects, their detection results of object
fragile watermarks are true (p1), while the results of the group fragile watermarks
have at least one false (p2). Since the results of the object fragile watermarks are
naively true, we have p1 = 1. The probability that single object deletion can be
located and characterized is p = p2 = 1− ( 1

2l )
m−1. For multiple object deletions,

suppose ω objects are deleted from the watermarked map, and the deletions
cause k (1 ≤ k ≤ min(ω, g)) deleted-groups, with wi (1 ≤ i ≤ k, 1 ≤ ωi ≤

m,
k∑

i=1

ωi = w) objects deleted from group Gi. Then, the probability that all

these deleted objects can be located and characterized is p =
k∏

i=1

(1− ( 1
2l )

m−ωi).

Again, for a more explicit understanding, let us suppose every group has at least
one object left after deletions, then the lower bound of the probability can be
represented as

p =

k∏
i=1

(1 − (
1

2l
)m−ωi) > (1− 1

2l
)k > (1− 1

2l
)ω (2)

Note that it is impossible to detect the deletion of a group if the entire group is
deleted. However, the probability of an entire group deletion is very low [8]. This
conclusion was also verified by our experimental results presented in Section 4.
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Object Modification. A modified object can be located and characterized if:
the detection result of its object fragile watermark is false (p1); while for the
unmodified objects (i.e., the objects with voi = True), the detection results of
their group fragile watermarks are true (p2). Since the detection results of those
group fragile watermarks are naively true, we have p2 = 1. The probability that
single object modification can be located and characterized is p = p1 = 1 − 1

2l .
For multiple object modifications, suppose ω objects has been modified, the
probability that all the modified objects can be located and characterized is
shown in Eq. 3.

p = (1− 1

2l
)ω (3)

According to the afore-analysis, it is easily to be noted that the larger l is,
the more fragile our scheme will be. To highlight the importance of l, we give
an even looser lower bound of Eq. 1, 2 and 3 as p = (1− 1

2l
)2ω. This means that

the fragility of the scheme can be guaranteed if objects have sufficient points.
According to our experimental results in Section 4, most objects have adequate
points. For objects whose points are inadequate, since the vertex coordinates
are usually represented in 64-bit double-precision format, there are always large
amount of meaningless mantissa bits in a coordinate [18]. We can embed more
bits (instead of one bit) into each coordinate so that the reasonable length of
fragile watermark can be fulfilled, in the expense of introducing some extra but
negligible noise to the cover map.

An other fact is that, on one hand, the larger m is, the harder for an entire-
group to be deleted by massive object deletions [8]. On the other hand, better
locating precision for object deletions can be achieved with smaller m. We can
make trade-offs between security and locating precision when choosing g, since
m is roughly decided by the group number g.

4 Experimental Results

To evaluate the performance of the proposed watermarking scheme, we per-
formed our experiments based on 16 vector maps provided by the National
Administration of Surveying, Mapping and Geoinformation of China. The wa-
termarking algorithm was implemented in C and run on a computer with Intel
Core i5 CPU (2.9GHz) and 4G RAM. We focus on demonstrating the influence of
watermark length l and group number g on the fragility of the proposed scheme.
In the following, we take the county administrative boundary map of China as
example for demonstration. The map contains 3207 objects and 1128242 vertices,
with precision tolerance τ = 10−5. Correspondingly, the embedding position ζ
was set as −16 so that the embedding caused an approximately 0.00001 varia-
tion on each coordinate. We set γ as 7 so that for an modified object the allowed
variation on AreaT was approximately 1% (which is a reasonable assumption
[10][17]). It is to be noted that according to our experimental results the embed-
ding never influence the object identities, i.e., all the objects can be correctly
authenticated if the map is not modified after watermark embedding.
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4.1 Evaluation on l

To show the influence of l on the fragility of the scheme, we slightly modified
our scheme so that for every object Oi, we generated and embedded a l-bit
object and group fragile watermark. Since the numbers of vertices in objects are
different, during the embedding, if the number of vertices of Oi is less than l, then
the vertices were used recurrently for embedding. Otherwise, the l-bit fragile
watermark was embedded repeatedly into the vertices. The detection process
was also amended to generate and detect l-bit watermarks. After embedding,
we applied modifications on the watermarked maps and recorded the detection
results. All the three modification types were considered in different processes.
The modification magnitude (the ratio of added, modified or deleted object) was
set to 50%. That is, data modification influenced approximately 1600 objects in
each run (i.e., ω � 1600). The experiment showed that with fixed g (e.g., 300
and 150 in this experiment), both the objects and the modifications fall averagely
into each group (i.e., mi � 3207/g, ωi � 1600/g).

Table 1. Detection Results of Various l

g = 300, mi  10, ωi  5 g = 150, mi  20, ωi  10

l Mod Add Del l Mod Add Del

4 72.42 72.31 99.35 4 52.45 52.44 100

8 98.06 98.05 99.39 8 96.16 96.16 100

16 100 100 99.37 16 100 100 100

We varied l as 4, 8 and 16 for evaluation, and we repeated the experiment
65 times for each modification type so that more than 105 modifications of that
type were applied to the watermarked map. The results are showed in Table 1,
where the value in each cell represents the percents of modifications (out of 105

modifications) that were successfully characterized in the experiment. Form the
results, the following conclusions can be drawn: 1) When l is small, the fragility
(quantitatively measured by the percentage of successfully characterized mod-
ifications) of the scheme is relatively low and it is influenceable by g. This is
because that, according to Eq. 1, 2 and 3, whether a modification in a specific
group can be characterized is related to both the watermark length and the
number of modifications applied to the group. 2) The scheme is comparatively
more fragile against object deletion than object addition and modification. Ac-
tually, this conclusion is true only when g is relatively small, since according
to Eq. 2, the more objects left in a deleted group, the larger probability is for
these deletions to be characterized. 3) The scheme gets more fragile with larger l.
When l is large enough (e.g., l = 16), the influence of g on the scheme’s fragility
decreases to a negligible level, and all the modifications can be correctly charac-
terized with proper g (e.g., g = 150). This is also consistent with our analysis in
Section 3.4. In real world application, an additional parameter, l, can be added
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to our scheme to make sure the objects with inadequate vertices can have long
enough watermarks (by recurrent embedding).

Please pay attention to the detection results of object deletion for g = 300:
(1) the percents of characterized deletions are approximately the same; (2) none
of the percents reaches 100. The reason is that the objects in every group are
too few. Consequently, the groups are at the risk of being entirely deleted, which
makes the deletions undetectable. Next, we demonstrate the evaluation on g.

4.2 Evaluation on g

Sincem is roughly determined by g, in this experiment, we fixed l as 16, and varied
g as 256, 512 and 1024 for evaluation (correspondingly,m was approximately 12,
6, 3). In each run, we carried out data modifications with magnitude 10%, 20%,
30%, 40% and 50% before detection. According to our experimental results, all the
object additions and object modifications were characterized. However, for object
deletion, the experimental results presented in Table 2 show that, (a) when only a
small portion of objects were deleted, in general all deletions can be correctly char-
acterized; (b) the deletions can be characterized decrease with increasing deletion
rate for larger g. This is because that certain groups were deleted entirely thus can
not be detected. However, if g is relatively small, the probability of an entire group
deletion is very low. Consequently, all deletions can still be detected evenwith high
deletion rates, e.g., when g = 256 and deletion rate is 50%. This fact gives us a very
concrete clue on how to select a proper g.

Table 2. Detection Results of Various g

�������g
Deleted (%)

10 20 30 40 50

256 100 100 100 100 100

512 100 100 100 98.68 89.45

1024 100 95.22 82.33 66.85 57.73

5 Conclusion

In this paper, we investigated the problem of authenticating 2D vector maps
on object level. We proposed a fragile watermarking scheme that can not only
detect and locate modifications, but also characterize modification types. We
analyzed the scheme’s fragility theoretically in a probabilistic way, and verified
it experimentally on real data. Both the analysis and evaluation show the fragility
of the scheme.
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Abstract. Patents are the greatest source of technical information in the 
world. High-efficient patent mining technologies are of great help to technical 
innovations and protection of intellectual property right. The extraction of 
technology effect clauses or phrases is an important research area in patent 
mining. Due to the specialty and uniqueness of patent data, traditional 
keyword extraction algorithms cannot properly apply to the extraction of 
technology effect phrases, leaving it dependent on high-cost manual 
processing. We propose a semi-automatic method based on partitioning corpus 
to extract technology effect phrases in Chinese patent abstracts. Experiments 
show that this method achieves satisfying precision and recall while involving 
little human labor. 

Keywords: Patent mining, information retrieval, technology effect clause, 
technology effect phrase, partitioning corpus. 

1 Introduction 

Patents are the greatest source of technical information in the world. Statistics show 
that patents contain 90%-95% of the information in today's scientific and technological 
innovations. For any enterprise, patents are the key technical information that must be 
made public. By analyzing patent data, people can obtain valuable information to avoid 
wasting money on redundant research and to prevent property rights violations. Before 
any technical innovations, researchers must thoroughly learn about the existing patents 
in the targeted domain[1]. 

The extraction of technology effect clauses (TEC) is an important research area in 
patent mining. Patent technology effect matrix analysis has attracted much 
attention these years for its ability to reveal important hidden information in patent 
data[2]. TEC's point out technologies used in patents and effects they achieve. They 
are good raw materials for in-depth analysis of the patent data in a given domain. 
The extraction of TEC's with high precision and recall is the foundation of this 
technology. Patent abstracts contain most useful information in patent data[2], and 
there are many tools to help patent analyzers to download patent abstracts in bulk. 
Therefore, we focus our extraction mainly on patent abstracts. Note that patent data 
                                                           
* Corresponding author. 
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of different domains differ much in content. To guarantee high recall, we execute the 
extraction in one domain each time. 

At present, TEC extraction depends on technology effect phrases (TEP). In the 
domain of Chinese patent mining, few algorithms are able to effectively extract TEP's 
without much human assistance. To ensure high precision and recall, patent mining 
algorithms invariably rely on manual extraction, rather than traditional keyword 
extraction algorithms. Most of these algorithms consider word frequency as a decisive 
component in determining keywords. However, the uniqueness of patents makes word 
frequency in patent abstracts fairly low. Therefore, we propose a novel method that is 
independent of word frequency and that requires little human involvement. 

This paper is organized as follows: Section 2 discusses related works. Section 3 
presents our algorithm and its improvements. Section 4 shows our experiment results. 
Section 5 summarizes this paper and discusses future work. 

2 Related Works 

2.1 Technology Effect Annotation in Patent Data 

The number of patents has greatly increased in recent decades, and patent retrieval 
technologies are also developing fast. Current researches mainly focus on the annotation 
of patent function, technology, and composition parts[3]. In English and Japanese patent 
processing, large amount of manually annotated patent data have provided good corpora 
for some machine learning algorithms, such as the rule-based method by Peter 
Parapaics[5] and many supervised training methods proposed on NTCIR 
Workshops[4]. Using these algorithms, people have achieved remarkable results in 
technology effect annotation. Due to the lack of annotated Chinese patent data, Xu 
Chen[3] proposes a semi-supervised co-training algorithm to annotate TEC's in 
Chinese patent abstracts without using a large corpus. By several times of iteration, 
the algorithm achieves an F-Measure over 80%. However, in each iteration, manual 
processing is needed to extract TEP's from newly identified TEC's. Too much human 
labor prevents this method from practical use. 

2.2 Keyword Extraction and Technology Effect Phrase Extraction 

Many state-of-the-art algorithms are available for extracting keywords from general 
text. Y. Matsuo[6] et al. propose a domain-independent keyword extraction algorithm 
that needs no corpus. The algorithm measures the distribution of the co-occurrence of 
frequent terms and other terms to determine the importance of words. It achieves good 
performance in experiments on general text, but the importance of TEP's is determined 
by their semantic meanings, rather than how important they seem according to the 
rules in [6]. Besides, traditional keyword extraction algorithms are dependent on word 
frequency, but TEP's are hard to distinguish from other phrases in this sense. Ni W.[7] 
et al. propose an under-sampling approach to extract imbalanced key phrases in general 
text. The algorithm is based on a training set represented by two views of the samples, i.e. 
the morphology view and occurrence view of the (non-)key phrases. In TEP extraction, 
however, the occurrence of TEP's are hard to distinguish from other phrases. Besides, 
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we have tried various approaches to identify TEP's using their morphologies by an LVQ 
neural network as a classifier but none of them works well. The difficulty lies in isola
ting the morphologies belonging only to TEP's. Ying Chen[2] et al. propose a 
method based on patent structure-grammar-keyword feature to identify the TEP's in 
patent data. Because DII (Derwent Innovations Index) is an essential part of this 
algorithm, and the construction of DII demands much processing by patent experts, 
the algorithm is not successful in reducing human labor. 

2.3 Parsing Chinese Patent Data 

Roger Levy[8] et al. carefully investigate the errors that Stanford Parser[9] makes in 
parsing general Chinese text and provide some simple and targeted improvements for 
each case. These improvements enable the parser to achieve high accuracy in parsing 
general Chinese text. Unfortunately, after parsing some Chinese patent abstracts with 
Stanford Parser, we find it almost impossible to distinguish the subtrees containing a 
TEP from other subtrees. We even notice that a few subtrees containing a TEP are 
identical with other subtrees in both tree structure and part-of-speech tagging (See Figure 
1), making it hard to extract TEP's by the parsing results. The Chinese Academy of 
Sciences develops a word-segmenting and part-of-speech tagging software ICTCLAS 
[10]. The software does well in general Chinese text such as news, magazine articles, 
and literature works. Though it is now the best Chinese text tokenizer, our experiment 
shows that it often segments terminologies in patent abstracts into separated parts(See 
Figure 2). It also wrongly tags a few words in almost every patent abstract. 

 

 
Fig. 1. Identical parse trees are generated for 
both a TEP (“convenient + usage”) and an 
unexpected phrase  (“fold + foundation”) 

Fig. 2. In  a  TEP “提高+稳固性”  (“enhance 
+ stability”), “稳固性 ”(stability) is wrongly 
segmented into “稳固”(stable) and “性”(sex) 
with wrong word tags 

3 Proposed Method 

3.1 Definitions 

For convenience, we give definitions to some frequently used terms in this paper. 
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Definition 1. Technology Effect Clause (TEC) A technology effect clause (TEC) is a 
clause describing the technology and effect of a patent. 

 
Definition 2. Technology Effect Phrase (TEP)  A technology effect phrase (TEP) 
is a phrase that seldom appears in a non-TEC. Once it appears, the clause containing 
the phrase must be a TEC. 

There are mainly two forms of TEP's: “verb + noun” and “adjective + noun”. We 
unify the two forms by “Value + Attribute”. E.g. “增加 + 产量” (increase + production) 
and “高 + 可靠性” (high + reliability) are effect phrases, and “使用 + 环保材料” (uses 
+ green material) is a technology phrase. 
 
Definition 3. Value and Attribute Value is the verb or adjective part in the above two 
common forms of TEP, and Attribute is the noun part. 
 
Definition 4. Domain-Independent Corpus (DIC) A Domain-Independent Corpus 
(DIC) is a pre-constructed corpus consisting of Values and Attributes shared by most 
patent domains. 
 
Definition 5. Domain-Dependent Corpus (DDC) A Domain-Dependent Corpus 
(DDC) is a corpus constructed using Values and Attributes in the targeted domain. 

3.2 The Basic Idea of the Algorithm 

We have shown in Section 2.3 that grammar-structure-based methods fail in TEP 
extraction. On the other hand, manual extraction achieves high recall and precision 
because patent analyzers know what phrases could be TEP's, yet they hardly parse the 
text to see which part of the parse tree may correspond to a TEP. Therefore, a corpus 
is needed for an effective and automatic extracting method. However, constructing a 
corpus of TEP's directly is impractical for the following two problems: (We denote the 
set of patent abstracts by A) 

 
Problem 1. Word redundancy is high in the TEP corpus. E.g. the Value “提高” (improve) 
can be matched with many Attributes such as “质量” (quality), “产量” (production), and 
“效率” (efficiency). Including all these phrases into the corpus seems unnecessary. 
 
Problem 2. If all TEP's in A have been manually extracted to construct the corpus, 
then the corpus is just the result of manual extraction. It is meaningless to use this 
corpus to extract the patent abstracts. 
 
For Problem 1, we partition the corpus into a “Value corpus” and a “Attribute 
corpus”. The algorithm first performs a Cartesian product of the Values and the 
Attributes. We denote this result set by R. Then for every patent abstract P∈ A, the 
algorithm scans for every phrase ei ∈ R to see if it appears in P. If so, we consider ei as 
a TEP candidate. 

We address Problem 2 based on a fact we observe in our experiments: the content 
of patent data in a certain domain is highly domain-dependent. Let B be a subset of A 
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formed by random sampling. The number of elements in B is far less than that of A. 
This observation is presented as follow: 

 
Observation 1. Let A be a set of patent abstracts. Let B be a subset of A where 
M<|B|<|A|. M is a small positive integer. The technologies and effects mentioned in B 
are also frequently mentioned in the set A – B, and those technologies and effects in A 
– B but not in B are very rare. 

This observation indicates that we can construct a corpus CB using only the patent 
abstracts in B. The key is that corpus CB is able to generate new TEP's. There could be 
many different expressions for one technology or effect. E.g. let there be “提高+效率” 
(improve + efficiency) and “增加+稳定性” (increase + stability) in B, CB has the 
potential to generate “提高+稳定性” (improve + stability) and “增加+效率” (increase 
+ efficiency), which are quite likely to appear in set A – B. 

Further observations show that there are domain-independent Values and Attributes. 
Values such as “提高”(improve) and “防止”(prevent) and Attributes such as “成
本 ”(cost) and “质量 ”(quality) are likely to appear in most patent abstracts. 
Meanwhile, Values like “制动”(brake) and “燃烧”(burn) and Attributes like “油耗”(oil 
consumption) and “机械效率”(mechanical efficiency) are dependent to the domain of 
diesel engine. To further reduce human labor in corpus construction, we partition both 
the corpora of Values and Attributes into domain-independent corpus (DIC, Definition 
4) and domain-dependent corpus (DDC, Definition 5). We have constructed DIC for 
both Values and Attributes according to our observation of large quantities of patent 
abstracts. When a patent analyzer wants to extract patent abstracts in a new domain, 
he only needs to manually extract domain-dependent Values and Attributes (especially 
Attributes) from a small number of patent abstracts. Then the algorithm will 
incorporates the DIC and DDC and eliminates duplicate elements during extraction 
process. We show the details of the partitioning in Figure 3. 

3.3 Improving Precision and Recall 

Though recall of the method in Section 3.2 is acceptable, its precision is only around 
50%. This is due to some certain common Chinese language grammar structures. We 
accordingly propose the following rules to improve precision: 
 
Rule 1. If the character “了” appears in a clause and there is a Value identified right 
before this “了”, then this Value is considered to be the only Value of this clause. 

The necessity of this rule is substantiated by the abundance of TEP's presented in 
the form "Value+了+Attribute". E.g. in clause “在生产过程中减小了成本” (decrease 
cost in production) we extract “减小” (decrease) as the only Value for the Attribute 
“成本” (cost), ignoring the verb “生产” (produce). 
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Fig. 3. Corpus partition. The three hollow boxes on the left represent the conceptual corpora in 
our analysis. The four solid boxes on the right are the physically existent corpora used in our 
algorithm. The sizes of the four solid corpora reflect their actual sizes in our experiment. The 
pre-constructed DIC-Values plays an important role in the extraction. 

Rule 2. If a Value matches several Attributes in a clause, and none of these Attributes 
is a substring of another, we check if there is an Attribute right behind a character “的”. 
If so, we match the Value with only this Attribute. 

This rule is needed for a specific yet common case where an Attribute is embellished 
by another word before it. E.g. in clause “增加单位体积燃料的里程数 ”(increase the 
mileage per unit fuel), “里程数 ”(mileage) rather than “燃料 ”(fuel) is the correct 
Attribute. 
 
Rule 3. If a Value matches several Attributes in a clause, and some of these Attributes 
are substrings of others, only the longest Attribute should be matched. 

This rule is designed to eliminate obvious duplications. Still using the example 
of “增加单位体积燃料的里程数 ”(increase the mileage per unit fuel), if “单位体积
燃料的里程数 ”(mileage per unit fuel) appears so frequently that it is included 
in the DDC of Attribute, it is unnecessary to consider “里程数 ”(mileage) as an 
Attribute. 

Summarizing Section 3.2 and 3.3, we now give a formal description of our algorithm 
in Table 1. A flowchart of the entire method is shown in Figure 4. 

 

Fig. 4. The flowchart of the entire TPE extraction method 
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Table 1.  Algorithm for Extracting TEP's from Chinese Patent Abstracts 

Algorithm: Technology Effect Phrases Extraction Based on Partitioning Corpus Input: DIC 
(Domain Independent Corpus), DDC (Domain Dependent Corpus), m patent abstracts 

Output: All technonogy effect phrases in the m patent abstracts 
1. Load DIC and DDC, combine them with duplicate elimination. 
Put all Values in Values[]n1, all Attributes in Attributes[]n2; 
2. Load patent abstract Ai, segment it by ‘，’, ‘。’ and ‘；’, save the result in 

Array[]p; 

3. For each sub-sentence Sj in Array[]p 

4. Apply Rule 1 and Rule 2 (in order) to Sj ; 
5. If either rule takes effect, then output the phrase(s) extracted by the rule, 

GOTO Step 3 ; 

6. Apply Rule 3 to Sj ; 
7. For each Value Vx in Values[]n1 and each Attribute Ay in Attributes[]n2 

8. IF Vx and Ay are found in Sj, then output “Vx + Ay” as a TEP, GOTO 
Step 3 ; 

9. End For 

10. End For 

11. GOTO Step 2 until all patent abstracts are exhausted; 
 

The main step of the algorithm may seem straightforward. However, we have made 
great efforts trying to come up with algorithms based on supervised learning, referring to 
methods mentioned in Section 2. All these approaches fail to properly adapt to the 
specific job of TEP extraction. Because they either show disappointing recall and 
precision or require too much manual processing. Compared with these methods, our 
method substantially reduces manual processing while achieving relatively high precision 
and recall. We also compare our method with two standard keyword extraction 
algorithms in Section 4.4. Our method achieves obviously higher recall and precision. 

3.4 The Number of Manually Extracted Patent Abstracts 

In Observation 1 a lower bound M is given for the number of manually extracted patent 
abstracts. It should be noted that M is not a fixed portion of the total patent abstract 
number. Suppose there are 100 patent abstracts in a domain, a patent analyzer may need 
to manually extract 20 abstracts to cover the domain-dependent Values and Attributes. 
But when the number rises to 1000, only about 60 abstracts should be pre-extracted. 
Since all these patents belong to one domain, the rest 940 patents are all focusing on what 
the 60 patents are doing. Therefore, the more patents in a domain, the less the portion 
for manual extraction, and the more cost-effective the method. We give the following 
function as a reference: 

y = ⌊19ln(x)⌋–66, (x≥100, x ∈ N )                    (1) 

Here y is the number of patent abstracts to manually extract, and x is the number of all 
patent abstracts in a domain. We use logarithm because we find the increment rate of y 
reduces significantly as x grows. The parameters in the function are determined using 
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Least Square Fit according to our experiment results. Further details will be given in 
Section 4.3. 

4 Experiments 

We download over 3000 patent abstracts from the website of State Intellectual Property 
Office of China. These patents are distributed in 7 domains, each consists of 102, 160, 
263, 354, 459, 648, 1042 abstracts respectively. We first make a comparison between 
precisions of our method as Rule 1 to 3 are included to justify these rules. Then we 
show how precision and recall change as the number of manually extracted abstracts 
grows, and draw some interesting conclusions. Then we provide details on how the 
parameters in formula (1) are determined. Finally we compare our method with two 
standard keyword extraction algorithms. 

4.1 Precision Increment by the Rules 

We compare the precision before and after the introduction of each rule in Section 3.3 
on the 7 domains respectively. We manually extract 20% abstracts in the first 4 domains 
and 10% abstracts in the following 3 domains1. The results are shown in Figure 5. A 
significant increase in precision occurs after each rule comes into play. We do not plot 
changes in recalls in Figure 5 because their decreases are negligible, and these rules are 
relatively conservative in this sense. 

 

Fig. 5. Comparison in precision between methods with and without the rules 

4.2 Precision and Recall 

To test the overall precision and recall of our method, we run the algorithm on the 7 
domains of abstracts respectively. For each domain, we start from zero manual 
extraction, then each time we manually extract a new 3% abstracts and add the 
Values and Attributes into DDC. We measure the precision and recall of TEP 
extraction based on Definition 2. Results are presented in Table 2 and Figure 6. 

In Table 2, the underlined data represent the highest F-Measure achieved in that 
domain while precision is over 70%. The algorithm achieves F-Measures over 75% in 
all 7 domains, with recalls over 80% and precisions over 70%.1 
                                                           
1 Here the percentages of manual extraction are decided a little arbitrarily because we only intend to 

see if the rules work. To achieve the best F-Measure, one needs to follow the formula in Section 
3.4.  
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Table 2. Changes in precision and recall as more abstracts are manually extracted. The first row is 
the domain name, including OM (Optical Mouse), IP (Inkjet Printer), LCD (Liquid Crystal 
Display), DE (Diesel Engine), PS (Power Socket), EK (Electric Kettle), and TM (Thermal Mug). 
The second row is the corresponding number of patents in each domain. In the first column, "M.E." 
stands for "Manually Extracted". In the second column, "P", "R", and "F" are "Precision", "Recall", 
and "F-Measure" respectively. A few cells are given by a "*", because the F-Measures have reached 
their peak before them, and testing them requires manually extracting over 100 abstracts. 

 

Patent Domain OM IP LCD DE PS EK TM 
Num. of Patents 102 160 263 354 459 648 1042 

 
0% M.E. 

P% 67.0 68.1 65.3 66.7 64.5 68.2 66.4 
R% 15.1 18.2 13.4 12.0 14.9 16.6 17.8 
F% 24.6 28.7 22.2 20.3 24.2 26.7 28.1 

 
3% M.E. 

P% 69.1 73.1 76.7 75.8 77.4 76.3 73.2 
R% 34.5 37.6 40.0 45.5 51.7 59.7 72.1 
F% 46.0 49.7 52.6 56.9 62.0 67.0 72.6 

 
6% M.E. 

P% 75.9 74.4 74.2 72.1 73.8 73.8  71.3  
R% 51.8 55.3 58.3 68.1 72.5 74.7  82.0  
F% 61.6 63.4 65.3 70.0 73.1 74.2  76.3  

 
9% M.E. 

P% 73.7 73.6 72.6 70.4 71.2 71.4 67.9 
R% 60.3 69.6 73.5 78.3 78.0 81.5 83.1 
F% 66.3 71.5 73.0 74.1 74.4  76.1 74.7 

 
12% M.E. 

P% 72.0 71.9 71.5 70.5 70.3 69.0  
* R% 68.8 77.1 80.1 81.9 82.8 82.8

F% 70.4 74.4 75.6  75.8  76.0 75.3
 
15% M.E. 

P% 72.5 71.0 71.2 69.6 69.2 68.8  
* R% 75.4 79.5 83.6 82.5 83.0 83.4

F% 73.9 75.0  76.9 75.5 75.5 75.4
 
18% M.E. 

P% 71.9  70.2 70.3 68.5 68.3  
* 

 
* R% 78.9  81.3 83.9 83.0 83.1

F% 75.2  75.3 76.5 75.1 75.0
 
21% M.E. 

P%  71.4  69.9 68.9 68.6 67.0  
* 

 
* R%  80.6  81.8 84.1 83.2 83.5

F%  75.7  75.4 75.7 75.2 74.3

Though precisions are obviously lower than full manual processing, patent retrieval is 
recall-oriented[12], and our recalls approximate manual performance. When a human is 
employed to do the extraction, things are quite on the contrary: Non-TEP's are easy to spot 
and exclude, yet he probably overlooks some real TEP's due to the variant grammatical 
structures or tiredness. Then we apply our method in Chen's solution to annotating 
Chinese patent data[3]. With a little human involvement in excluding obvious non-TEP's, 
our method is able to complete in a few seconds what takes a human several days. 

When the algorithm runs without DDC, the recalls are extremely low. Once a 
3% abstracts are included in DDC, an obvious increase is shown in all recalls. As 
more abstracts are included, the increment rates drop, and the growth basically stops 
when recalls reach over 80%. This indicates a lower bound for the amount of manual 

extraction. On the other hand, precisions increase only in the beginning
2
. Then they are 

on a steady decrease because manual extraction introduces "noises" to DDC. Thus an 
upper bound of manual extraction amount is expected. This relationship is better seen 
from the F-Measures. In each column there is a peak for F-Measure. The corresponding 
M.E. value is what we recommend as the ideal manual extraction amount in each 
domain. Interestingly, the more patents in a domain, the less the percentage of manual 
extraction is recommended, and our method is therefore more cost-effective.2 

                                                           
2 This increase is caused by the inclusion of more correct TEP's in the result set, not the exclusion 

of the wrong ones.  
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Fig. 6. Variance of precision and recall. The numbers in the brackets on the legend are the number 
of patents in the domains. 

4.3 Determining the Number of Abstracts to Manually Extract 

Formula (1) in Section 3.4 helps a patent analyzer to decide how many patent abstracts to 
manually extract in a certain domain. Now we discuss in detail how the function is 
determined. 

In Table 2 we see that more patent abstracts in a domain means less portion to 
manually extract, but the number increases while the increment rate drops. Thus a 
logarithm function y = aln(x) + b is a good approximation, where y is the number 
of manually extracted abstracts and x is the total patent number. Its parameters are 
determined as follow: Denote ln(x) by t. For each domain in Table 2, take the natural 
logarithms of the total abstract number as a value of t, take the product of the "ideal 
portion" and total patent number as a value of y. Then we use Least Square Fit to 
determine a and b for function y = at + b. The result y = 19ln(x) − 66 is plotted in 
Figure 7. 

4.4 Comparing with Other Methods 

We compare our method with two standard keyword extraction algorithms: the TF-IDF 
algorithm and Matsuo's algorithm[6] for extracting keywords in a single document. We 
merge all abstracts of a domain into a single file as the input for Matsuo's statistical 
method, and segment all sentences into words by ICTCLAS[10]. Finally we choose the 
top 10 words extracted from each abstract by TF-IDF and top 4000 words extracted 
from the merged file by Matsuo's method. The result is shown in Figure 8. Our method 
outperforms the two algorithms in both precision and recall. The poor performance of the 
first two algorithms is mainly a result of their inherent ineligibility. Though they have  
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Fig. 7. Graph of y = 19ln(x) − 66. Domain names are given beside each data point. 

been modified to adapt to TEP extraction, the targeted keywords are not necessarily 
TEP's. The two algorithms are also impaired by the inaccuracy in word-segmentation 
by ICTCLAS. In contrast, our method is free from such influences of word tokenizer. 

 

Fig. 8. Comparison in recall and precision. M1 is TF-IDF, M2 is Matsuo's algorithm[6], and M3 
is our method. 

5 Conclusions 

Technology effect phrase (TEP) extraction is an indispensable part of many patent 
mining algorithms. To reduce human labor in the extraction, we propose a method based 
on partitioning corpus to extract TEP's from Chinese patent abstracts. To further increase 
precision, we propose 3 rules to deal with some specific yet common cases. We also find 
that the larger the patent domain, the more cost-effective the method. We give a formula 
to calculate the optimal number of patent abstracts to manually extract. The logarithm 
function indicates that human workload will be acceptable even when the number of 
patents is enormous. 

In future, we will try to further increase the recall of our method. According to our 
experiments, adding more patent abstracts into DDC alone does not help, because the 
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F-Measure will drop fast due to the increasing loss of precision. How to increase recall 
without sacrificing precision will be our future work. 
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Abstract. The increasing and widespread use of web services, usually represented 
by database queries, is putting a strain on web database systems behind them. In 
such systems web services are associated with soft-deadlines, and the success of 
these systems (i.e., the user satisfaction) is better measured in terms of minimizing 
the deviation from the deadline, that is, tardiness. Previous work on query sche-
duling focused on ordering the execution of independent queries while ignoring 
the commonality among queries, such that a same work will be computed mul-
tiple times which can impact user satisfaction negatively. This paper proposes a 
new query scheduling framework which incorporates semantic caching techniques 
into the query scheduling procedure. We develop a query splitting-based strategy 
to discover common sub-expressions among queries and design a sharing-aware 
query scheduling algorithm GASA which minimizes average tardiness while  
reducing redundant work at the same time. We experimentally compare our ap-
proach with state-of-the-art methods on TPC-H workloads. Our experimental  
results show that our method can efficiently and effectively minimize average tar-
diness of a large number of data service requests. 

Keywords: web services, query scheduling, semantic caching. 

1 Introduction 

The increasing and widespread use of web service is putting a strain on web databases 
systems behind them. These web services need to support SQL-style queries from 
form-based interface for strategic decision making in industries as varied as travel 
reservation, financial, insurance or even social networking. With the number of inter-
net users and web services increasing, these systems are faced with loads that often 
involve hundreds or thousands of queries submitted at the same time [1]. In such 
highly interactive applications, user satisfaction or positive experience determines 
their success. Therefore it’s crucial for such systems to prioritize execution of services 
as needed in order to keep users satisfied under varying workloads. 

                                                           
* This work is supported by National Natural Science Foundation of China under Grant 
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** Corresponding author. 
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One way to quantify a user’s satisfaction is to associate a service/query with a soft-
deadline which defines an upper bound (i.e. deadline) on the latency perceived by the 
end user accessing the results. The assigned deadline is a mapping from the service 
level agreements (SLAs) provided by the service provider to the end user. Hence,  
the success of the system (i.e., the user satisfaction) is better measured in terms of 
minimizing the deviation from the deadline, that is, tardiness. 

Previous work [4, 9, 10, 11, 12, 13] on query scheduling focused on ordering of the 
execution of independent queries while ignoring the commonality among queries. As 
a result, a same work will be computed multiple times which negatively impacts user 
satisfaction. Lots of techniques such as multi-query optimization [2] and semantic 
caching [3] can discover the query relevance by identifying commonality among que-
ries and make use of intermediate results during the query execution to answer rele-
vant queries. In this paper we propose a new query scheduling framework which takes 
into account of semantic caching techniques to improve user satisfaction. The intui-
tion is that reducing evaluation cost of queries can help the minimization of tardiness 
of queries. Appropriately incorporating semantic caching into traditional scheduling 
methods brings us the following two challenges: First, we need a mechanism to model 
query relevance and develop a strategy to discover commonality among queries; 
second, we need to assess the impact of local query optimization on the global query 
scheduling. The following example illustrates the problem of traditional query sche-
duling method and the sharing opportunities among queries that can be exploited to 
minimize average tardiness. 

 

 

Fig. 1. (a) Query Examples; (b) Scheduling Example 

EXAMPLE 1 . Consider three queries , ,  shown in figure 1(a), each query 
has a arrival time, a deadline, and a processing time. By EDF (Earliest Deadline First) 
strategy [16] we’ll run query  first followed by  and  in that order. In this case, 

 will miss its deadline (see figure 1(b). However we can analyze the three queries 
and discover their commonalities. For example, the common sub-expressions between 

 and  are: “o_orderdata<’1995-07-01’” and “c_nation>10 and c_nation <15”. 
We need to compute the common sub-expressions only once and cache their results. 
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The cached results can be used to evaluate . This way, the evaluation cost of  is 
minimized and the tardiness of these three queries becomes 0. 

Contributions. The main contributions of our paper are the followings: 

• We propose a sharing-aware approach for query scheduling which exploits com-
monalities among queries. 

• We develop a mechanism to model query relevance and design a strategy to dis-
cover commonalities among queries. 

• We design a sharing-aware query scheduling algorithm GASA which minimizes 
average tardiness while reducing redundant work at the same time. 

• We run extensive experiments to verify the efficiency and effectiveness of our 
proposed approach. 

• To the best of our knowledge, our paper is the first one that combines classical 
query scheduling algorithms with semantic caching techniques. 

Paper Organization. The rest of this paper is organized as follows: Section 2 
presents related work. In Section 3, we describe preliminaries and our proposed prob-
lem. Section 4 illustrates our approach, and Section 5 presents the experiment. In 
Section 6 we discuss the conclusions. 

2 Related Work 

In this section, we introduce background information, including semantic caching and 
query scheduling. To our knowledge, no prior work considers both semantic caching 
and query scheduling in web databases system. 

2.1 Semantic Caching 

There are some related works on Semantic Caching. In a client-server system, a cache 
may be employed at the client-side in order to reduce the communication cost and 
improve query response time. A cache located at a client can only serve queries from 
the client itself, not from other clients. Such a cache is only beneficial for a query-
intensive user. All techniques in this category adopt the dynamic caching approach. 
Semantic caching [3, 5] is a client-side caching model that associates cached results 
with valid ranges. Upon receiving a query , the relevant results in the cache are 
reported. A sub-query  is constructed from  such that  covers the query re-
gion that cannot be answered by the cache. The sub-query  is then forwarded to 
the server in order to obtain the missing results of . Dar et al. [6] focuses on seman-
tic caching of relational datasets. As an example, we assume that the dataset stores the 
age of each employee and that the cache contains the result of the query “find em-
ployees with age below 30.” Now we assume that the client issues a query  “find 
employees with age between 20 and 40.” First, the employees with age between 20 
and 30 can be obtained from the cache. Then, a sub-query  “find employees with 
age between 30 and 40” is submitted to the server for retrieving the remaining results. 
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The difference between our work and semantic cache is that we exploit intermediate 
results among queries while semantic cache reason queries based on pre-computed 
query results.  

2.2 Query Scheduling 

Scheduling is a well-studied research topic and is ubiquitous in many applications [7]. 
When per-query scheduling decisions are made where each query has a known  
execution time and deadlines, most problem instances become NP-complete [8].  
Furthermore, the situation is not improved when the hard dead-lines are replaced by 
minimization of the number of deadline violations [9]. Therefore, most scheduling 
algorithms adopt certain heuristics. One family of such algorithms is cost-aware or 
value-based scheduling algorithms. In these algorithms, the decisions on scheduling 
are made so that certain costs are optimized. The costs could be defined in different 
ways: they could be fixed or time-varying values assigned to different queries [10, 
11]; they could be about other metrics such as fairness [12] and result quality [13]. On 
minimizing average tardiness, [4] proposed an approach ASETS* efficiently mini-
mizes query’s tardiness integrating EDF and HDF/SRPT which highly relates our 
objective, the intuition is: at a given time t, we divide queries into two list, EDF list 
for those queries that can be finished before deadline and sorted by its deadline, and 
another list (SRPT) for queries that can’t be finished before deadline sorted by its 
processing time. Each time we either (i) choose the first query from the EDF list or 
(ii) choose the first query from the SRPT list, the criterion to choose which query first 
is based on the impact of which order incurs less tardiness. However, none of these 
works considered sharing among queries during scheduling. 

3 Preliminaries and Problem 

In this section, we’ll provide the query model and describe the system architecture. 
Finally we’ll formally define our problem. 

The query model is SQL queries associated with soft-deadline. We assume that a 
database D is given as a set of relations { , , , }, each relation defined on a 
set of attributes. The expression of a SQL query only includes selection predicates 
which are called tasks. Given the query expression, we next define a partial order on 
tasks, including implication and satisfiability which characterize query relevance. 

Definition 3.1(Query Relevance): We define query relevance in terms of query pre-
dicate implication and query satisfiability. 

• Query Implication: A task  implies task  iff  is a conjunc-
tion of selection predicates on attributes , , , ,  of some relation R, and 

 is a conjunction of selection predicates on the same relation R and on attributes 
, ,  with l , and it is the case that for any instance of the relation R the 

result of evaluating  is a subset of the result of evaluating . 
• Query Satisfiaiblity: We call  is satisfiable, if that part of ’s answer is 

contained in . 
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Fig. 2. Query Characteristics                Fig. 3. System Architecture 
 

Definition 3.2: We define the characteristics of a query to be (see Fig.2): 

• Arrival Time ( ): The time when  has arrived at the database system. 
• Deadline ( ): The ideal time by which  should finish execution. 
• Processing Time ( ): The processing time needed to execute . We assume that 

if caching or materialization is utilized for fragments, then ’s processing time is 
adjusted accordingly. 

• Slack Time ( ): The slack time of Query   is the amount of time  can take to 
finish after the deadline . If the query cannot finish before the deadline then the 
slack time of query  is 0. 

• Tardiness ( ): The tardiness of a query  is the extra amount of time  can 
take to finish after the deadline . Specifically, at any beginning time , 

,ax( 0m )i idf − ,where ti if p= + is the actual completion time. Obviously, if the 

query is completed before the deadline, the tardiness of query  Q  is 0, otherwise 
the tardiness is larger than 0. 
Given a set of queries, from the optimizer of the underlying database system, we 

can obtain the optimal plan of each query. From these plans, we can identify common 
sub-expressions among queries. Based on the common sub-expressions, a query can 
be split into two parts. One part is the common sub-expressions and the other is the 
non-common sub-expressions. Formally we provide a notion of query splitting as 
follows: 
Definition 3.3(Query Splitting): Given two queries  and , query splitting is the 
process of reducing the overlapped part of the two queries. Each query contains two 
parts: common sub-expression (we also call sub-queries) and non- common sub-
expression. The overlapped part of queries (common sub-expression) is , ,  
(we may also use ,  for simplicity) and the non-common sub-expressions of  and 

  are correspondingly ,  and , . Note that if ,  dose not exist, then ,  
equals to  and ,  equals to . The splitting strategies are presented in section 
4.1. Once the query  is split with Query , then the tardiness of the query  is max , , ,   
Definition 3.4(Query Processing Time Savings): Given two queries  and ,  
the query processing time saving is the extra time after the query splitting process. 
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Specifically we have , S , max 0, , ,, , evidently we only do those splitting which yield positive savings among 
queries while excluding negative ones. 

3.1 System Architecture 

The system architecture is shown in Fig.3. It consists of three modules including 
Common Sub-Expressions Detector, Cache Manager and Query Scheduler. The 
Common Sub-Queries Detector finds all the common sub-expressions among queries. 
The Cache Manger decides which query results to be cached into or be discarded 
from memory. The Query Scheduler utilizes several scheduling strategies to schedule 
queries to minimize the average tardiness. The three modules work on top of a  
database system. 

3.2 Problem Statement 

Next we define the query scheduling problem. Given a set of queries with the charac-
teristics defined above where common sub-expressions can be identified among the 
queries, we find an order to execute the queries with the goal of minimizing the aver-
age tardiness while reducing redundant computations as much as possible. From the 
optimizer of the underlying database system, we can obtain the optimal plan of each 
query. From these plans, we can identify common sub-expressions among queries. 
We need a way to: 1) decide the execution order of queries; 2) select a subset of the 
common sub-expressions whose results need to be cached; 3) determine a subset of 
the queries which can reuse the cached results. The problem is formally defined as 
follows: 

(Sharing-Aware Query Scheduling Problem) Given a query set S , 1 i n} 
and their query splitting Strategies , . Then we want to minimize the average 

tardiness ∑  by ordering queries while reducing total query processing time ∑ ,, ,  as much as possible by caching common sub-queries. 

4 Sharing-Aware Scheduling Approach 

In this section, we present in detail our approach which explicitly takes into account 
the sharing results among queries. At a high level, our approach makes use of the 
following insight: we consider the most important possible sharing opportunities 
among queries, together with their consequences in terms of average tardiness. First, 
we present our method to discover the relevance (i.e. the sub-expressions) among 
queries in section 4.1. Next we show our algorithm to schedule queries by reusing the 
common sub-expressions’ results in section 4.2. 
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4.1 Discovering Common Sub-expressions among Queries 

To discover common sub-expressions among queries, we need to determine whether a 
given pair of queries is relevant. We first use Table-Indicator to filter those  
queries which are definitely irrelevant, then we split queries based on their semantic 
relationship. 

(a) Table-Indicator 
Because most queries don’t contain similar expressions, then we need to a fast filter 
with minimal overhead during the scheduling. 

Definition 4.1: A table indicator  exists for a selection query  iff  represents 
SQL expression. If   exists, it’s a triple tuple = [ , , ] where 

•  is the set of output columns in the selection clause of , 
•  is the set of source tables (or views) in , 
•  is the set of attributes in the where clause of . 

Using the Table-Indicator, we can quickly detect the relevance of two queries Q  
and Q  by check the following conditions: 1) SQ SQ ;2) CQ CQ  and AQ AQ . If Q  and Q  satisfy the above two conditions, then we can make 

them a group.  
(b) Query Splitting  
Detecting commonality among queries based on queries’ table indicators, we have 
groups whose queries may share common sub-expressions. Then we compute the 
common predicates between each two queries using semantic caching method [5]. 

Suppose query ’s task , and ’s task  
 (  is comparison predicate with the form of “attribute operator value”). 

Hence there are three types of relationships between  and (see Fig. 4). 

 

Fig. 4. Semantic relation between Query A and B 

 The first type (case 1 in Fig.4) is query containment (i.e. implication): ’s re-
sult contain ’s or vice versa. Suppose  is contained by  (i.e. 

, C ⊆ C ), we have two splitting strategies: 1) we only evaluate  on 
database, and caching ’s result to evaluate ; 2) we reformulate two queries 
to sub-expression C , ,  and , , . 

 The second type (case2-4 in Fig.4) is query overlap: we process query overlap 
based on the relationships of query’s output attributes and the range predicate. 
Suppose  and  are overlapped, we have three types of overlapping  
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relationship:1) vertically overlap (case 2, ⊆ , is satisfiable); 
2) horizontally overlap (case 3, ,  ); 3) mixed over-
lap(case 3, , is satisfiable). To reduce overlap between 
queries, we have three parts: , , , ,  and  , . 

 The last one (case 5) is no connection between two queries: we have already 
processed this type using our table-indicators. 

To facilitate our processing of detecting sub-queries, we have the following two 
heuristics to pruning the improper ones. 
• Heuristics 1(Containment size Check): Given two queries , , and , 

if /  ( 1, here we take size of query as its result size in 
memory), then we will not cache ’s result, because sharing  doesn’t greatly 
improve the total performance. 

• Heuristics 2(Exclude Sub-expressions With Huge Results): Given two queries  
and , ,  is their common sub-expression, if size ,  (where  is 
some constant), then we’ll not cache , ’s result, because it doesn’t fit in the 
cache. 

(c) Estimating Processing Time of Queries 
An important aspect of ordering queries is to estimate queries’ processing time which 
is orthogonal to our work, and there are two method we can use to estimate it by sam-
pling the database [14] or by machine learning (ML) based method [15].The sampling 
method is to sample a small corpus from the original database as an alternative for the 
candidate queries. ML-based method is to learn the time from the training dataset. 
Considering that querying databases is time-consuming work, we adopt the sampling 
method [14] to estimate the query’s processing time due to its efficiency. 

4.2 GASA: Greedy Algorithm for Sharing-Aware Scheduling of Web Queries 

Before we present the algorithm GASA, we have the following definitions. 
The first list, EDF-List, contains all transactions that can still make their deadlines, if 
they start execution right now. 
Definition 4.2: A query  with deadline  is included in EDF-List iff, t , 
where t is the current time. 

The second list, SRPT-List, contains all queries that already missed their deadlines. 
Definition 4.3: A query  with deadline  is included in SRPT-List iff, t , 
where t is the current time. 

The main idea of the algorithm is to pick one query Q1 from the heads of the two 
lists and then choose another query Q2 from the remaining queries of the two lists 
such that the sharing of the sub-expressions’ results of Q1 and Q2 can maximize  
the savings of  the total query processing time for Q1 and Q2. We now describe the 
algorithm (The pseudo-code of Algorithm 1 is shown in figure 5) in detail as follows. 
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Algorithm 1. GASA( ,C) 

Input: A set of queries with arrival time, estimated processing time and deadline. 
Output: The id of the queries to run until next scheduling point and the id of com-
mon sub-expressions to cache. 

1 Begin 
2 for all newly arrived queries  do    
3     Place  in the appropriate queue (EDF-List or SPRT-List) 
4 end for 
5 resort EDF-List & resort SRPT-List 
6 while(EDF-List !=null and SRPT-List!=null) 
7      , Top (EDF-List) 
8     , Top (SRPT-List) 
9      if , , ,  then ,   
10          else ,  
11      end if 
12  
13      | ,  and  is disjoint  
14      j’=argmax ∈ Q, Q ), ) 

15      Return Q, run Q and cache Q, Q ’ ’s result 
16      refresh Q ’’ expression and re-estimate processing time 
17 end while 
18 End 

Fig. 5. GASA: Greedy Algorithm for Sharing-Aware Scheduling 

Step 1: (line 7-11 in figure 5) We consider the impact of tardiness on the total set of 
queries, and compare the total tardiness of running , .  first and ,  second 
with running ,  first and  ,  second, we have that if  r ,EDF ,, ,then running ,  first will achieve lower tardiness, otherwise running ,  will have a lower tardiness. By this checking, we then decide which query to 
run first.  
Step 2: (line 12-14 in figure 5) To achieve sharing among queries, we need to decide 
which queries to share the picked queries’ results. Suppose the picked query in the 
first step is , then we check which subset S  of queries shares common sub-
expressions with , and then we pick the query ’  out of   as the sharing 
query where the processing time saving of  and ’ is the maximal one, then we do 
splitting between  and ’, run query  and cache their common sub-expressions’ 
result. 
Step 3: (line 15 in figure5) We refresh ’ after splitting and estimate its processing 
time, then return to step 1 until no more queries exist. 
GASA needs to be invoked in response to two types of events, the arrival and the 
completion of queries. We can use the standard balanced binary search tree as the 
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priority queue, which requires only a time O(log N) to insert and update the priority 
lists. For splitting queries, we need O(N) to find common sub-expressions. 

5 Experimental Evaluation 

In this section, we describe our experimental settings and report our results. 

5.1 Experimental Settings 

Our experiments were conducted on the hardware configuration with 4-core 2.90GHz 
Intel CPU and 4GB memory running JVM 1.6.0 in Windows 7 Professional and data 
were stored in PostgreSQL 9.3. 

We tested our method on TPC-H 1 GB databases. We chose 5 variant of TPC-H 
template queries without join predicates and aggregate predicates: #1,#4,#5 and # 
6.We generated 250 queries, according to a Zipf distribution over the range[1-100] 
time units with the default Zipf parameter for skewness (α) set to 0.5 which was 
skewed for short queries. We chose 50,100,150,200 queries from the original 250 
queries as a workload respectively. Arrival times of queries are assigned according to 
a Poisson process. The arrival rate of the Poisson distribution is set to be the rate of 
normal processed query number divided by the average query processing time. Each 
query is assigned a deadline  where  is a factor that deter-
mines the ration between the initial slack time of a query and its processing time.   
is generated uniformly over the range [0.0- ], where  is a simulation  
parameter with default value of 3.0. 

We conduct the comparison in both the sharing and non-sharing cases. In the shar-
ing case GASA is compared with ASETS*, EDF and SRPT [4], and also LS (least 
slack), under which the priority is 1/ ; in the non-sharing case, we compare GASA 
with EDF-Sharing, SRPT-Sharing LS-Sharing (which are EDF,SRPT and LS adapted 
with our greedy sharing strategies). 

The performance of all the approaches is measured in terms of two metrics: (a) av-
erage tardiness which characterizes the total performance of our system, (b) total 
processing time savings of the whole workload. 

5.2 Experimental Results 

• Comparison with Sharing-Nothing Polices 

In our first experiment, we measured the average tardiness for the four scheduling 
policies mentioned above as the number of queries increases from 0 to 250, with Zipf 
parameter α 0.5 and 3.0.  

The experiment results for the average tardiness of the 4 scheduling policies on dif-
ferent query workload are shown in Figure 6. As we can see, when the number of que-
ries is small, the system is able to meet most of the deadlines. In this case, the sharing 
opportunity for computing queries is small, however GASA still performs a little bit 
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better than other policies. As the number of queries increases, the system cannot meet 
all the deadlines, whereas the sharing opportunity improves, and GASA substantially 
outperforms the other four polices. The maximum improvement by GASA is around 
50.6% percent compared with ASETS* when the query number is 250. 

 

 

Fig. 6. Comparing GASA with state of art scheduling polices 

• Comparison with Baseline Sharing Polices 

We compare the performance of GASA with EDF-Sharing, SRPT-Sharing and LS-
Sharing. Figure 7 shows the average tardiness comparison and figure 8 shows the 
average processing time savings. 

In figure 7, GASA outperforms the other three polices in all the cases.  LS-Sharing 
performs the worst, and the performance of SRPT-Sharing is comparable to GASA 
due to the high workload (in which most queries cannot meet their deadlines). In  
figure 8, the average processing time savings of all the approaches increase substan-
tially when the number of queries increases from 0 to 50; when the number of queries 
is larger than 100, the savings begins to decrease. This can be explained by the fact 
that the rate of reduced processing time is smaller than the increasing rate of queries. 

 

  

    Fig. 7. Comparison of sharing-based polices    Fig. 8. Average Processing Time Savings 
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6 Conclusions 

In this paper we proposed the problem of sharing-aware scheduling of web services. 
We propose a sharing-aware approach for query scheduling which exploits commo-
nalities among queries. We develop a mechanism to model query relevance and de-
sign a strategy to discover commonalities among queries. We design a sharing-aware 
query scheduling algorithm GASA which minimizes total tardiness while reducing 
redundant work at the same time. We run extensive experiments to verify the effi-
ciency and effectiveness of our proposed approach. To the best of our knowledge,  
our paper is the first one that combines classical query scheduling algorithms with 
semantic caching techniques. 
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Abstract. Hidden links are designed solely for search engines rather
than visitors. To get high search engine rankings, link hiding techniques
are usually used for the profitability of underground economies, such
as illicit game servers, false medical services, illegal gambling, and less
attractive high-profit industry. This paper investigates hyperlink hiding
techniques on the Web, and gives a detailed taxonomy. We believe the
taxonomy can help develop appropriate countermeasures.

Statistical experimental results on real Web data indicate that link
hiding techniques are very prevalent. We also tried to explore the attitude
of Google towards link hiding spam by analyzing the PageRank values
of relative links. The results show that more should be done to punish
the hidden link spam.

Keywords: Web spam, link hiding, hidden spam, spam detection.

1 Introduction

Most Web surfers depend on search engines to locate information on the Web.
Link analysis algorithms [11], such as PageRank [12] and HITS [8], are usually
used for Search engines ranking. Link analysis algorithms assume that every link
represents a vote of support, in the sense that if there is a link from page x to
page y and these two pages are authored by different people, then the author of
page x is recommending page y. In particular, PageRank is the basis of Google’s
search technology [1].

Web spammers try to mislead search engines to make a high rank in search
results [6]. In this context, hyperlink hiding techniques are often used to de-
ceive search engines. Spammers hope that many small endorsements from these
pages with hidden links result in a sizable PageRank for the target page. Several
questions naturally arise: what link hiding techniques are the spammers using;
and, how prevalent are hidden spam links on the Web? This paper attempts to
answer those questions.

The rest of sections are organized as follows. Section 2 presents a literature
review. Section 3 gives a comprehensive taxonomy of current hidden link spam
techniques. Section 4 describes the experimental analysis on 5,583,451 Chinese
Web sites. At last, section 5 draws the conclusion.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 165–176, 2014.
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2 Related Work

Hidden links are designed to increase link popularity, which are invisible for
visitors [17]. Google considers hyperlinks hidden by small characters as deception
[5]. Gyongyi etc al. point out that hidden links are often used in honey pot to
boost the ranking of the spam pages [7]. They further present a comprehensive
taxonomy of current spamming techniques and survey content hiding techniques,
where spam links hidden by avoiding anchor texts or tiny anchor images are
mentioned [6]. Link-hiding related features are not paid more attention to in
statistical Web spam detection studies [3][9][14].

To the best of our knowledge, there is no previously published literature that
directly studied how prevalent, successful, or varied hidden link spam techniques
are on the Web. This paper attempts to study hidden link spam in detail. It is
hoped that the findings can help in developing appropriate countermeasures.

3 Hyperlink Hiding Techniques

There are many different ways to hide links from visitors while leaving it perfectly
viewable to search engines. In this section, we will examine current hyperlink
hiding techniques used by spammers and attempt to categorize them based on
their features. Just as the work on JavaScript redirection spam [2], we present
short examples to show the hiding techniques really used by spammers. Simple
techniques are presented first and are followed by more advanced ones.

3.1 A: Making Anchor Text Font Color the Same as Background
Color

The simplest and oldest method that spammers use to create hidden links is to
make the font of anchor text the same color as the background.Here is one example.

<span style=“background:white; ” >
<a href=“target.html” style=“color:white”> invisible anchor text </a>

</span>

In this example, the color scheme is defined in the HTML document. Color
schemes can also be defined in an attached cascading style sheet file (CSS).
Sometimes, spammers also consider background images. They set the image
color to be the same as the font color, which is relatively harder to detect.

3.2 B: Making Anchor Text Font Color Almost Match Background
Color or Background Image

Instead of setting the font color to entirely match the background color, some
spammers and web masters set their font colors to almost match the background
color. The idea behind this method is that they believe that they are thwarting
the search engines’ software detection systems by slightly changing the color of
the text.
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<div style=“background-color:white; ” >
<a href=“target.html” style=“color:#feffee”> text color similar to white </a>

</div>

3.3 C: Setting Tiny Anchor Text or Placing the hyperlinks in a
Tiny Block

Making tiny anchor text is another hyperlink hiding method. This way, the
hyperlink can be set small enough, such as 1 pixel high, even 0 pixel. Here’s a
simple example of that.

<a href=“target.html” style=“font-size:0px”> tiny text </a>

In HTML, the div element is often used for generic organizational or stylistic
applications. Spammers can also use div to set the link size. The following is
another example.

<div style=“font-size:0px;”> <a href=“target.html” >invisible text</a> </div>

Perhaps the most common use of div element is to carry class or id attributes
in conjunction with CSS to apply layout, typographic, color, and other presenta-
tion attributes to parts of the content. In the previous example, the font-size:0px
can also be defined in a CSS file. Besides, div block size can be set via width and
height attributes. For example, <div style=“width:1px;height:1px;”>, where the
div size is 1 pixel.

Another example of hiding a hyperlink via tiny scrolling block is presented
below.

<marquee scrollAmount=1 width=1 height=1>
<a href=“target.html”> text in a tiny scrolling block </a>

</marquee>

In this example, target.html is put in a scrolling block with area 1× 1 pixel,
which is invisible to Web users.

3.4 D: Disguising Anchor Text as Plain Text

Sometimes, spammers insert hyperlinks into a paragraph, where the anchor text
looks like plain text. Here’s a paragraph of text on a site:

A user wouldn’t see any hyperlinks, even if they moused over every word in
the paragraph. But if you happened to click on just the right word, you’d get
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whisked away to a SEO site. Actually, there is a hidden link under the anchor
text “SEO company”. If you view the source of the page, here’s what you’ll see:

The <a href=“http://www.seomarketleaders.com” onMouseOver=
“window.status=‘’;return true;” style=“cursor:text;color:black;
text-decoration:none;”> SEO company</a> follows strict
rules to insure the clients website reach the top of search engines and stay there.

3.5 E: Placing Hyperlinks in High-Speed Scrolling Blocks

The<marquee> tag is a non-standard HTML element which causes text to scroll
up, down, left or right automatically [16]. Although the W3C advises against its
use in HTML documents, it’s still widely used. SCROLLAMOUNT attribute
sets the speed of the scrolling. A bigger value for SCROLLAMOUNT makes
the marquee scroll faster. If the SCROLLAMOUNT value is big enough, the
scrolling block will be invisible to the naked eye. Here is a simple example.

<marquee height=1 width=8 scrollamount=3000>
<a href=“target.html”> text in a high-speed scrolling block </a>

</marquee>

The default scrollamount value is 6. The value in the example is 3000, which
is too fast to see.

Similar effects can also be achieved through the use of JavaScript or HTML
<blink> element [16] [15].

3.6 F: Putting Links Outside the Screen

Using cascading style sheets, you have the option to absolutely or relatively
position any division. Using absolute position, you can simply position the text
you wish to hide any number of pixels off the screen to the left of the window.
Here are some example codes:

.hiddenclass { position : absolute;left : -977px; }
If you put that in your style sheet and then assign the class “hiddenclass” to

your div, then the div will display 977 pixels to the left of the visible screen -
i.e., it will not appear on the screen. Here is a example:

<div id=“hiddenclass”> <a href=“target.html”> invisible anchor text </a> </div>

The absolute position can also be set in the div directly as follows:

<div style=“left: -977px; position: absolute; top: -977px”>

<a href=“target.html”> invisible anchor text </a>

</div>

In the example above, left : −977 may be written in more complex formats,
such as left : expression(23− 1000).
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In addition to the methods described above, users can use CSS text-indent
property or margin-left property to put hyperlinks outside the screen. A example
is presented below.

<div style=“text-indent:-999px;”><a href=“target.html”>hidden text</a> </div>

3.7 G: Using Visibility:Hidden or Display:None Style Commands

An alternative to the method above is to simply use the built in features of style
sheets to hide hyperlinks:

.hiddenclass { visibility : hidden;}

Again, if you put that into a style sheet and then assign the class “hiddenclass”
to your div, the hyperlinks in the div block will not appear in the browser
window.

3.8 H: Hiding Hyperlinks via JavaScript

JavaScript is an open source programming language commonly implemented
as part of a web browser in order to create enhanced user interfaces and dy-
namic websites [4]. Google claims that search engines have difficulty accessing
JavaScript [5]. In 2011, labnol.org reported that Google indexes JavaScript based
Facebook comments, but there is no clear report that Google parsers JavaScript
codes on the whole Web. This fact encourages spammers to hide hyperlinks by
the aid of JavaScript. Here is a simple example:

<script language=‘‘JavaScript” type=“text/javascript”>
document.write( “<div style=‘visibility:hidden’>” );

</script>
<a href=“target.html”>keywords</a>
<script language=‘‘JavaScript” type=“text/javascript”>

document.write( ‘‘</div>” );
</script>

The example is easy to understand, which is a packaging of the method de-
scribed in section 3.7. In the above codes, <div> and </div> tags are embed in
JavaScript codes separately, which may not be indexed by search engines. How-
ever, the hyperlink target.html is displayed in html codes, which is more likely
to indexed by search engines. In a similar manner, almost all the link hiding
techniques described in this section can be further disguised with JavaScript.
Next, let’s look into a more complex example.
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<div id=“ql1000”>
<a href=“target.html” title=“keyword”>

target keyword
</a>

</div>
<script language=“JavaScript”>
var xa= [

“\x64\69\x73\x70\x6C\x61\x79”, “\x6E\x6F\x6E\x65”,
“\x71\x6c\x31\x30\x30\x30”, “\x73\x74\x79\x6C\x65”,
“\x67\x65\x74\x45\x6C\x65\x6D\x65\x6E\x74\x42\x79\x49\x64”];
document[ xa[4]]( xa[2])[ xa[3]][ xa[0]]= xa[1];

</script>

The above JavaScript codes are designed in rather vague terms. The elements
of array xa arewrittenwithASCII characters.The last line of the aboveJavaScript
codes is document[‘getElementById’](‘ql1000’)[‘style’][‘display’]=‘none’, which
makes all the content, including hyperlinks, in the div named ql1000 invisible. In
order to avoid presenting the whole style assignment directly, script can build up
the style assignment via string concatenation. One very straight forward example
is presented below.

<script type=‘‘text/javascript”>

document.getElementById(‘‘q” + ‘‘l” + ‘‘1000”).style.display=‘‘n” + ‘‘o” + ‘‘ne”;

</script>

What is worse, JavaScript as a programming language, has many functions
and operators, which throw off a human readers. The following codes show the
flexibility of JavaScript.

<script language=‘‘javascript”>function HexTostring(s){
var r=‘’;
for(var i=0;i<s.length;i+=2){

var sxx=parseInt(s.substring(i,i+2),16);
r+=String.fromCharCode(sxx);}
return r;}
eval(HexTostring(‘‘646f63756d656e742e676574456c656d65
6e74427949642822716c3130303022292e7374796c652e6469
73706c6179203d20226e6f6e6522”));

</script>

These codes are essentially equivalent to the previous example, yet look com-
pletely different.

3.9 I: Hiding Hyperlinks via Cloaking or Redirection Techniques

Cloaking is a Web spam technique in which the page presented to the search
engine spider is different from that presented to the user’s browser [19]. Some



A Taxonomy of Hyperlink Hiding Techniques 171

spammers hide target hyperlinks using cloaking technique. Similarly, spammers
also use redirection techniques to hide targeting hyperlinks. Among the redirec-
tion spam techniques, JavaScript based redirection is the most notorious and
difficult to catch [2]. Wu et al. [19] and Chellapilla et al. [2] have conducted
comprehensive studies of cloaking and redirection techniques respectively, so the
techniques will not be repeated here. However, it’s important to point out that
we do not consider the redirected target URL, but the hyperlinks in the redirec-
tion page as hidden links. For example, A redirects to B, and C is a hyperlink
in page A. In this paper, C is a hidden link, but B is not seen as a hidden link.

3.10 J: Hiding Hyperlinks in Pull-Down Menu

Pull-down menu is also called a drop-down menu, which is a menu of commands
or options that appears when you select an item with a mouse. A drop down
menu can make it easier to display a large list of choices - since only one choice is
displayed initially, the remaining choices can be displayed when the user activates
the dropbox. Some spammers insert the target hyperlinks into a long pull-down
list, which are hard to find.

3.11 K: Inserting Links into Long Title or Meta Tags

Generally, web browsers show the preceding part of a long title. Thus, some
spammers insert urls into long title. Similarly, meta tags provide structured meta
data about a Web page and they are used for search engines. Although they have
been the targets of spammers for a long time and search engines consider these
data less and less, there are pages still using them.

3.12 L: Hiding Div “Below” the Visible Layer

Another sneaky way to hide a hyperlink fromWeb users while keeping it available
to the search engines is to put the hyperlinks in a layer that is “behind” the
visible layer. The CSS z-index property specifies the stack order of an element,
which is supported in all major browsers. An element with a greater stack order
is always in front of an element with a lower stack order. One example hiding
hyperlinks via z-index is presented below.

<div id=‘‘front” style=‘‘position:absolute; z-index:1”>
<img src=‘‘image.gif” >

</div>
<div id=‘‘back” style=‘‘position:absolute; z-index:-1”>

<a href=‘‘target.html” target=‘‘ blank”> target keyword</a>
</div>

The codes show that the second div has a negative stack order,which determines
the target.html is behind the image.gif . Besides z-index, “overflow:hidden” can
also hide the hyperlinks below the visible layer. Here is a simple example.
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<style type=‘‘text/css”>

#spam{width:99px;height:20px;overflow:hidden;position:absolute;}
#spam a{display:block;line-height:20px;text-decoration:none;}
</style>

<div id=‘‘spam”>

<a href=‘‘/”>&#160;</a>

<a href=‘‘target.html” title=‘‘keywords”>

target keyword

</a>

</div>

In the example above, target.html is covered by a non-breaking space.

4 Prevalence of Link Hiding Techniques

Link-hiding can be considered an adversarial problem. As commercial search
engines develop algorithms to detect and discard certain types of hidden links,
new techniques for hiding links will be developed. In last section, we examined
current hyperlink hiding techniques used by spammers and categorized them
based on their features. In this section, we study the prevalence of hidden spam
links, and how prevalence of the variety of techniques described in Section 3.

We carried out the analysis on 5,765,357 Chinese homepages (http://www.
+ domain name) in Sep. 2012, including .com, .net and .cn domain names. To
detect the Web pages with hiding links, we first train a cost sensitive naive bayes
classifier on 103 pages with hidden links and 271 normal pages. The cost sensitive
model ensures a high recall of pages with hidden links. Then, we filtered the
5,765,357 pages with the trained model. The detection results contain quite a few
false alarms, but it’s enough for us to analyze the prevalence of hidden links. By
random sampling from the suspicious set and carrying out manual verification,
we approximately determined the number of pages with hidden links. Table 1
tabulates the statistics in detail.

Table 1. Percentage occurrence of hidden link spam among Chinese Web pages

URL Type Count / Total Percentage

.com/.net/.cn 81775/5765357 = 1/70.5 1.42%

It is noticed that a number of Chinese pages use hyperlink hiding techniques.
To analyze the prevalence of the variety of techniques described in Section 3, we
randomly sampled 4727 pages with hidden links from .com/.net/.cn set. Each
sampled hidden link spam page was manually analyzed. All the 4727 samples
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were labeled with the types of techniques they used. Besides, all the hidden links
are extracted for further analysis. In total, 16767 unique target hyperlinks are
hidden in the 4727 pages.

Table 2 describes the prevalence of hidden link techniques in detail. The table
shows that the 4727 pages contain 16767 unique hidden links. F, G and H are
the most popular link hiding techniques, which account for 75.3% of that total.
These three techniques can be easily used to hide multiple hyperlinks. It can be
observed that some of the 4727 web pages contain more than one link hiding
technique.

Table 2. Prevalence of different link hiding techniques

techniques number(percentage)=>number of hidden links

A 102 (2.2%) => 661

B 51 (1.1%) => 493

C 137 (2.9%) => 561

D 322 (6.8%) => 357

E 136 (2.9%) => 1987

F 1157 (24.5%) => 68661

G 511 (10.8%) => 30192

H 1888 (39.9%) => 51570

I 86 (1.8%) => 2071

J 151 (3.2%) => 527

K 255 (5.4%) => 103

L 53 (1.1%) => 779

All 4849 (4849/4727=102.6%) => 157962(unique links: 16767)

Are the 16767 target pages punished by the search engines? We do not know
the detailed ranking strategy of commercial search engines, but we can explore
this problem from a side by analyzing the PageRank values of the target hyper-
links. Google provides a public interface, toolbarqueries.google.com, for querying
the PageRank values. Table 3 shows the average PageRank values of target hid-
den links and randomly selected 39756 urls from DNS resolution logs.

Table 3. Comparison of average PageRank values

hidden links randomly selected urls

Number 16767 39756

Average PageRanks 1.340 1.137

Table 3 shows that the 16767 hidden links have an average PageRank value
1.34, which is higher than that of the randomly selected urls. To some extent, the
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result means that Google needs to establish a more effective punitive mechanism
for the hidden links.

We further analyzed the high-frequency words in the anchor texts of the 16767
target hyperlinks. The top 20 high-frequency keywords and the corresponding
types are described in figure 1. The statistics show that gambling sites, personal
game servers and medical services are the main types of the hidden links. Most
of the sites belong to shady or illegal industries.

Fig. 1. The high-frequency words in the anchor texts of the target hyperlinks

5 Conclusion and Future Work

In this paper we presented a variety of commonly used link hiding techniques,
and organized them into a taxonomy. We analyzed the prevalence of common
link hiding techniques on the web. Just as the previous work on Web spam [6] [2],
we argue that such a structured discussion of the subject is important to raise
the awareness of the research community. Given that most of the sites using link
hiding techniques are shady or illegal industries, more should be done to punish
the hidden link spam.

In the future, we should pay more attention to two things. The first is studying
link hidden spam on a bigger data set, which includes multilingual samples. The
second is developing a proper countermeasure to address the problem as a whole,
despite the variety of different link hiding techniques. One possible solution draws
support from maturing optical character recognition techniques (OCR) [10]. The
motivation is that as a computer vision technique, OCR can only read the visi-
ble content on the Web page like humans. The snapshot of a Web page can be
easily taken via some softwares, such as wkhtmltopdf [18] and snapshotter [13].
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All the visual text on the snapshot image can be recognized via OCR techniques
as textV ector. If an anchor text does not exist in the textV ector, the correspond-
ing hyperlink is identified as hidden link. And, of course, the relative position of
anchor text should also be taken into account.

Acknowledgment. This paper is supported by grants National Natural Science
Foundation of China (Nos. 61375039, 61005029 & 61103138).
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Abstract. Social network information has been proven to be beneficial
to improve the recommendation accuracy. Some recent works show a user
may trust different subsets of friends regarding different domains con-
cerning the heterogeneity and diversity of social relationships. However,
these works obtain the friends subsets mainly by dividing friendships
depending on the item categories, which aggravate the sparsity problem
of social relationships and limit the contribution of social recommenda-
tion. In order to solve the issue, in this paper, we propose a novel social
recommendation model by incorporating the friendships from different
clustering-based user groups. We first formalize the user-preference ma-
trix which describes the preferences of users from multiple domains and
obtain the user groups by using the PDSFCM (Partial Distance Strat-
egy Fuzzy C-Means) algorithm. Then we define the clustering-specific
friends subsets and design a clustering-based social regularization term
to integrate these friendships into the traditional Matrix Factorization
model. The comparison experiments on Epinions data set demonstrate
that our approach outperforms other state-of-the-art methods in terms
of RMSE and MAE.

Keywords: Social Recommendation, Fuzzy C-Means, Clustering-based
Social Regularization, Matrix Factorization.

1 Introduction

With the explosion of information on the Internet, recommender systems as
an indispensable type of Information Filtering technique have attracted lots of
attention in the past decades. Typically, recommender systems are based on
Collaborative Filtering, which is a technique that automatically predicts the
interests of an active user by collecting rating information from other similar
users or items[1,4,14].

Recent years, the fast development of online social network has provided new
opportunities to increase recommendation accuracy beyond the capabilities of
purely rating-driven recommender systems. Some social network based recom-
mender systems [4,7,9]have been proposed. Generally, social recommendation
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relies on the assumption that friends in the social network will always share
similar tastes. However, the majority of these works neglect the phenomenon
that people may declare similar interest with their friends in one domain, but
different interest in another one. For example, Alice and Amy are friends, and
they share similar interests in the aspect of clothing, but they have different
taste about food. Therefore, we cannot simply consider that Alice and Amy are
similar regardless of other information. Some recent works focus on this issue
[6,8,11].

However, existing domain-specific social recommendation approaches obtain
the friends subsets mainly by dividing friendships depending on the item cat-
egories, which may aggravate the social relationships sparsity problem. As we
know that, the available friendships in online social network are extremely sparse
[3] and the distribution of the number of social relations follow a power-law-like
distribution [17]. A small portion of users have lots of social relations, while a
large amount of users have a few relations. If we divide the friendships based on
the item categories, the available friendships of users from each category will be-
come even less. Actually, people are interested in 6.3 item categories on average
[11] in the product review sites Epinions1, which indicates that in most of the
item categories, social recommendation may have few contributions.

In order to solve the issue, in this paper, we propose a novel social recommen-
dation model by incorporating the friendships from different clustering-based
user groups and try to improve the accuracy of social recommendation con-
cerning the heterogeneity and diversity of the social relationships. The main
contributions of our work are summarized as follows:(1) We formalize the user-
preference matrix which describes the preferences of users from multiple domains
and obtain the user groups by using the PDSFCM (Partial Distance Strategy
Fuzzy C-Means) algorithm, which is a more reasonable method to divide users
based on the similarity of users’ preferences; (2) we define the clustering-specific
friends subsets and design a clustering-based social regularization term to inte-
grate these clustering-based friendships into the traditional Matrix Factorization
model.

The remainder of this paper is organized as follows. In Section 2, we provide
background information about recommender systems and review related social
recommendation models. Section 3 gives the problem formulation and detailed
our clustering-based social recommendation model. The experiment results and
analysis are presented in section 4. Finally, Section 5 concludes this study with
future work.

2 Related Work

Recommender systems play an important role in helping online users find poten-
tial items they like. Many techniques are used to build recommender systems,
which can be generally classified into content-based methods[14], collaborative

1 http://www.epinions.com/

http://www.epinions.com/
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filtering(CF) based methods[2,5,16], and hybrid methods[1]. Although recom-
mender systems have been comprehensively analyzed in the past decades, the
study of social-based recommender systems just started. Using social network
information to recommend items has become a hot topic in the area of rec-
ommender systems. Traditional recommender systems [13,14] are based on the
assumption that users are independent and identically distributed, and ignore
the social relationships between users, which are not consistent with the real-
ity that we usually turn to our friends for recommendations. Therefore, social
recommendation is more reasonable.

Ma et al. [4] proposed a social recommendation model based on the matrix
factorization model. Their method combines a basic matrix factorization ap-
proach and a social network based approach, which naturally fuses the users
tastes and their trusted friends favors together. Jamali et al. [7] introduce So-
cialMF, which is one of the most popular social recommendation algorithms. The
authors incorporate the mechanism of trust propagation into their probabilis-
tic matrix factorization based model, which is a crucial phenomenon in social
sciences and increases the rating accuracy to a large extent. An effective and
efficient social regularization approach is proposed by Ma et al. [9] to constrain
the taste between a user and his/her friends. The authors employed two type
of regularization terms: (1) average-based regularization that targets to mini-
mize the difference between a user’s latent factors and the average of that of
his/her friends; (2) individual-based regularization that focuses on latent factor
difference between a user and each of his/her friends.

Most of the above methods assume that users and their friends will share sim-
ilar tastes. However, they ignore the phenomenon that friends may share similar
preferences in a domain, and different preferences in another one. Recently, some
works focusing on this issue have been proposed. As far as we know, Yang et al.
[8] is the first to argue that a user may trust different subsets of friends regarding
different domains. They divided the social network of all trust relationships into
several sub-networks, each of which concerning a single category of items. Based
on the SocialMF model, they proposed a circle-based recommendation model to
make prediction in each inferred circle. Guo et al. [6] proposed the mTrustMF
model. They considered that a user may trust different people in different do-
mains. They connected user-category (which can be derived from the categories
of users interested items) and user-item rating matrix through a shared user
latent feature space. A category-specific regularization term is proposed to make
a user’s latent feature vector to be close to the average of the latent feature
vectors of his trusted friends in the same item categories.

However, these approaches divide friendships mainly depending on the item
categories. Social recommendation can be done within certain category. Thus
the social relationships can be used in each category are even less, which may
aggravate the sparsity problem of social relationships and limit the contribution
of social recommendation. Therefore, in our work, we divide the friendships by
fuzzily partition the users with similar preferences from multiple domains and
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integrate these friendships into the traditional Matrix Factorization model to
improve the prediction accuracy of recommendation.

3 Clustering-Based Social Recommendation Model

In this section, we discuss how to build our social recommendation model based
on the fuzzy clustering of user preferences from multiple domains. We first de-
fine some notations and formalize the problem studied in Section 3.1. Then the
definition of user preference vectors is detailed and the user-preference matrix is
obtained in Section 3.2. By employing the PDSFCM algorithm, user groups are
generated in Section 3.3 based on the fuzzily partitioning of the user-preference
matrix produced in the previous section. Finally, we give the definition of the
clustering-specific friends subsets and describe how to make social recommenda-
tion with the clustering-based social regularization term in Section 3.4.

3.1 Preliminaries

We denote the user set by U = {u1, u2, ..., um}, the item set by V = {v1, v2, ..., vn}
and the item category set by C = {C1, C2, ..., Cw}.m,n,and w is the total number
of users, items and categories, respectively. A rating provided by user ui to item
vj is denoted by Ri,j , and all the ratings R = {Ri,j ∈ {1, 2, 3, 4, 5}|ui ∈ U , vj ∈
V}constructs an m × n user-item rating matrix. Regarding the social network,
we define a directed graph G = (U , E), where edge set E represents the relations
between users (U). The friends set of user ui is denoted by friends(i) ⊂ U .

Traditional recommender systems mainly consider the user-item rating matrix
as shown in Figure 1(b) to make recommendation. In this paper, we also consider
the item category information and social relationships of users as shown in Figure
1(a). The problems studied in this paper is to find the friends subsets with
similar preferences from multiple domains in the social network and integrate
these friendships into the traditional recommender systems to further improve
the accuracy of social recommendation.
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Fig. 1. A toy example: (a) Category-specific Social Network, each user is labeled with
the categories in which she has ratings; (b) user-item rating matrix; (c) user-preference
matrix
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3.2 User Preference Matrix Construction

Definition 1. (User Preference Vectors)
Regarding each user, the preferences of user ui from multiple domains can be
represented by a vector. We formulate the user preference vectors as follows:

Pre(i) = ( ri
C1

|Ri| ,
ri

C2

|Ri| , ...,
ri

Cw

|Ri| ), for i = 1, 2, ...m

where ri
Ck(k = 1, 2, ...w) represents the total number of ratings by user ui in

category Ck . |Ri| represents the total number of ratings issued by user ui.

Pre(i)k = ri
Ck

|Ri| ∈ [0, 1] denotes the preference of user ui to category Ck. If |Ri|
equals to zero, that is to say, user ui has no ratings in all the categories, we
assume that the preference of user ui for each category is the same and equals
to 1

w .
Thus anm×w user-preference matrix is generated as shown in Figure 1(c). For

example, suppose C1 ,C2 ,C3 and C4 represent the Fashion, Beauty, Computers
and Cameras, respectively, then the preferences of user u1 for Fashion and Beauty
is 0.7 and 0.3, and she/he has no interest in the Computers and Cameras.

3.3 PDSFCM-Based Fuzzily Partitioning Algorithm

In this section, we cluster users with multiple similar preferences into different
groups based on the partition of user-preference matrix generated in Section 3.2.
Clustering algorithms partition users into different groups. Users in the same
group are assumed to have similar preferences and those in different groups are
assumed to have distinct preferences [10,12].

In real life, users often have diverse preferences. For example, one user may
prefer both fashion and computers, or even more. Hence, it is more reasonable
to allow a user to be assigned to more than one group. Therefore, we need a soft
clustering method to design a fuzzily partitioning approach.

As we know that the data sparsity is a serious problem in recommender sys-
tems. One user may just issue a few ratings to a small amount of items. For
most of the users, their preference vectors are filled with more than one zero
elements as shown in Figure 1(c). Actually, the elements in the zero positions
are the missing (or incomplete) data. If we simply regard them as zero, it may
affect the results of clustering.

For these two reasons, we choose to use the PDSFCM algorithm[12] which
is a useful tool for clustering incomplete data sets. The general formula for the
partial distance calculation of D(Pre(i), gc) is given by Equation 1. l is the total
number of groups, gc denotes the group center of group c(c = 1, 2, ...l). gc,k is
the kth element of gc.

D(Pre(i), gc) =
w

δi

w∑
k=1

(Pre(i)k − gc,k)
2δi,k, i = 1, 2...m (1)

where δi,k=

{
0, if Pre(i)k = 0

1, if Pre(i)k = 1
and δi =

w∑
k=1

δi,k.
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We define the objective function as follows:

F (P,G) =
l∑

c=1

m∑
i=1

pmc,iD(Pre(i), gc) (2)

where P = [pc,i]l×mis the membership matrix and pc,i ∈ [0, 1] is the probability
that user ui belongs to group c; G = {g1, g2, ..., gl}is the group center matrix;
θ ∈ [1,∞) is the fuzzification parameter and usually is set to 2 [10];

The goal of PDSFCM is to find the matrix P and G to minimize the objective
function. We summarize the PDSFCM as follows:

1) select appropriate values for θ,l and a small positive number ε. Initialize
the center matrix G randomly. Set step variable t = 0.

2) calculate (at t = 0) or update (at t > 0) the membership matrix P by

P
(t+1)
c,i = 1/(

l∑
s=1

(
D(Pre(i), gc)

D(Pre(i), gs)
)

1
θ−1 ), i = 1, 2, ...m (3)

3) update the center matrix G by

g(t+1)
c = (

m∑
i=1

(p
(t+1)
c,i )

θ
Pre(i))/(

m∑
i=1

(p
(t+1)
c,i )

θ
), i = 1, 2...m (4)

4) repeat steps 2)-3) until
∥∥G(t+1) −G(t)

∥∥ < ε.

After the fuzzily partitioning of users is performed, the membership matrix P
which describes the group information of all the users is generated. For example:
suppose p1 = {0.2, 0.3, 0.4, 0.1}, it means the probabilities that user u1 belongs
to group1, group2, group3 and group4 are 0.2,0.3,0.4, and 0.1, respectively. By
taking appropriate threshold T , for each row of P , the larger elements are re-
mained and each row sums to one (normalized). Suppose the threshold T is set
to be 0.25, then p1 = (0, 0.375, 0.625, 0). Thus the corresponding user groups are
produced.

3.4 Clustering-Based Social Regularization

Social recommender systems usually assume that users are similar with their
friends, and always turn to their friends for recommendation. In order to get
the friends groups which contain the users with similar preferences from multi-
ple domains, we define the clustering-specific friends subsets based on the user
groups generated in Section 3.3 as follows:

Definition 2. (Clustering-specific Friends Subsets)
Regarding each group c, a user uf is in the friends subset of user ui, i.e., in the
subset Fc(i), if and only if the following two conditions hold:
(1) uf ∈ friends(i) and (2) uf ∈ groupc, f=1,2...m and c=1,2...l.
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Users with multiple similar preferences are clustered into one group. The sim-
ilarity between users within a group is higher than the similarity between users
belonging to different groups. More specifically, if user ui’s outlink friends set in
groupc is Fc

+(i), then we could assume that ui’s taste Ui should be close to the
average taste of all the friends in Fc

+(i), which is 1

|Fc
+(i)|

∑
f∈Fc

+(i)

Uf . Based on this

intuition, following the approach proposed in[15], a clustering-based social reg-
ularization term is proposed in Equation 5 to constrain the user feature vectors
in each group.

α

m∑
i=1

l∑
c=1

||pc,i(Ui −
1∣∣Fc
+(i)

∣∣ ∑
f∈Fc

+(i)

Uf )||2F (5)

where α > 0 and α is a constant controlling the extent of social regularization.
pc,i represents the probability user ui belongs to groupc. Intuitively, if pc,i is
large, say 0.75, it means user ui has more preferences in groupc . Then the
friendships of groupc should contribute more in the whole model. Fc(i) denotes
the friends subset of user ui in groupc. |Fc(i)| is the number of friends in the
set Fc(i) . In some social networks, the relationship between users is directed.
Therefore, we use notation Fc

+(i) to denote the outlink friends of ui, and use
notation Fc

−(i) to represent the inlink friends of ui. Only when in undirected
social networks, there exists Fc

+(i) = Fc
−(i).

Hence, based on the matrix factorization model, we propose our CLUSR
(Clustering-based Social Recommendation) model. The objective function can
be formulated as:

L(U, V ) =
1

2

m∑
i=1

n∑
j=1

Iij(Rij − UT
i Vj)

2

+
α

2

m∑
i=1

l∑
c=1

||pc,i(Ui −
1∣∣Fc
+(i)

∣∣ ∑
f∈Fc

+(i)

Uf)||2F

+
λ

2
||U ||2F +

λ

2
||V ||2F .

(6)

where U ∈ Rf×m is a user-specific matrix, V ∈ Rf×n is an item-specific matrix,
f(f � min(m,n)) is the dimension of a latent factor vector which characterizes
a user or an item[13]. Since in the real world, each user only rates a very small
portion of items, the matrix R is usually extremely sparse. Iij is 1 if user ui
has rated item vj , and 0 otherwise. λ

2 ||U ||2F and λ
2 ||V ||2F are regularization terms

to avoid overfitting, where || · ||2F denotes the Frobenius norm. The parameter
λ (λ > 0)controls the extent of regularization.

The objective function can be minimized by the gradient decent approach.
More formally, the gradients of the objective function with respect to the feature
vectors Ui and Vj are shown as Equation 7 and Equation 8 respectively.
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∂L
∂Ui

=

n∑
j=1

Iij(U
T
i Vj −Rij)Vj + λUi

+ α

l∑
c=1

pc,i(Ui −
1

|Fc
+(i)|

∑
f∈Fc

+(i)

Uf)

+ α

l∑
c=1

∑
h∈Fc

−(i)

pc,h
|Fc

+(h)|
(

1

|Fc
+(h)|

∑
f∈Fc

+(h)

Uf − Uh)

(7)

∂L
∂Vj

=

m∑
i=1

Iij(U
T
i Vj −Rij)Ui + λVj (8)

When model training is finished, the predicted rating R̂ij of user ui to item vj
can be generated by Equation 9,

R̂ij = r̃ + UT
i Vj (9)

where r̃ is the global bias term which can be obtained by the average value of
the observed training ratings.

4 Experiment

In this section, we conduct some experiments to evaluate the performance of the
proposed method CLUSR using the Epinions data set.

4.1 Dataset Description

Epinions is a well-known general consumer review site which consists of ratings
and directed trust relations. We use the version of Epinions data set published
in[11]. The data set consists of 22,164 users with 296,277 items from 27 different
item categories. The total number of issued trust relations and ratings is 355,727
and 912,566, respectively. In this paper, we choose ten representative categories
to verify the performance of our method. The statistical information of the cho-
sen categories is shown in Table 1. In some categories, there are comparatively
enough ratings and trust relations for studying social recommendation. How-
ever, in the categories of Education, Musical Instruments and Gifts, the ratings
and social relations are few. Actually, in the Epinions dataset, there exist many
categories like these three categories.

4.2 Methodology and Metrics

In our experiments, we perform 5-fold cross validation. In each fold, we use 80%
of the data as the training set and the remaining 20% as the test set. Since the
objective of our approach is to improve rating prediction accuracy, we use two
standard metrics to measure the accuracy of various models: Mean Absolute
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Table 1. Epinions Dataset: Statistics of the Chosen Categories

Name Ratings Users Trust Relations Rating Fraction Trust Fraction

Online Stores & Service 40829 10672 94801 4.47% 26.65%

Movies 166554 14180 153951 18.25% 43.28%

Electronics 45162 11385 102990 4.95% 28.95%

Computer Hardware 32989 9198 66993 3.61% 18.83%

Hotels & Travel 57942 10660 100038 6.35% 28.12%

Restaurants & Gourmet 47827 8376 62753 5.24% 17.64%

Wellness & Beauty 54953 7209 51520 6.02% 14.48%

Education 4036 3114 7730 0.44% 2.17%

Musical Instruments 3266 747 502 0.36% 0.14%

Gifts 808 546 392 0.08% 0.11%

Error(MAE): MAE = 1
N

N∑
r=1

|R− R̂| and Root Mean Square Error(RMSE):

RMSE =

√
1
N

N∑
r=1

(R− R̂)
2
, where N denotes the number of tested ratings. R

is the real rating of an item and R̂ is the corresponding predicted rating.
In order to validate the superiority of our approach, we compare the recom-

mendation results of the following methods:

BaseMF: This method is the baseline matrix factorization approach proposed
in [13], which does not take into account the social network.
SoReg: This method is proposed in[9]. It improves the recommendation accu-
racy of BaseMF by adding a social regularization term to control friends taste
difference. It uses all the social links available in the dataset.
mTrustMF: In this method, the author impose a category-based regularization
term to constrain the user feature vectors. One user’s feature vector should be
close to the average of the feature vectors of his friends in the same categories[6].
CLUSR: In this method, a clustering-based social regularization term is added
to the BaseMF to constrain the user feature vectors. One user’s feature vector
should be close to the average of the feature vectors of his friends in the same
preferences groups.

4.3 Parameter Selection

Parameter selection plays a crucial role to many algorithms. In our experiment,
we set the dimension of matrix factorization to be f = 10 and the regular-
ization constant to be λ = 0.01. The social regularization parameter α of
SoReg, mTrustMF, CLUSR approaches is 0.01, 0.1 and 0.01 respectively. For
our CLUSR, there are two main parameters: α and l.

Parameter α controls how much our method should incorporate the informa-
tion of the social network. Figure 2 shows the influence of parameter α to the
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results of RMSE and MAE. We observe that both the RMSE and MAE get
the best when α reaches around 0.01. Intuitively, if we employ a small value of
α, the social information may have little use to the prediction results. When α
continues increasing, the results of RMSE and MAE increase at the same time,
which can be explained that if the value of α is too large, the social information
may dominate the learning processes.

Parameter l is the number of groups each user can belong to. The threshold
T for retaining the elements of the membership matrix P is set to be 1

l .Figure
3 shows the influence of l to the results of RMSE and MAE. When l reaches
around 15, both the RMSE and MAE get the best. When l is too small, i.e.,
around 5, or too large, i.e., around 25, the results get worse. In our consideration,
small number of groups cannot clearly partition different user-preference groups.
Therefore, the fuzzy weights are inaccurate to capture the users’ preferences
for different groups. As l increases, better groups are captured and the fuzzy
weights become more meaningful. However, when l becomes too large, the results
get worse, which can be explained that if too many groups are generated, the
influence of fuzzy weight becomes too weak that cannot get better results.
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Table 2. Performance Comparison (the smaller the better)

Method RMSE MAE

BaseMF 1.0281 0.7457

SoReg 0.9064 0.7151

mTrustMF 1.0186 0.7254

CLUSR 0.8708 0.6440

4.4 Results Analysis

Below we give a detailed breakdown of our experiment results. From Table 2, we
can observe that our method CLUSR outperforms the other methods. BaseMF
gets the worst result mainly because it was only based on the rating informa-
tion and did not consider the social network information. The SoReg approach
considered the social information, however, they regard all the friendships/trust
relationships as the same. The mTrustMF method divided the trust relationships
depending on the item categories. But the social information in some categories
are extremely sparse as shown in Table 1, few trust relationships can be used to
constrain users preferences in those categories, which limits the contribution of
the social recommendation. From Table 2 we can see that mTrustMF performs
worse than SoReg on the sampled data we use.

Our CLUSR method on the one hand considers both the rating information
and social information; on the other hand, we let the feature vectors of user ui
to be close to the average of the feature vectors of his/her friends who share
similarly preferences from multiple domains with ui in each group and further
improve the recommendation accuracy.

5 Conclusion and Future Work

In this paper, we proposed a novel clustering-based social recommendation model
to improve the accuracy of recommendation. The clustering-specific friends sub-
sets are obtained by partitioning users based on their similar preferences from
multiple domains. A clustering-based social regularization term is designed to in-
tegrate the friendships from each group into the traditional Matrix Factorization
model. Real dataset based experiments demonstrate that our approach outper-
forms the comparison approaches both in RMSE and MAE. In this work, the
weights of friendships are ignored, in the future, we plan to estimate the friend-
ships among users and incorporate the weighted friendships into our model. In
addition, we will validate our model on some other data sets.
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Abstract. The deep web crawling is the process of collecting data items
inside a data source hidden behind searchable interfaces. Since the only
method to access the data is by sending queries, one of the research chal-
lenges is the selection of a set of queries such that they can retrieve most
of the data with minimal network traffic. This is a set covering problem
that is NP-hard. The large size of the problem, in terms of both large
number of documents and terms involved, calls for new approximation
algorithms for efficient deep web data crawling. Inspired by the TF-
IDF weighting measure in information retrieval, this paper proposes the
TS-IDS algorithm that assigns an importance value to each document
proportional to term size (TS), and inversely proportional to document
size (IDS). The algorithm is extensively tested on a variety of datasets,
and compared with the traditional greedy algorithm and the more recent
IDS algorithm. We demonstrate that TS-IDS outperforms the greedy al-
gorithm and IDS algorithm up to 33% and 24%, respectively. Our work
also makes a contribution to the classic set covering problem by lever-
aging the long-tail distributions of the terms and documents in natural
languages. Since long-tail distribution is ubiquitous in real world, our
approach can be applied in areas other than the deep web crawling.

Keywords: deep web crawling, query selection, set covering problem,
greedy algorithm, Zipf’s law.

1 Introduction

The deep web [1] is the content that is dynamically generated from data sources
such as databases or file systems. Unlike the surface web, where pages are col-
lected by following the hyperlinks embedded inside collected pages, data from
the deep web are guarded by search interfaces such as HTML forms, web services,
or programmable web API, and can be retrieved by queries only. The deep web
contains a much bigger amount of data than the surface web [2,3]. This calls
for deep web crawlers to collect the data so that they can be used, indexed,
and searched in an integrated environment. With the proliferation of publicly
available web services that provide programmable interfaces, where input and
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output data formats are explicitly specified, automated extraction of deep web
data becomes more practical.

Deep web crawling is the process of collecting data from search interfaces
by issuing queries. Sending queries and retrieving data are costly operations
because they occupy network traffic. More importantly, many deep web data
sources impose daily quota for the queries to be sent. In addition, most data
sources paginate the matched results into many pages. All these restrictions call
for the judicious selection of the queries.

The selection of queries can be modelled as a set covering problem. If we
regard all the documents in a data source as the universe, each query is a subset
of the documents it can match, the query selection problem is to find the subsets
(the queries) to cover all the documents with minimal cost. Since the entire set
of documents is not available, the queries have to be selected from a sample
of partially downloaded documents [4,5,6,7]. In particular, [7,8] demonstrates
that the queries selected from a sample set of documents can also work well for
the entire data set. This paper will focus on the set covering algorithm on the
sampled documents.

The set covering problem is NP-hard, and approximate algorithms have to
be used. For large problems, the greedy algorithm is often recommended [9].
The greedy algorithm treats every document equally important. In deep web
crawling, not every document is the same. A very large document containing
virtually all possible terms is not an important document in the sense that it
will be matched sooner or later by some terms. The query selection algorithm
can almost neglect such documents since they can be covered by many terms.
Therefore, the weight of a document is inversely proportional to the document
size (IDS), or the distinct number of terms. In [10], we proposed and evaluated
IDS approach.

This paper reveals that the document importance not only depends on the
number of terms it contains, but also the sizes of these terms. The size of a
term is the document it can cover, or its document frequency. A document that
contains a small term can be covered with less redundancy, therefore they are
of less importance in query selection. A document that is comprised of large
terms only is costly to cover, since only large terms can be used. This kind of
documents is more important, and the importance should be proportional to the
minimal term size (TS) within the document.

Based on the above analysis, we propose the TS-IDS algorithm to select
queries. It outperforms both greedy and IDS algorithms, and is extensively veri-
fied on a variety of datasets. We also exam the query selection process, and find
that TS-IDS fundamentally differs from the other two approaches: both greedy
and IDS methods prefer to use small terms (the terms with low document fre-
quency) first, while TS-IDS tries to use frequent terms first even though it causes
redundancy in the initial stage. In the final stage it uses the small terms to pick
up remaining documents.

Our work also makes a contribution to the classic set covering problem by
leveraging the distributions of the terms and documents in natural languages.
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Most of the set covering research assumes that the data are of normal or uniform
distribution. For instance, the classic benchmark for set covering algorithms is
the famous Beasley data, all are of normal distribution. However, most real-
world data follows power law, including natural language texts [11]. We are the
first to use data distribution to improve optimization algorithms as far as we are
aware of.

In the following we will first give an overview of the related work on deep web
crawling, focusing on the query selection task. Then we describe the problem
formally in the context of set covering and bipartite graph. After explaining the
motivations for the TS-IDS method, we present the detailed algorithm and its
comparison with the greedy algorithm. Section 4 compares the three approaches,
i.e., greedy, IDS, TS-IDS on four corpora.

2 Related Work

In deep web crawling, the early work selects terms according to the frequencies
of the terms [12], in the belief that high frequency terms will bring back more
documents. Soon people realize that what is important is the number of new
documents being retrieved, not the number of documents. If queries are not
selected properly, most of the documents may be redundant. Therefore, query
selection is modelled as a set covering [4] or dominating vertex [5] problem,
so that the queries can return less redundancies. Since set covering problem
or dominating vertex problem is NP-hard, the optimal solution can costly be
found, especially because the problem size is very big that involves thousands
or even more of documents and terms. Typically, a greedy method is employed
to select the terms that maximize the new returns per cost unit. We realized
that not every document is equal when selecting the queries to cover them.
Large documents can be covered by many queries, no matter how the queries
are selected. Therefore the importance of a document is inversely proportional to
its size. We proposed IDS (inverse document size) algorithm in [10]. Our further
exploration in this problem finds that the importance of the document depends
not only on the number of the terms it contains, but also the sizes of those terms.

In addition to the optimization problem, query selection has also been mod-
elled as reinforcement learning problem [13,14]. In this model, a crawler and a
target data source are considered as an agent and the environment respectively.
Then its selection strategy will be dynamically adjusted by learning previous
querying results and takes account of at most two-step long reward.

Query selection may have goals other than exhaustive exploration of the deep
web data. For instance, in Google deep web crawling, the goal is to harvest some
documents of a data source, preferably ’good’ ones. Their focus is to look into
many data sources, instead of exhausting one data source. In this case they use
the traditional TF-IDF weighting to select the most relevant queries from the
retrieved documents [6]. For another instance, data sources may be ranked and
only return the top-k matches per query. [15] studies the method to crawl the
top ranked documents .
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In addition to query selection, there are other deep web crawling challenges
that are out of the scope of this paper. The challenges include locating the data
sources [16,17], learning and understanding the interface and the returned results
so that query submission and data extraction can be automated [18,17,19,20].

The set covering is an extensively studied problem [21,22,23]. The state of art
commercial Cplex optimizer can find optimal solutions for small problems. When
the matrix contains hundreds of elements, it often keeps on running for hours or
days. The greedy algorithm is believed to be the better choice for large problems.
Although many other heuristics are proposed, such as genetic algorithms[24],
the improvements are very limited. The classic test cases are Beasley data [24].
Most of the data are synthesized from normal distribution, i.e., in the context
of our document-term analogy, the document size and term size follow normal
distributions. Some datasets even have uniform size for all the documents and
terms. Such datasets cannot reflect the almost universal power-law in real world,
and prohibit the discovery of the algorithms such as TS-IDS. We also tested the
TS-IDS algorithm on the Beasley datasets. The result is almost the same as the
greedy algorithm. The reason is obvious–there is little variation of TS and DS,
therefore it reduces to the greedy algorithm.

The inception of TS-IDS algorithm is inspired by the classic TF-IDF weight-
ing. TS-IDS can be regarded as dual concept of TF-IDF. TF-IDF measures the
importance of terms in a document in the presence of a collection documents,
while TS-IDS measures the importance of a document covered by a term among
a set of terms.

3 The TS-IDS Algorithm

3.1 The Query Selection Problem

Given a set of documents D = {D1, D2, . . . , Dm} and a set of terms T = {T1,
T2, . . . , Tn}, each document contains a set of terms. In turn, each term covers
a set of documents. Documents and terms form an undirected bipartite graph
G(D,T,E), where the nodes are D and T , E is the set of edges between T and
D (E ⊆ T ×D). There is an edge between a document and a term iff the term
occurs in the document. This graph can be represented by the document-term
matrix A = (aij) where

aij =

{
1, if Tj occurs in Di;

0, otherwise.
(1)

Let dDi and dTj denote the degrees of the document Di (the size of document)

and term Tj (the size of term) respectively. Note that dDi =
∑n

k=1 aik, d
T
j =∑m

k=1 akj . d
T
j is also called document frequency of the term in information re-

trieval. We call it term size to be consistent with document size. The query
selection problem can be modelled as the set covering problem [25]. In our con-
text, it is a set covering problem where the cost for each term is the term size
dTj :
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Fig. 1. A deep web data source is modelled as a bipartite graph

Definition 1. (Set Covering Problem) Given an m× n binary matrix A =
(aij). The set covering problem is to find a binary n-vector X = (x1, . . . , xn)
that satisfies the objective function

Z = min

n∑
j=1

xjd
T
j , (2)

subject to ⎧⎨⎩
n∑

j=1

aijxj ≥ 1, for all 1 ≤ i ≤ m, and

xj ∈ {0, 1}, 1 ≤ j ≤ n.

(3)

Here the first constraint requires that each document is covered at least once.
The second constraint says that the solution is a binary vector consists of either
one or zero, i.e., a term can be either selected or not selected. The solution cost

(
n∑

j=1

xjd
T
j ) is the total number of documents retrieved by the selected queries.

One may wonder that the cost of retrieving documents over a network depends
on the total size of the documents rather than their number. In fact, for a
crawler, when its goal is to download documents instead of URLs, it would be
efficient to separate the URLs collection from the document downloading itself.
More importantly, the cost for downloading documents is constant, for example,
downloading all documents inside the target data source. Thus, the cost for
downloading can be ignored. However, the cost for retrieving URLs is different
from method to method. The cost of a query can be measured by the number of
matched documents by it because of pagination function, i.e., web sites paginate
the matched URLs into many query sessions (usually 10 URLs per session) not
returning a long list. Each session needs one additional query (ordinarily it is a
’next’ link). So the number of queries grows linearly with the number of matched
documents. Hence, the cost for retrieving documents can be measured by the

total number of documents retrieved by the selected queries
n∑

j=1

xjd
T
j .

The set covering is an NP-hard problem. The greedy method described in
Fig. 2 is proved to be an effective approximation algorithm [9]. It iteratively
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Fig. 2: The greedy algorithm

xj = 0, for 1 ≤ j ≤ n;
μj =

∑m
i=1 aij , for 1 ≤ j ≤ n;

while not all docs covered do
Find j that maximizes μj/d

T
j ;

xj = 1;
Remove column j;
Remove all rows that contain Tj ;

μj =
m′∑
i=1

aij in the new matrix;

end

Fig. 3: The TS-IDS algorithm

xj = 0, for 1 ≤ j ≤ n;
μj =

∑m
i=1 aijwij , for 1 ≤ j ≤ n;

while not all docs covered do
Find j that maximizes uj/d

T
j ;

xj = 1;
Remove column j;
Remove all rows that contain Tj ;

μj =
m′∑
i=1

aijwi in the new

matrix.
end

Fig. 4. The greedy and the TS-IDS algorithms. The input is an m×n doc-term matrix.
The output is an n-vector X = (x1, ..., xn). xj = 1 if term j is selected.

selects the best term that maximizes the new harvest per cost unit, as described
in Fig. 3. Initially, all xj = 0, meaning that no query is selected. Then it selects
the next best query until all the documents are covered. The best term is the
one that returns the most new documents per cost unit (μj/d

T
j ). Note that m

′ is
number of rows in the new matrix after the all covered documents are removed.

3.2 Motivation for the TS-IDS Algorithm

The greedy algorithm treats every document equally when it selects the best
query using μj/d

T
j . Every document contributes unit one to μj , as long as it

is a new document not being covered by other queries yet. However, not every
document is of the same importance in the query selection process. This can be
explained using the example in Fig. 1.

Document 7 and 6 have degrees 3 and 1, respectively, meaning that document
7 has more chances being captured than document 6. In this sense, D6 is more
important than D7. If we include all the terms in the solution, D7 is captured
three times, while D6 is captured only once. When we include a term, say T4, in
a solution, D7 contributes only one third portion of the new document, because
other terms could also be selected and D7 will be covered again. Therefore, the
importance of a document Di is inversely proportional to document size dDi
(IDS).

Furthermore, the document importance depends also on the term size (TS).
Small (or rare) terms, whose degrees are small relative to other terms, are inher-
ently better than large terms in achieving a good solution of set covering problem.
Take the extreme case when all the terms have degree one. Every document will
be covered only once without any redundancy. In general, when every term cov-
ers k documents, The greedy algorithm can approximate the optimal solution
within a factor of

∑k
i=1

1
i ≈ ln(k)[26]. Small terms result in good solutions, while
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large terms prone to cause high cost. Documents containing only large terms are
costly to cover, thus they are more important in the query selection process.

Looking back at our example again in Fig. 1. Both document 5 and 4 have
degree two. Document 5 has a query whose degree is 1, while document 4 has two
queries whose degrees are both 5. This means that document 5 can be covered by
query 2 without any redundancy, while document 4 has to be covered by either
T6 or T7, either one of them will most probably resulting in some duplicates.
Therefore, we say that D4 is more important than D5 in the query selection
process, even though their degrees are the same.

3.3 The TS-IDS Algorithm

For each document Di, we define its document weight as follows:

Definition 2 (Document weight). The weight of document Di, denoted by
wi, is proportional to the minimal term size of the terms connected to Di, and
inversely proportional to its document size, i.e.,

wi =
1

dDi
min
Tj∈Di

dTj . (4)

With this definition, we give the TS-IDS as described in Fig. 3. Note that
m′ is the number of documents in the new matrix after covered documents are
removed. The weighted new documents of a term Tj , denoted by μj , is the sum
of the document weights containing term Tj , i.e., μj =

∑m
i=1 aijwi. Compared

with the μj in the greedy algorithm, where μj =
∑m′

i=1 aij , the difference in
TS-IDS algorithm is the weight wi for each document. Compared with the IDS
algorithm where the weight is 1/dDi , TS-IDS weights a documents not only by
its length (1/dDi ), but also by the terms it contains. It gives a higher priority to
short documents (1/dDi ) that contain popular terms only (minTj∈Di d

T
j ).

4 Experiments

4.1 Data

To demonstrate the performance of our TS-IDS algorithm, the experiment was
carried out on four data collections that cover a variety of forms of web data,
including regular web pages (Gov), wikipedia articles (Wikipedia), newswires
(Reuters), and newsgroup posts (Newsgroup). 10, 000 documents are selected
uniformly at random from the original corpora. Table 1 summarizes the statis-
tics of the four datasets, including the numbers of documents (m), the number
of terms (n), and the degree properties of the documents and terms. Figures 5
plots in log-log scale the distributions of the document size and term size respec-
tively. As expected, document size follows log-normal distribution, while term
size follows power-law [27]. The highly skewed data distribution is the basis of the
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Table 1. Statistics of the four datasets

Data n
Document size Term size
max min avg max min avg

Reuters 56,187 833 8 106.7 3722 1 19.0
Wikipedia 224,725 2670 15 222.2 3041 1 9.89

Gov 164,889 3797 1 327.9 3028 1 19.8
Newsgroup 193,653 3836 1 245.6 3532 1 12.7
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Fig. 5. Distributions of document sizes dDi and term sizes dTj of the four datasets. First
row: term size distributions. Second row: document size distributions.

success of our algorithm. In traditional set covering studies, the benchmark test
data, called Beasley data [28], are uniformly at random. For such data, term
size (dTj ) and document size (dDi ) are mostly the same. We have also carried
experiments on these data sets, and found that, as expected, TS-IDS and IDS
algorithms perform very closely to the greedy algorithm. Due to space limitation,
this paper focuses on the document-term matrix data only.

4.2 Results and Discussions

We run three algorithms, the Greedy (Fig. 2), the IDS algorithm in [10], and the
TS-IDS algorithm (Fig. 3). Fig. 6 shows the comparison of these algorithms in
terms of the solution quality, the average solution cost. The result is the average
from running each algorithm 50 times for the same data. Each run may find a
different solution because there may be a tie when selecting the best queries.
When this happens, we select a random one from a set of equally good queries.

From Fig. 6, we can see that performance improvement differs from data to
data. TS-IDS achieve better improvement for Reuters and Gov, but less for
Wiki and Newsgroups, although all the four datasets have similar document size
and term size distributions. For Reuters dataset, the TS-IDS outperforms the
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Fig. 6. Comparison between greedy, IDS, and TS-IDS algorithms on four datasets.
The average solution costs are from 50 runs for each dataset.

IDS method around 24%, and outperforms the Greedy method around 33% in
average. On the other hand, for Wiki and Newsgroup datasets, TS-IDS is better
than IDS method and Greedy method around 6% and 10% respectively. This
is because the solution costs for Wiki and Newsgroups are already close to one.
Note that the best solution is one, whose redundancy is zero. Therefore there is
little room for the TS-IDS algorithm to improve.
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Fig. 7. Types of queries being selected in the process. First row: redundancy rate dTj /μj

in the selection processes. Second row: corresponding query size dTj . Dataset is from
Reuters corpus.

To gain the insight into these algorithms, we plot the redundancy rate (dTj /μj)
for each query that is selected on Reuters data set in the first row of Figure 7.
Note that the redundancy rate is the reciprocal of the new documents per re-
turned document μj/d

T
j used in the greedy algorithm. Here the redundancy rate

dTj /μj is used to analyse query selection process since we want to measure the
quality of a query from the viewpoint of overlap. The x-axes are the number
of queries selected. The y-axes are the redundancy rate of each query in log
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scale, i.e., the number of duplicates per new document in log10 scale. The re-
dundancy rate is smoothed with moving window size 100. The second row shows
the corresponding query size dTj , also in log10 scale and smoothed with the same
window size. The data is obtained from the Reuters corpus. Other three datasets
demonstrate similar patterns.

For the greedy algorithm, the first 5785 terms have redundancy rate one,
meaning that all those terms have zero duplicates. After 5785 queries, the re-
dundancy rate increases rapidly in exponential speed. For the last a few hundreds
queries, the average redundancy rate is above 30. In the corresponding query size
plot, we see that the first 5785 queries are mostly small ones. It starts with the
average term size 3.2, then decreases because only smaller queries (i.e., small
subsets) can be found that do not overlap with others already used. When over-
lapping occurs after first 5785 queries, the query size increases greatly, causing
high redundancy rate. Because most of the small queries are already used in the
first stage, it has to use large queries to cover the remaining documents.

The IDS algorithm improves the greedy algorithm by distinguishing docu-
ments according to their sizes. Long documents can be covered by many queries.
Hence, in each iteration the IDS algorithm prefers the queries that cover smaller
documents, even if the redundancy rate of the query is not the smallest. Thus,
we can see that in the second column of Fig. 7 the redundancy rate is not al-
ways one for the first 5000 queries. However, the overall pattern is similar to
that of the greedy algorithm: it tends to select small terms first, and it suffers
the same problem of a surge in redundancy rate and query size when small and
”good” queries are exhausted. A closer inspection on the dataset reveals that
short documents normally contain popular words only. These documents can be
picked up only by large queries, causing significant overlapping when most of
the documents are already covered.

The TS-IDS algorithm solves this problem by giving higher priority to such
documents. Since the document weight is proportional to term size, it starts with
large queries to cover documents only containing high frequency terms, as we
can see from column 3 of Fig. 7. Because of the large query, the redundancy rate
is high at the beginning. The benefit of this approach is to save the small queries
to fill in the small gaps in the final stage. These terms are not the best in terms
of redundancy rate, but along the process of query selection, the redundancy
rate decreases, and the overall performance is better. Surprisingly enough, the
process is the inverse of the greedy algorithm: instead of selecting the best for
the current stage, its current selection is in average worse than later selections.

The greedy algorithm not only has the highest redundancy rate here (1.94
compared with 1.81 for IDS and 1.31 for TS-IDS), but also uses more queries
than other two methods. It selects 7256 queries, while IDS uses 6738 queries,
and TS-IDS uses 4051 queries.

5 Conclusions

This paper presents the TS-IDS method to address the query selection prob-
lem in deep web crawling. It is extensively tested on textual deep web data
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sources whose document sizes and document frequencies follow the log-normal
and power law distribution. By utilizing the distributions, TS-IDS method con-
sistently outperforms the greedy and IDS algorithms. The success of the method
is due to the highly skewed distributions of term size (Zipf’s law) and document
size (log-normal).

Without loss of generality, this paper discuss the set covering problem as-
suming each query is a single term. Our bipartite graph model can be extended
to allow nodes representing multiple terms. Although this will greatly increase
the graph size, such queries of multiple terms also follow power-law distribution.
Therefore, our result can be extended to such queries as well.

In real deep web crawling scenario, usually it is impossible to directly apply a
set covering algorithm to all the documents. Those documents are not known yet
by the algorithm. Besides, a data source is usually so large that even approximate
algorithms such as the ones discussed in this paper cannot handle it. The only
option is to run the set covering algorithm on a sample subset of the data source.
In [7], we showed that a solution that works well on a sample is also a good
solution for the entire data source.

Our method is restricted to textual data sources that returns all the matched
documents. Many data sources, especially large ones such Google, rank the
matched documents and return only the top-k matches. This kind of data sources
demand a different query selection strategy. One approach is to select and con-
struct the low frequency queries, so that the number of matched documents is
within the k limit.
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Abstract. It is useful to understand the corresponding relationships be-
tween each part of related documents, such as a conference paper and
its modified version published as a journal paper, or documents in differ-
ent versions. However, it is hard to associate corresponding parts which
have been heavily modified only using similarity in their content. We
propose a method of aligning documents considering not only content
information but also structural information in documents. Our method
consists of three steps; baseline alignment considering document order,
merging, and swapping. We used papers which have been presented at a
domestic conference and an international conference, then obtained their
alignments by using several methods in our evaluation experiments. The
results revealed the effectiveness of the use of document structures.

Keywords: document alignment, structured document, cross-lingual
alignment.

1 Introduction

We can obtain the correspondence between parts of given documents which
are in different forms for the same topic or in different versions. For example,
a paragraph from one document corresponds to a paragraph or paragraphs in
another document. Such documents include pairs of a conference paper presented
at an international conference and a journal paper, which was an improved
version of the conference paper, or two distinct versions of Wikipedia articles.

The information on corresponding relationships is very useful to understand
documents. For example, if one feels that part of a document is hard to un-
derstand, the corresponding parts in another document can help one to better
understand the given part. In addition, if one wants to find differences between
a new document and a document which one has read in the past, corresponding
information can provide them. Furthermore, they can be used to complement
parts which have poor content by using corresponding parts which have more
content. Other important applications include detection of plagiarism.

However, it is difficult to associate parts which have been heavily modified
only using information from their content. Therefore, we considered using not
only information from content but also the structural information in documents
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such as sections or paragraphs. We can align and associate parts appropriately
by using structural information.

Much important content on the Web can be modeled as structured documents.
Our motivation is to associate corresponding parts in structured documents,
and we propose a method of using the content and structural information of
documents for fine-grained document alignments.

Using document structures would be especially effective for cross-lingual cases.
It is a way to use machine translation such as Google Translate1 in advance in
order to take alignments of cross-lingual documents. However, machine trans-
lation does not have sufficiently good quality to obtain appropriate alignments
by only using information from content. In contrast, as structural information
is not changed by machine translation, it would be effective for cross-lingual
alignments.

We carried out experiments to confirm the effectiveness of using document
structures for alignments, where we used pairs of papers such as a conference
paper and its modified version which had been published as a journal paper.
The results revealed that we could obtain more appropriate alignments by using
document structures and there were especially effective for cross-lingual cases.

This paper is organized as follows. Section 2 discusses related work and its
differences from our work. Section 3 explains the method of alignment. Section 4
presents results obtained from experiments and discusses the results. Conclusions
and future work are presented in Section 5.

2 Related Work

2.1 Document Alignment

Document alignment has been widely studied. Daumé III and Marcu [1] consid-
ered alignments at the phrase level between one document and its abstract, and
proposed a method using a hidden Markov model (HMM). Jeong and Titov [2]
used a Bayesian model for alignments.

Our motivation was to associate corresponding parts of documents, i.e., to
obtain alignments, which was similar to the previous work. However, they con-
sidered alignments based on information from the content of documents. In
contrast, we introduced structural information into alignments.

Romary et al. [3] proposed a multilevel alignment method for structured docu-
ments. However, their target structure is balanced tree and they do not consider
swapping.

2.2 Similarity of Documents

The idea of using document structures has been presented in studies on calcu-
lating similarities in documents. Zhang and Chow [4] regarded a document as
having a two-level tree structure which had a root node representing the entire

1 http://translate.google.com/

http://translate.google.com/
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Fig. 1. Example of document tree

document and child nodes representing paragraphs, and they calculated simi-
larities by using the Earth Mover’s Distance (EMD). They also applied their
method to detect plagiarism [5]. Wan [6] regarded a document as a sequence of
its subtopics and he calculated similarities with EMD. Tekli and Chbeir [7] used
the Tree Edit Distance to calculate similarities in XML documents.

They considered document structures in their work, but their motivation was
to calculate similarities of documents, which was different from our motivation
to find alignments.

2.3 Cross-Lingual Alignment

Yahyaei et al. [8] proposed a method using Divergence from Randomness. Yeung
et al. [9] regarded document alignment to be a matter where Wikipedia pages
had various quantities of descriptions for various languages. They used align-
ment technique to complete their content by using the same pages written in
different languages. Smith et al. [10] used alignment to gather parallel sentences
for training of statistical machine translation (SMT). Vu et al. [11] proposed a
method to obtain similar news texts written in different languages.

Our method can be applied to cross-lingual alignments by using machine
translation. Their work focused on content information of documents. On the
other hand, our work introduce the structural information into alignments.

3 Alignment Method

We regard structured documents as tree structures and call them document trees
(Figure 1). The input for our method is two document trees and the output is
the result from alignment. The granularity of alignment is paragraphs.

If corresponding parts are heavily modified, it is hard to associate them by
only using similarities in their content. Therefore, our method takes into consid-
erations the order of paragraphs and the structures of documents.
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Our method consists of three steps, where we use the Levenshtein distance
algorithm to consider the order of paragraphs in the first step. We not only
consider the similarities in paragraphs but also those in sections to associate
two paragraphs. We consider merging paragraphs in the second step to associate
multiple paragraphs. We consider swapping paragraphs in the third step to deal
with changing paragraph locations. Each step is described in subsections 3.1,
3.2, and 3.3.

3.1 Baseline Alignment

We use the algorithm of the Levenshtein distance [12] for the baseline alignment.
The Levenshtein distance is calculated as

d(si, tj) = min

⎛⎝d(si−1, tj) + costdel(s[i]),
d(si, tj−1) + costins(t[j]),
d(si−1, tj−1) + costren(s[i], t[j])

⎞⎠ (1)

si is the substring of string s which has i characters from the begining of s, and
s[i] is the i th character of s. The same thing can be said for tj , t[j], and t.

We regard documents as paragraph sequences and obtain alignment by apply-
ing this algorithm to them. When the bottom expression in Eq. (1) is minimum,
i.e., when a rename operation is applied, we associate s[i] and t[j]. Thus, we can
obtain alignment which takes into account the order of paragraphs.

We set the rename cost of similar paragraphs to a lower value to associate
similar paragraphs. The cost functions are defined as

costdel(p) = costins(p) = α (0 ≤ α ≤ 1) (2)

costren(p, q) = 1− similarity(p, q) (3)

where p and q are paragraphs. As delete and insert operations are symmetric,
we set their costs to be equal. The similarity calculates the similarities between
p and q in 0 to 1.

In order to associate two paragraphs which are hard to associate only using
their similarity, we use simglobal which is the similarity between the sections
which contain the paragraphs to be associated and simlocal which is the similar-
ity between the paragraphs. simglobal and simlocal are calculated as the cosine
similarity between the term vectors by tf-idf. The similarity is defined as follows,
where C is a parameter which is in 0 to 1.

similarity(p, q) = Csimglobal(p, q) +

(1 − C)simlocal(p, q) (4)

Thus, the similarity between sections will help in associating paragraphs.
This is the association using the Levenshtein distance algorithm. Figure 2

outlines an example of alignment in step 1, where associated paragraphs are
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Fig. 2. Example of alignment in step 1

linked in the lines. Paragraphs which are not associated are regarded as deleted
or inserted in this step. The alignment process is finished when all paragraphs
or no paragraphs are associated in this step.

3.2 Merging

Paragraphs can be split into multiple parts, but the alignments in the previous
step are in 1-to-1. We then need to consider alignments in m to n. we can do
this by merging paragraphs.

The merging targets are paragraphs which have not been associated yet in
the previous step (Section 3.1). We try to merge each paragraph into adjoining
paragraphs which have been already associated. That means, we assume that
parts of paragraphs which are split are associated in the previous step.

We determine whether paragraphs should be merged by checking for the sim-
ilarities, i.e., if similarities increased by merging, the paragraphs are merged. If
similarity decreased, the paragraphs remain not associated.

We considered using document structures for merging. The merge process
was used to deal with split paragraphs, and paragraphs would not split into
different sections. Therefore, as we assumed that merging between paragraphs
which were in different sections will not occur, we prevented such merging by
decreasing similarities. We introduced a parameter, penalty, in our method,
which was multiplied to the similarity of merged paragraphs of different sections.
We can determine whether the merging is done over different sections by checking
whether the parents of the paragraphs to be merged are the same. We could
reduce false merging by doing this.

We applied the merging process described in this step to the results
of the previous step. Figure 3 has an example of alignments in this step, where
paragraphs which are associated with the same paragraph have been merged.
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Fig. 3. Example of alignment in step 2

There are also paragraphs which have not been associated yet in this step. They
were not merged since similarities decreased if they merged. If all paragraphs
are associated in this step, the alignment process is finished.

3.3 Swapping

Alignments which took into consideration associations in multiple paragraphs
were achieved in the previous steps. However, there are cases where the locations
of paragraphs have changed where we need to consider cross associations. We
took cross associations into account in this step, i.e., where paragraphs were
swapped.

Like the merging process, the targets for the swapping process are paragraphs
which have not been associated yet in the merging step (Section 3.2). Swapped
paragraphs can remain not being associated in the previous steps. The targets
in the swapping process are paragraphs in a document which are not associated
and we try to find corresponding paragraphs in another document which are also
not associated.

We need to check for similarities to find swapped corresponding paragraphs.
For example, if similarities are greater than a threshold, then paragraphs be-
come associated. However, it is hard to find corresponding paragraphs which
are heavily modified only using the information from content as in the previous
steps. Furthermore, as the swapping process does not take into consideration
the order of paragraphs unlike in the previous steps, false associations can be
increased. We need to set the threshold for associations in the swapping process
to a greater value. Therefore, there need to be greater similarity of swapped
paragraphs to be associated appropriately.

We then introduce the use of document structures into the swapping process.
Before finding corresponding paragraphs, we enumerate subtrees which are com-
posed only of the paragraphs that are not associated. We then try to swap the
subtrees. Figure 4 shows an example of targets of swapping, where the subtrees
enclosed by the dotted lines are the targets. We check for similarities for each
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Fig. 4. Example of targets of swapping

Fig. 5. Example of alignment in step 3

subtree in one document with subtrees in another document and if the similari-
ties are greater than the threshold, then we regard the subtree as corresponding.
Thus, we can find corresponding paragraphs by using the structural information
in subtrees even when it is hard to swap paragraphs by content information only.

We use the Tree Edit Distance (TED) [13] to calculate the similarities between
subtrees. We can find appropriate corresponding subtrees by using the structural
information in subtrees even if there are few similarities by using the content of
paragraphs. We choose a subtree which has the largest similarity value greater
than the threshold as the corresponding subtree.

We focus on the two subtrees and apply our method from step 1 again if a
corresponding subtree is found. The alignment process is recursively performed
and stops when any of the following three states is achieved

1. All paragraphs are associated, or no paragraphs are associated in step 1.
2. All paragraphs are associated in step 2.
3. No paragraphs are associated in step 3.
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Figure 5 shows an example of alignments in this step, where the crossed associ-
ations are swapped paragraphs. Paragraphs which are not associated could not
find corresponding subtrees or paragraphs.

4 Experiments

4.1 Experimental Setup

We evaluated the proposed method using 8 pairs of papers which had been
presented or published in different forms. The papers used in the experiment
were stored in our laboratory as PDF files. We transformed the PDF files to
XML files, which represented document trees as shown in Figure 1. Among the
8 pairs, 5 pairs are cross-lingual (papers in Japanese and English) and Japanese
papers were translated into English by Google Translate as the preprocessing.

We manually judged proper alignments as the ground truth and calculated
the precision and recall of the associations. We preliminarily examined optimal
values for the parameters and set α in Eq. (2) to 0.425, C in Eq. (4) to 0.2, and
penalty to 0.8.

We used two other approaches to evaluate our method.

– simple matching method
It associates paragraphs and does not take their order into consideration.
Our method consists of 3 steps, i.e., step 1: alignments using the Levenshtein
distance, step 2: merging, and step 3: swapping. However, the merging and
swapping steps are required since alignments using the Levenshtein distance
are (1) associations in 1 to 1 and (2) these are not able to deal with changes
in the locations of paragraphs. We use the Levenshtein distance in step 1
since we take into consideration the order of paragraphs and assume the
alignments to be more appropriate.

The simple matching method works as follows to confirm the effectiveness
of considering the order of paragraphs. Each paragraph in one document is
associated with a paragraph in another document which is the most similar
to and its similarity is greater than threshold 1 − 2α. Thus, it identifies
alignments and does not take into account the order of paragraphs.

– non-structural method
The main idea of this research was that alignments would be improved by
using document structures. We arranged this method, which is based on the
proposed approach, and modified it in three ways to confirm this.

1. It does not use simglobal in step 1 (alignments using the Levenshtein
distance), i.e., C in Eq. (4) is set to 0.

2. It does not impose a penalty on merging between different sections in
step 2 (merge), i.e., the penalty is set to 1.

3. It swaps using paragraphs in step 3 (swap), not subtrees.

Thus, it makes alignments using only the content and the order information.
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Table 1. Precision and recall for each method

proposed method non-structural method simple matching method
Pair ID precision recall precision recall precision recall

p1 0.95 (36/38) 0.95 (36/38) 0.91 (32/35) 0.84 (32/38) 0.62 (31/50) 0.82 (31/38)
p2 0.94 (34/36) 0.89 (34/38) 0.91 (30/34) 0.79 (30/38) 0.65 (24/37) 0.63 (24/38)
p3 0.85 (34/40) 0.76 (34/45) 0.80 (33/41) 0.73 (33/45) 0.68 (34/50) 0.76 (34/45)
p4 0.86 (44/51) 0.92 (44/48) 0.81 (38/47) 0.79 (38/48) 0.44 (35/80) 0.73 (35/48)
p5 0.95 (37/39) 0.90 (37/41) 0.93 (37/40) 0.91 (37/41) 0.69 (31/45) 0.76 (31/41)
p6 0.98 (51/52) 0.98 (51/52) 0.98 (51/52) 0.98 (51/52) 0.98 (51/52) 0.98 (51/52)
p7 1.0 (51/51) 0.93 (51/55) 0.98 (51/52) 0.93 (51/55) 0.88 (45/51) 0.82 (45/55)
p8 0.97 (37/38) 1.0 (37/37) 0.95 (37/39) 1.0 (37/37) 0.97 (31/32) 0.84 (31/37)
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Fig. 6. F-measures for each method

4.2 Results

Table 1 lists the results of alignments for the methods. Precision and recall are
calculated as follows.

– Number of correct associations in result / Number of associations in result
– Number of correct associations in result / Number of correct associations

Figure 6 shows the F-measures for the methods. The proposed method performed
the best for each pair according to Figure 6.

There were many false alignments in the results for the simple matching
method, which ignored the order of paragraphs. In contrast, the proposed method
and non-structural method, which took into consideration the order of para-
graphs, obtained natural alignments. These results confirm that taking into
consideration the order of paragraphs is effective for alignments.

In contrast to the results of the non-structural method, the effectiveness of
using document structures can be seen in the results of the proposed method. The
proposed approach associated paragraphs which had not been associated by the
non-structural method by using structural information. These results confirmed
that taking document structures into consideration is effective for alignments.
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Furthermore, the proposed method outperformed the other methods especially
in the cross-lingual cases (p1, p2, p3, p4, and p5) on the left part of Figure 6. They
were translated by machine translation in preprocessing. This means that using
structures is especially effective for finding cross-lingual alignments.

5 Conclusion

We proposed a method of document alignment, in which we applied the algo-
rithm of the Levenshtein distance and took into consideration document
structures. The method also took into account the merging and swapping of
paragraphs. We confirmed its effectiveness of using the structures of documents
for alignments in our experiments. We will apply our method to more documents
and improve it in future work.
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Abstract. With the advent of Sensor Web, the satellite data acquired by sensor 
systems could be shared among users immediately. Our research has led to an 
implementation of natural language queries such that users without particular 
knowledge of satellite imagery can describe easily for what they need. We use a 
rules-based method to retrieve named entities, with the help of a knowledge 
base and uses existing Sensor Web services for acquiring stored or real time sa-
tellite data. We use rule-based methods to align time, location and domain task 
entities in natural language queries with Sensor Web services with standard 
times, geographical coordinates, and satellite attributes. To evaluate our system, 
we wrote a series of natural language queries in the domains of surveying and 
mapping, forestry, agriculture, and disaster response. Our queries and satellite 
data retrieved by the queries were corrected by a group of experts to create a 
gold standard.  Using their remarks as correct, we scored our system results us-
ing precision and recall metrics standard for information retrieval. The results 
of our experiment demonstrate that the proposed method is promising for assist-
ing in Earth observation applications. 

Keywords: Observation Task, Satellite Data, Sensor Web, Ontology. 

1 Introduction 

The core of our research concerns how to bridge the technical parameters of satellite 
data with natural language queries from users who might be unfamiliar with satellite 
parameters. More people would like to examine real-time satellite data, or integrate 
these data into their own services. Archives of satellite data are available through 
keyword search of geo-portals such as the Google MAP1, the National Aeronautics 
and Space Administration (NASA) Earth Observing System Data and the Information 
System EoDIS2.  
                                                           
∗ Corresponding author. 
1 https://www.google.com/maps/preview 
2 http://reverb.echo.nasa.gov/reverb/#utf8=%E2%9C%93&spatial_map=
satellite&spatial_type=rectangle 
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The Sensor Web [2] allows satellite data to be obtained in real time.  But how to find 
it? Sensor Web services integrate easily with other Web services. However, most people 
find the interfaces of service (such as Sensor Observation Service [12] or Sensor Plan-
ning Service [14]) opaque due to their technical parameters and specifications.  

In this study, we propose a novel method that allows natural language query to 
search and retrieve archived or real-time satellite data.  We use a rules-based method 
to find named entities, with the help of a knowledge base. We use rule-based methods 
to link time, location and domain tasks entered by users with the technical specifica-
tions of the existing infrastructure for the Sensor Web.   

The remainder of this paper is organized as follows: Section 2 outlines an architec-
ture of our system. A structured natural language template and knowledge base are 
described in Section 3. Section 4 explains how keywords and named entities are iden-
tified. A system implementation and the experimental study are discussed in Section 
5. Section 6 describes related work, and Section 7 summarizes the conclusions and 
gives potential directions for future research. 

2 Architecture 

Many Sensor Web services have been implemented and can be accessed by Internet, 
eg., the company 52°North, with its Sensor Web community3, which can be used as a 
data layer for acquiring satellite data. We require an intelligent analysis layer as a sort 
of middleware between client and existing Sensor Web services. Therefore, the 
framework could be divided into three layers: user interface layer, intelligent analysis 
layer, and data layer, as shown in Fig. 1. 
 

 

Fig. 1. Acquiring stored or real time satellite data via natural language query 

                                                           
3 http://52north.org/communities/sensorweb/ 
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User Interface Layer: is a simple and user-friendly Web browser client. Anyone can 
use it to input some keywords or a natural language sentence for describing  
an observation task.  Multi-condition combination query and a bulk feed are also 
supported.  Results are also shown in this layer. 

Intelligent analysis layer: is the core layer that achieves task recognition and reason-
ing. It includes a rules-based classifier for named entities which draws upon the 
knowledge base. In section 3.2, we describe how the knowledge base includes a time 
ontology, location ontology, satellite ontology, domain task ontology. The output of 
this layer are normalized values based on the format which we defined. 

Data Layer: This provides satellite data based on the services layer. A parameter 
transformation function is provided in this layer which transform the result of Intelli-
gent Analysis Layer to values of interface parameters of the standard Sensor Web 
services, then we can invoke existing Sensor Web services such as the Sensor Obser-
vation Service, or the Sensor Planning Service. 

3 A Structured Natural Language Template and Knowledge 
Base 

3.1 Template for Input 

In generally, users prefer to describe the observation task by natural language rather 
than formalized language. However, keyword search of data collections often  lack 
precision, and automated parsing of unrestricted natural language may be inaccurate 
[16]. In this study, we propose a structured natural language template, to reduce  
the parsing problems of Natural Language Processing and remove the limitations of 
keyword search. 

We investigate four areas where such satellite data might be useful, including Bu-
reau of Surveying and Mapping, Department of Forestry, Department of Agriculture, 
Ministry of Civil Affairs. We asked officials who worked in these departments for 
parameters for what satellite data they might need.  We collected more than 200 re-
quirement descriptions were collected. Then we used a ground-up approach to con-
struct a template for future unseen queries based on their requirements.  It is based on 
this experiment that we found that time, location, domain task and satellite require-
ment are the basic elements of observation task, which we included in our template. 
These basic elements can be used to construct a data query or a satellite plan. There-
fore, we present a structured natural language template, which is defined as follows: 

 
 ObservationTask = { Time, Location, DomainTask, SatelliteRequirement } 

 
Time expresses when the task should be executed, eg., About 2003.8.21. 

Location expresses where the task covers with, e.g., southwest Montana. 

DomainTask describes a specific domain task, e.g., monitoring of wildfires. 
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SatelliteRequirement expresses the detailed description of image parameters and 
sensor parameters, e.g., MODIS. 

User could easily describe an observation tasks based on this template: 

" About 2003.8.21, monitoring of wildfires in southwest Montana, the sensor 
should be MODIS. " 

3.2 Knowledge Base 

Ontologies are used to model the domain knowledge, and organize the concepts and 
properties of time, spatial information, domain task and satellite. In order to recognize 
the entities in a user query, we collected vocabulary specific to four domains: forestry, 
agriculture, surveying and mapping, and disaster response. We collect terms, relation-
ships from Wikipedia4, WenkuBaidu5, terminological dictionaries and standards of 
each domain (such as ISO Standards for Geographic Information[8]), website of or-
ganizations and institutions (such as ISO/TC2116). Then we built a knowledge base 
with a time ontology, a location ontology, ontologies for our given task domains, a 
satellite ontology, task reasoning rules and spatiotemporal calculation rules. 

Ontologies in the Knowledge Base. Time information describes the time or duration 
of a user observation task (such as assess the wildfire’s area). Location describes the 
observation location of the task. Domain tasks indicate a specific task in a specific 
domain, satellite information is about satellite data to achieve observation task. There-
fore, we built four types of ontologies to model the requirement of observation task. 

 
Time Ontology: OWL-time is a temporal ontology that provides a vocabulary for 
expressing data on the topological relations between instants and intervals, together 
with the duration and date–time information [6].We adopt the OWL-time as a basis 
for the time ontology. Time ontology includes temporal terms (e.g., festival, season), 
temporal units (e.g., year, month, week, day), temporal qualifier (e.g., before, after). 
The Chinese temporal ontology is built in the study additionally, most of concepts 
refer to Time ontology in English. However, Mandarin has some special temporal 
concept, the concepts of the Chinese lunar calendar and the traditional solar term  
are added into the Chinese time ontology, which provide better support for the  
observation task described in Chinese. 

Location Ontology: We reference GeoNames Ontology7 and build the Location on-
tology. Location ontology is used to organize concepts of toponym, spatial relation-
ships, feature types, spatial range and so on, which consists of the geo-feature entity, 
geo-feature-type, and spatial relationship ontologies. The geo-feature entity ontology 

                                                           
4 https://www.wikipedia.org/ 
5 http://wenku.baidu.com/ 
6 http://www.isotc211.org/ 
7 http://www.geonames.org/ontology/ontology_v3.1.rdf 
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includes the place name, geocoding, feature type, and footprint. The geo-feature-type 
ontology is a classification ontology of the feature type. The spatial relationship on-
tology is built to describe the spatial relationship which defined in the DE-9IM model 
[3]. Toponyms in gazetteer are regarded as instances of Location Ontology. 

Domain Task Ontology: The vocabulary came from speaking with experts and noting 
keywords about tasks that might use the satellite data, terminological dictionaries and 
standards of domain. The inter-relations were made by hand with the help of domain 
experts. In this study, “task” refers to the observation task, especially for Earth obser-
vation task. Domain means application domain of Earth observation technology, dif-
ferent domain has different tasks, vocabularies, and concepts, building domain task 
ontology is a heavy work. The domain task ontology consists of observation object, 
observation action, object attribute, and their relations. 

Satellite Ontology: The vocabulary came from Wikipedia and some satellite websites. 
The inter-relations were also made by hand with the help of domain experts. Proper-
ties of Satellite Ontology include id, mission type, operator, reference system, regime, 
semi-major axis, eccentricity, period, epoch and so on. Satellite Ontology refer to 
Sensor Ontology and Satellite Data Ontology. Sensor Ontology describes specific 
properties of sensor, e.g. orbit, scan rate, swath. Satellite Data Ontology describes 
specific properties of data, e.g. spatial resolution, fabric width, band, and signal noise 
ratio. 

Reasoning Rules in the Knowledge Base. In addition to these ontologies, we use 
rules to find enough information in order to determine which satellite to call upon. 

Task Reasoning Rules: Many observation tasks described by natural language are 
incomplete.  If the query lacks satellite-related information, for example, it is hard to 
find satellite data. Therefore, we defined a variety of task requirements based on tem-
plate in several specific domains (disaster response, agriculture, surveying and map-
ping, forestry) and encode the reasoning in Semantic Web Rule Language. 8  For  
example, “monitoring of forest fire” is a typical observation task, which demands 
satellite data with a spatial resolution of less than 1000 meters and a near-infrared 
wave band. The rules can be expressed as follows: 

Monitoring of Forest fire (?task) → satelliteData(?x)∧hasSpatialResolution(?x,?y) 
^ swrlb:lessThan(?y,1000) ^hasBand(?x,?z) ^ bandName(?z,?bName)^ 
swrlb:stringEqualIgnoreCase(?bName,"Near Infrared") 

Spatiotemporal Calculation Rules: We also use rules to find a specific time and loca-
tion.  For example, we use spatial analysis calculation, spatial relationship calcula-
tion, coordinate transformation (WGS 84 is the first choice), time transformation, 
normalization of relative temporal expressions (e.g. today) and implicit temporal ex-
pressions (e.g. spring season) and so on. 

 

                                                           
8 http://www.w3.org/Submission/SWRL/ 
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We have found experimentally that our ontologies, reasoning rules, and gazetteer 
provide a sufficient resources to support Named Entities Recognition, normalization 
and inference of user queries in natural language. 

4 How Our Recognition Algorithm Works in Details 

The observation task described by natural language is processed by a rule-based algo-
rithm that recognizes keywords and named entities with the help of the knowledge 
base described in section 3.2. The way it works is that time entities, location entities, 
domain task entities, and satellite requirements are recognized. Then normalization 
and inference is used to gain deeper understanding of the user query.   
 
Algorithm. A Rule-based Recognition 
Input : User query Qi 
Output: R{Ti|Pi, Li|Ai, Si } 
1 for each Qi 
2       Named Entities Recognition(Qi) ; 
3  if (time entities exist and NumofTime == 2) then 
4   TemporalCalculation(T1,T2); 
5                                         Period of Pi, add Pi to R; 
6 else if (time entities exist and NumofTime == 1) then 
7   time normalization Ti; 
8                                        add Ti to R; 
9  if ( location entities exist and 6>NumofLocation>1) then 
10   SpatialCalculation (L1,L2...LNum); 
11   MBR of Ai; 
12    add Ai to R; 

13 else if (location entities exist and NumofLocation==1) then 
14   resolution Location Li; 
15                                       add Li to R; 
16 if domain task entities exist then 
17   task reasoning S'i; 
18               if satellite requirement exist then 
19   resolution satellite information S''i; 
20  Si= intersection(S'i,S''i) ; 
21  add Si to R; 
22 return R; 
         

 
The above is pseudocode for our algorithm.  The input to the algorithm is a user 

query or set of queries, Qi.  The output is set R, which includes normalization time Ti 

or a period of time Pi, geographical coordinates of Li or a minimum enclosing rectan-
gle of observation area Ai, satellite information Si which is a interaction result of task 
reasoning S'i and  satellite requirement S''i.  
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4.1 Expression Rules 

We inferred these rules based on collecting actual data from professionals in our do-
main fields.  We discovered four types of expression rules: for time, location, task 
and satellite parameters, then we defined these rules based on Backus–Naur Form. 
Each rule is explained below.   

Time. Time data divides into instants and intervals. The terms contain “Day,” 
“Month,” “Year,” “Christmas,” “August,” and so on. An example of an instant is 
2003-08-21 21:00, and an example of an interval is a month.  The qualifier for the 
time contains “before,” “after,” “between,” and so on. These vocabularies are used to 
describe time in the observation, e.g., “before August 21, 2003,” The expression rules 
of the temporal information are described as follows: 

Time Information::={Qualifier} + <Value> + [Month] + <Value> + [Day] 
+<Value>+  [Year].  

Location. “In the boundary between Montana and Idaho” and “in southwest Mon-
tana,” are examples of the location information in the observation task, which include 
toponym or spatial range, terms of spatial relationship and spatial direction. The ex-
pression rule of the spatial information resemble in the following, the Qualifier indi-
cates words that describe the position and direction, e.g., “in,” “at,” “between”. The 
Relationship indicates the spatial relationship terms, e.g., “across,” “intersect”. To-
ponym indicates terms such as “administrative division,” “river,” “mountain”, spatial 
range is another choice to describe a observation range.  

Location Information::= [Qualifier] + [Relationship] + {<Toponym>∣<Spatial 
Range> + [Qualifier]}.  

Task. Domain task information is the core of the observation task.  This is subdi-
vided into task actions (found in natural language in terms such as “monitoring” or 
“updating”), task aspect (found in natural language queries in terms such as “area,” or 
“desertification”), and task object (found in natural language in terms such as “wild-
fires,” or “digital terrain map”).  

Domain Task::=<Action> + {[Aspect]} + <Object>.  

Satellite Parameters. In the description of the observation task, users impose some 
restrictions on the satellite parameters (such as “the spatial resolution should be better 
than 10 m.”). Qualifier indicates the words that express comparison, such as “better 
than” or “equal.” Value indicates a quantifier to express the parameters, e.g., “5” or 
“five.” Unit is the unit of the parameters, e.g., “m” or “km.” 

Satellite Requirement::=[Satellite parameters] + {Qualifier} + <Value> + 
<Unit>.  

4.2 Normalization and Inference 

After we get the named entities of user query, in some cases we still cannot find  
suitable satellite data because we lack specific time, latitude and longitude, and/or 
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satellite information. Therefore, we execute normalization and inference based on the 
result of Named Entities Recognition. 

For example, the user input this query: 
"About 2003.8.21, monitoring of wildfires in southwest Montana, the sensor 
should be MODIS." 
After the Named Entities Recognition, the time entities, location entities, and do-

main task entities and satellite requirement are extracted based on expression rules 
and knowledge base. The intermediate result resembles the following: 

Time Entity: About 2003.8.21 
Location Entity: southwest Montana 
Domain Task Entity: monitoring of wildfires 
Satellite Requirement: MODIS 

Then in another step, which also called normalization and inference. It is used to 
transform the named entity to standard time information, spatial information, and 
satellite information, the result as following: 

Time information, which is described in a standard time representation: 
Start time: 2003-08-21T00:00:00, End time: 2003-08-21T24:00:00. 
Spatial information, southwest Montana is transformed to longitude and latitude by spatial 

calculation: 
Latitude: N45°01′57.39″~ N46°40′56.90″, Longitude: W107°12′01.38″~W111°45′38.87″. 
Satellite information, which is the intersection of task reasoning results and original satellite 

requirement, e.g., “monitoring of forest fire” is a typical observation task, which requires sensor 
with a spatial resolution of less than 1,000 m and a near-infrared wave band, and in this task, 
the MODIS sensor requirement is expressed definitely, which also satisfies the requirement of 
monitoring of forest fire. Therefore, the intersection result is: 

Satellite information: MODIS. 

5 Prototype System and Experiment 

5.1 Prototype System 

We developed a prototype system to test and verify this method of retrieving satellite 
data archived or in real time. The Web client of the prototype system is shown in 
Fig.2. A input field is on the top panel, we can input an observation task described by 
natural language into the field. After we run the processing function, the time,  
location, task entities and satellite requirement are extracted by Named Entities Rec-
ognition (NER), the result is shown in left panel. Then, we can get result of the  
normalization and inference, the normalization of temporal information, spatial coor-
dinates, the detailed satellite information are shown on the right panel. Then, we can 
invoke existing Sensor Web services based on the results to acquire satellite data. 
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Fig. 2. The web client of prototype system 

5.2 Evaluation 

We tested the ability of our system to retrieve satellite data based on natural language 
query. We used observation task queries in the domains of surveying, forestry, agri-
culture, disaster reduction. We collected 212 observation task keywords in Mandarin 
described by experts. Then the authors of this paper ourselves wrote 623 more sets of 
tasks with related, but not duplicate keywords. We had experts re-read the queries that 
the authors had written to verify their plausibility, and to modify the queries if neces-
sary. The break-down of queries by domain in the sample data set appears in Table1.  

We show four examples translated to English as follows: 

Sample query_1, from surveying and mapping domain:  2012,  producing Digital Line 
Graphic of Beijing Changping district, the scale of the product  is 1: 460000.   

Sample query_2, from forestry domain: In the autumn of 2011, wooded area investiga-
tion of Heilongjiang Province, resolution is not less than 10m.  

Sample query_3, from agriculture: 2011.06.21-2011.07.10，yield monitoring of spring 

wheat in the north.  

Sample query_4, from disaster response: On 2003/8/21, assess the wildfire’s area in 
northeast Idaho, the spatial resolution should be better than 10m. 

To evaluate, we randomly selected six groups queries (each group has 100 queries) 
from these domain samples. Then we gave both query and results to a group of ex-
perts in each domain to make a gold standard. Then we scored the recall and preci-
sion, with the results shown in Table 2.   

    Result of normalization  

  and inference 

Input query 

Result of NER 
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Table 1. Test samples statistics 

Domain 
Surveying and 

Mapping 

Forestry Agriculture Disaster Reduction 

#Sample queries 199 210 209 217 

 
We score results in terms of precision and recall:  

           Precision of NER =      

   

numbers of correct recognized query

numbers of recognized query
           (1) 

           Recall of NER =     

   

numbers of correct recognized query

numbers of query
                (2) 

If one of  the named entities in a query is not extracted, we judge the query is not 
recognized. For example, in Sample query_2, If "In the autumn of 2011" is not recog-
nized, despite "wooded area investigation, Heilongjiang Province, resolution is not 
less than 10m" are recognized correctly, this query is not recognized correct. This 
represents the first pass of the query through the system. However, this is sometimes 
insufficient because we lack specific time, latitude and longitude, and/or satellite in-
formation. Therefore, we score results of normalization and inference: 

Precision of normalization and inference =       

     

numbers of correct normalization and inference query

numbers of normalization and inference query  

(3) 

Recall of normalization and inference =       

    

numbers of correct normalization and inference query

numbers of correct recognized query

    (4) 

The precision and recall of normalization and inference is based on the results of 
NER, if one of the named entities is not normalized or reasoning correctly, we judge 
the query is not understood. For example, if we can't calculate the spatial range of 
Heilongjiang Province correctly, this query is not inference correctly, although we 
get the standard time and satellite specific information. 

Table 2. Precision and recall statistics 

 1 2 3 4 5 6 Average 
Precision of  NER 98.3 98.7 96.5 98.9 93.4 96.4 97.03 
Recall of NER 96.4 96.3 97.2 95.1 95.6 96.1 96.11 
Precision of normalization and inference 96.1 95.6 94.3 96.9 91.1 94.9 94.81 
Recall of normalization and inference 95.4 97.8 96.5 97.2 93.7 95.3 95.98 

 
 
The average precision and recall of NER is above 96%, because we utilize the a 

large knowledge base and variety expression rules, but a good result relies on the 
completeness of knowledge base and rules, we provide a function to add new know-
ledge and rules, to enhance the extendibility of our system. The average precision and 
recall ration of normalization and inference is also above 94%, assuming that results 
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from NER are correct. Therefore, our prototype system is promising for assisting in 
Earth observation applications. 

6 Related Work 

Our system is able to return satellite data to users based on their task domains, while 
comparable systems by the NASA and the ESRI Company return data only in direct 
response to user keywords.  Recall that the core of our research concerns how  
to bridge the technical parameters of satellite data with natural language queries  
from users who might be unfamiliar with satellite parameters. We break this into  
sub-parameters in order to review the literature.   

Location. Recognizing geospatial information in document files (for example, from 
txt, html, xml and doc) is an active research direction in the geo-spatial domain. Most 
studies focus on place name, also called toponym recognition. The recognition of 
toponyms based on Gazetteer [7] is a fundamental method.  Many NER approaches 
are used for toponym recognition, the approach that employs dictionaries and hand-
made rules is very popular [9]. The approach based on Machine Learning is another 
popular method for toponym recognition, including Maximum Entropy[1], Condi-
tional Random Field sequence models [4] and so on. A combination of rule-based 
method and Machine Learning is a new trend for toponym recognition [10, 5]. 

Location and Time. Some algorithms combine temporal and geographic information. 
Strötgen et al. use temporal and geographic information extracted from documents 
and recorded in temporal and geographic document profiles[15].  

Location, Time and Task. Events happen at a given place and time[11]. Most of the 
research focuses on identifying events from temporally-ordered streams of documents 
and organizes these documents according to the events they describe[17]. Our obser-
vation task is a special type of event, which is more closely linked to temporal and 
spatial information than other events.  

Research indicates that even state-of-the-art entity recognition systems are brittle, 
meaning that they are developed for one domain but do not typically perform well on 
other domains [13]. Therefore, research on entity recognition to acquire satellite data 
is significant. 

7 Conclusion 

In this study, we describe a novel method to acquire stored or real time satellite data 
via a natural language query based on existing SWE services. Based on users input, 
our algorithm uses Named Entities Recognition, normalization and inference to find 
relevant items in the satellite data. Our evaluation is based on our in-house prototype 
system which showed precision and recall. Open questions for future research include 
how to expand the reasoning rules that match between users input and ontologies of 
data automatically by machine learning. 
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Abstract. Value disparity is a widely known problem, that contributes
to poor data quality results and raises many issues in data integration
tasks. Value disparity, also known as column heterogeneity, occurs when
the same entity is represented by disparate values, often within the same
column in a database table. A first step in overcoming value disparity
is to identify the distinct segments. This is a highly challenging task
due to high number of features that define a particular segment as well
as the need to undertake value comparisons which can be exponential
in large databases. In this paper, we propose an efficient information
theoretical approach to value segmentation, namely EISA. EISA not only
reduces the number of the relevant features but also compresses the size
of the values to be segmented. We have applied our method on three
datasets with varying sizes. Our experimental evaluation of the method
demonstrates a high level of accuracy with reasonable efficiency.

Keywords: segmentation, attribute, data quality, data profiling, infor-
mation theory, large database.

1 Introduction

As the need to integrate data from multiple sources continues to grow, the dis-
parity of values, often within the same column in a table, is also on the increase.
Value disparity or column heterogeneity [8] is widely known problem that con-
tributes to several data quality and data integration issues.

Segmentation of the values is one way to overcome the value disparity problem.
This can be done by tagging the values with keywords, descriptions, or assigning
them to several categories. Each segment has its specific patten and these pat-
terns assist in understanding the data. Segmentation is also helpful in finding
outliers or noise in the data. Clustering similar values is a classical way to seg-
ment the data. There are also many other approaches such as CFD(conditional
functional dependency) [3] inferring, partitioning of a database horizontally [1]
and others, which have been used in value segmentation.

Dai et al. proposed the “column heterogeneity” problem in [8]. This problem
often arises when merging data from different sources. The example given in [8]

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 224–235, 2014.
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is that one application might use email addresses as the customer identifier while
another might use phone numbers for the same purpose. Given a heterogeneous
attribute, partitioning the values into several more homogeneous segments is a
natural solution to this problem.

Intuitively, there are two types of segment methods for the values in one at-
tribute: value-based and format-based segment. Table 1(a) is a concrete example
of attributes suitable for value-based segment. For this instance, a good seg-
mentation can be achieved by grouping the strings with common q-grams [20]
together. The attribute in table 1(b) is an instance suitable for format-based
segmentation. This table contains distinct transport stops of buses, trains and
boats. Stops coming from different companies are encoded in distinct formats.
In this case, clustering l1 and l2 (same format: “BT”+ number) into the same
segment is more reasonable than clustering l1 and l3 (common gram: “1213”)
together. This means that value-based segmentation does not suit to this case.
In this paper, our focus is limited to cases where value-based segmentation is
more suited.

Table 1. Examples for value-based and format-based segmentations

(a) E-mails

emails

l1 david@gmail.com

l2 mike@gmail.com

l3 anny@hotmail.com

l4 theresa@hotmail.com

(b) Stops

stops

l1 BT011213

l2 BT051708

l3 1213

l4 1708

l5 C12

l6 C17

In [12], Tishby et al. stipulate that good clustering should be informative
about the values they contain. This method is called information bottleneck.
With values being distributions over selected features, this approach recasts
clustering as the compression of the values into a compact representation which
preserves as much information as possible about the features. The mutual in-
formation between the clusters and features is a good indicator of information
preserved.

Based on information bottleneck, the problem setting in this paper is as fol-
lows: Given a set of values X whose size |X | is large and the number of segments
|T | � |X |(which is often the case in practical situations in large database). The
problem is to find a set of distinguishable features Y and identify a natural par-
tition T of X efficiently, meanwhile maintaining the mutual information between
T and Y (represented as I(T ;Y )) as large as possible.

Producing distinguishable Y is significant for reliable segmentation. For value-
based segmentation, intuitively, introducing more q-grams into features gives
more distinct information. For example, 1-gram is not enough to distinguish
“C12” and “C21”. But if we introduce 2-grams, they can be separated effec-
tively. However, when used for segmentation in large database, this extending
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has potential risks, such as the explosion of |Y | and the existence of noisy fea-
tures. As a matter of fact, there exists redundancy between features. Consider
table 1(a) as an example, every value has the same distribution on any gram
extracted from “mail.com”. Thus, we can keep one gram from “mail.com” in-
stead of all the grams. Due to the limited vocabulary, this kind of redundancy
is common. As a result, we apply a dimensionality reduction process on Y to
produce a more compact feature set.

The approach presented in this paper (namely EISA: An Efficient Informa-
tion Theoretical Approach to Value Segmentation in Large Database) is based
on the above principles. Once the compact features are produced, “Agglomer-
ative Information Bottleneck” algorithm [12] is applied on X to get a greedy
agglomerative clustering result. EISA records the related statistics for the clus-
ters and identifies a natural segmentation though the analysis of these statistics.
In this way, without being given the number of segments in advance, EISA iden-
tifies a natural segmentation. The computation cost of agglomerative algorithm
is high which is quadratic in |X |. In our experiments, we find that, even after
the reduction, |Y | is still on the scale of thousands for large databases. The cost
of inferring the distance between two clusters is still rather high. This makes the
computation cost of agglomerative method even higher. Due to this, EISA uses
scalable information bottleneck [10] to compress X . Then agglomerative method
is applied on the compressed set of values.

The main contributions of EISA are as follows:

1. EISA produces a highly distinguishable set of features.
2. EISA effectively reduces the number of the features.
3. EISA compresses the size of the values to be segmented significantly.
4. EISA identifies a natural segmentation for the values.
5. EISA facilitates data quality through improved value consistency.

The organization of this paper is as follows. Section 2 is a discussion about the
related work. The section 3 gives a detailed description of EISA. The subsequent
section evaluates the approach on several data sets. Lastly, summary and outlook
of the paper is presented.

2 Related Work

Many existing works focus on data analysis to facilitate data quality manage-
ment. Among all these works, clustering [8], inferring conditional functional
dependency (CFD) [3], information-theory-based tools [1] and labelling data
patterns [18] are the major existing approaches related to value segmentation.

A value-based clustering method(RICH) is applied in [8] during inferring the
heterogeneity of one column. It samples a small amount of data and divides them
into soft-clusters. Then the soft-cluster entropy is inferred as the heterogeneity
of this column. RICH represents sampled values in the attribute with weighted
distributions on the 1- and 2-grams of all the strings. Then, it loads all the
distributions into memory and clusters them based on an iterative optimization
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information bottleneck algorithm. RICH performs well in rapid identification of
column heterogeneity. However, if used for segmentation in large database, it
needs to introduce q-grams of larger length to facilitate the separation of the
values with similar components(i.e. ID and phone) and also give a good consid-
eration about the high computation cost. EISA uses similar model (q-grams) to
transform the values into distributions. Representing attributes as q-grams has
been shown useful in [8], [16], [18]. The q-gram distribution is proven to contain
information about the underlying topic and the semantic type of the data in
[13]. However, EISA produces more distinguishable feature set and applies more
efficient clustering method. On the other hand, EISA offers a natural solution to
the heterogeneity problem by segmenting the column into several homogeneous
partitions.

Conditional functional dependency [6], [7], [5], [3] binds semantically related
values by incorporating a pattern with these values. Fan et al. show how to
capture data inconsistencies based on CFD analysis [6], [3]. Discovering CFD is
an approach for segmentation. However, not all values are involved in CFD in
an attribute [6].

Information-theory-based tools quantifying information content has been quite
successful as a way of extracting structure from data [1], [15], [17]. Andritsos et
al. concentrate on discovering the database structure from large data sets[1].
They also use scalable information bottleneck to make the algorithm scalable.
But they model the data in a different way and have different application from
EISA.

There aremanywork on finding out patterns from data and labelling it[18,19,4].
Ahmadi et al. categorize the relational attributes based on their data type. They
identify the signatures indicating the semantic type of the data and the signatures
can subsequently be used for other applications, like clustering. The signatures can
be used in EISA as the label of the segmentations and also EISA is helpful in iden-
tifying these signatures. They complement each other.

3 Our Approach

3.1 Naive Solution

For value-based segmentation, intuitively, we use all the q-grams as the feature
Y . Then, we need to find out a proper information bottleneck algorithm. A
detailed introduction to the information bottleneck algorithms is beyond the
scope of this paper. What we merely point out is that its essential idea is to
minimize the function 1 given in [12].

F = I(T ;X)− β ∗ I(T ;Y ) (1)

I(T ;X) quantifies the compression and I(T ;Y ) is a measure of the quality of
the clustering. They are both maximized when T = X . β is the trade-off between
compression and quality. When β = 0, quality does not matter. On the other
hand, when β −→ ∞, compression does not matter. The constraint |T | � |X |
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in the setting of this paper implies a significant compression. In this case, we are
interested in maximizing the quality [12]. A direct way to achieve this is to take
β −→ ∞. Thus, agglomerative and sequential optimization algorithms [11] are
natural choices.

Sequential optimization algorithm requests a cardinality value k as an input.
In real world applications, the cardinality of an attribute is generally unknown.
However, in [1], by applying agglomerative method, a value of k corresponding
to a natural partition can be identified. So agglomerative method is the proper
clustering algorithm.

The computation cost of this naive solution is O(|Y ||X |2). When applied on
large database, it is highly expensive. Thus, EISA is proposed.

3.2 EISA

The work flow of EISA is illustrated as Figure 1.

Fig. 1. EISA work flow

EISA uses PCA [21] to reduce |Y |. To conquer the computation bottleneck in
agglomerative method, X is compressed. A scalable algorithm [10] is applied to
achieve such a compression. It reads the values one by one to construct a BTree-
similar tree, and during the process, it merges the values which are sufficiently
closed to each other. At the end, the leaves of the tree are the initial clusters.
The size of the leaves is much smaller than |X |. Then, agglomerative algorithm is
applied on these leaves to get smaller number of clusters. These clusters perform
as the seed cluster centroids and EISA reads all the values to assign them to one
of the seed cluster centroids.

3.3 Features Extraction

Features in this paper are extracted as the following steps:

1. Construct the set of all-length q-grams for all strings in X , denoted as Y .
2. Construct a matrix F whose rows are X and columns are Y , and the entry

mxy = f(x, y), where f(x, y) is the number of occurrences of y in x.
3. Conduct PCA on F , resulting in a matrix S.
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4. Normalize the matrix S so that the sum of all the entries is 1, and the result
matrix is denoted as M . Every entry in M denotes p(x, y).

5. With matrix M , p(x) and p(y|x) are inferred as equation 2 and 3.

p(x) =
∑
y

p(x, y) (2)

p(y|x) = p(x, y)

p(x)
(3)

3.4 Instances Compression

Infer DCFs. Scalable information bottleneck method [10] is applied in EISA to
implement this compression. The spirit of this method is just maintain sufficient
statistics instead of the whole clusters in the memory. These statistics are called
“distributional cluster features(DCF)”. In EISA, the DCF of a value x is defined
as equation 4. The DCF of the new merged cluster t̄ is denoted as equation 6.
p(t̄) is computed with equation 5. p(Y |t̄) is inferred with equation 7.

DCF (x) = (p(x), p(Y |x)) (4)

p(t̄) = p(ti) + p(tj) (5)

DCF (t̄) = (p(t̄), p(Y |t̄)) (6)

p(Y |t̄) = p(ti)

p(t̄)
p(Y |ti) +

p(tj)

p(t̄)
p(Y |tj) (7)

The distance between two clusters is measured by the information loss caused
by merging these two clusters. For instance, at step sn, two clusters ti and tj
are merged into t̄. The information loss caused by this merge is ΔI(ti, tj) =
I(Tn;Y )− I(Tn−1;Y ). Tishby et al. has shown that ΔI(ti, tj) has nothing to do
with other clusters other than ti and tj in [12]. It is inferred with the equation
8. d̄(ti, tj) is inferred using equation 9.

ΔI(ti, tj) = p(t̄) ∗ d̄(ti, tj) (8)

d̄(ti, tj) = JSΠ [p(Y |ti), p(Y |tj)] (9)

Construct Summary Tree. The values are read one by one to construct a
BTree-similar tree. Each read value x is converted into DCF (x). Then EISA
finds out the node A containing the closest DCF entry DCF (t) to DCF (x). If

ΔI(x, t) ≤ Φ I(X;Y )
|X| , x is merged into t. Otherwise, x is inserted into the node A

as a new cluster. Φ is a indicator of the compression of the summary tree.
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3.5 Values Segmentation

After the construction of the DCF tree, the leaf nodes hold the DCFs of an
initial clustering of X , denoted as Ti. |Ti| is much smaller than |X |. Then the
agglomerative method[12] is applied on Ti. It proceeds iteratively, reducing the
number of clusters by one in each step. At each iteration, two chosen clusters are
merged into one so that the information loss caused by this merge is minimum.

EISA picks a value kmax that is sufficiently large(for example, 200 clusters)
and applies agglomerative method on Ti to obtain kmax clusters denoted as
Tkmax , which is stored on the disk. During the agglomerative process, to avoid
the repeat computing, EISA computes the distances between every two clusters
only once. In the subsequent merge, EISA only updates the distances between
the new produced cluster and every other cluster.

With the cluster number k range from kmax to 1, EISA uses the statistics pro-
posed in [1] to identify k corresponding to natural segmentations. These statistics
includeΔI(T ;Y ) and ΔH(T |Y ). ΔI(T ;Y ) is an indicator of the rate of change
in the clustering quality and ΔH(T |Y ) captures the rate of change in dissimi-
larity across clusters. EISA infers ΔH(T |Y ) with Equation 10. H(T ) is inferred
by assigning a probability p(ti) to each cluster which is equal to the fraction of
the values it contains [14]. These two statistics are good signs to have a overview
about the information change in the clusterings.

H(T | Y ) = H(T )− I(T ;Y )

p(t) = p(ti) + p(tj)

⇓
ΔH(T | Y ) = ΔH(T )−ΔI(T ;Y )

= p(t) log p(t)− p(ti) log p(i)

− p(tj) log p(j)−ΔI(T ;Y )

(10)

At the end of agglomeration on Tkmax , the clusters T is produced. The next
thing to do is to scan the X again to assign every xεX to its closest cluster tεT .

3.6 Performance Analysis

The most related work for EISA is RICH in [8]. EISA prepares data in similar
way with RICH. Like the analysis in [8], the time spent on preparing the data
is negligible. The main time bottleneck of RICH is the iteration and its time
cost is O(N(2|X ||T ||Y |)) . N is the times of iterations. Without any knowledge
about the number of clusters, RICH sets |T | = |X |/2, which means that the
complexity of RICH is O(N |Y ||X |2).

In EISA, the main time cost is the feature reduction, sample compression and
agglomeration. PCA, as we know, is a mature algorithm and there are many
optimized and parallel computation implementations available. Agglomeration
is quadratic in |X |. If EISA compresses the |X | by n times, then the time cost of
agglomeration reduces to toriginal/n

2. Thus, we mainly focus on the performance
analysis of sample compression. As shown in [10], the cost of creating the DCF
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tree is O(|X |hB + UB2). B is a constant and it is the branching factor of the
tree. h is the height of the DCF tree and U is the number of non-leaf nodes. It
has been proved that scalable information bottleneck produces compact trees of
small height which means that both h and U are bounded.

4 Evaluation

4.1 Experiment Settings

We run the evaluation in the environment with Intel Xeon E5-2690 × 2 CPU ,
192GB memory, Windows Server 2008 R2 x64 platform.

4.2 Small Scale Experiments

We firstly run some experiments on two small scale datasets to evaluate the
effectiveness of EISA and its facilitation on data quality management.

Parameters. For PCA, we need to choose the proportion p of the sum of the
chosen latent value to the sum of all latent values. As the scale of the datasets is
small, we set p=1 which indicates no loss of the features. For the same reason,
Φ is set to 0 to achieve a non-compression on the instances. On the other hand,
from the analysis in [10], we know that B(the branching factor) just affects the
execution time in this construction and it does not significantly affect the quality
of the clustering. We set B = 8 in this experiment.

Datasets and Results. The following datasets are used in our evaluation:
•Integrated Dataset : To evaluate the ability of EISA in solving the “column het-

erogeneity” problem, we integrate four different types of data into one column. The
characteristic of these four types of data is similar to the dataset used in [8]. ID con-
tains 609 numeric values, PHONE is a collection of 453 telephone numbers which
contain the period as well. EMAIL is a set of 259 email addresses and CIRCUIT
contains 500 alphanumeric values. As we already know there are 4 natural segmen-
tations in this data set, we set k=4 in the experiment. In fact, from the figure 2(a)
and figure 2(b) , we find that when k is little smaller than 5 (k ≈ 4), the change
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Fig. 2. Identification of number of clusters
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of both statistics is steady. This means that the quality is not decreasing rapidly
and the dissimilarity between clusters is not increasing sharplywhich indicates that
k=4 is a proper selection. This provides proof of the reasonableness of choosing k in
EISA. EISA works well on this dataset since only two values mistaken-segmented.

Table 2. Segment result of e-mails

Segment ID & Description Examples

T1
The e-mails from the state of
North Carolina

dhsr.webmaster@ncmail.net
Debbie.Brantley@ncmail.net

T2
The only one with people’s
name in capital letters

THOMASCOLLINS@DHHMAIL
.DHH.STATE.LA.US.gov

T3
The e-mails from the state of
Colorado

dora ins seniorhealthstaff@state.co.us
cdphe.information@state.co.us

T4
The e-mail addresses contain
‘state’ and ‘us’ but no ‘co’

Delores.Pinkerton@medicaid.state.ar.us
comsumer.protection@tdi.state.tx.us

T5
The e-mail addresses contain
“health”

info@stratishealth.org
medicalfacilities@health.ok.gov

T6
The e-mails from the state of
Florida

infoctr@fdhc.state.fl.us
administration@doh.state.fl.us

T7
The e-mails from the ESRD
State Survey Agency

kmayo@nw7.esrd.net
info@nw6.esrd.net

T8
The e-mail addresses end with
‘.com’

mygeorgiacares@yahoo.com
kansashospices@gmail.com

T9
The e-mails from the
governments

insurance.shiip@arkansas.gov
eoa@doh.hawaii.gov

T10
The e-mails from the
organizations

helpline@akfinc.org
arpro.sjohnson@sdps.org

•Email in Medicare: This is a real-life data set abstracted from “medicareCon-
tact” [22]. As a result, we get 259 email addresses. Different from the “integrated
dataset”, nothing about segmentations on this set is known in advance. How-
ever, EISA finds that the email addresses can be segmented into 10 meaningful
segmentation as shown in table 2. The email addresses in one segment have
common q-grams and these grams are the characteristics for each segmentation.
According to the common q-grams, we give the description for each segmenta-
tion in table 2. Some email addresses belong to the same state while some others
belong to the same domain(“.gov” or “.com”). The description for each segment
shows that EISA is helpful in labelling data and facilitating CFD resolution.
T2 contains only one email address with all capital letters. This address can be
identified as exception or noise [2].

4.3 Large Scale Experiments

We choose a larger dataset “GOCARD” for this experiment. GOCARD data con-
tains six months passenger trip history in Brisbane TRANSlink company 1. The
Department of Transport andMain Roads collects a large amount of data through
the go card ticketing system. There are about 69 million records in this dataset.

1 http://translink.com.au/

http://translink.com.au/
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In this experiment, we choose the column of “Boarding Stop” as the object
to be segmented. There are 17773 distinct stops. After abstracting the q-grams
of these stops, we get 53666 distinct q-grams.

Parameters. For p during PCA, The relationship between p and |Y | is given
in figure 3(a). This figure shows that when |Y | approaches to 10000, p is almost
100%. This indicates that EISA produces a significant compression on Y . We
choose p = 90% resulting in |Y | reduced to 1731. In [10], when the compact rate
Φ is set to 1, the number of leaf entries becomes sufficiently small while obtaining
clusterings of exactly the same quality as for Φ = 0. Thus, we set Φ = 1.
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Fig. 3. Feature reduction and Snapshot

Performance Analysis. As EISA and RICH prepare data in a similar way and
the time spent in preparing data is negligible. We only concentrate on the time
cost of the remaining steps. From the analysis in [8], we know that if |X | = 200
and |Y | = 1100, the time cost of RICH per-iteration is about 5s. The main time
cost of RICH is O(N |Y ||X |2). Based on this , we can infer that RICH, used for
segmentation on this dataset, takes at least several days. Meanwhile, EISA only
takes less than 3 hours on the same dataset.The time consumed by EISA in each
step on different scales of datasets is given in Table 3.

Table 3. Time cost

Original size Compressed size Time cost

|X| |Y | |X| |Y | FR IC VS overall

17773 53666 2290 1731 7315 s 178 s 1789 s 9282 s

13000 48855 1620 1678 3964 s 135 s 870 s 4969 s

8000 41811 1107 1414 1654 s 67 s 343 s 2064 s

3000 28446 516 866 287 s 15 s 48 s 350 s

FR for feature reduction, IC for instance compress, VS for value segment
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Effectiveness. Asnapshot of these stops before segmenting is given in figure 3(b).
Even though we do not make p = 100% and Φ = 0, we can still get a reasonable
segmentation result on this data set as shown in Table 4. EISA finds many mean-
ingful segments, such as: the district stops, the stops at primary school, the railway
stations, stops at park, stops at school(other than primary school), the stops at the
cross between two streets(“Moore Rd App Roche Rd”) and so on.

Table 4. Result of segmentation on stops

Segment ID Samples

T1
Saturn Crescent - District Stop [BT010471]
District stop Ashridge Road [BT005394]

T2
Mary St At Birkdale Primary School [55536]
Trinity Lutheran Primary School [23391]

T3
Strathmore St (Bus Stop 92) [12562]
Moreton Bay Boys (Stop 63) [1313]

T4 Kenneth Street [29983], Kenneth Street - 36 [3010]

T5
Gympie North Railway Station [C169]
Riverview Railway Station [C115]

T6

Ridgewood Park [5858], Cash Park - 32 [2732]
Ridgewood Park” Ridgewood Road [BT005858]

T7 Harrys Road - 18 [BT001766], Swann Road - 28 [BT001684]

T8 Caboolture State School, Upper Mt Gravatt School - 43

T9
Karawatha St App Alfriston Dr [57004]
Moore Rd App Roche Rd [55924]

T10 C100, C154

T11
Southport Golf Club [23860]
Cannon Hill Shopping Centre - Zone F [BT005930]

5 Summary and Outlook

In this paper, we argue that segmenting one attribute in large databases is es-
sential for better understanding of data and data quality. To achieve this, we
design an effective and efficient approach EISA that allows an informative theo-
retical approach to value segmentation. We demonstrate that EISA can produce
an accurate value-based segment with reasonable efficiency. In the future, we
plan to introduce the format information and combine it with value information
to achieve a more comprehensive means of segmentation.
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Abstract. Recently, Wikipedia has become a very important resource
for computing semantic relatedness (SR) between entities. Several ap-
proaches have already been proposed to compute SR based on Wikipedia.
Most of the existing approaches use certain kinds of information in
Wikipedia (e.g. links, categories, and texts) and compute the SR by
empirically designed measures. We have observed that these approaches
produce very different results for the same entity pair in some cases.
Therefore, how to select appropriate features and measures to best ap-
proximate the human judgment on SR becomes a challenging problem. In
this paper, we propose a supervised learning approach for computing SR
between entities based on Wikipedia. Given two entities, our approach
first maps entities to articles in Wikipedia; then different kinds of fea-
tures of the mapped articles are extracted from Wikipedia, which are
then combined with different relatedness measures to produce nine raw
SR values of the entity pair. A supervised learning algorithm is proposed
to learn the optimal weights of different raw SR values. The final SR is
computed as the weighted average of raw SRs. Experiments on bench-
mark datasets show that our approach outperforms baseline methods.

Keywords: Semantic relatedness, Wikipedia, Supervised Learning.

1 Introduction

Computing semantic relatedness (SR) between terms is an important task for
many natural language processing applications, such as information retrieval [4],
word sense disambiguation [11] and entity linking [10,18] . Many approaches for
computing SR have been proposed in these years. Some approaches use statistical
analysis of large corpora to get SR between words; other approaches make use
of hand-crafted lexical resources for computing SR. However, both of these two
groups of approaches have their limitations. Corpora-based methods only use
collections of texts, which do not make any use of available structured knowledge,
and their results might be influenced by noise in the texts. The other group of
approaches utilize lexical resources such as WordNet [8], Roget’s Thesaurus [13];

� Corresponding author.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 236–246, 2014.
c© Springer International Publishing Switzerland 2014



Learning to Compute Semantic Relatedness Using Knowledge 237

but these resources are usually created by human experts and therefore usually
cover a small part of language lexicon.

Recently, lots of work has shown that Wikipedia can be used as the resource for
computing SR between words or text fragments. Wikipedia is one of the largest
online encyclopedias on the web, which contains more than 20 million articles
written in 285 languages by March 2013. Wikipedia contains large number of
hypertext pages that are interconnected by links. A page that has encyclopedic
information in it is called a Wikipedia article, or entry. Articles are the most
important elements of Wikipedia, each of them identifies a notable encyclopedic
topic and summarizes that topic comprehensively. Except article pages, there are
other meta pages which are used for administrative tasks, including Category
page, Statistic page and Help page, etc. Fig. 1 is an example of a Wikipedia
article page.

Fig. 1. The structure of a Wikipedia article

Different kinds of information in Wikipedia has been used for computing SR.
The category system of Wikipedia is used in [16,12], links among Wikipedia
articles are used in [17], links between articles and categories are used in [1].
Information of the same kind can also be used in different ways to compute the
SR. For example, inlinks of two articles are compared as two sets in [17], but they
are compared as two vectors in [5]. We have observed that different combination
of Wikipedia information and SR measures usually result in different SR results.
Table 1 shows the top 10 entities that have the highest relatedness with the
entities Mathmatics for three different SR measures based on articles’ inlinks,
including Inlink-DC (Dice Coefficient of inlinks), Inlink-GD (Google Distance
of inlinks), and Inlink-VB (Vector based distance of inlinks). Entities listed in
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each column in Table 1 are ranked in descending order of SR. It shows that
most the 10 entities have different ranks in three columns. Table 2 shows the top
10 most related articles Mathematics based on the the same SR measure Dice
Coefficient, but with three different kinds of Wikipedia information, including
the inlinks, outlinks and categories. It shows that using the same SR measure but
with different kinds of information will also generate different results. Therefore,
how to use different kinds of information in Wikipedia to accurately compute
SR between entities becomes a challenging problem.

Table 1. Top 10 most related articles with Mathematics based on inlinks

Inlink-DC Inlink-GD Inlink-VB

Physics Physics Physics
Mathematician Mathematician Mathematician
Chemistry Chemistry Topological space
Science Science Group (mathematics)
Biology Function (mathematics) Real number
Computer science Group (mathematics) Function (mathematics)
Philosophy Real number Vector space
Real number Topological space Chemistry
Astronomy Field (mathematics) Field (mathematics)
Function (mathematics) Complex number Science

Table 2. Top 10 most related articles with Mathematics based on dice coefficient

Inlink-DC Outlink-DC Category-DC

Physics Glossary of areas of mathe-
matics

Lemma (mathematics)

Mathematician Areas of mathematics Emphasis
Chemistry Outline of mathematics Micro-X-ray fluorescence
Science Philosophy of mathematics Philomath
Biology History of mathematics Skolem arithmetic
Computer science Pure mathematics Noology
Philosophy Mathematician Analytic
Real number Geometry Zone
Astronomy Axiom Logic
Function (mathematics) Number Formal science

In this paper, we propose a supervised learning approach for computing SR
between entities based on Wikipedia. Our approach uses articles’ inlinks, out-
links, and categories in Wikipedia, and employes three different SR measures to
compute raw SRs between entities. A supervised learning algorithm is proposed
to learn the weights of different raw SRs to get the final SR. We evaluate our
approach on three standard datasets, the results show that our approach can get
better results than the comparison approaches.
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The rest of this paper is organized as follows, Section 2 discusses some re-
lated work; Section 3 describes the proposed approach; Section 4 presents the
evaluation results and Section 5 concludes this work.

2 Related Work

There have been several approaches that compute SR based on Wikipedia.
Strube andPonzetto [16,12] firstly proposed to compute SRbased onWikipedia.

Their approach WikiRelate first maps the given words to Wikipedia pages, and
then hooks these pages to the category tree by extracting the categories the pages
belong to. The SR between the given words is computed by path-based measures
based on the category taxonomy.

Gabrilovich and Markovitch [5] proposed Explicit Semantic Analysis (ESA)
for computing SR. ESA first represents each Wikipedia concept as an attribute
vector of words that occur in the corresponding article, and assigns weights to
the words in vectors by using TF-IDF method [15]. For any given words or long
texts, ESA then represents them as weighted vectors of concepts based on the
words-concept associations in the former step. And ESA finally computes SR of
texts or words as the cosine distances between their vectors.

Milne and Witten [17] proposed a approach, Wikipedia Link-based Measure
(WLM), which computes SR using the hyperlink structure of Wikipedia instead
of its category hierarchy or textual content. Given two terms, WLM fist iden-
tifies the corresponding Wikipedia articles of them. Then it uses two measures
to compute the SR: the first measure represents each article as the vector of
weighted inlinks and then computes the cosine similarity between the vectors of
two articles; the second measure represents each article as a set of inlinks, and
then computes the Normalized Google Distance [3] between the feature sets of
two articles.

Hassan and Mihalcea [7] proposed to measure the SR of words by using their
concept-based profiles. A profile is constructed using the co-occurring salient
concepts found within a given window size in a very large corpus. A word is
defined by a set of concepts which share its context and are weighted by their
point-wise mutual information. To compute the SR, a modified cosine similarity
is computed between words’ profile vectors.

Yeh et al. [19] proposed to compute SR by using personalized PageRank on
a graph derived from Wikipedia. Their approach first converts Wikipedia into a
graph, and then maps the input texts into the graph. Random walks on the graph
based on Personalized PageRank are performed to obtain stationary distribu-
tions that characterize each text. And the SR between two texts is computed by
comparing their distributions.

Hassan and Mihalcea [6] also extended the ESA approach and proposed a
method for computing cross-lingual SR between words. By using the cross-lingual
links in Wikipedia, their method can compute the cosine similarity between ESA
concept vectors in different languages. Several modifications of ESA are also done
to improve the performance of their method.
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Chan et al. [2] solve a problem that words with comparatively low frequency
cannot always be well estimated based on ESA. They proposed a method for
using not only word frequency but also layout information in Wikipedia articles
by regression to better estimate the relevance of a word and a concept. Empirical
evaluation shows that on the low frequency words, this method achieves better
estimate of SR over ESA.

Table 3 summarizes the key features of the above approaches. Being differ-
ent from these approaches, our approach uses several different components of
Wikipedia article and several measures together; instead of empirical designed
measures, our approach use supervised learning algorithm to predict the SR.

Table 3. Semantic relatedness computing based on Wikipedia

Algorithm Measures Component Task

ESA [5] TF-IDF + Cosine
similarity

Textual content Word and Document
relatedness

WikiRelate [16] Path length, infor-
mation content, text
overlap

Category taxonomy Word relatedness

Milne et al. [10] Similarity of hyper-
links

Inlinks and Outlinks Word relatedness

Crosslingual ESA [6] TF-IDF + Cosine
similarity

Cross-lingual links Cross-lingual word
relatedness

Chan et al. [2] Regression Textual content and
layout information

Document related-
ness

Yeh et al. [19] PageRank Links structure Word and Document
relatedness

3 The Proposed Approach

In this section, we introduce our proposed approach. Given two entities, our
approach first maps them to the articles in Wikipedia; then it computes several
different raw SRs between the corresponding articles, and uses a supervised
learning algorithm to get the final SR.

3.1 Raw Semantic Relatednesses

Our approach utilizes 3 features of Wikipedia articles, which are then combined
with 3 different relatednesses measures to form 9 raw SRs.

Article Features. Here we first define three features of Wikipedia articles.

Definition 1. Outlinks. For a Wikipedia article a, the outlinks of a is the set
of articles Oa that a links to by hyperlinks.

Oa = {a1, a2, a3, . . . , am} (1)
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Definition 2. Inlinks. For a Wikipedia article a, the inlinks of a is the set of
articles Ia that link to a by hyperlinks.

Ia = {a′1, a′2, a′3, . . . , a′m} (2)

Definition 3. Categories. For a Wikipedia article a, the categories of a is the
set of categories Ca that that a belongs to.

Ca = {c1, c2, c3, . . . , cm} (3)

Relatedness Measures. Our approach uses 3 measures for computing SR.

Definition 4. Dice Coefficient. Given two feature sets A and B of two
Wikipedia article a and b, Dice Coefficient computes the relatedness of a and
b as

SDC(a, b) =
2|A ∩B|
|A|+ |B| (4)

Definition 5. Google Distance. Given two feature sets A and B of two
Wikipedia article a and b, Google Distance computes the SR of a and b as

SGD(a, b) = 1− log(max(|A|, |B|)) − log(|A ∩B|)
log(|W |)− log(min(|A|, |B|)) (5)

where W is the set of all articles in Wikipedia.

Definition 6. Vector-based Similarity. The vector-based similarity is calcu-
lated between the feature vectors of articles’ features. Before the similarity com-
putation, a virtual document is generated for the feature of each article. Then the
virtual document of each article is represented as a vector, where the elements
in the vector are weights assigned to the words in the virtual document using
TF-IDF method [15]. For a word i in an article’s virtual document j, the weight
of the word is computed as

ωij = tf ij · lg
N

dfi
(6)

where tf ij is the number of occurrences of i in j, dfi is the number of virtual
documents that contain i, and N is the total number of virtual documents. The
vector-based similarity between two article is computed as the cosine value be-
tween their virtual documents:

SV B(d, k) =

∑M
i=1 ωid · ωik√∑M

i=1 ωid
2 ·
√∑M

k=1 ωik
2

(7)

where M is the total number of distinct words in all of the virtual documents.

Raw Semantic Relatedness. Based on the above features and relatedness
measures, 9 different raw SRs are computed for each pair of entities. These raw
SRs are outlined in Table 4.
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Table 4. Raw semantic relatednesses

Raw SR Feature Measure

SR1 Inlinks Dice Coefficient

SR2 Outlinks Dice Coefficient

SR3 Categories Dice Coefficient

SR4 Inlinks Google Distance

SR5 Outlinks Google Distance

SR6 Categories Google Distance

SR7 Inlinks Vector-based Similarity

SR8 Outlinks Vector-based Similarity

SR9 Categories Vector-based Similarity

3.2 Learning to Compute Relatednesses

To get the final SR, our approach computes the weighted sum of 9 raw SRs
between two articles by the following function:

R(a, b) =

∑9
i=1 ωi · SRi(a, b)∑9

i=1 ωi

(8)

One challenge problem here is how to determine the proper weights ωi, (i =
0, ..., 9) for each raw SR. We propose a supervised learning algorithm to learn
the optimum weights. The goal of learning algorithm is to make the predicted
SR to be close to human judgement as much as possible.

In order to learn the weights of different raw SRs, training data need to be
built by human experts. Instead of asking people to decide the SR values of
given entity pairs, we ask human experts to tell whether a given entity e1 is
more related to a referent entity e2 than another reference entity e3. Because we
think it is natural and easy for people to answer such kind of questions. After
collecting a number of the answers, we are able to build a training dataset D
that consists of triples in the form of tj = 〈ej1, ej2, ej3〉, (j = 1, ...,m); here tj
indicates SR(ej1, ej2) > SR(ej1, ej3).

Given training dataset D = {〈ej1, ej2, ej3〉}mj=1, our algorithm learns the
weights to ensure

ω · (SR(ej1, ej2)− SR(ej1, ej3)) > 0, (9)

where ω = 〈ω1, ..., ω9〉 and SR(·) = 〈SR1(·), ..., SR9(·)〉. If we define the proba-
bility of R(ej1, ej2) > R(ej1, ej3) as

P (R(ej1, ej2) > R(ej1, ej3)) =
1

1 + e−ω·(SR(ej1,ej2)−SR(ej1,ej3))
, (10)

then for each triple tj=〈ej1, ej2, ej3〉 inD, we have P (R(ej1, ej2) > R(ej1, ej3)) >
0.5 and P (R(ej1, ej3) > R(ej1, ej2)) < 0.5.

In this case, the weights ω can be determined by the MLE (maximum like-
lihood estimation) technique for logistic regression. We generate a new dataset
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D
′
= {(xj , yj)}mj=1 based on D to train a logistic regression model; xj is the in-

put vector and yj represents the class label (positive or negative). For each triple
tj = 〈ej1, ej2, ej3〉, a positive example (SR(ej1, ej2)−SR(ej1, ej3), positive) and
a negative example (SR(ej1, ej3) − SR(ej1, ej2), negative) is generated. After

a logistic regression model is trained on D
′
, the learned weights ω∗ is used to

compute the SR by formula (8).

4 Experiments

We implemented our proposed approach based on the English Wikipedia data
that is archived in August 2012. After parsing the Wikipedia XML dump and
removing redirect pages, we obtained 7.5 GB of text in 4 million concept pages
and 889,527 category pages. Each article linked to 19.262 articles and be linked
from 16.914 articles on average.

4.1 Datasets

We evaluated our proposed approach on three datasets of entity pairs and man-
ually defined SR, Table 5 shows the detail information of these datasets.

Table 5. Evaluation datasets

Dataset Year Pairs Scores Subjects

M&C30 1991 30 [0,4] 38

R&G65 1965 65 [0,4] 51

Fin353 2002 353 [0,10] 13/16

M&C30. Miller and Charles [9] replicated the experiment with 38 test sub-
jects judging on a subset of 30 pairs called M&C30 taken from the original 65
pairs (i.e. R&G65). We argue that evaluations restricted to those datasets were
limited with respect to the number of word pairs involved, the parts of speech
of word pairs, approaches to select word pairs (manual vs. automatic, analytic
vs. corpus based), and the kinds of semantic relations that hold between word
pairs. However, an evaluation involving the aspects described above is crucial to
understand the properties of a specific measure. A significant evaluation of SR
measures requires a higher number of word pairs such as the next datasets.

R&G65. Rubenstein and Goodenough [14] obtained similarity judgments from
51 test subjects on 65 noun pairs written on paper cards. These noun pairs range
from the high synonyms to the irrelevant words on semantics. Test subjects were
instructed to order the cards according to the similarity of meaning and then
assign a continuous similarity value [0,4] to each card, where 0 represents the fact
that two words art not related, and 4 indicates that both are synonymous. The
final dataset called R&G65 contains 65 English noun pairs, which is commonly
used for semantic computation.
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Fin353. Finkelstein et al. [4] created a larger dataset for English called Fin353,
which is a significant famous manual dataset of SR containing 353 word pairs
including also the 30 word pairs from M&C30. To assess word relatedness, we use
the Fin353 benchmark dataset, available online, which contains 353 word pairs.
Each pair was judged, on average, by 13-16 human annotators. This dataset, to
the best of our knowledge, is the largest publicly available collection of this kind,
which is used by the most works (detailed in related works paragraph) in their
evaluation.

4.2 Evaluation Metric

We evaluated performance by taking the Pearson product-moment correlation
coefficient between the relatedness measure scores and the corresponding human
judgments. It is computed as:

ρr(X,Y ) =
n
∑

xiyi −
∑

xi
∑

yi√
n
∑

xi2 − (
∑

xi)2 ·
√
n
∑

yi2 − (
∑

yi)2
(11)

whereX = {xi}Ni=1 and Y = {yi}Ni=1. Here we consider the computed SRs as one

variable X and the relatedness in the evaluation dataset as another variable Y ,
and then compute their correlation. High correlation indicates that the computed
SRs are closed to the relatedness defined by humans.

4.3 Results Comparison

Table 6 shows the experimental results of our approach and five comparison
approaches. The results of comparison approaches were reported in already pub-
lished papers, we compare the results of our approach with these ones. It shows
that our approach achieves the best results on all the three datasets. Our ap-
proach outperforms the second best approaches on three datasets by 0.18, 0.13
and 0.03 respectively. It is obvious that combining different features and relat-
edness measures by supervised learning algorithm can improve the accuracy of
computed SRs.

Table 6. Comparison of experimental results (Pearson correlation)

Approach
Data set

M&C30 R&G65 Fin353

WikiRelate (Path) [16] 0.40 0.49 0.47

WikiRelate (Content) [16] 0.23 0.31 0.37

WikiRelate (Overlap) [16] 0.46 0.46 0.20

Milne et al. [10] 0.70 0.64 0.69

Yeh et al. [19] 0.56 / 0.49

Proposed approach 0.88 0.77 0.72



Learning to Compute Semantic Relatedness Using Knowledge 245

5 Conclusion and Future Work

In this paper, we propose a supervised learning approach for computing SR
between entities based on Wikipedia. Our approach first maps entities to articles
in Wikipedia, and then computes 9 different raw SRs between them. A learning
model based on logistic regression is used to obtain the optimal weights for each
raw SR, and the final SR is computed as the weighted average of 9 original ones.
The experimental results show that our approach can accurately predict the SR,
and it performs better than the comparison approaches.

Currently, computing SR between entities in one language is widely studied,
but the problem of computing cross-lingual SR has not been well solved. There-
fore, we want to extend our approach to the cross-lingual domain to compute
cross-lingual SR based on Wikipedia in the future work.
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Abstract. Conditional functional dependency (CFD) on a relation schema is an 
important technique of data consistency analysis. However, huge number of 
CFD rules will lead to lower the efficiency of data cleaning. Thus, we hope to 
reduce the number of rules by raising support degree of CFD. As a result, some 
crucial rules may be discarded and the accuracy of data cleaning will be 
decreasesd. Hence, in this paper, we present a new type of rules which 
combines the condition values. Using the rules, we can reduce the number of 
CFD rules and maintain the accuracy of data cleaning. We also propose 1) a 2-
process search strategy to discover the combined condition rules, 2) the method 
of combining the CFD rules by combining the inconflict values and 3) pruning 
method to improve efficiency of the search. Finally, Our experiments show the 
efficiency and effectiveness of our solution. 

Keywords: conditional functional dependency, discovering rules, search 
strategy. 

1 Introduction 

Data consistency analysis is one of the central issues in connection with data quality 
[1]. Functional dependency (FD) [2] and conditional functional dependency (CFD) 
[3] are the suitable techniques for data consistency analysis. FD rules can be used to 
detect data inconsistency rapidly. But the FDs are inadequate and the result of data 
cleaning doesn’t meet our demands. Owing to this, we use CFDs to promote the re-
sult. By restricting the values of conditional attributes, CFDs make better results than 
FDs. However, the huge number of CFDs also reduce the efficiency of data cleaning. 
Normally, similar to approximate FD, we set the threshold for CFD rules and reduce 
the number of CFDs by raising the threshold. Consequently, some crucial rules are 
also discarded just because they are below the threshold. Aiming to use the fewest 
rules and maintain the crucial rules, we combine condition values to replace several 
rules by one. 

Example 1. Table 1 shows a relation schema  with records from the 1994 US 
Adult Census database [4] that contains education level(Edu), education number(EN), 
marital status(MS), family relationship(Rel), race(Race), gender(Gen) and native 
country(NC). And Fig.1 shows some business rules over . 
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Table 1. Records from 1994 US Adult Census Database 

 Edu EN MS Rel Race Gen NC 
t1 Doctorate 16 Married-civ-spouse Husband Asian-Pac-Island Male China 
t2 Masters 14 Married-civ-spouse Husband Asian-Pac-Island Male China 
t3 Masters 14 Separated Not-in-family Asian-Pac-Island Male China 
t4 HS-grad 9 Married-civ-spouse Wife Asian-Pac-Island Female China 
t5 HS-grad 9 Divorced Unmarried Black Female US 
t6 Masters 14 Married-civ-spouse Husband White Male US 
t7 Some-college 10 Married-civ-spouse Husband Black Male Jamai-
t8 Some-college 10 Married-AF- Husband Black Male Jamai-
t9 Masters 14 Never-married Own-child Black Female Jamai-

 :  Edu   EN  :  MS "Married‐civ‐spouse"  Gen "_"   Rel "_"  :  MS "Married‐AF‐spouse"  Gen "_"   Rel "_"  

Fig. 1. Business Rules over  

Here,  shows that if any two people have the same education level, their educa-
tion number must be the same.   is a FD.  shows that a person’s  married status 
is Married-civ-spouse (married in law and live together), on condition that, his gender 
can determine his family relationship. If his gender is male, then he must be husband. 
Otherwise, her gender is female, then she must be wife.  is similar to . Specially, 
a person’s married status is either Married-civ-spouse or Married-AF-spouse, as long 
as he is married, his gender can determine his family relationship. Therefore, we can 
combine the two conditional values into a rule as :  MS "Married‐civ‐spouse, Married‐AF‐spouse"  Gen "_"   Rel "_"  

In the comparison of the number of tuples affected by the rules,  affects all 
tuples over .   affects five tuples , , , , .  only affects one tuple .  
affects six tuples , , , , , . The number of tuples affected by combined rules is 
more than that affected by CFD rules. 

When we detect the consistency of tuples on MS, Gen and Rel, we use  and . 
We need two rules. But if we use the combined values rule , we just only need one 
rule. And the results of detection are the same. 

When the threshold of the number of tuples is 5,  and  will be rejected and 
the accuracy of detection will be reduced. Nevertheless, the relationship between MS, 
Gen and Rel is valid in real life and shouldn’t be discarded. Otherwise,  can be 
remained and accuracy of detection will also be maintianed.  

We aim to discover rules such as  which replaces several rules by one. Howev-
er, not all the rules can be combined. Given a rule as  :  MS "Divorced"  Gen "_"   Rel "_"  

We can’t add “Disvorced”  to . For MS="Married-civ-spouse, Married-AF-
spouse, Divorced", if one’s Gen is Female, her Rel may be either wife or unmarried. 
It causes inconsistency.  
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Especially, in this paper, we focus on the following three challenges. 1) What 
structures will be proposed to express combined value rules. 2) Which of the condi-
tion values can be combined and how to combine. 3) The search space for CFD is 2 | |

, where |N| is the number of attributes. Hence, an efficient algorithm is necessary 
to decrease the time cost of discovering rules.   

In this paper, we make contributions as follow. 1) We present the definition of 
CCFD which combines some condition values and give the definition of discovering 
CCFD. 2) We propose a method of discovering CCFD rules. Firstly, we propose a 2-
process search strategy. Then we discover condition values as the candidates. Second-
ly, we propose an approach to combine the candidates to build CCFD rules.  Lastly, 
we prune the search space via the valid rules that can reduce the computation cost. 3) 
Our experiment shows the efficiency and effectiveness of our solution. 

This paper is organized as follow. We introduce the related work in Section 2. 
Then we present the definition of CCFD and problem statement in Section 3. Next we 
give out the method of discovering CCFD rules in Section 4. Algorithm for the me-
thod will be proposed in Section 5. The experiments are showed in Section 6. And we 
draw a conclusion in Section 7. 

2 Related Works 

Our work finds similarities to three main lines of work: functional dependency dis-
covery, conditional functional dependencies, and association rule mining. 

Functional dependency (FD) discovery involves mining for all dependencies that 
hold over a relation, including discovery of functional [2, 5, 6], multi-valued [6] and 
approximate [2] functional dependencies. Conditional functional dependencies, are a 
form of constrained functional dependencies (introduced by Maher [3]), extending 
Armstrong's axioms to present a (minimal) set of inference rules for CFDs [3, 8]. 
CFD rules can be discovered by using lattice rapidly [9, 10]. Association rule mining 
(ARM) focuses on identifying relationships among a set of items in a database. Large 
item sets that satisfy minimum support and confidence thresholds are most interesting 
[11]. And FD is considered as special CFD because it contains all condition values. 

Our work is to discover the rules between FDs and CFDs. By combining the condi-
tion values, the rules not only reflect on the association of attributes in certain condi-
tion like CFDs, but also contain several condition values. 

3 Quality Rules 

In this section, we review FD and CFD, present 1) the definition of the condition -
combined functional dependencies, and 2) problem statement. 
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3.1 Preliminaries 

Given a relation schema R, all of the attributes set over R is attr(R) and domain of 
attribute A is dom(A). 

FD. A FD  over R can be expressed X A, where X ⊆ attr(R), A ∈ attr(R).  is 
valid over R if for all pairs of tuples t,u ∈R. We have: if t[B]=u[B] for all B ∈ X, then 
t[A]=u[A]. 

CFD. A CFD  over R is a pair (X A,tp), where 1) X ⊆ attr(R), A ∈ attr(R). 2) X A 
is a standard FD, referred to as the FD embedded in , and 3) tp is a pattern tuple 
with attributes in X and A, where for each B in X A, tp[B] is either a constant "a" in 
dom(B), or an unnamed variable "_" that draws values from dom(B). We denote X as 
LHS( ) and A as RHS( ). 

3.2 Condition-Combined Functional Dependencies 

CCFD. A CCFD  over R is defined by :(C|Y A,Sc), where 1) C is the condition-
al attribute sets, Y is the variable attribute sets, C and Y are separated by "|", C, Y  
attr(R) and C Y= .  C  Y is denoted as the LHS( ), single attribute  is denoted as 
the RHS( ). 2) Y A is a standard FD. 3) We denote a condition value of C by Ci, a 
combined conditional value set by Sci and Ci ∈ Sci. Sc is the set of Sci. 
 
Example 2. For CCFD  in example 1 can be expressed as : MS|GenRel, "Married‐civ‐spouse，Married‐AF‐spouse" . Sc1 = "Married‐civ‐spouse, 
Married‐AF‐spouse". Here, Sc contains only one element Sc1. 

LHS( ) of CFD can be seemed to consist of conditional attribute sets C and varia-
ble attribute sets Y. 

A CCFD :(C|Y A,Sc) is valid if and only if for and all pairs of tuples t,u ∈ , if 
t[C],u[C] ∈  in , t[Y]=u[Y], then t[A]=u[A]. An instance I of R satisfying the 
CCFD  is denoted as , otherwise as .  is CCFDs set. I satisfying  is 
denote as . Any two Ci and Cj (i j), under condition of Ci  Cj, if Y A is va-
lid, we say that Ci and Cj are inconflict, otherwise Ci and Cj are conflict. 

Specially, if |Sci|=| |, then CCFD is a FD, where |Sci| is the number of different 
condition values in Sci, | | is the number of different values in attribute C. 

3.3 Problem Statement 

We define support degree of Sci of CCFD  as sup( ). The rules discovering of 
CCFD is expressed as, given a relation schema R and a threshold , we need to find 
minimal CCFD set  over R and for each CCFD  in , each sup( ) > .  

For a certain CCFD , attributes sets C, Y, A and condition values Ci are specified. 
To find minimal  is to find minimal . The problem is how can we combine Ci into 
Sci, making sure we can use the fewest Sci which contains the most Ci. As the same 
time, we also ensure each sup( ) >  and  can not be derived by other rules. To 
find Sci is maximum clique problem which is proven as NP-complete. 
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For instance I, a CCFD : (C|Y A,Sc) is minimal that is 1) I  :(C|Y’ A,Sc) 
where C’ Y’=C Y, C’ C. 2) I  ’: (C | Y’ A,Sc) where Y’ Y. 3) I’: (C | Y A,Sc’) where Sc ⊆ Sc’. 4) I ’: (C |Y A,Sc’) where   |Sc| |Sc’| and |   | |   | where |Sc| is the number of Sci in Sc and |   | 
is the number of different  in , there dose not exist ’ having fewer |Sc| than . 

Through the experiment, we can get a suitable threshold  for a certain dataset. 

4 Search Strategy 

The discovering of CCFDs is based on CFDs. We find CFDs and classify CFDs as 
candidates by condition values in 2-process search space. Then we combine the 
inconflict values to build a CCFD and prune the space. 

4.1 2-process Search Space 

In order to find the minimal nontrivial CCFDs, we propose a 2-process method de-
noted by CCFDfinder. The 1st process is denoted by FD classification. In FD classi-
fication, according to the number of attributes, we divide FD  whose LHS( ) has 
the same number of attributes into the same level. If the number of LHS( ) is i, then 

 is in the level i. The 2nd process is denoted by condition classification. Condition 
classification is similar to FD classification. According to the number of conditional 
attributes, we divide CFDs  into layers.  
 
 

Φ

         

/BCD‐>A

B/CD‐>A C/BD‐>A D/BC‐>A

BC/D‐>A BD/C‐>A CD/B‐>A

BCD/‐>A  
 

          Fig. 2. FD Classification              Fig. 3. Condition Classification 
 

FD classification is the same as TANE[2] as Fig.2. We execute FD classification 
via lattice. Each edge is a process of search, the former vertex is LHS( ) and the latter 
vertex is RHS( ). For example, edge(ABC, ABCD) represents FD : ABC D. 

If FD  is not valid, we will execute condition classification as Fig.3. We classify 
 into different layers via lattice. For example, if BCD  is not valid. We will 

search in B|CD , C|BD , D|BC  till BCD| . 
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4.2 Condition Values Combination 

To find the minimal CCFDs is NP-complete, we present a heuristic method. We con-
sider the valid CFDs condition values as candidates. We define the ratio by  /| |,  where  is the number of tuples affected by CFD , | | is the number of different values in Y. We compute all  and greedily 
combine Ci with the largest  into Sci if Ci is inconflict with any Cj in Sci. Then 
we delete Ci from candidates. If none else can be combined into Sci and sup( ) > 

, a Sci is obtained. If sup( ) < , we combine the Ci in the former Sci till 
sup( )> . We implement the process till no one can be combined. 

Example 3. We use the relation schema  and rules in example 1. We add new 
rules: :  MS ”Separated”  Gen ”_”   Rel "_"  :  MS "Never married"  Gen "_"   Rel "_"  

For ψ  :(MS|Gen Rel, Sc , Ci in , , , and   are candidates.  = 

2.5，  =  =  =  =1，Sc={“Married-civ-spouse, Married-AF-  

spouse", "Divorced, Separated", "Never‐married"}. 

Specially, if |C|=|LHS( )|, then all Ci in C are inconflict. 

4.3 Pruning Method 

CCFDfinder works in the lattice until the minimal CCFDs are found. A CCFD  is 
minimal is that  can not be derived by any other of the valid CCFDs. We use the 
following methods to ensure minimal and prune the search space. 
 
Lemma 2. If  :  (C | Y A,Sc) is valid, C ⊆ C  and C Y ⊆ C Y , then ： 
(C |Y A,Sc) is valid. 

The rules can be derived by the rules in the former level or in the same level but 
not the same layer.  

 
Lemma 3. If :(C|Y A,Sc) is valid, C ⊆ C , and A Y ⊆ Y , then   :(C |Y X,Sc) 
is not minimal. 

If a valid CCFD exists in C  |Y  of , whether  is valid that can be derived by 
rules in former level. Specially, if only such CCFD  exists, no matter what attribute 
in the RHS( ),  is not minimal. For example, whether : MS,Race| 
Gen,Rel,NC X, Sc) is valid that is equal to whether : MS,Race|Gen,NC X,Sc) 
is valid. So  is not minimal. 

 
Lemma 4. If :( C|Y A,Sc) and :(C |A B,Sc ) are valid, C ⊆ C , Sc ⊆ Sc  , then :( C|Y B,Sc) is valid. 

We only consider the nontrivial CCFDs which have single attribute in RHS( ). 
Hence, the quantity of Y in  is 1. According to Armstrong theorem, rules can be 
derived by delivering of other rules.  
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The lemmas above are helping finding minimal CCFDs. We only need to test  
with Ci  Sc. 

Especially, if CFD  :(C|Y A,tp) is valid, :(C|Y A,tp )is valid and tp tp  
=dom(C). No Ci exists when we test C|Y Y A. We define pruning rules (PRs) 
by :(C|Y  . PRs can be only used to prune the search space but not detect data 
consistency like FDs. When we use PRs to prune the search space in the former lem-
mas, what only we need to know is attributes of , we do not need to know the condi-
tion values at all. 

Example 4. We use CFDs , , , and   in example 2. tp( )=dom(MS). 
Then we have PRs :(MS|Gen) Rel. In fact, FD : MS,Gen Rel is not valid. 

5 Algorithm for the Rules Discovering 

In this section, we will show the algorithm 2-processs search strategy. Algorithm 
combineCCFD describes how to combine the condition values. 

5.1 2-process Search Strategy 

Our algorithm uses 2-process search strategy to discover the candidates. 1st-process is 
used to divide FDs into levels, 2nd-process is used to divide CFDs into layers. The 
process of 1st-process is shown in algorithm CCFDfinder. 
 

Algorithm 1. CCFDfinder 
Input： relation schema R and threshold  
Output：minimal non-trivial CCFDs that hold over R 

1 FDr, CFDr=null, prune(FDr)=null 
2 for i=0 to |attr(R)|‐1 do 
3   for each A in attr(R) do  
4     for each X in subset(R/(A  prune(FDr)), i) do   
5        If(|X|=|XUA|) then FDr=FDr , prune(FDr) 
6        Else CFDfinder(X, A, FDr, ) 
7 return CCFDr 

 

Step2-4 shows that the FDs are divided into different levels according to LHS  
and RHS( ). In the dividing process, we also prune the search space. Step5 shows 
that if FD X  is valid, then prune(FDr) computes the space need to prune. Other-
wise, we start 2nd-process by using CFDfinder to layer the FD. 

 
Algorithm 2. CFDfinder(X, A, FDr, )

1 CCFDr=null 
2 for j=i‐1 to 0 do 
3   for each Y in subset(X/cprune( , ), j) do 
4     C=X/Y U clprune(CFDr), / Dr, , CFDset=null 
5     for each  in  do  
6       If(|Y|=|YUA|) then CFDr=CFDr U { /Y A}, CFDset=CFDset U { /Y A},  

         cprune(FDr,CFDr)      
7       clprune(CFDr) 
8     return CCFDr=CCFDr  Combine CCFD(CFDset, C, Y, A,  
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Step2-4 shows that we will separate C and Y and divide FD into different layers. 
We also do pruning in the layering process. In step 3, we use lemma 4. In step 4, we 
use lemma 2 and 3. Then we get the condition values need to test. Step5-6 shows that 
if CFD  is valid when C = Ci, then Ci becomes a candidate and cprune(FDr,CFDr) 
computes the space need to prune and clprune(CFDr) will compute the PRs. When we 
get all candidates, we use CombineCCFD to combine the condition values. 

5.2 Heuristic Algorithm of Combining Condition Values 

We present a heuristic algorithm CombineCCFD to combine the candidates. The 
process of combining is shown in algorithm CombineCCFD. 
 

Algorithm 3. CombineCCFD(CFDset, C, Y, A, ) 
1 for each Cm in CFDset do 
2   Compute the ratio of Cm, sort Cm by the ratio into CS 
3 for each cs in CS and not in Sc do 
4   If(inconflict(cs, Sci)) then Sci=Sci U cs 
5    If(sup( )> ) then Sc=Sc U Sci 
6    Else if(inconflict(cs’ in Sc, )) then Sci=Sci U cs’ till sup( )> , Sc=Sc U Sci, i=i+1 
7    If(sup( )<  && conflict(cs’ in Sc, Sci)) then Sci=Sci U cs’ till sup( )> ,  

Sc=Sc U Sci, i=i+1 
8 return CCFD with Sc 

 
Step1-2 shows that we sort the valid condition values. Step4-6 shows that a few 

condition values can be combined into Sci. If sup( ) < , then we select the condi-
tion value which has been combined to combine till sup( ) > . Step 7 shows that 
if a condition value can not be combined int Sci and sup( ) < , then we consider 
the conditional values which have been combined. Inconflict(cs,Sci) is used to test 
whether cs is conflict with the values in Sci.  

Furthermore, the complexity of CombineCCFD is O( ), where n is number of va-
lid values in CFDset. If the sup( ) of CFD  with one values-pair is above , 
then we use  alone to clean the data. 

6 Experiment Study 

We next present an experimental study of discovering CCFD rules. Using real-life 
data, we evaluated 1) the effectiveness of CCFDs discovering algorithm, 2) the scala-
bility of our algorithms, 3) the efficiency of data cleaning using CCFDs, 4) the result 
of data cleaning affected by threshold. 

6.1 Experimental Setting 

We used 2 real-life data sets. (1) Adults data was from the UCI Machine Learning 
Repository[3] and contained 32561 records of US citizens with 15 attributes, which 
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described attributes related to their salary. (2) The Census-Income dataset[3] contains 
300K tuples with 347 domain values. 

Dirty datasets were produced by introducing noise to data from Adults. Noise ratio 
noi% is the ratio of number of noise tuples and the total number of tuples. We ran-
domly changed the value of one tuple’s number to make this tuple a noise tuple. 

6.2 Quality Measuring 

We adopted support rate, F-measure and C-precision to evaluate our algorithms.  For 
one rule, the support rate is the ratio of the number of tuples satisfying the rule to the 
total number of tuples. Average support rate is the average of all of the support rates. 
F-measure=2*(precision*recall)/(precision+recall) where the precision is the ratio of 
true tuples correctly found in the tuples satisfying the condition values and recall is 
the ratio of true tuples correctly found in the tuples in all condition values. C-
precision=| |/| | where | | is the number of found mistakes and | | is the number 
of actually existing mistakes.   

Our experiments were run using Intel Core i7-2600(3.4GHz) with 8 GB of memo-
ry. We used Java to implement our algorithms. 

6.3 Experimental Results 

Exp-1: Discovering CCFD Rules. We used the Adults dataset with 10 attributes and 
varied the threshold  to test the effect of our algorithms. The overall performance is 
reported in Fig.4.(a-c) when varying threshold . With the increasing of the threshold, 
more tuples can not satisfy the threshold and to be pruned, we used the pruning me-
thod deduce the search space so that the running time diminished. So was the quantity 
of rules. (a) shows that the combining time is 1.3 minutes and is 6% of CCFD-running 
time. (b) shows that CCFD gets much fewer rules than CFD at low threshold. Special-
ly, when threshold is 0.5, none of CFDs can be find, but 5 CCFDs remained. (c) 
shows that CCFDs have greater support ratio than CFDs. 

Exp-2. Scalability in Attributes. We used the Census-Income dataset and varied the 
number of attributes and number of tuples to test its effect on the running time. 
Fig.4.(d) shows the running time with varied number of attributes fixing 2000 tuples 
and threshold =0.5. When the number of attributes is above 10, we observe that the 
running time increases more rapidly. Fig.4.(e) shows the running time with varied 
number of tuples fixing 8 attributes and threshold =0.5. We observe that the running 
time increases smoothly. 

Exp-3. Performance of Data Cleaning w.r.t. noi%. We tested the performance of 
data cleaning  by varying the noise rate from 2% to10% on Adults dataset with the 
rules fixing threshold =0.01. The result is reported in Fig.4.(f) and (g). (f) shows F-
measure decreases when the noi% increases. Compare to CFD, one CCFD can be 
used to clean more tuples. (g) shows running time increases when the noi% increases. 
By using only one rule to cleaning, cleaning with CCFD takes more time. But due to 
fewer CCFD rules than CFD, the sum of running time using CCFDs is much less. 
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Exp-4. Performance of Data Cleaning w.r.t. Threshold . With the same experi-
ment set but setting noi%=10, we test the performance of data cleaning by varying the 
threshold . The result is reported in Fig.4 (h) and (i). (h) shows that CCFDs have 
better C-precision than CFD. (i) shows that the time of cleaning gets linear  decrease 
and CCFD is stable. When the value of  is between 0.01 to 0.1, it is more suitable 
for Adults dataset.  

 

 
                   (a) Running Time          (b) Number of Rules           (c) Support Rate 

    
           (d) Number of Attributes     (e) Number of Tuples (x1k)        (f) F-Measure 

       

   (g) Running Time           (h) C-Precision            (i) Running Time 

Fig. 4. CCFDFinder Performance(a-c), CCFDFinder Scalability(d-e), Data Cleaning Perfor-
mance w.r.t. noi%(f-g) Data Cleaning Performance w.r.t. (h-i) 

Our experiments results show that our method can combine the condition values 
effectively and clean the data efficiently. 

7 Conclusion 

Basing on the CFD rules, we combine condition values of several rules and present a 
consistency rule known as a CCFD. We have proposed an approach to discover 
CCFD rules. We have developed a 2-process search strategy for CCFD discovery, 
described the method to merge those true CFD condition values and the method for 
pruning. Our experiments demonstrate the effectiveness and the efficiency of our 
solution. 
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We are investigating the relationship across levels and layers of condition set, and 
condition set search strategy and the pruning approach, for purpose of improving the 
coverage and the accuracy of the rules. 
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Abstract. Real enterprise databases are usually composed of hundreds
of tables, which make querying a complex database a really hard task
for unprofessional users, especially when lack of documentation. Schema
summarization helps to improve the usability of databases and provides a
succinct overview of the entire schema. In this paper, we introduce a novel
three-step schema summarization method based on label propagation.
First, we exploit varied similarity properties in database schema and
propose a measure of table similarity based on Radial Basis Function
Kernel, which measures similarity properties comprehensively. Second,
we find representative tables as labeled data and annotate the labeled
schema graph. Finally, we use label propagation algorithm on the labeled
schema graph to classify database schema and create a schema summary.
Extensive evaluations demonstrate the effectiveness of our approach.

Keywords: Relational database, schema graph, schema summarization,
label propagation.

1 Introduction

Enterprise database always has hundreds of inner-linked tables. Users who are
unfamiliar with the dataset must comprehend the database schema before their
query or development. Consider the example schema based on the TPCE [1]
benchmark in Fig. 1, which is small, compared to most enterprise databases.
Even so, it is challenging to understand such a complex schema, which leads to
a growing interest in automatic methods for summarizing the database schema
called schema summarization, an effective method of reducing the database
schema complexity.

An expected schema summarization provides a succinct overview of the entire
schema in the form of clustered categories, each of which is represented by a top-
ical table, making it possible to explore relevant schema components. Recently
there have been much related research work on how to generate schema summa-
rization automatically. Existing research on schema summarization is conducted
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c© Springer International Publishing Switzerland 2014



Summarizing Relational Database Schema Based on Label Propagation 259

mainly on three types [2]. The first one focused on ER model abstraction [3].
It aims to cluster ER entities into abstract entities and rely heavily on the se-
mantic relationships. The second one focused on semi-structured database, such
as XML database [4]. It generates schema summarization of hierarchical data
models. The third one summarizes schema on relational database schema [5].
This paper focuses on the last type of schema summarization.

Considering the existing relational database schema summarization researches,
most of them use unsupervised clustering algorithm to summarize schemas. For
example, the method in [6] is developed for schema summarization with the
Weighted k-Center Algorithm and the method in [7] uses hierarchical clustering
algorithm to build hierarchy clusters. We defer a detailed discussion of these al-
gorithm to Section 4.4. Our experiments show that they are not effective enough
for large scale database.

In this paper, we describe SSLP: a Schema Summarization Approach based
on Label Propagation. It generates the schema summarization of a relational
database automatically based on semi-supervised label propagation algorithm
[8,9], which can predict the information of unlabeled nodes by a few of la-
beled nodes. It finds that unlabeled data, when used in conjunction with a small
amount of labeled data, can produce considerable improvement in learning ac-
curacy. Labels propagate to all nodes according to their similarity. We define
a table similarity kernel function to compute the table similarity, based on Ra-
dial Basis Function kernel(RBF kernel) [10], mathematically analyze some of its
properties comprehensively. The design of a good kernel function underlies the
success of schema summarization. Proper similarity measure can improve the
accuracy of label propagation. All the tables in the schema graph will have their
own label at the end of the propagation. Intuitively, tables having the same label
belong to the same category. SSLP can generate a schema summarization in the
form of a set of categories, and each category is represented by a topical table.
Further discussion of SSLP approach appears in Section 3.

In summary, this paper makes the following contributions:

– We propose a new approach to quantifying table similarity using a novel
table similarity kernel function.

– We propose the SSLP approach to create the schema summarization, which
is proved more effective than the existing approaches.

– We have extensively evaluated SSLP over TPCE. The results demonstrate
that our approach can outperform the existing approaches significantly.

2 Preliminaries

A schema graph G is defined as (V,E), where each node v ∈ V in the graph
denotes as a table and each edge e ∈ E denotes as a foreign key constraint. A
table may have multiple foreign keys. If there are multiple foreign key constraints
between the same pair of tables, we collect and represent them with one edge.
A labeled schema graph GL is appending the function L to the schema graph G
and extending G to a fully connected graph, as definition 1 interprets.
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Fig. 1. TPCE schema graph

Definition 1. Labeled Schema Graph. A labeled schema graph GL is a
complete graph, denoted as a triple (V,E, L), where V is a set of tables in
schema graph G and E = V × V is a set of edges. L is a labeling function that
assigns a label to each table. L (v) = l denotes that the label of table v is l. The
weight on each edge, denoted as weight (vi, vj), is a function of the similarity
between nodes vi and vj .

The labeled schema graph can be regarded as a sparse labeled data region
VL = {v1, v2, · · · , vk}(VL ⊆ V ), where L(v1) = l1, · · · , L(vk) = lk and k � n (n
is the number of graph nodes and k is the initial number of the labeled nodes),
combining with a dense unlabeled data region VU = {vk+1, vk+2, ..., vn}(VU ⊆
V ), where ∀v ∈ VU , L(v) = null.

Our approach aims to estimate the label of VU from VL automatically and
group tables into categories based on their labels. Based on the above notions,
we define our problem as follows.

Definition 2. Schema Summarization. Given a labeled schema graph GL =
(V,E, L) for a relational database, a summary of GL with size k is a k-partition
C = {C1, C2, · · · , Ck} over the tables in V . Each category c ∈ C has a labeled
topical table in VL, defined as t(c). For each category c, all the tables included
have the same label with t(c): ∀c ∈ C, ∀v ∈ c, L(v) = L(t(c)). The summarized
summary of the labeled schema graph is represented as the k-partition C =
{C1, C2, · · · , Ck}.
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3 The SSLP Approach

This section describes our approach of relational database schema summariza-
tion. SSLP takes a relational database schema graph as the input and returns
the partition of tables as the output. It is made up of three major modules: table
similarity computing, table importance tagging and label propagation.

3.1 Table Similarity Computing

Intuitively, a cogent summary should be one such that tables within the same
category are similar while tables from different categories are diverse. A prob-
lem with previous similarity measures is that each of them is tied to a particular
dataset or assumes a particular domain model. For example, name-based similar-
ity model[11] assume that table names conform to the nomenclature. If database
tables are named non-compliantly, name-based measures will not work.

This paper presents a definition of similarity that satisfies our intuitions about
similarity. These intuitions are listed here. Each followed by a detailed review
explanation of its underlying rationale.

Intuition 1. Name Similarity. If two tables are similar, their table names
and attribute names may ”look” like similar.

We extend Vector Space Model to calculate the similarity between the instance
names. Each table, denoted as a vector W , is represented as a text document,
which contains keywords from the name of the table and the names of its at-
tributes. W is obtained by TF*IDF function [12]. Given table vi and table vj .
Let Simn(vi, vj) be the name similarity of vi and vj , corresponds to the simi-
larity between two vectors Wi and Wj , which may be evaluated via the Cosine
function as follows.

Simn(vi, vj) =
Wi ·Wj

‖Wi‖ × ‖Wj‖
(1)

Intuition 2. Value Similarity. If two tables are similar, they may have several
attributes containing similar values [13].

We employ the Jaccard similarity coefficient function to calculate the value
similarity. For every two attributes A and B, the similarity between them is
defined as follows.

J(A,B) =
|A ∩B|
|A ∪B| (2)

The value similarity of a table pair can be computed as the average attribute
similarity. Given table vi and table vj . Let Simv(vi, vj) be the value similarity
of vi and vj , which is defined as follows.

Simv(vi, vj) =

∑
(A,B)∈Z {J(A,B)}
max(|vi| , |vj |)

(3)

where |v| is the number of attributes in v and Z is an attribute collection of all
the matching attribute pairs based on a greedy-matching strategy.
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Intuition 3. Cardinality Similarity. The cardinality defines the relationship
between the entities in terms of numbers. The three main cardinality relation-
ships are: one-to-one, expressed as 1 : 1; one-to-many, expressed as 1 : M ; and
many-to-many, expressed as M : N . Based on intuition, the table similarity in
1 : 1 relationship is much greater than in 1 : M and M : N relationship.

Given table vi and table vj , let Simc(vi, vj) be the cardinality similarity of vi
and vj , which is defined as follows.

Simc(vi, vj) =
qi∑

fan(τi)
× qj∑

fan(τj)
(4)

where τ are the tuple of table v, fan(τ) is the number of edges incident to tuple
τ , q counts the number of tuples satisfying fan(τ)� 0.

In machine learning, the (Gaussian) radial basis function kernel, or RBF ker-
nel, is a popular kernel function. We define a table similarity kernel function
based on RBF kernel to get the accurate table similarity.

Definition 3. Table Similarity Kernel Function. The table similarity kernel
function on table vi and table vj is defined as

K(vi, vj) = 〈Φ(vi), Φ(vj)〉 = exp(−dist(vi, vj)
2

2σ2
) (5)

where K(vi, vj) is the measure of the table similarity. Φ is a feature map which
maps the space of inputs into some dot product space. This kernel function is
controlled by a parameter σ, which is studied by average label entropy method
in Section 4.2. dist(vi, vj) measures the distance between two tables, which is
defined with all the similarity properties mentioned above. The distance function
is defined as

dist(vi, vj) = b− β · Sim(vi, vj) (6)

where Sim represents the p-dimensional similarity feature vector and p is the
number of similarity properties. Note that each property is normalized to ad-
just similarities measured on different scales to a notionally common scale. β is
denoted as a p-dimensional parameter vector which is applied to quantify the
strength of the relationship between dist and Sim. b is defined to capture all
other factors which influence the dist function other than the known similarity
feature.

The table similarity kernel function has high scalability. If other novel simi-
larity features are proposed in future work, the similarity function still works.

A weight to each edge of the labeled schema graph is positively correlated
with the table similarity, see below.

weight(vi, vj) = K(vi, vj) ∈ [0, 1] (7)

3.2 Table Importance Tagging

Intuitively, a cogent summary should be informative. We select important
tables as the labeled data in labeled schema graph. The definition of the
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table importance introduced in [6] is equivalent to the stationary distribution of
a random walk process. Each table is first given an initial importance as

IC(v) = log |v|+
∑

v.Ainv

H(v.A) (8)

where IC(v) represents the initial information content of the table v, |v| is the
number of tuples in v, v.A is an attribute of v and H(v.A) presents the entropy
of the attribute A, which is defined as

H(v.A) =
∑k

i=1
pi log(1/pi) (9)

where k is the number of different values of attribute v.A. Let v.A = {a1, . . . , ak}
and pi is the fraction of tuples in v that have value ai on attribute A.

An n×n probability matrixΠ reflects the information transfer between tables.
Let vi,vj present two tables, qA denote the total number of join edges involving
attribute vi.A.

Π [vi, vj ] =
∑

vi.A−vj.B

H(vi.A)

log |vi|+
∑

vi.A′ qA′ ·H(vi.A′)
(10)

The importance vector I denotes the stationary distribution of the random
walk defined by the probability matrix Π . It can be computed by the iterative
approach until the stationary distribution is reached.

We tag the k most important tables as the labeled data in labeled schema
graph GL. In our approach, we regard the k labeled tables as the t(c)(c ∈ C)
for k categories C = {C1, C2, · · · , Ck}, which means the clustered category will
center on the most important tables and the summarized summary will present
important schema elements.

3.3 Label Propagation

Label propagation algorithm starts with a labeled schema graph GL, which aims
to estimate the label of unlabeled data in GL. Each node can be reconstructed
from its neighborhood. This process will iterate until convergence is reached,
and all the tables are labeled. The label of a table propagates to other tables
through the edges for each iteration. The larger edge weights, the easier label
propagates. Meanwhile, we fix the labels on the labeled data to make labeled
tables act like sources that push out labels through unlabeled tables.

We define a n × n probabilistic transition matrix T (by probability matrix
we mean a matrix of non-negative numbers so that each row sums up to 1) as
follows.

T (vi, vj) = P (j → i) =
weight(vi, vj)∑n

m=1 weight(vm, vj)
(11)

where T (vi, vj) is the probability of label propagation from table vj to vi. We also
define a n×k label matrix Y , whose i-th row representing the label probabilities
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of table vi. The final label distribution in Y does not depend on the initial
values, which means the initialization of them is not important. The initialization
independence was proved in [14].

The label propagation algorithm is as follows.

Algorithm 1. Label Propagation

Input: (1) labeled schema graph GL, (2) label matrix Y , (3) probabilistic transition
matrix T

Output: the convergent label matrix Y
1: row normalize T as T
2: while Y is not convergence do
3: Y ← TY
4: row normalize Y to maintain the category probability interpretation
5: clamp the labeled data
6: end while
7: return Y

Step 5 is critical, we clamp the category distributions of labeled tables to
avoid the labeled source fade away, so the probability mass is concentrated on
the given category. The intuition is that, any possible classification of unlabeled
data should not influence the data that we have known their labels exactly. Step
2-6 are the iteration process to propagate labels until Y is convergent. Here,
”convergence” means that the predicted labels of the data will not change in
several successive iterations.

As shown in Algorithm 2, SSLP proceeds as follows. First, get the weight
on each edge by the function of the table similarity. Next, choose the top-k
ones as the labeled tables ranking by the table importance. Finally, use the
label propagation algorithm to extend the labeled set consisting of tables for
summarization based on the labeled schema graph. Tables are then grouped
into categories according to their labels and displayed in the form of a partition.

Algorithm 2. Schema Summarization

Input: (1) schema graph G, (2) summary size k
Output: a partition of schema graph C
1: compute the similarity of any two tables in G via table similarity kernel function
2: obtain top-k important tables in G
3: annotate the labeled schema graph GL

4: label propagation through GL

5: get the label vector I with maximum probability
6: assign all tables into C = {C1, C2, · · · , Ck} according to I
7: return C
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4 Experimental Evaluation

In this section, we firstly introduce our experimental settings, including the
datasets and accuracy evaluation. Then we conducted a set of extensive ex-
perimental study to compare our SSLP approach against recent proposals on
schema summarization with the same accuracy evaluation.

4.1 Experimental Setups

Datasets: We evaluate our schema summarization methods over TPCE bench-
mark dataset. TPCE is a benchmark database portraying a brokerage firm with
customers who generate transactions related to trades, account inquiries, and
market research. The brokerage firm in turns interacts with financial markets to
execute orders on behalf of the customers and updates relevant account informa-
tion. The table classification is provided as part of the benchmark. That is the
reason why we use this dataset. It makes convenient to compare the generated
summaries with the pre-defined table classification.

TPCE has 33 tables. However, since no active transactions are considered,
table TRADE REQUEST is empty. Therefore, our experiment is performed only
on the remaining 32 tables. The TPCE database tables are pre-grouped into
four categories: Customer, Broker, Market, Dimension. Thus, we are interested
in discovering the four categories.

Evaluation Metric: We use the accuracy model mentioned in [6] to compare
the performance of the SSLP approach and other approaches. It assumes that a
proper clustering model should be one such that tables within the same category
are more similar to each other than tables in different categories. It measures
how many tables are categorized correctly as follows.

For each category Ci, t(Ci) determines the topical table. Letm(Ci) denote the
number of tables in the category Ci that belongs to the same category as t(Ci), in
the pre-defined labeling. Then the accuracy of a summaryC = {C1, C2, · · · , Ck} is

acc(C) =

∑k
i=1m(Ci)

n
(12)

where n is the total number of database tables.

4.2 Parameter Learning

There is a kernel parameter σ in the table similarity kernel function. The op-
timization parameter will make the function have the best performance. When
σ → 0, the weight on every edge is close to 0, which means each point belongs
to a separate category. When σ → ∞, the weight on every edge is close to 1,
which means the whole dataset shrinks to a single point. Both of the limiting
cases totally overlook the real similarity relationship because of the unbefitting
parameter.
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The usual parameter learning criterion is to maximize the probability of the
labeled data. However, in our approach the labeled data are fixed, so data label
probability does not make sense as a criterion in our setting, especially with
very few labeled data. Intuitively the quality of the solution depends on how
unlabeled data assigned labels, we use average label entropy as the heuristic
criterion for parameter learning. The average label entropy H is defined as

H = −
∑

ij
Yij log Yij (13)

where H is the sum of the entropy on unlabeled data.
Fig. 2 shows that H has a minimum 0 at σ → 0, but it is not always desirable.

This can be fixed by smoothing T . We smooth T with a uniform transition matrix
U , where Uij = 1/n.

T̃ = εU + (1− ε)T (14)

T̃ is then used in place of T in the SSLP approach. Fig. 2 shows H vs. σ before
and after smoothing with different ε values. With the smoothing, the nuisance
minimum at 0 gradually disappears as the smoothing factor ε grows as shown
in Fig. 2. When we set ε = 0.05, the minimum entropy is 33.417 at σ = 0.3.
In the following, we use the value ε = 0.05 and σ = 0.3. Although we have
to add one more parameter ε to learn σ, the advantage will be apparent if we
introduce multiple parameter in the future work. In the table similarity kernel
function, distance between tables is computed with β parameter vector. We
propose three features to measure the table similarity, Name Similarity, Value
Similarity and Cardinality Similarity. The distance between table vi and table
vj can be rewritten as follows.

dist(vi, vj) = b− β1 ∗ Simn − β2 ∗ Simv − β3 ∗ Simc (15)

We estimate the unknown parameters by multivariable linear regressionmodel.
The experiment result shows that β1 = 6.3877, β2 = 4.8351, β3 = 2.0534 and
b = 0.7918. In the following experiments, we use them in the table similarity
kernel function.

4.3 Table Similarity Kernel Function

In this section, we evaluate the table similarity model compared with the name
similarity [11], value similarity [11] and cardinality similarity [6]. To simplify
the problem, we first tie the other two dimensions, table importance and label
propagation algorithm.

Fig. 3 plots the accuracy for the four similarity functions mentioned above.
In each case, the SSLP similarity model has the highest accuracy. For k = 4, the
accuracy of SSLP similarity model reaches 82.14%, which is nearly 50% higher
than other models. Clearly, SSLP similarity model performs better. Thus, the ta-
ble similarity kernel function emphasizes to measure various similarity properties
comprehensively and guarantee to cluster the most similar tables correctly. No-
tice that the accuracy remains the same when k = 3 and k = 4, which is related
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with the fixed dimension, label propagation algorithm. The detailed analysis is
shown in Section 4.4.

4.4 Label Propagation Algorithm

In this section, we compare Weighted k-Center(WKC), Hierarchical Cluster-
ing Algorithm(HCA), and Label Propagation Algorithm(LPA), by fixing table
importance dimension and table similarity dimension.

Weighted k-Center: It is an approximation algorithm for the NP-hard K-
means problem. It starts by creating one cluster and assigning all tables to it. It
then iteratively chooses the table whose weighted distance from its cluster center
is largest and creates a new cluster with that table as its center. However, if a
newly chosen cluster center is isolated in the graph, clusters are unbalanced. For
TPCE, when k = 2, the first cluster has 27 tables, whose center is TRADE (has
the highest table importance), and the second cluster contains only 5 tables,
whose center is CUSTOMER (has the minimum similarity with TRADE and
the maximum table importance among the left tables). When k = 3, the new
cluster whose center is FINANCIAL includes only two tables. For k = 4 or more,
it follows a similar trend. Although the accuracy is increasing which is shown in
Fig. 4, the unbalanced clustering result shows that Weighted k-Center does not
work very well over TPCE.

Hierarchical Clustering Algorithm: It builds a hierarchy from the individ-
ual elements by progressively merging clusters, mentioned in [7]. Each obser-
vation starts in its own cluster, and only merges two elements as one moves
up the hierarchy, which makes it too slow for large data sets. Moreover, hier-
archical clustering algorithm does not have a redistributive capacity, which will
affect the accuracy of the clustering result. For TPCE, table SECURITY and
table WATCH ITEM are merged into a cluster at some move, however, they
actually belong to different categories. This merge leads a set of tables that are
similar with WATCH ITEM clustered into SECURITY group, which affects
the accuracy greatly. Fig. 4 plots the accuracy for the methods above, as well
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as the alternative Label Propagation. Clearly, Label Propagation based semi-
supervised learning performs much better than Weighted k-Center algorithm
and hierarchical clustering algorithm. Notice that when k = 4, the accuracy
reaches the maximum. For k ≥ 5, the accuracy gradually decreases, which we
do not show due to space constraints. Thus, it gives a clear signal that there are
only 4 categories in this dataset, and it is meaningless to compute categories for
k > 4.
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4.5 The SSLP Approach

In this section, we evaluate the effectiveness of schema summarization approach.
In our experiment, we also study two alternative schema summarization solution.
The CWKC approach defined in [6] requires Cardinality Similarity Model to
compute the table similarity and Weighted k-Center Algorithm to summarize the
schema summary, as proposed in previous work. The VHCA approach defined
in [7] requires the value similarity measure to compute the affinity along tables,
and use Hierarchical Clustering Algorithm as the schema clustering algorithm.

In Fig. 5, we plot the accuracy value for these approaches. As mentioned in
Section 4.4, it is meaningless to compute k > 4 clusters. The graph clearly shows
that the most accurate summaries are obtained for the SSLP approach. It is
expected because the SSLP approach outperforms others on whatever dimension.
It further indicates the effectiveness of SSLP.

5 Conclusion

We introduced the problem of retrieving information from complex schema of
modern database. In this paper, we propose a new approach for generating
schema summarization automatically. The SSLP approach is unique in that we
use a new kernel function to measure the table similarity by considering several
relevant features comprehensively. Based on the table similarity, we proposed
to exploit label propagation algorithm to compute high quality schema sum-
maries automatically. An experimental assessment of our summaries shows that
our approach can find good summaries for a given database and outperform the
existing approaches significantly. We believe a set of categories summarized is a
really valuable means to help users understand complex databases.
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Abstract. The World Wide Web structure can be represented by a di-
rected graph named as the web graph. The web graphs have been used in
a wide range of applications. However, the increasingly large-scale web
graphs pose great challenges to the traditional memory-resident graph
algorithms. In the literature, K2-tree can efficiently compress the web
graphs while supporting fast querying in the compressed data. Inspired
by K2-tree, we propose the Delta-K2-tree compression approach, which
exploits the characteristics of similarity between neighbor nodes in the
web graphs. In addition, we design a node reordering algorithm to fur-
ther improve the compression ratio. We compare our approach with the
state-of-the-art algorithms, including K2-tree, WebGraph, and AD. Ex-
perimental results of web graph compression on four datasets show that
our Delta-K2-tree approach outperforms the other three in compression
ratio (1.66-2.55 bits per link), and meanwhile supports fast forward and
reverse querying in graphs.

Keywords: Web graphs, Compact data structures, Graph compression,
Adjacency matrix.

1 Introduction

In the applications of web management and mining, the World Wide Web struc-
ture can be represented by a directed graph, where each web page corresponds
to a graph node and each hyperlink corresponds to a graph edge. Such a directed
graph is known as web graph. Lots of basic algorithms and operations are based
on the web graphs to analysis and mine the inner structure of the web. For exam-
ple, some famous webpage ranking algorithms, such as Pagerank [1] and HITS
[2] used in the primary search engines, are based on the web graph structure.
Their key techniques are computing the out-degree and in-degree of each node
and analysis the connected relations between different nodes. With the explosive
development of the Internet, the scale of web graphs is growing at an amazing
speed. To meet the need of large-scale graph data management, there is a trend
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towards studying efficient compression techniques and fast querying algorithms
in recent years.

Traditional methods for storing and manipulating the web graphs mostly store
a graph in an adjacency matrix or list. In order to guarantee efficient querying,
it requires the entire adjacency matrix or list to be loaded into the memory.
However, it’s not practical for the increasingly large scale of graph data with
millions of nodes and edges to be memory-resident. According to the official
report by CNNIC (China Internet Network Information Center) [3], the numbers
of web pages and hyperlinks were about 86.6 billion and 1 trillion respectively
by the end of 2012 in China. This web graph has to be stored using adjacent
list over 16TB. The huge memory space poses great challenge to the traditional
storing methods.

There exist three aspects of researches to solve excessive storage problem:
(1) Storing the graph in external memory since the external memory is much
cheaper and larger compared with main memory [4, 5]. (2) Using distributed
system to partition the graph into small subgraphs and manipulating subgraphs
in distributed computers [6–8]. (3) Converting the graph to compact form which
requires less space while supporting fast querying [9–12].

In our research, we focus on the third aspect and aim to represent web graphs
in highly compact form, thus manipulating huge graphs in main memory. In
practice, such compression algorithm is beneficial for the former two aspects of
research. For the external memory scheme, the locality of access will be promoted
since much more compressed graph data is available in the main memory at one
time. For the distributed system scheme, highly compact structure will allow
fewer computers to do the same work and reduce the network traffic.

Among all the algorithms for compressing graphs, K2-tree [11] is a repre-
sentative algorithm with high compression ratio and fast querying performance.
This algorithm uses an adjacency matrix to represent a graph and exploits its
sparsity for effective compression. However, K2-tree ignores an important char-
acteristic of the similarity between adjacent rows or columns in the adjacency
matrix, which can be exploited for improving the compression ratio.

In this paper, we proposed a new tree-form structure named as Delta-K2-
tree. A series of experiments indicate that our approach outperforms K2-tree
in compression ratio while still supporting fast querying. Furthermore, a node
reordering algorithm is proposed to make better use of the similarity between
nonadjacent rows or columns, which can further improve the compression ratio
of Delta-K2-tree.

2 Related Works

Researchers in the field of web graph compression are mostly interested in form-
ing a compact representation which supports efficient querying operations, such
as checking the connected relation between two page nodes, extracting the suc-
cessors of any page node, etc. The most influential representative in this trend
is WebGraph [9] framework. When we use WebGraph for compressing the web
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graphs made up by URLs (Uniform Resource Locator), the URLs have been
previously sorted in lexicographical order aiming to make similar URLs appear
in adjacent locations. According to the similarity between the adjacent URLs,
the method achieves a good trade-off between compression ratio and querying
speed. Variants of the WebGraph [13–16] keep optimizing the storage space by
more effective encoding and reordering techniques.

With the same reordering process as WebGraph in the previous stage, [12]
further exploits the structural characteristics of the web graph adjacency matrix.
In the research, six kinds of regular sub-graphs are extracted and compressed
to achieve high compression ratio. Whereas the querying speed of finding all
neighbors of the given page is particularly slow since the query requires numerous
accesses to all the sub-graphs.

Instead of using the lexicographical order, AD algorithm proposed in [10]
reorders the web graph nodes based on the Bradth First Search (BFS) scheme.
Taking the advantage of similarity between adjacent nodes in the adjacency
list after node reordering, AD is competitive with WebGraph in compression
efficiency and querying speed.

All approaches mentioned above just provide forward querying operation and
that they can be simply converted into one that supports bidirectional querying
operations. In [16], a web graph is divided into two sub-graphs, where one con-
tains all bidirectional edges and the other contains all unidirectional edges. The
method compresses both of the above two sub-graphs and a transposed graph
of the unidirectional sub-graph. However, such extended methods require extra
space to store the transposed graph.

In [11], Brisaboa et. al. present a K2-tree structure that offers forward and
reverse query without constructing the transposed graph. It highly considers the
properties of large empty areas of the graph adjacency matrix and gives very
good compression ratio. In this paper, we improve the performance ofK2-tree via
exploiting the similarity between adjacent nodes in the graph adjacency matrix
and reordering nonadjacent nodes to further improve the compression ratio. We
compared our method with the best alternatives in the literature, offering a
series of space/time analysis according to the underlying experimental results.

3 Preliminary

3.1 Notation

As used herein, a directed graph G = (V, E) indicates a web graph, where V
represents the set of nodes and E represents the set of edges in the graph. Each
node corresponds to a page and each edge corresponds to a link. Using n(n = |V |)
indicates the number of nodes and m = |E| indicates the number of edges. A
square matrix {ai,j} only containing 0s and 1s indicates the adjacency matrix.
ai,j is 1 if there is an edge from vi to vj and 0 otherwise.
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3.2 K2-tree

In [11], an unbalanced tree structure named K2-tree represents an adjacency
matrix. In the K2-tree, each node stores 1 bit information, 0 or 1. Every node
in the last level of the K2-tree represents an element in the matrix and every
other node represents a sub-matrix in the matrix. Except in the last level of the
K2-tree, the node stored 1 corresponds to the sub-matrix containing at least one
1 and the node stored 0 corresponds to the sub-matrix containing all 0s.

In the phase ofK2-tree construction, the n×n adjacency matrix is divided into
K2 equal parts and each part is a n

K × n
K sub-matrix. Each of the sub-matrixes

corresponds to a child of the root of K2-tree. If and only if a sub-matrix contains
at least one 1, the child is 1, otherwise the child is 0. For those children who
are 1, go on dividing them into K2 equal parts recursively until the sub-matrix
contains all 0s or only one element.

In realweb graphs,m is far less thann2 so that the adjacencymatrix is extremely
sparse. Due to the characteristic of sparsity, K2-tree achieves high compression
ratio of the web graphs by using one node to represent a sub-matrix containing all

0s. [11] proves that, in the worst case, the total space ofK2-tree isK2m(logK2
n2

m +
O(1)) bits which is asymptotically twice the information-theoretic lower bound
necessary to represent all the matrices of n× n withm 1s.

In the phase of query, for two given nodes vi and vj , we can use K2-tree to
determine if ai,j is 0 or 1. Using the root as the current node, find a child which
represents the sub-matrix containing ai,j . ai,j is 0 if the child stores 0. Otherwise,
using the child as the current node, go on finding a child of the current node
until the child stores 0 or the current node has no child. ai,j is 0 if the last node
we find store 0 and ai,j is 1 otherwise.

In practice, if n is not a power of K, the matrix could be extended to
K
logK n� ×K
logK n� by adding 0s at the right and the bottom. The K2-tree is
stored in two bit arrays, T and L. T stores nodes except those in the last level
via traversing the K2-tree level by level from left to right. L stores nodes in
the last level from left to right. Fig. 1 shows an adjacency matrix and K2-tree
according to the matrix when K = 2, and 0s in the grey area are added to solve
the problem that n is not a power of K.

In order to find a child of the given node of K2-tree efficiently by using T and
L, T needs to permit Rank query. Rank(T, i)(0 � i < |T |) counts the number of
1s from position 0 up to position i in T . The first position in T is 0. For example,
a given node of K2-tree represented by T [i] has children if T [i] = 1, then the
s-th child of the node is at position Rank(T, s) ·K2 + s of T : L. T : L represent
the connection of T and L. [17] proves that Rank can be calculated in constant
time using sub-linear space.

3.3 Rank

The implementation of Rank in [17] achieves very good results theoretically,
however the realization is complicated. [18] proposes a simple implementation
and shows that in many practical cases the simpler solutions are better in terms
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Fig. 1. The adjacency matrix and the corresponding K2-tree

of time and extra space. For a bit array T , the method uses an array R to
store every B position of Rank, R[! i

B "] = Rank(T, ! i
B " · B), and uses an array

popc to store number of 1s in all the different b-bit array. Then Rank(T, i) =

R[! i
B " ·B]+

∑� i
b −1

k=0 popc[T [! i
B " ·B+k ·B, ! i

B " ·B+(k+1) ·B−1]+popc[T [! ib" ·
b, ! ib" · b+ b− 1]& 1...1︸︷︷︸

i mod b

0...0︸︷︷︸
b−(i mod b)

], where T [i, j] indicates T from i-th position

to j-th position and B is a multiple of b. When the length of T is t, the length
of R is ! t

B " and the length popc is 2b.
Due to that we can use mm popcnt u64 in SSE (Streaming SIMD Extensions)

to calculate the number of 1s in 64-bit integer, we set b to 64 and use T , an array
of 64-bit integers, to store every 64 bits of the bit array in practical applications
in Fig. 2. B is set to 2w ·b for the convenience of the programming. As w increases,
the computation increases and the space decreases simultaneously.

procedure Rank(T, i)

result := R[i>>(6+w)] // 2^6 is 64

for(k := (i>>(6+w))<<w, k < (i>>6)), k ++)

result += _mm_popcnt_u64(T[k])

result += _mm_popcnt_u64(T[k]>>(0x3F-i&0x3F)) // 0x3F is 64

return result

Fig. 2. The Rank algorithm

4 Delta-K2-tree

4.1 Motivation

By taking advantage of adjacency matrix’s sparsity, K2-tree compresses the web

graph efficiently and its space is k2m(logK2
n2

m ) + O(1)) bits in the worst case.
We prove Theorem 1 that as m decrease the total space of K2-tree, in the worst
case, decreases when K and n are not changed. According to the theoretical
analysis, if we can reduced the number of 1s and unchanged the size of the
matrix simultaneously, it can reduce the space of K2-tree.
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Theorem 1. The space of K2-tree of the sparse matrix, in the worst case, de-
creases with number of 1s decreases in the case of unchanging n and K.

Proof. For y = K2m(logK2
n2

m +O(1)), let a = K2, b = n2, c = O(1), and x = n2

m ,

then y = a b
x (loga x+c). The derivative of y is y′. y′ = ab

x2 lna · (ln
e
ac − lnx). when

x > e
ac , y

′ < 0 and y decreases with x increases. According to sparsity of the
matrix, x is greater than e

ac obviously.

4.2 Construction and Query

The characteristic of similarity between neighbors of different pages has been
found and is used widely in compression algorithms such as WebGraph and AD.
We also use the characteristic to reduce the number of 1s. We use a matrix
named Delta-matrix to store the difference between adjacent rows or columns
in the adjacency matrix. We take rows for example. The Delta-matrix can be
constructed with the method in Fig. 3, where Count1s(matrix[i]) and Count-
Dif(matrix[i], matrix[j]) represent the number of 1s in i-th row in the matrix
and the number of differences between same positions in i-th row and j-th row in
the matrix. D in Fig. 3 is a n-bit array to record which rows in the Delta-matrix
represent the differences. According to the construction, the number of 1s in the
Delta-matrix is not greater than that in the adjacency matrix.

procedure Delta-matrix_Construction(matrix[n][n])

D[0] := 0

Delta-matrix[0] := matrix[0].

for(i := 1, i < n, i++)

if(Count1s(matrix[i]) < CountDif(matrix[i], matrix[i-1]))

D[i] := 0

Delta-matrix[i] := matrix[i]

else

D[i] := 1

create a n-bit array R

for(k:=0, k<n, k++)

if(matrix[i][k] == matrix[i-1][k]) R[k] := 0

else R[k] := 1

Delta-matrix[i] := R

return Delta-matrix, D

Fig. 3. The construction for Delta-matrix

The Delta-matrix and the n-bit array D instead of the adjacency matrix can
be used to represent web graphs. We use {ai,j} to represent the adjacency matrix
and {a′i,j} to represent the Delta-matrix. Elements in the adjacency matrix can
be obtained from the Delta-matrix and D by formulate (1) where ⊕ means
exclusive-OR and s is the number of consecutive 1s in D from i-th position
forward.

ai,j =

{
a′i,j , ifD[i] = 0
a′i,j ⊕ a′i−1,j ⊕ ... ⊕ a′i−s,j , ifD[i] = 1

(1)
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We use K2-tree to compress the Delta-matrix instead of the adjacency matrix
to reduce the space. However, we need to access the K2-tree of the Delta-matrix
several times to obtain an element in the adjacency matrix. So if the number of
consecutive 1s in D is very large, query will become very time-consuming. To
resolve this problem, we propose two methods: (1) We replace nodes in the last
level of K2-tree of the Delta-matrix with elements of the same positions in the
adjacency matrix. We call the modified K2-tree Delta-K2-tree. For example in
Fig. 4, the dotted line indicates nodes replaced. (2) When using Delta-K2-tree,
if we access a node stored 0 which is not in the last level, then it means all
elements in the sub-matrix represented by the node are all 0s. So one access can
obtain several elements. In practical applications using the above two methods,
one query to obtain an element in the adjacency matrix merely needs about 2
accesses to Delta-K2-tree on average. In addition, Delta-K2-tree can use simi-
larity between adjacent columns as same as adjacent rows, which can be selected
according to the actual situation.

0 1 0 0

1 1 1 1

0 1 0 0

0 0 0 0

0 0

0 0

0 1

1 0

1 0 1 1

0 0 1 0

0 1

0 0

0 0

0 0

0 0

0 0

0 0

0 0

0 0 0 0

0 0 0 0

0 0

0 0

0 0

0 0

1 1 1 1

1 1 1 0 0 0 1 0 1 1 0 0

1 1 0 0

1 00 0

0 1 0 00 1 1 00 1 1 10 1 1 0 1 0 0 0

0

0

1

0

0

0

0

0

D

0 10 0

1 1 1 1

1 1 1 0 0 0 1 0 1 1 0 0

1 1 0 0

1 00 0

0 1 0 00 1 1 00 1 1 10 1 1 0 1 0 0 01 00 0

K2-tree for Delta-matrix

Delta-K2-tree

Delta-matrix

Fig. 4. The K2-tree for the Delta-Matrix and the corresponding Delta-K2-tree

4.3 Nodes Reordering

Delta-K2-tree uses the characteristic of similarity between adjacent nodes in
web graphs. Actually, the similar nodes may not be adjacent. We can use nodes
reordering method to change the order of nodes in the web graph to make better
use of the characteristic. That is to find an order of nodes in order to obtain the
Delta-matrix with the minimal 1s.

We use a directed graph G = (V, E) to represent the similarity of nodes in
the matrix. In this subsection, G does not represent the web graph. vi in V
represents i-th node and the weights of e(vi, vj) for every two different vertexes
is the the minimum of the number of i-th node’s neighbors and the number
of difference between i-th node’s neighbors and j-th node’s neighbors. For an
n nodes web graph, there is a graph G containing n vertexes and n(n − 1)
edges. Every Hamiltonian path in G corresponds to an order of nodes in the web
graphs and the weights of the path is the number of 1s in the Delta-matrix. So,
the problem is transferred into the shortest Hamiltonian path problem.
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The shortest Hamiltonian path is a NP-complete problem, so we propose a
heuristic algorithm to solve it. The algorithm randomly selects a starting vertex
and traverses all vertexes once by edge of the current vertex with minimal value.
The order of vertexes in the shortest Hamiltonian path is the order of nodes in
the web graph.

5 Experiments

5.1 Experimental Environment and Test Data

Our test dataset are real web graphs obtained from the Laboratory for Web
Algrithmics [9]. Table 1 describes the numbers of nodes and edges and the the
filenames on their website [19].Our experiments are based on the operation sys-
tem Red Hat Enterprise Linux 6.0 Server (64 bits) with Intel(R) Core(TM)
i7-3820CPU@3.60GHz and 32GB RAM. All tests use only one CPU core. The
compilers used are gcc version 4.4.7 and java version 1.7.0 09.

Table 1. Description of testing practical Web graphs

Web graphs Nodes Edges Filename

uk 100,000 3,050,615 uk-2007-05@100000
cnr 325,557 3,216,152 cnr-2000
eu 862,664 19,235,140 eu-2005
in 1,382,908 16,917,053 in-2004

We compare Delta-K2-tree with the state-of-the-art algorithms, includingK2-
tree, WebGraph, and AD, in memory space and querying speed over the test
data. We implement K2-tree and Delta-K2-tree in C++. The version of We-
bGraph we use is 3.2.1 which is publicly available at [19]. The version of AD
we use is 0.3.2 which is publicly available at [20]. WebGraph and AD both are
implemented in Java.

5.2 Memory Space Comparison with Different Options

Table 2 shows the comparison in memory space between K2-tree and Delta-K2-
tree with different options. Space is measured in bpe (bits per edge), by dividing
the total space of the compressed data by the number of edges in the web graphs.

We configure K2-tree and Delta-K2-tree with parameter K = 2, 4. Rank is
configured with parameter B = 512. For Delta-K2-tree, we test four different
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options. Delta-K2-tree use similarity between adjacent rows or columns in the
adjacency matrix are labeled with row and column. Nodes reordering before
compression is labeled with reorder.

Results show that our proposal leads to about 40% reduction in space withK2-
tree. In different options, compression efficiency by using similarity of columns
is better than rows. Compression efficiency can be improved significantly by our
nodes reordering method.

Table 2. Memory space comparison (in bpe) between K2-tree and Delta-K2-tree with
different options

uk cnr eu in

K=2 K=4 K=2 K=4 K=2 K=4 K=2 K=4

K2-tree 2.97 3.70 3.58 4.81 4.19 5.91 2.99 3.77

Delta-K2-tree(row) 2.31 3.18 3.02 4.23 3.42 4.92 2.34 3.12
Delta-K2-tree(column) 2.12 3.01 2.94 4.17 3.15 4.79 2.17 2.89
Delta-K2-tree(row+reorder) 1.78 2.47 2.51 2.91 2.64 4.10 1.90 2.62
Delta-K2-tree(column+reorder) 1.66 2.31 2.36 2.77 2.55 3.98 1.76 2.46

Reduction in space 44% 38% 34% 42% 39% 33% 41% 35%

5.3 Memory Space Comparison with Other Approaches

Table 3 shows the comparison in memory space among K2-tree, WebGraph, AD
and Delta-K2-tree. Space is measured in bpe.

We configure WebGraph with parameters w = 70 and m = 300, configure
AD with parameters l = 100 and configure K2-tree and Delta-K2-tree with
parameter K = 2 and B = 512 to favor compression over speed. As WebGraph
and AD are based on adjacency list, they only support forward querying. We use
the technique proposed in [16] to solve the problem by using some extra space,
which has been introduced in related work.

Results show that the space of our proposal is minimal among all algorithms
while supporting both forward and reverse querying.

Table 3. Memory space comparison (in bpe) with other approaches

Web graphs K2-tree WebGraph AD Delta-K2-tree

uk 2.97 2.99 3.07 1.66
cnr 3.58 5.06 3.80 2.36
eu 4.19 5.59 5.47 2.55
in 2.99 3.72 2.86 1.76
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5.4 Space/Speed Trade-Off Comparison with Other Approaches

We do this experiment while WebGraph and AD only supporting forward query-
ing without any extra space. We test querying speed in tow aspects, query for
link and query for neighbors. Query for link represents checking the connecting
relation between two given nodes. Query for neighbors is to obtain all neigh-
bors of the given node. Space is measured in bpe. Speed is measured in nspe
(nanoseconds per edge). Speed of query for link is the time of one query. Speed
of query for neighbors is calculated by dividing the time of one query by the
number of the neighbors.

Fig. 5 shows the space/speed trade-off comparison of query for link, and Fig. 6
shows the space/speed trade-off comparison of query for neighbors.We config-
ure WebGraph with parameters (w,m) = (1, 1), (3, 3), (70, 300), configure AD
with parameters l = 4, 8, 16, 100 and configure K2-tree and Delta-K2-tree with
parameter K = 2 and B = 64, 128, 256, 512.

On querying speed, our proposal does not have advantages. When querying
for link, K2-tree is the fastest. When querying for neighbors, WebGraph is the
fastest. However, our proposal shows better space/speed trade-off performance
especially in querying for link. When querying for link, if we need high compres-
sion and fast speed at the same time, Delta-K2-tree is the best choice.
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Fig. 5. Space/speed trade-off of querying for link over uk, cnr, eu and in
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Fig. 6. Space/speed trade-off of querying for neighbors over uk, cnr, eu and in

6 Conclusions and Future Work

We have presented a new compression method, Delta-K2-tree, for web graphs
by taking advantage of the characteristics of similarity of the hyperlinks and
sparsity of the adjacency matrices and a node reordering algorithm to fur-
ther improve compression. We compare it with the common used alternatives
[9–11] in the field. Our experiments show that it achieves high compression ratio
while supporting fast forward and reverse querying. When querying for checking
the connecting relation between two given pages, it is a competitive method to
satisfy the requirement of high compression and fast querying.

The node reordering algorithm can improve compression of Delta-K2-tree,
however it can not get the optimal solution. Thus, to design new heuristic node
reordering algorithm is one of our possible future works. How to improve query-
ing speed using Delta-K2-tree is also a consideration for us.
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Abstract. Recommending entities with similar types is an important
part of entity recommendation, particularly for multi-type entities. So
there is a necessity to measure similarity between multi-type entities.
However, most existing similarity measures are simply based on either
type collection intersection or type vector similarity, and pay little atten-
tion to the weighting of types. In this paper, we propose an EMD-based
similarity measure for multi-type entities, which not only takes into ac-
count pairwise type similarity, but also the weighting of types. We also
present a novel PageRank-based weighting scheme by using type hierar-
chy. The experimental results show that our weighting scheme outper-
forms base-line weighting schemes and that our EMD-based similarity
measure outperforms traditional similarity measures.

Keywords: entity recommendation, similarity measure, Earth Mover’s
Distance (EMD), entity type weighting.

1 Introduction

Today most users’ activities are pivoted around entities in Web browsing and
search [3]. To help users explore further, more and more online systems, such as
Google and Baidu, provide entity recommendation services based on background
knowledge base, including public knowledge bases (e.g., DBpedia [2], YAGO [10],
etc.) in the Linking Open Data (LOD) cloud. As we know, the user’s intuitive
understanding of entity is linked to the types of the entity. For example, when
we talk about Albert Einstein, he is usually considered as an instance of the
type “JewishScientists”. Entity type is used to describe and distinguish the
entities. Therefore recommending entities with similar types is an important part
of entity recommendation.

In general, an entity is associated to a set of types in a knowledge base. For
example, the entity Albert Einstein in DBpedia has 55 types, such as Person,
JewishScientists and NobelLaureatesInPhysics, just to name a few. All
those types are correct but some may be too general to be important (e.g.,
Person), while some others may be particular and meaningful to the user (e.g.,
JewishScientists, NobelLaureatesInPhysics).Moreover, there is a hierarchy
of types like “JewishScientists is a subtype of Person”.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 282–293, 2014.
c© Springer International Publishing Switzerland 2014
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In previous research, the traditional similarity measures between two multi-
type entities are determined by collection intersection, such as the overlap mea-
sure and the Jaccard measure [1]. Since the intersection-based similarity measure
only takes into account the common types, it is unable to identify types that
have a similar meaning but do not match exactly. In order to solve this problem,
pairwise type similarity measures have been proposed by exploiting hierarchi-
cal structure in some domain (e.g., WordNet [7]), such as the Lowest Common
Ancestor (LCA) [5]. Subsequently, several pairwise multi-type entity similarity
measures have been presented based on type vector similarity, such as the cosine
similarity measure [5,9], and a type collection is represented by a type vector.
However, the weighting of type is paid little attention in similarity computation.

The weighting of each type within a type collection, represents the contribu-
tion to the similarity between the two entities. For example, some types (e.g.,
JewishScientists, NobelLaureatesInPhysics) are crucial when we talk about
Albert Einstein. On the contrary, other types describe non-salient facts (e.g.,
Person). Thus, the Person is the least important one and has little or no con-
tribution to similarity computing. There has been a lot of work related to “term
weighting” in information retrieval (IR), such as TF-IDF. However, it does not
take into account the relationships between types within type hierarchy.

In this study, we measure multi-type entity similarity based on the earth
mover’s distance (EMD) [8], which not only takes into account pairwise type
similarity, but also the weighting of entity type. The EMD is based on a solu-
tion to the transportation problem. It computes the minimal “work” that must
be paid to transport goods from several suppliers to several consumers. The
weighting of types is the key factor in the EMD. In this paper, we also present
a PageRank-based weighting scheme by using type hierarchy.

The rest of the paper is structured as follows. Section 2 introduces the multi-
type entity similarity measure based on EMD. Section 3 introduces two base-
line weighting schemes and presents our PageRank-based weighting scheme. Our
evaluation is reported in Section 4. Section 5 describes related work and Section 6
concludes this paper.

2 Similarity Measure Based on EMD

The Earth Mover’s Distance (EMD) is one of the most popular distance func-
tions, which is used in various fields, such as searching similar multimedia con-
tents [8] and measuring document similarity [13].

The EMD is modeled as a solution to the transportation problem. Suppose
that several suppliers, each with a given amount of goods, are required to sup-
ply several consumers, each with a given limited capacity. For each supplier-
consumer pair, the cost of transporting a single unit of goods is given. The
transportation problem is then to find a least-expensive flow of goods from the
suppliers to the consumers that satisfies the consumers’ demand.

Measuring multi-type entities similarity can be naturally cast as a transporta-
tion problem. We define one entity as the supplier and the other as the consumer,
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and set the cost for a supplier-consumer pair to equal the ground distance be-
tween a type in the first entity and a type in the second. Intuitively, the solution
is then the minimum amount of “work” required to transport types from one
entity to the other. The problem is formalized as follows:

Given two multi-type entities a and b,

– LetA = {(ta1, wa1), (ta2, wa2), . . . , (tam, wam)} be the entity a with m types,
where tai represents a type of entity a and wai is the weight of tai.

– Let B = {(tb1, wb1), (tb2, wb2), . . . , (tbn, wbn)} be the entity b with n types,
where tbj represents a type of entity b and wbj is the weight of tbj .

– Let D = [dij ] the ground distance matrix where dij is the ground distance
between entity types tai and tbj . In our case, semantic similarity can be
converted to distance as dij = 1 − simLCA(tai, tbj), where simLCA(tai, tbj)
is the LCA [5] similarity between tai and tbj .

We want to find a flow F = {fij}, with fij the flow between tai and tbj , that
minimizes the overall cost

WORK(A,B, F ) =

m∑
i=1

n∑
j=1

fijdij , (1)

subject to the following constraints:

fij ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n (2)
n∑

j=1

fij ≤ wai, 1 ≤ i ≤ m (3)

m∑
i=1

fij ≤ wbj , 1 ≤ j ≤ n (4)

m∑
i=1

n∑
j=1

fij = min(
m∑
i=1

wai,
n∑

j=1

wbj) (5)

Constraint (2) allows moving types fromA toB and not vice versa. Constraint
(3) limits the amount of supplies that can be sent by the types in A to their
weights. Constraint (4) limits the types in B to receive no more supplies than
their weights; and constraint (5) forces to move the maximum amount of supplies
possible. Once the transportation problem is solved, the EMD is defined as the
work normalized by the total flow:

EMD(A,B) =

∑m
i=1

∑n
j=1 fijdij∑m

i=1

∑n
j=1 fij

(6)

Finally, the similarity between entities a and b is defined as follows:

simEMD(a, b) = 1− EMD(A,B) (7)
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simEMD(a, b) is in the range of [0, 1]. The higher the value of simEMD(a, b) is,
the more similar entities a and b are.

Efficient algorithms for solving the EMD problem are available. However,
the computational complexity is a major hurdle to the EMD computing, which
is between O(N3) and O(N4) in general ( N represents the total number of
the types in entity a and b ). In our context, the performance is not the key
consideration since the size of the collection of entity types is not very large.
We used the transportation-simplex method [8] to compute the EMD, which is
a streamlined simplex algorithm.

3 Entity Type Weighting

Given an entity a and its type collection Ta = {ta1, ta2, . . . , tam} in a given
knowledge base, we define a type weighting function w : Ta → [0, 1], and let∑m

i=1 w(tai) = 1. w(tai) > w(taj) represents that the type tai is more important
than taj among the type collection Ta. In RDFS/OWL, the Ta can be derived
from triples in the form (uri, rdf : type, t), where uri identifies the entity a.

In this section, we introduce two base-line weighting schemes, including
statistics-based and depth-based schemes. Finally, we propose a novel PageRank-
based weighting scheme by using type hierarchy.

3.1 Base-Line Schemes

Statistics-Based Scheme. The tf-idf [9], short for term frequency-inverse
document frequency, is a numerical statistic that is intended to reflect how im-
portant a word is to a document in a collection or corpus. It is often used as a
weighting factor in IR and text mining.

We adopt the tf-idf for weighting an entity type. In our context, an entity is
regarded as a document, an entity type is regarded as a word. First, we compute
the tf and idf values of an entity type.

tf(tai) =
ntai,a∑m
j=1 ntaj,a

, idf(tai) = log
N

df(tai)
(8)

where ntai,a is the number of times that the type tai occurs in the type collection
of the entity a, in this case the ntai,a equals 1 or 0. N is the total number of
entities in the dataset and df(tai) is the number of entities having the type tai.

Finally, the tfidf -based weighting scheme for entity type is derived as follows:

tfidf(tai) = tf(tai)× idf(tai), w(tai) =
tfidf(tai)∑m
j=1 tfidf(taj)

(9)

Depth-BasedScheme. The large-scaleknowledge bases (e.g.,DBpedia, YAGO,
etc.) provide very rich ontologies, which consist of a set of concepts and relations
among them.
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Fig. 1. An example of type hierarchy

In our context, we focus on the hierarchy of classes. In RDFS/OWL, the class
hierarchy is specified in triples in the form (c1, rdfs : subClassOf, c2). A simple
example of the type hierarchy is shown in Figure 1.

Knowing the relations among types and their depth in the hierarchy is often
helpful when automatically weighting entity types. Tonon et al. [12] introduced
an approach (ancDepth) for ranking entity types. Note that the type hierarchy
of an entity is usually not a tree, but forms a directed acyclic graph (DAG). To
obtain a single type tree from DAG, they eliminated the cycles manually, and
added some relationships by domain experts. We use the ancDepth for weighting
an entity type. Given an entity type hierarchy, the ancDepth is defined as follows:

ancDepth(tai) =
∑

taj∈Ancestor(tai)∧taj∈Ta

depth(taj) (10)

where Ancestor(tai) is the ancestors of tai in the type hierarchy, the depth(taj)
is the depth of taj in the type hierarchy. Finally, the ancDepth-based weighting
for entity type is defined as follows:

w(tai) =
ancDepth(tai)∑m
j=1 ancDepth(taj)

(11)

3.2 PageRank-Based Scheme

The process of understanding entity type is regarded as a random surfing on
entity type graph. In general, there are two common ways of thinking (vertical
thinking and horizontal thinking). The former is sequential pathway thinking
and can deepen the understanding of things. The latter is to investigate the
thinking wider not deeper.

In our context, the two kinds of thinking are reflected in process of under-
standing entity type. Given an entity type hierarchy, we define two kinds of edge:
vertical edge and horizontal edge.

– Vertical Edge: There is a vertical edge starting at one type tu and ending
at one type tv if tv is a subclass of tu.

– Horizontal Edge: There is a horizontal edge starting at one type tu and
ending at one type tv if tu and tv share the a direct parent type.
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Furthermore, the user may have a preference on which kind of edge to follow,
when a user is navigating inside the entity type graph. We characterize the
preference by a parameter p, which is a value between 0 and 1 representing the
probability of following vertical edges, and thus 1-p of following horizontal edges.

To characterize the user’s preference edges, we derive a weighted type graph
as follows: First, the type hierarchy is usually a directed acyclic graph (DAG) in
the knowledge base. We extracted an entity type hierarchy from DAG, which is
Hasse diagram and denoted by TT .

Then a graph G = (V,E,W ) is a weighted and directed graph, where each
vertex represents an entity type. Given i, j ∈ V and i 
= j, (i, j) ∈ E iff there
exists at least one vertical edge or horizontal edge from i to j, where V and E
stand for the set of vertices and edges. W is weighting function, which is defined
in (12).

w(i, j) =

⎧⎪⎨⎪⎩
p, if vj is a child of vi in TT

1− p, if vi and vj share a parent in TT

0, otherwise

(12)

where p is the navigational preference of a surfer. The weighted type graph of
Albert Einstein in DBpedia is shown in Figure 2.
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Fig. 2. An example of weighted type graph

Next, we devise the focused PageRank (PR) [4], to measure importance of
entity type based on weighted type graph. The PR value of entity type can be
computed as following:

PR(i) =
1− d

N
+ d ∗

∑
(j,i)∈E

w(j, i) ∗ PR(j)∑
(j,k)∈E w(j, k)

(13)

where d is the damping factor and N is the total number of vertices.
The PageRank -based weighting for entity type is defined as follows:

w(tai) =
PR(tai)∑m
j=1 PR(taj)

(14)
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4 Evaluation

In this section, we evaluate the performance of the PageRank(PR)-based type
weighting scheme and the EMD-based similarity measure on real-world datasets
(i.e., DBpedia, Last.fm).

We use DBpedia as the knowledge base, and select four entities from different
popular types as our test case. Using crowdsourced judgments on the test case,
we create a “golden standard” including two parts, one is about type ranking for
each of the four entities, the other is about similar entities for each of the four
entities. We compare the effectiveness of our PR-based scheme with the tfidf -
based and the ancDepth-based weighting schemes. We also evaluate the perfor-
mance of our EMD-based similarity measure and traditional similarity measures
(i.e., Jaccard, Cosintfidf ).

Next, we create a ground truth of artist recommendation from Last.fm. For the
recommendation accuracy, we compare our EMD-based similarity measure with
two traditional recommendation methods (i.e., Simple Tag-Cloud Comparison
[11], Tag Vector Similarity [11]).

4.1 Experiment on DBpedia

Dataset. We used the DBpedia dataset and selected 4 common types (i.e., actor,
scientist, city, company). Some characteristics of these datasets are shown in
Table 1.

Table 1. Experimental datasets

actor scientist city company

Number of Entities 2244 9920 13494 31096
Number of Types 1513 7980 2596 9137
Average number of types per entity 16.07 14.33 13.8 12.96
Average depth of the types 5.22 5.68 7.63 6.71

Crowdsourced Judgement. We invited 24 participants (comprising graduate and
undergraduate students majoring in computer science) to take part in the eval-
uation.

For each dataset, we constructed a ranked entity list according to the number
of related entities [3] of each entity in DBpedia. Then we selected one entity from
top 500 entities of each list at random. Altogether there are four entities, Jackie
Chan (383 related entities, 21 types), Albert Einstein (129 related entities, 55
types), Sydney (2948 related entities, 24 types) and IBM (508 related entities,
22 types) separately, to be regarded as “selections” for the testing tasks. We
prepared the tasks as follows:

– Extract the important entity type. For each “selection”, the user is asked to pick
the important types, and report (a) “important”, (b) “somewhat related”, or
(c) “unimportant”, corresponding to ratings 3, 2 and 1, respectively.
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– Extract the similar entity. Meanwhile, for each “selection”, the user is asked
to assess the similarity of entity type between the recommended entity and
the “selection”, and report (a) “similar”, (b) “somewhat similar”, or (c) “not
similar”, corresponding to ratings 3, 2 and 1, respectively.

Note that, for each “selection”, we can hardly ask users to give a ranking of all
the other entities by the similarity in dataset, but rather, we apply the depth-10
pooling technique, which is widely adopted for evaluating IR systems. To be
specific, we apply three similarity measures (i.e., Jaccard, Cosintfidf , EMD) to
score all the other entities in dataset respectively. Then, for each result, we retain
those having positive relatedness values, and collect the top-10 ones. Finally, we
obtain the recommended entities by combining the three top-10 ones together.

EvaluationMetric. Weused theNormalizedDiscountedCumulativeGain (NDCG)
[6], which is a widely used metric for IR evaluation. NDCG@k, inside the interval
[0,1], measures the quality of the top-k ranked element list against the golden stan-
dard list. The NDCG is defined for a cut-off level k as:

NDCG@k =
DCG@k

DCGideal@k
, DCG@k =

k∑
i=0

2g(ei)−1

log2(i+ 1)
(15)

and DCGideal@k is the maximum attainable DCG value, g(ei) is the gain as-
signed to element ei. In our experiment, k = 3, 5, 8, 10.

Experimental Results for Type Weighting Schemes. We present the performance
comparison between PR-based weighting scheme and the two base-line weighting
schemes (i.e., tfidf, ancDepth).

For the fitness of the PR-based scheme, we set navigation preference p with
the different values (i.e., p=0.0, 0.2, 0.5, 0.8, 1.0). An interesting observation in
Figure 3 is that: when p increases, the NDCG scores keep ascend or stable. It
shows that the specific type is more important, as it is closer to human intuition.
However when p= 1, the approach has a poor effectiveness. It can be interpreted

Fig. 3. NDCG of the PageRank-based
weighting scheme with different p

Fig. 4. NDCG of different type weighting
schemes
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as following: p = 1 means the horizontal edges are ignored. The weighted type
graph becomes simplified, only considering the vertical edges in the weighted
type graph. By observing the result, we set p= 0.8 in latter evaluation.

Next, we compare the PR-based scheme with other two schemes (i.e. tfidf,
ancDepth). In addition, we combine the above three kinds of scheme by using
simple linear combination to see whether better results can be achieved. The
result is shown in Figure 4. In all cases, the PR-based scheme performs better
than the tfidf -based and the ancDepth-based schemes. We also observe that
the combined weighting scheme has the worse performances compared with the
PR-based scheme.

Experimental Results for Different Similarity Measures. The performance com-
parison among EMD-based measures with different weighting schemes is de-
picted in Figure 6.

For the fitness of the EMD-based measure, we chose a commonly used method
(i.e. LCA [5]) as the pairwise type similarity measure, and used four kinds of type
weighting scheme (i.e. 1/m, tfidf, ancDepth, PR). Notice that “1/m” represented
that “wai = 1/m and wbj = 1/n”. We observe that EMDPR performs better
than EMD1/m, EMDtfidf and EMDancDepth, as seen in Figure 5.

Next, we consider the NDCG scores for different similarity measures as shown
in Figure 6. It illustrates that the EMD-based similarity measure outperforms
the Jaccard and the Cosintfidf measures.

Fig. 5. NDCG of EMD-based measure
with different type weighting schemes

Fig. 6. NDCG of different similarity mea-
sures

4.2 Experiment on Last.fm

Dataset. Last.fm is a music website, allows users to tag their music collection,
and uses the wisdom of the crowd to generate recommendations. We selected
the top-1000 popular artists, and collected all of the artists similar to each artist
through the API of Last.fm1. For each artist, we extracted the top-50 similar
artists from returned data, and created the ground truth recommendation as
baseline. We get 16,285 music artists from recommendation of Last.fm in total.

1 http://www.last.fm/api

http://www.last.fm/api
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Next, we use DBpedia as the knowledge base, and select all instances of db-
pedia:MusicalArtist from DBpedia as our test case, including 10288 entities.
Through the “string match” of the artist’s name, we finally identify only 4076
common artists between Last.fm and DBpedia.

Evaluation Metric. We use precision and recall, which are standard metrics in
Top-N recommendation (N ranging over 3 to 50 in our experiment).

For an entity e, R(e) denotes the similar entities recommended from our
method. U(e) denotes the baseline from Last.fm. The precision and recall for an
entity e are calculated as follows:

Precision =
R(e)

⋂
U(e)

R(e)
, Recall =

R(e)
⋂
U(e)

U(e)
(16)

Experimental Results for Entity Recommendation. Our EMD-based similarity
measure can be applied to the tag-based Top-N recommendation.

We present the performance comparison on recommendation accuracies be-
tween our EMD-based measure with two traditional recommendation methods.
One is called Simple Tag-Cloud Comparison (STCC) method [11], which is sim-
ilar to the Jaccard measure. The other, Tag Vector Similarity (TVS) [11], which
is similar to the Cosintfidf measure. For the fitness of the EMD-based measure,
we chose the LCA as the ground distance, and used two kinds of type weighting
scheme (i.e. 1/m, PR).

The result is shown in Figure 7. In all cases, the EMD-based measures out-
perform STCC and TVS, and the EMDPR measure has the best performance.
As indicated in Figure 7, all methods have low precision and recall scores, it can
be explained by the fact that our “ground truth” recommendation from Last.fm
includes many new artists, which do not appear in DBpedia.

Fig. 7. Comparison of different recommendation methods in terms of (a) precision and
(b) recall
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5 Related Work

The traditional similarity measures between two collections of types have been
proposed by using the set-intersection, such as the Jaccard measure and the
overlap measure [1]. Since the intersection-based similarity measure only uses
the common types, it does not take into account pairwise similarity between two
types. To solve this problem, similarity measures between two types have been
proposed by exploiting type hierarchical structure, such as using the depth of the
lowest common ancestor (LCA) [5] between two concepts. Subsequently, several
pairwise multi-type entity similarity measures have been presented based on type
vector similarity. Salton and Buckley [9] used the cosine-similarity measure based
on tf-idf for evaluating document similarity, and the document is modeled as bag
of words. Ganesan et al. [5] introduced the cosine-similarity measure based on
LCA for computing object similarity.

The Earth Mover’s Distance (EMD) is proposed by Rubner et al. [8] to mea-
sure dissimilarity between two multi-dimensional distributions in a feature space,
which is widely applied in various fields, such as searching similar multimedia
contents [8], measuring document similarity [13] and so on. Moreover, entity type
weighting has played an important role in various fields, such as entity summary,
ranking search results [12] and so on. Existing weighting approaches are mainly
based on statistics analysis (e.g., TF-IDF) [9] and the type hierarchy (e.g., the
depth of ancestors of entity type) [12].

6 Conclusion

For recommending entities with similar types, we investigated the similarity
measure between type collections. In this paper, we proposed an EMD-based
similarity measure for multi-type entity recommendation, and also devised a
PageRank-based weighting scheme by using type hierarchy. By using a hand-
crafted golden standard on real dataset, we compared our type weighting scheme
with the base-line weighting schemes, and also compared our EMD-based simi-
larity measure with the traditional similarity measures. Moreover, we compared
our EMD-based similarity measure with two traditional recommendation meth-
ods by using a ground truth of artist recommendation from Last.fm.

The evaluation results demonstrate that our PageRank-based type weighting
scheme is more effective than the base-line weighting schemes, and also show
that our EMD-based measure outperforms traditional similarity measures.

For future work, we would like to take more empirical study to compare
different weighting schemes and entity recommendation methods by using other
semantic information in the background knowledge base.
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Abstract. Ontology matching is an important issue for integrating in-
formation from distributed ontologies on the Web. While lots of research
is related to similarity measures, little attention has been paid to the
methods for selecting alignments from a similarity matrix. In this pa-
per, we propose two alignment selection methods based on homomor-
phism constraint and weak constraint on homomorphism respectively.
Experiments on various OAEI tests show that the two methods have
an advantage when the matching ontologies have sufficient subsumption
relations while performing competitively in other cases. Finally, we de-
sign a strategy to dynamically choose a suitable method according to the
characteristics of the compared ontologies. Experimental results demon-
strate that this strategy leads to a stable advantage in both precision
and F1-measure in average.

Keywords: ontology matching, homomorphism constraint, alignment
selection.

1 Introduction

An ontology typically provides a vocabulary that describes a domain of inter-
est and a specification of the meaning of terms in the vocabulary. Due to the
decentralized nature of the Web, there usually exist multiple ontologies from
overlapped application domains or even within the same domain [1]. The se-
mantic heterogeneity problem existing in the ontologies from various sources
is a big issue. Ontology matching is an effective way of handling the seman-
tic heterogeneity problem between ontologies. It finds correspondences between
semantically related terms from two different ontologies and is useful to Se-
mantic Web applications, such as information integration and distributed query
processing [1].

In Semantic Web research field, several ontology matching tools have been
developed, such as Falcon-AO [1], RiMOM [2] and AgreementMaker [3]. They
usually have a similar process of matching ontologies. The typical process of
them usually has two steps listed as follows:

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 294–305, 2014.
c© Springer International Publishing Switzerland 2014
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1. Similarity calculation based on terminological, structural or background in-
formation.

2. Alignment selection based on the similarity matrix got in the first step.

While lots of research is related to the issue of computing and refining sim-
ilarity measures, only little attention has been paid to alignment selection [4].
Alignment selection is to select a set of reliable alignments from a matrix of
similarity values of any pair of entities from two ontologies, which is given by
the ontology matching tool in the first step. For the requirements of different
ontology matching tasks, the selected alignment can be one to one, one to many,
or many to many alignments.

It is well-known that alignment selection can be seen as an optimization prob-
lem. Currently there are mainly three kinds of optimization methods: greedy
optimization by local decisions [4], global optimization based on Hungarian al-
gorithm [4] and optimization based on structure information [7–9]. However, as
far as we know, there isn’t a systematic study on alignment selection that takes
homomorphism constraint into consideration. In this work, we transform align-
ment selection into a 0-1 integer programming problem, in which the objective
function is the total similarity in some sense, and the constraint is essentially
the homomorphism constraint or the variant. Specially we propose two methods,
called Seal-H and Seal-WH, to optimize alignment selection, which can increase
the precision of results while keeping a similar recall. Moreover, we provide a
combined method Seal-HWG to dynamically select a suitable selection method
based on the characteristics of matching ontologies. Experimental results show
that the combined method Seal-HWG has an increase in both precision and
F1-measure in average.

The rest of this paper is organized as follows. In Section 2 we review related
work and illustrate the necessity of our work. In Section 3, we give the definition
of homomorphism constraint and propose a method to select alignments via ho-
momorphism constraint. In Section 4, we propose a method to select alignments
via weak constraint on homomorphism. In Section 5, a strategy for choosing and
combining different methods is designed for different ontology matching tasks. In
Section 6, we evaluate the three proposed methods by comparing them with three
baseline methods in three Ontology Alignment Evaluation Initiative1(known as
OAEI for short) test series. Finally, Section 7 concludes the paper.

2 Related Work

In the literature [5], Euzenat and Shvaiko have discussed using thresholds to cut
off low similarity alignments to get n-m alignments. To select 1-1 alignments,
Meilicke et.al. [4] have surveyed two alignment selection methods that make local
decisions to find high similarity alignments in a greedy style. Naive descending
selection method is widely used by many ontologymatching tools, such as Falcon-
AO [1] and RiMOM [2]. It iteratively selects the alignment with the maximum

1 http://oaei.ontologymatching.org/

http://oaei.ontologymatching.org/
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similarity larger than a threshold and remove it and all the alignments that have
the same source or target concept with it until no alignment could be selected.
We call it G-Des method in the rest of this paper. Naive ascending selection
method iterates over all the alignments in an ascending order of the similarity
score and selects one alignment if there is no alignments that have the same
source or target concept with it having a higher similarity score. We call it
G-Asc method. G-Asc method is more restrictive than the G-Des method.

The two greedy-style methods don’t consider the whole selection task as a
priority. A selection method that seeks a set of alignments with the maximum
sum of similarity using the Hungarian algorithm is discussed by Meilicke et.al. [4].
It treats concepts in two ontology as nodes in a bipartite graph and the input
candidate alignments as the edges between the nodes on two sides with the
similarity value as the weight. It uses the Hungarian algorithm to find a bipartite
matching that maximise the total weight.

However, the methods above rely on the similarities of alignments and don’t
utilize the structure information. In [7], Meilicke et.al. use logical reasonings
to identify inconsistencies and automatically remove erroneous alignments from
the previously selected alignments. It only identifies those alignments that are
provably inconsistent according to a description logics formulation. Meilicke.et.al
further extends this to define the mapping stability as a criterion of alignments
which is much more restrictive than mapping consistency. ASMOV [9] extends
the process of Meilicke’s work and introduces additional rules that seek to find
positive verification by which computed alignments could comply with desired
characteristics.

Meilicke.et.al’s two works [7, 8] and ASMOV [9] try to repair or fill up align-
ments based on logical constraint or reasonings after getting a set of 1-1 align-
ments got by other selection methods. Our proposed selection methods seek a
global optimization and utilize homomorphism constraint and weak constraint
on homomorphism, which is able to combine the “repairing or filling up” process
into the process of alignment selection.

3 Selecting Alignment via Homomorphism Constraint

In this section we will give a formal definition of homomorphism constraint, and
then propose a selection method based on homomorphism constraint, which is
called Seal-H.

3.1 Homomorphism Constraint

In graph theory, a graph G1 is said to be homomorphic to a graph G2 if there
is a mapping, called a homomorphism, from V (G1) to V (G2) such that if two
vertices are adjacent in G1 then their corresponding vertices are adjacent in
G2. The definition of homomorphic mapping for class inheritance hierarchy is
quite similar. Intuitively, if a homomorphic mapping preserves hyponymy among
entities, for example, the alignment set A={a1, a2, a3}, as shown in Fig. 1, is a
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homomorphic mapping. We first give a definition of ontology alignment, which
is borrowed from [1].

Definition 1. Ontology Alignment. Given two ontologies O1 and O2, an
alignment is a 5-tuple: 〈id, e1, e2, u, v〉 where id is a unique identifier; e1 is an
entity in O1, and e2 is an entity in O2; u is an equivalence (=), subsumption
($ or %) or disjointness (⊥) relationship holding between e1 and e2; and v is a
similarity between e1 and e2 in the [0,1] range.

In this paper, we mainly focus on equivalence relation. We will use a 3-
tuple 〈id, e1, e2〉 to refer to an alignment if not particularly stated. A homo-
morphism mapping and the homomorphism constraint is defined formally as
follows:

Definition 2. Homomorphic mapping and homomorphism constraint.
For a set of alignments A={a1, a2, ..., an},we say A is a homomorphic mapping
if it conforms to the homomorphism constraint as follows:

∀ 〈i, e1i, e2i〉,〈j, e1j , e2j〉∈A e1i ≺ e1j iff e2i ≺ e2j. (H)

Fig. 1. An example of homomorphic mapping

3.2 A Selection Method Based on Homomorphism Constraint

In order to select 1-1 alignments that conform to the definition of a homomorphic
mapping in Definition 2 from a given similarity matrix, we introduce a method,
called Seal-H, which transforms the problem into a 0-1 integer programming
problem, in which the objective function is the total similarity in some sense,
and the constraint is essentially the homomorphism constraint. If two align-
ments a1 and a2 violate homomorphism constraint, at most one of them could
take place in the result. Formally, the target and constraint can be defined as
follows:
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Target :Maximize
∑

0�i<n
0�j<m

f(S(i, j)) ∗X(i, j)

Constraints :0 � i < n,
∑

0�j<m

X(i, j) � 1

0 � j < m,
∑

0�i<n

X(i, j) � 1

For 0 � i, r < n, 0 � j, s < m, X(i, j) +X(r, s) � 1,

if ei ≺ er and ej ⊀ es

For 0 � i, r < n, 0 � j, s < m, X(i, j) +X(r, s) � 1,

if ej ≺ es and ei ⊀ er

Where S is the similarity matrix, X(i,j) is a binary value which determine
whether this alignment belongs to the result set, f(x) is an alignment weight
function which is an increasing function on [0, 1], such as xn,n = 1, 2, 3.... By
experiments, we have found that the performance of selection is best when n = 2.

It will be shown in Section 6.2 that the Seal-H method can improve the perfor-
mance of alignment selecting in the cases that have rich subsumption relations
and have fewer diversities in taxonomies between two ontologies.

4 Selecting Alignment via Weak Constraint on
Homomorphism

In this section we will give a formal definition of weak constraint on homomor-
phism, and then propose a selection method via weak constraint on homomor-
phism, which is called Seal-WH.

4.1 Weak Constraint on Homomorphism

According to reference alignments of OAEI benchmark series, about 8.75% of
alignments pairs 〈i, e1i, e2i〉,〈j, e1j , e2j〉∈A satisfies the condition that e1i ≺ e1j
while e2i ⊀ e2j , which means some reference mappings are not homomorphic
mappings. So the homomorphism constraint may be too strong for some of the
ontology matching tasks, and a weaker constraint on homomorphism should be
introduced. Before we give the definion of weak constraint on homomorphism,
we first define the alignment conflict relation as follows:

Definition 3. Alignment conflict. Alignment conflict is a relation between
two alignments, ai = 〈i, e1i, e2i〉 and aj = 〈j, e1j , e2j〉, we say ai conflicts with
aj iff e1i ≺ e1j and e2j ≺ e2i, or e1j ≺ e1i and e2i ≺ e2j. We denote this relation
by Conf(ai, aj).
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The definition of the weak constraint on homomorphism is as follows:

Definition 4. Weak constraint on homomorphism. For a set of align-
ments A={a1, a2, ..., an}, we say A conforms to weak constraint on homomor-
phism if the following condition is satisfied:

∀ ai,aj∈A we have NOT Conf(ai, aj). (WH)

As shown in Figure 2, there is an alignment conflict relation between alignment
a1 and a2. Alignment conflict relation is an irreflexive and symmetric relation.
The existence of this relation in the result alignment set would badly hurt the
quality of hyponymy-preserving. Actually, there is only one pair of alignments
in conflict existing in the reference alignments of OAEI benchmark series. So the
weak constraint on homomorphism defined in Definition 4 we can remove some
alignments in conflict with others to reduce the scale of the alignment without
hurting the recall of the results.

Fig. 2. Alignment conflict

4.2 A Selection Method Based on Weak Constraint on
Homomorphism

Just like Seal-H, we introduced a method, called Seal-WH, which transforms the
problem into a 0-1 integer programming problem, in which the objective function
is the total similarity in some sense, and the constraint is essentially the weak
constraint on homomorphism. If there exists conflict between alignments a1 and
a2, at most one of them could take place in the result. Formally, the target and
constraint can be defined as follows:

Target :Maximize
∑

0�i<n
0�j<m

f(S(i, j)) ∗X(i, j)

Constraints :For 0 � i < n,
∑

0�j<m

X(i, j) � 1

For 0 � j < m,
∑

0�i<n

X(i, j) � 1

For 0� i, r<n, 0�j, s < m,X(i, j)+X(r, s)�1, if Conf(aij , ars)
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Where S, X(i,j) and f(x) take the same definition in Section 3.2.
It will be shown in Section 6.2 that Seal-WH performs better than the G-Des

method and the Seal-H method in average, but in the cases that the structure
of two matching ontologies are quite similar, it performs not as good as Seal-H.

5 Combining Strategy

Experiments show that both the Seal-H and Seal-WH method can improve the
precision and F1-measure significantly in many cases but not all cases. In this
section, we first define two measures to estimate the characteristics of the two
matching ontologies and then introduce a combined method to dynamically
choose a suitable method according to the designated measures.

5.1 Measures

There are two factors that affect the performance of Seal-H and Seal-WHmethod:
the first one is the extent of subsumption or hyponymy relations existing in two
matching ontologies; the second is the extent of hyponymy preserving in the
target mapping. Based on this observation, we will define the comparability co-
efficient of a hierarchy and the homomorphism coefficient of a set of alignments.

Comparability coefficient of a hierarchy is defined as the percent of subsump-
tion relations existed in all possible entity pairs in a hierarchy. It is defined as
follows:

CCoef(O) =
|(e1, e2)|e1 ( e2 or e2 ( e1, e1, e2 ∈ O|

|O| ∗ |O| (1)

Homomorphism coefficient of a alignment set A is defined to evaluate how
well A keeps the subsumption relations in both ontologies, i.e. how well the
alignments confirm to the homomorphism constraints. It is defined as follows:

HCoef(A) =
|{ (〈i, e1i, e2i〉, 〈j, e1j , e2j〉)|

(e1i ( e1j and e2i ( e2j) or (e1j ( e1i and e2j ( e2i)
}|

|{ (〈i, e1i, e2i〉, 〈j, e1j , e2j〉)|
e1i ( e1j or e2i ( e2j or e1j ( e1i or e2j ( e2i

}|
(2)

It is observed from our experiments on various ontology matching tasks that
the above two measures are relevant to the performance of the Seal-H and Seal-
WH method. The extent of subsumption relations in a hierarchy of matching
ontologies greatly affect the power of the constraint on homomorphism including
the weak constraint. When the comparability coefficient is higher than a thresh-
old, Seal-H and Seal-WH performs better than traditional methods. Specifi-
cally, Seal-H performs best when the homomorphism coefficient is higher than
a threshold. When the comparability coefficient is low, the traditional method
G-Des perform best among all methods used in our experiments. Based on these
observations, we think these measures are useful to help us dynamically choose
a suitable selection method.
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5.2 A Combined Method

We have defined comparability coefficient for a hierarchy and homomorphism
coefficient for a set of alignments in the last section. However, there often does
not exist a reference mapping for an upcoming ontology matching task. To es-
timate the homomorphism coefficient of the target mapping, we need to use a
reliable method to select some alignments with high confidence as a “reference”
alignment set.

Based on our empirical study, we propose a combined method, called Seal-
HWG, to take advantage of three methods, say Seal-H, Seal-WH and G-Des.
The flow chart of the combined method is given in Fig. 3.

Fig. 3. The flow chart of the method Seal-HWG

We first compute the comparability coefficient of both hierarchies in matching
ontologies. When its value is lower than a predefined threshold θc (we set it to
0.01), we choose the traditional method G-Des, because it performs best among
traditional methods in terms of average F-measure. Otherwise, we use G-Asc
method to get a set of “reference” alignments with a similarity higher than a
predefined threshold (we set it to 0.4). The reason we choose G-Asc method is
that it costs less time and it can get a reliable mapping by our empirical study.
Based on the “reference” alignments, we compute the homomorphism coefficient
and if it is higher than a predefined threshold θh (we set it to 0.95), we choose
Seal-H method; otherwise, Seal-WH is our choice.

6 Evaluation

In this section, we first introduce the used test series followed by the measures
used in our experiments. Then, we report our experimental results to demon-
strate the validness of our proposed methods.
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6.1 Experiment Settings

We have chosen the latest test series in OAEI with a reference mapping. We
use the benchmark series2 of test in OAEI2012 (including 48 matching tasks),
the conference series3 in OAEI2010 (including 21 matching tasks) and directory
series4 in OAEI2005 (including 2,265 matching tasks) as the three test series.

If the output set of alignments is A, and the set of corresponding reference
alignments is Aref , the precision, recall and F1-measure of output alignments
are defined as:

prec(A,Aref ) =
|A ∩Aref |

|A| (3)

rec(A,Aref ) =
|A ∩Aref |
|Aref |

(4)

f1(A,Aref ) =
2 ∗ prec(A,Aref ) ∗ rec(A,Aref )

prec(A,Aref ) + rec(A,Aref )
(5)

Before using our methods to select alignments, we need to get a similarity
matrix of concepts in both ontologies. In our experiments, we use the similarity
matrix got by the open source tool Falcon-AO [1]. In both Seal-H and Seal-WH
method, we have transformed the problem into a 0-1 integer programming prob-
lem and we have utilized a state-of-the-art mathematical programming solver
Gurobi Optimizer5 to solve them efficiently and correctly.

To evaluate the three selection methods proposed in this paper, we compare
them with three baseline selection methods including the G-Des, the G-Asc and
the Hungarian method. We compute the average values of F1-measure, precision
and recall of the selection results in each test series for each of the all six meth-
ods respectively. It is noted that for the best performance in comparing with
other alignment weight functions, we choose f(x) = x2 as the alignment weight
function in the Hungarian, Seal-H and Seal-WH methods.

Because properties often have fewer subsumption relations and instances don’t
have any, our selection methods are mainly adopted to select alignments of cor-
responding classes rather than properties or instances. We use the widely used
G-Des method to select alignments in properties and instances.

6.2 Experimental Results

The performance of the six methods on OAEI benchmark series is depicted in
Fig. 4. The Seal-HWG method performs best among all methods in terms of F1-
measure. The G-Asc method has a good performance in precision but hurts the

2 http://oaei.ontologymatching.org/2012/benchmarks/index.html
3 http://oaei.ontologymatching.org/2010/conference/index.html
4 http://oaei.ontologymatching.org/2005/directory/
5 http://www.gurobi.com/

http://oaei.ontologymatching.org/2012/benchmarks/index.html
http://oaei.ontologymatching.org/2010/conference/index.html
http://oaei.ontologymatching.org/2005/directory/
http://www.gurobi.com/
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score of recall. In average, the G-Des method performs best in the three baseline
methods and the Seal-H and Seal-WH methods have a competitive performance.

Fig. 4. The performance of 6 methods on OAEI benchmark series

Fig. 5. The performance of 6 methods on OAEI directory series

The performance of the six methods on OAEI directory series is depicted in
Fig. 5. In directory series, our proposed methods all have a dominant advantage
over the three baseline methods. After investigating the matching ontologies
in directory series, we have found that the matching ontologies usually have a
similar structure which could make our homomorphism constraint powerful in
the alignment selection process.

Fig. 6 shows the performance of these methods on the conference series. Both
the G-Des and G-Asc method have a competitive performance in average. The
Seal-WH method has a better performance than the Seal-H and three baseline
methods in average but not in every single task. However, the combined method
Seal-HWG performs best among the six methods which is a demonstration of
the effectiveness of dynamical method selection performed in the process of the
Seal-HWG method.
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Fig. 6. The performance of 6 methods on OAEI conference series

Speaking in general, when the subsumption relations are sufficient, both
Seal-H and Seal-WH method could have a stable performance in our tests. Oth-
erwise, they could also perform competitively comparing to the baseline meth-
ods. Among the baseline methods, the G-Des method has a good performance
in terms of F1-measure on most matching tasks. We also find that the G-Asc
method performs best among the three baseline methods in terms of precision.
Our combined method Seal-HWG has a stable advantage over the other five
methods in our tests.

7 Conclusion

In this paper, we have systematically studied the optimization problem of align-
ment selection in ontology matching. To sum up, the main contributions of this
paper are as follows:

Firstly, we modeled the optimization problem of alignment selection in ontol-
ogy matching as an 0-1 integer programming problem, in which the objective
function is the total similarity in some sense, and some constraint on homomor-
phism should be taken into consideration. Specifically, we designed two methods
for selecting alignments, called Seal-H and Seal-WH, which are based on homo-
morphism constraint and weak constraint on homomorphism, respectively.

Secondly, to take advantage of three selection methods, say Seal-H, Seal-WH
and G-Des method, we designed a combined method to integrate these three
methods. The combined one is called Seal-HWG, and it can dynamically choose
a suitable selection method according to some designated estimation.

Finally, to evaluate the effectiveness of our presented methods, we conducted
extensive tests of six related methods on three OAEI test series. The results
demonstrate that both the Seal-H and Seal-WH have an advantage when the
subsumption relations are sufficient in the matching ontologies and perform
competitively in other cases. Especially, the combined method Seal-HWG has a
stable advantage among the six methods in terms of the F1-measure.

In future work, we are interested in designing an effective divide-and-conquer
strategy to make our selection methods more scalable and efficient. Besides, it
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is also an interesting research work to make sense of classes by mapping class
hierarchy to WordNet via homomorphism constraint.
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Abstract. Matrix factorization (MF) technique has been widely used in
collaborative filtering recommendation systems. However, MF still suffers
from data sparsity problem. Although previous studies bring in auxiliary
data to solve this problem, auxiliary data is not always available. In this pa-
per, we propose a novel method, Cosine Matrix Factorization (CosMF), to
address the sparsity problemwithout auxiliary data.Weobserve thatwhen
data is sparse, the magnitude of user/item vector could not be properly
learned due to lack of information. Based on that observation, we propose
to use cosine to replace inner product for sparse users/items, thus elimi-
nating the negative effects of poorly trained magnitudes. Experiments on
various real life datasets demonstrate that CosMF yields significantly bet-
ter results without help of auxiliary dataset.

Keywords: Matrix Factorization, Cosine Similarity, Collaborative Fil-
tering, Sparsity Problem.

1 Introduction

Recommender systems are widely used on the Internet nowadays. Web sites
such as Amazon, EBay, Hulu and Netflix rely on recommender systems to pro-
mote sales and improve user experience. These systems analyze users’ purchasing
records, predict users’ preference (ratings) to different items, and recommend
those with the highest ratings, i.e., the highest potential to attract users. Due to
the great commercial value, recommender system has attracted much attention
in different fields of research during the last decade, such as information retrieval
[1–3], data mining [4–7] and machine learning [8].

Matrix factorization [9] is one of the most commonly used approaches in
recommender systems. Despite of its efficiency, MF still suffers from sparsity
problem, i.e., users who rate only a small portion of items could not get proper
recommendation, and items with few ratings may not be recommended well.

Researchers have tried to utilize auxiliary datasets to alleviate sparsity prob-
lem, such as social recommendation and transfer learning [10–12, 1, 13–15, 2, 16,

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 306–317, 2014.
c© Springer International Publishing Switzerland 2014
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6, 5, 17, 7, 18, 19]. From the auxiliary datasets, recommender system could get
additional profile of sparse users/items, thus making a more accurate recommen-
dation. Although these methods are very useful to cope with sparse datasets, they
have 4major drawbacks: 1) Auxiliary datasets are not always available. The trans-
fer learning method requires that the auxiliary data have at least one common set
(user set or item set). The social recommendation needs user-user interaction data.
2)Auxiliary datasetsmay not be of good quality even if they are available. Data un-
der different assumption or data with noise would be of limited help, or even harm-
ful. [20] reports a negative case in which social data contributes nothing to the final
result, probably due to the poor quality of data. 3) The balance between target and
auxiliary datasets needs fine-tuning. [17] and [7] both mentioned that relying too
much on either side would not generate good performance. 4) These models usu-
ally have high complexity and could not be easily implemented and scaled. Most
of the above models involve graph computation, which would be a challenge when
the amount of users/items goes up.

Instead of taking in auxiliary datasets, we focus more on further utilizing
the existing dataset to get better performance. In this paper, we combine the
commonly used cosine similarity with the matrix factorization model to form
a novel approach, called Cosine Matrix Factorization (CosMF). There are two
main contributions in CosMF:

– We explain matrix factorization in an information retrieval scenario. We
demonstrate that there are actually two stages in model training, the di-
rection identification and the magnitude adjustment. Then we analyze how
vector norm and cosine similarity trained by these two stages finally affect
the performance when data is extremely sparse. This analysis further moti-
vates us to apply cosine similarity in the low-rank approximation.

– We developed a novel approach, the CosMF. CosMF requires no auxiliary
datasets, yet still works well. To our best knowledge, this is the first attempt
to incorporate cosine similarity for improving the recommendation quality
of MF.

The rest of the paper is organized as follows. Chapter 2 gives an overview of
the related work, especially how MF model works. In Chapter 3, we analyze why
MF does not work so well in sparse dataset. Chapter 4 introduces the CosMF
method. Chapter 5 demonstrates the experiments and results. Chapter 6 draws
a conclusion and discusses the future work.

2 Related Work

2.1 Overview

The Matrix Factorization (MF) technique aims to train a lower-rank model to
approximate the rating matrix R by user latent vector U and item feature vector
V . The underlying assumption of MF is that user preference is influenced by a
small number of latent factors, and the rating of an item is determined by how
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each of its feature factor applies to the user preference [21–23, 8, 24, 25, 9].
MF works efficiently and effectively and becomes one of the most widely used
methods in collaborative filtering.

Lots of research had been done to improve the performance of basic Matrix
Factorization. In [21] Lee et al. proposed Non-negative Matrix Factorization
(NMF) to enforce non-negativity in U and V , which was proved to be useful
in computer vision fields. In [23], Zhang et al. proposed Weighted Non-negative
Matrix Factorization (WNMF) to improve NMF by using weights as indicator
matrix to denote the observability of entries in R. In [8], Salakhutdinov et al. gave
Probabilistic Matrix Factorization (PMF), which used Gaussian distribution to
initialize U and V , and applied logistic function to limit the range of predicted to
[0,1]. Koren et al. summarized these work in [9] and gave an generic framework
for Matrix Factorization.

Researchers also managed to incorporate information from other data sources.
Zhang et al. used review sentiment analysis to construct virtual ratings for users
who have not explicitly expressed their opinions on the item [10]. Gu et al.
proposed the GraphWeighted Nonnegative Matrix Factorization (GWNMF) [19]
to use user/item neighborhood graph to preserve neighbourhood information in
user/item latent vectors. [5, 1, 17] utilized social network information under the
assumption that friends share similar tastes and interests.

2.2 Matrix Factorization

Suppose we have n users, m items and a rating matrix R = [Ri,j ]m×n with each
element Ri,j representing the rating of user i to item j. To make a recommen-
dation for user i, the recommender system needs to predict missing value of i-th
row of R, and picks items with high predicted ratings. In Matrix Factorization,
the rating of user i to item j is predicted as

Ri,j = UiVj
T (1)

where Ui denotes the latent preference row vector of user i and Vj denotes latent
feature row vector of item j, and both of them have k dimensions (latent factors).
To train the model, we need to minimize the squared error between predicted
and observed ratings while keeping the model as simple as possible. This leads
to the following objective function of Matrix Factorization(MF),

L = min
U,V

n∑
i=1

m∑
j=1

Ii,j(Ri,j − UiVj
T )2 +

λu
2

n∑
i=1

‖Ui‖2Frob +
λv
2

m∑
j=1

‖Vj‖2Frob (2)

where (Ri,j − UiVj
T )2 is the loss function. In×m is an indicator matrix with

observed ratings set to 1 and unobserved ones 0. The ‖·‖Frob denotes the Frobe-
nius norm, which acts as a regularizer and constrains the model’s complexity.
λu, λv ≥ 0 are penalty parameters of the above constraints.
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Fig. 1. Average U-norm, V-norm and Cosine on Epinions with different sampling ratio

3 Insights on Matrix Factorization

In this chapter, we give an alternative interpretation of Matrix Factorization
in the perspective of information retrieval. We treat recommending items as re-
trieving items with the highest similarity. Thus Ri,j represents the inner product
similarity between Ui and Vj , which is determined by the angle between these
two vectors and their magnitudes:

Ri,j = UiVj
T = ‖Ui‖ ‖Vj‖ cos(Ui, Vj) (3)

The ‖·‖ denotes the L2-norm of a vector, and cos(·, ·) denotes the cosine sim-
ilarity of two vectors. The norm and cosine play different roles in the preference
approximation. ‖Ui‖ and ‖Vj‖ respectively carry the macroscopic(global) infor-
mation of the strength of user i’s preference vector and item j’s feature vector. A
small ‖Ui‖ means that user i generally has low preference on most of the items,
and a small ‖Vj‖ means that item j generally has low attraction to most of the
users. While cosine similarity cos(Ui, Vj) carries the microscopic(local) informa-
tion of the pairwise inter-action between Ui and Vj . A small cos(Ui, Vj) means
that the feature of item j does not appeal to user i’s preference.

To better understand how cosine and norm work in the similarity approxima-
tion, we conduct the following experiment. We use the famous Epinions dataset
and sample it with different ratios 20%, 40%, 60% and 80% to construct training
set with different sparsity. For each training set, matrix factorization model is
trained. We calculate user average ratings and the U-norm ‖Ui‖ for user i. For
each user average rating, we further compute the average of U-norm, thus form-
ing the “User Average Rating”-“Average U-norm” graph in Figure 1(a). For ex-
ample, a data point (0.8, 0.9) means that for all users whose average ratings is 0.8,
their average U-norm is 0.9. The same goes for “Item Average Rating”-“Average
V-norm” graph in Figure 1(b). Then, for each training instance 〈i, j, rating〉, we
calculate the average cosine similarity cos(Ui, Vj) for each rating and draw the
“Rating”-“Average Cosine” graph in Figure 1(c). From Figure 1 we observe that
both vector norm and cosine similarity have a positive correlations with the rat-
ings. A higher rating usually indicates a higher cosine similarity. Users and items
with higher average ratings tend to have higher vector norms. Also, we notice
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Fig. 2. Demonstration on how Ui and Vj change in the training process

that as data sparsity decreases, the cosine curve gets lower, while the U-norm
and V-norm curves become steeper. We can draw 2 insights from the above
observation:

1. The focus of low-rank approximation shifts from cosine similarity to vector
norm when more information comes.

2. In MF model, cosine and norm get trained in parallel, since the cosine sim-
ilarity and vector norm change with the sparsity at the same time.

Insight 1 is in consistent with how people make recommendation in their daily
life. For example, if we know that Bob has watched Star Wars and rated it 5-
star, we may guess Bob is a Science-Fiction movie lover. This only one message
gives us the basic direction of Bob’s user latent vector. We name this process
direction identification. Without further information, we still could not know how
much he likes Sci-Fi. But if we get more Bob’s rating history, we could depict
Bob’s the length of latent factor vector more precisely. We name this process
magnitude adjustment. MF works in a similar way. For example, suppose MF
has already learned that Bob likes watching Star Wars. If it is told that Bob
often watches Sci-Fi movie and gives them high ratings, the angle of UBob stays
the same, while the norm inclines to fit the high ratings. If it further knows that
he watches thrill movie too, the direction of UBob deviates from VSci F i, and their
cosine similarity declines. To make up for the loss of cosine, the norm of UBob

increases. The only problem of MF resides at the very beginning, where MF starts
to do direction identification. According to insight 2, MF trains cosine and norm
in parallel, which means that it processes direction identification and magnitude
adjustment simultaneously. During the direction identification (cosine training),
the magnitudes of Ui and Vj both get adjusted to make up the approximation
error. Figure 2 demonstrates the above situation. If data is sparse, e.g., only
one training instance is related to Ui or Vj , the cosine similarity could not get
enough training (under-fitted) while norm gets too much training (over-fitted).

4 Cosine Matrix Factorization

4.1 Motivation

Aswemention in chapter 3, norm represents themacroscopic strength of user/item
vectors. Such corpus-wide information cannot be estimated accurately if data is
sparse. While cosine similarity indicates the microscopic inter-action of user i to
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item j. Even only one rating given by user i to item j can also give the preference
direction of him/her (but not the strengths). This motivates us to focus on cosine
similarity approximation at the first stage and norm approximation at the second
stage.

4.2 Direction Identification: Factorization with Cosine Similarity

We focus on direction identification by eliminating norm of U and V from (1):

Ri,j =
UiVj

T

‖Ui‖ ‖Vj‖
= cos(Ui, Vj) (4)

which means that the task of the low-rank factorization from answering “what
rating user i will give item j” to an easier question “how likely user i interacts
with item j”. The objective function of (4) is:

L = min
U,V

n∑
i=1

m∑
j=1

Ii,j(Ri,j−
UiVj

T

‖Ui‖ ‖Vj‖
)2+

λu
2

n∑
i=1

‖Ui‖2Frob+
λv
2

m∑
j=1

‖Vj‖2Frob (5)

This objective function has no global optimal solution, yet a local minimal could
be acquired by performing stochastic gradient descent. The derivation of Ui and
Vj are given by the following two equations:

∂L
∂Ui

= −
m∑
j=1

Ii,j(Ri,j −
UiVj

T

‖Ui‖ ‖Vj‖
)(
Vj − UiVj

T

UiUi
T Ui

‖Ui‖ ‖Vj‖
) + λuUi (6)

∂L
∂Vj

= −
n∑

i=1

Ii,j(Ri,j −
UiVj

T

‖Ui‖ ‖Vj‖
)(
Ui − UiVj

T

VjVj
T Vj

‖Ui‖ ‖Vj‖
) + λvVj (7)

The purpose of this step is to train Ui and Vj to capture the detail of U − V
interactions microscopically, thus avoiding the under-fitting of cosine similarity
in the ordinary MF methods.

4.3 Magnitude Adjustment: Compensating with Traditional MF

The above cosine based model discards the magnitude information of Ui and
Vj , which means that it loses the ability to describe Ui and Vj with detailed
preference/attraction strengths. Thus, for most non-sparse users/items, the per-
formance of the above model should not be better than the traditional MF.
To compensate the limitations of them, we separately train these two models,
and ensemble their respective results through linear combination. That is to say,
there are two user preference vectors, Ui for MF, U ′

i for cosine-based model, and
two item feature vectors, Vj for MF, V ′

j for cosine-based model. Ui and Vj are
trained by stochastic gradient descent using the following equations:

∂L
∂Ui

= −
m∑
j=1

Ii,j(Ri,j − UiVj
T )Vj + λuUi (8)
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∂L
∂Vj

= −
n∑

i=1

Ii,j(Ri,j − UiVj
T )Ui + λvVj (9)

The final predicted rating R̂i,j is given by:

R̂i,j = αUiVj
T + (1− α) cos(U ′

i , V
′
j ) (10)

where α is the weight balance parameter between MF and the cosine-based
model. When α = 1, the model degenerates into the traditional MF. When
α = 0, the model discards all magnitudes method. Notice that α does not take
part in the training process, and could be adjusted and fixed by cross-validation
afterwards.

5 Experiments

5.1 Datasets

CosMF requires the original rating dataset only. Hence, this model could be
used in most of the recommendation system. We use 4 datasets to testify the
effectiveness of our model.

Epinions1 Epinions.com is a well-known web site where customers could read
and post reviews on a variety of items. Each review relates to a rating ranging
from 1 to 5. This dataset is issued in [6]. It consists of 40,163 users, 139,738
items and totally 664,824 ratings.

Douban2 Douban.com is a Chinese web site where users could share their
interests on films, books, music and events by scoring the items (ranging from 1
to 5). This dataset is crawled and shared by Ma et al. [17]. It consists of 129,490
users, 58541 items and 16,830,839 ratings.

Flixster3 Flixster.com is a web site where users can rate movies. The ratings
are in the range of [0.5, 5] with step size 0.5. After eliminating invalid users and
items, the dataset contains 787,214 users, 48,795 items and 8,196,077 ratings.

MovieLens10M4 MovieLens10M consists of 10,000,054 ratings and 95,580
tags of 71,567 users for 10,681 movies. The preference of the user for a movie is
rated from 1 to 5 and 0 indicates that the movie is not rated by any user.

The Douban, Flixster and MovieLens10M are all dense datasets. We lower
the sample ratio of training set, manually creating more sparse users/items.
This would provide us more test cases for each sparse user/item. For Douban,
Flixster and MovieLens10M, 20% and 40% sampling are applied. Epinions is
sparse enough, so we only sample 80% as training set.

We use Ut to denote the set of users who have rated no more than t items,
It to denote the set of items which have been rated by no more than t users.

1 http://www.trustlet.org/wiki/Epinions_datasets
2 https://www.cse.cuhk.edu.hk/irwin.king/pub/data/douban
3 http://www.sfu.ca/sja25/datasets/
4 http://files.grouplens.org/datasets/movielens/ml-10m.zip

http://www.trustlet.org/wiki/Epinions_datasets
https://www.cse.cuhk.edu.hk/irwin.king/pub/data/douban
http://www.sfu.ca/sja25/datasets/
http://files.grouplens.org/datasets/movielens/ml-10m.zip
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Table 1. Description of the datasets

Statistics
Epinions Douban Flixster MovieLens10M

80% 20% 40% 20% 40% 20% 40%
sampling sampling sampling sampling sampling sampling sampling

Train set sparsity 9.47e-5 4.44e-4 8.88e-4 4.27e-5 8.53e-5 2.92e-4 5.85e-4

|Ut=1| 18665 15237 8577 729120 709037 2137 1693

|Ut=1|/|U | 37.87% 11.77% 6.624% 92.62% 90.07% 2.986% 2.366%

|It=1| 87596 30472 23877 28057 21407 55386 54907

|It=1|/|I | 62.69% 52.05% 40.79% 57.50% 43.87% 85.04% 84.30%

|Rtrain
t=1 | 78225 18142 16806 42218 46664 883 283

|Rtrain
t=1 |/|Rtrain| 14.71% 0.539% 0.249 % 2.575% 1.423 % 0.044% 0.007%

|Rtest
t=1 | 30716 158111 50459 304895 134052 15698 1329

|Rtest
t=1 |/|Rtest| 23.10% 0.0117% 0.005 % 0.047% 0.027 % 0.002% 2e-4%

Rt = {Ri,j|i ∈ Ut ∨ j ∈ It} is called the sparse set. R1 is used in the following
test to evaluate the performance of MF and CosMF on sparse users/items.

Finally we constructed 7 datasets in total, and each dataset has its sparse
set. These datasets are in various sparsity, and should be sufficient to give us an
overview of the performance. Basic descriptions of all datasets could be found
in Table 1. From Table 1 we can see that all these datasets are extremely sparse
(sparsity below 0.1%). Epinions and Flixster are extremely sparse both in user
and item. In Epinions, sparse instances can even takes up to 15% of the whole
training set. Douban and MovieLens10M are dense in user while sparse in item.

5.2 Metrics

We adopt two widely used evaluation metrics for our experiment, the Mean
Absolute Error (MAE) and the Root Mean Square Error (RMSE):

MAE =

∑
i,j

∣∣∣Rij − R̃ij

∣∣∣
|TE |

RMSE =

√√√√∑
i,j (Rij − R̃ij)

2

|TE |

where Ri,j denotes the rating user i gives to item j, R̃i,j denotes the predict
rating for user i with item j, |TE | is the amount of ratings in test dataset. By
definition, smaller MAE and RMSE are better.

5.3 Baseline and Parameters

To the best of our knowledge, we are the first one to attempt to improve Matrix
Factorization from information retrieval perspective in extremely sparse datasets
without auxiliary data. Other methods either use auxiliary data, or do not ad-
dress the sparsity problem (especially for users and items with only one training
data). So we only use method proposed by Koren et al. in [9] as the evaluation
baseline.
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Table 2. Performances on different datasets with α = 0.5

Dataset

Cold Set Whole
MF CosMF MF CosMF

MAE RMSE MAE RMSE MAE RMSE MAE RMSE

Epinions
1.098 1.3115

0.9125 1.1175
0.894 1.143

0.8445 1.078
80% 16.89% 14.79% 5.54% 5.69%

Douban
0.99 1.2065

0.742 0.9165
0.594 0.752

0.591 0.7455
20% 25.05% 24.04% 0.51% 0.86%

Douban
1.031 1.2475

0.751 0.928
0.5775 0.7315

0.573 0.723
40% 27.16% 25.61% 0.78% 1.16%

Flixster
1.0015 1.2305

0.869 1.0965
0.702 0.932

0.6855 0.906
20% 13.23% 10.89% 2.35% 2.79%

Flixster
1.0045 1.2355

0.8815 1.1105
0.66 0.884

0.6505 0.8665
40% 12.24% 10.12% 1.44% 1.98%

MovieLens
0.855 1.085

0.81 1.0365
0.685 0.8895

0.6755 0.874
20% 5.26% 4.47% 1.39% 1.74%

MovieLens
0.894 1.112

0.7375 0.9395
0.6465 0.8415

0.638 0.8285
40% 17.51% 15.51% 1.31% 1.54%

For each of the training set, we compare MF with CosMF on sparse set as well
as the whole set. Different numbers of latent factors k settings {5, 10, 15, 20}, and
different balance parameter α {0.0-1.0, 0.01 each step} are tried. The learning
rate of the stochastic gradient descent is set to 0.03, and the regularization
parameter λu, λv are set to 0.001 empirically. Each method is repeated 3 times,
and the average MAE and RMSE are reported. Each experiment iterates until
its objective function converges.

5.4 Performance

The experiment results using α = 0.5 are shown in Table 2. The standard devia-
tions of the results are all around 0.002. Best result are highlighted in bold style.
From the results, we observe that the proposed CosMF consistently outperform
the original MF in both cold set and the whole set. Percentages in italic are the
improvement of CosMF over the original MF. Due to the higher sparse test set
ratio, the improvement on whole set of Epinions is much higher than others.

5.5 Parameter Sensitivity

We investigate the parameter sensitivity of dimension k and weight balance
factor α by varying their values and demonstrate the results in Figure 3 and
Figure 4.

As Figure 3 shows, on Epinions 80%, performance of MF and CosMF both im-
prove as k goes bigger. While on Douban 40%, Flixster 40% and MovieLens10M
40%, MF starts to perform bad when k get even bigger, while CosMF almost
stays the same. The reason for this is that as k goes up, the norms of Ui and Vj
also tend to become bigger, and impact of magnitude grows stronger, making the
model more vulnerable to over-fitting. CosMF relies less on the magnitude and
does not get over-fitted easily. Douban 20%, Flixster 20% and MovieLens10M are
too sparse that models trained on them over-fit at the very beginning. Increasing
k only makes things worse.
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0.149
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0.151
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5 10 15 20

Douban 40%

0.114
0.115
0.116

0.145
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0.147
0.148

5 10 15 20
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0.184
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0.19

5 10 15 20
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0.176

0.178

5 10 15 20
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0.138
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5 10 15 20
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0.127
0.128
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0.166

0.168

0.17

5 10 15 20

Epnions 80%
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0.22
0.225
0.23

MF MAE
CosMF MAE
MF RMSE
CosMF RMSE

Fig. 3. Impact of dimension of latent factors on different datasets

0 0.5 1

Douban 20%

alpha

0.116
0.118
0.12

0.122
0.124

0.155

0.16

0 0.5 1

Douban 40%

alpha

0.115

0.15

0 0.5 1

Flixster 20%

alpha

0.135

0.14

0.185

0.19

0 0.5 1

Flixster 40%

alpha

0.13

0.132

0.176

0 0.5 1

MovieLens10M 20%

alpha

0.135

0.176
0.178
0.18

0.182

0 0.5 1

MovieLens10M 40%

alpha

0.126

0.128

0.13

0.17

0 0.5 1

Epinions 80%

alpha

0.17

0.175

0.22

0.23

CosMF RMSE
CosMF MAE

Fig. 4. Impact ofα on different datasets

Figure 4 shows the impact of α. When α = 0, we discard all magnitude
information, resulting in performance worse than the original MF. When α =
1, it becomes the traditional MF. α around 0.5 always give the best result,
which means that we should neither rely too much on the magnitude(norm)
information, nor directly ignore and discard it.

6 Conclusion and Future Work

In this paper, we focused on the sparsity problem in collaborative filtering rec-
ommender system without the help of auxiliary data. Based on the observation
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that people learn features of an object through two process, the direction iden-
tification and the magnitude adjustment, we found that traditional MF trains
cosine (the direction) and norm (the magnitude) in parallel, which would lead to
under-fitted cosine similarity value and over-fitted vector norm value when data
is sparse. We proposed to eliminate norm in the factorization objective func-
tion to solve that problem, and combine the new objective function with MF to
form the CosMF method. Experiments on 4 real life datasets demonstrated that
CosMF out-perform the traditional MF.

The success of CosMF increased our confidence to incorporate cosine simi-
larity in matrix factorization. In the field of collaborative filtering recommender
system, there are many scenes where magnitude of vectors do not matter greatly,
such as the one-class collaborative filtering [4] and social recommendation [17].
We believe that the cosine similarity function would be of great help for those
problems.
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Abstract. In social networks, many users tend to share items such as movies, 
books, songs and images by rating them with a series of discrete numbers or 
annotating them with a set of tags. Clearly, there are some semantic relation-
ships among the users, items, ratings, tags and other information. Most of the 
past works only focused on some ternary relationships such as users-items-
ratings or users-items-tags to make recommendations. But the ternary relation-
ships which do not make good use of the given information are insufficient to 
provide accurate recommendations. In this paper, we propose a novel recom-
mendation method based on frequent n-adic concepts which can mine the  
hidden conceptualization in the relationships. If there are tags, we model the re-
lationships into the quadruples <users, items, ratings, tags> and if there are no 
tags, we also have some other information and model the relationships into the 
quintuples <users, items, ratings, contexts, features>. Experimental results on 
MovieLens dataset demonstrate that our method has shown a significant im-
provement over the state-of-the-art recommendation approaches in terms of 
precision. 

Keywords: Recommendation, Frequent N-adic Concepts, Tags, Contexts. 

1 Introduction 

With the explosion growth of information available on the World Wide Web, we are 
flooded with a lot of information. Therefore, the information filtering techniques such 
as recommender systems have become more and more popular. Recommender sys-
tems attempt to provide the best options matching the users’ interests and have been 
used in various applications, such as Amazon and Last.fm. 

In the times of Web 2.0, people have two ways to express their opinions on items. 
One is that the users are allowed to rate items with numbers within a certain range. 
This forms a structure that consists of three sets U, I, R as well as a ternary relation 
among them, where U, I and R are the sets of users, items and ratings respectively. The 
user's preferences for an item can be reflected by the ratings. Another is that the users 
can label diverse items with freely chosen tags. The resulting structure is folksonomy 
[3, 16] which consists of three sets U, I, T and a ternary relation among them, where T 
is the set of tags. Some tags such as “aliens” or “shark attacks” can represent the items’ 
contents and some tags such as “excellent” or “overrated” may implicitly reflect the 
user’s preferences. Many existing recommender systems including rating-based  
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and tag-based methods use only ternary relationships to derive their recommenda-
tions. The main difference is that the rating-based methods [2, 6, 13] usually utilize 
the users-items-ratings relationships while the tag-based methods [7, 20, 21] make use 
of the users-items-tags relationships to generate recommendations. 

However, the recommendations based on ternary relationships may be inaccurate 
because they only use a portion of the given information. Users may annotate the 
same tags for an item but give different ratings on it. Items may have multiple tags 
indicating their different facets and users could give different ratings on the same item 
based on different facets that they care. Table 1 shows an example of ternary relation-
ships. Both u1 and u2 have labeled i1 with the same tag “comedy”. However, u2 likes i1 
but u1 does not. User u1 has rated i2 with high score while u2 has given low rating. 
Maybe i2 is a good thriller movie for u1 and not a good love movie for u2. Hence using 
rating or tag information alone is insufficient.  

Table 1. An example of ternary and quaternary relationships 

users-items-tags users-items-ratings users-items-tags-ratings 

U I T U I R U I T R 

u1 i1 comedy u1 i1 1 u1 i1 comedy 1 

u1 i2 thriller u1 i2 5 u1 i2 thriller 5 

u2 i1 comedy u2 i1 5 u2 i1 comedy 5 

u2 i2 love u2 i2 1 u2 i2 love 1 

Actually, we can merge the original ternary relationships and form a new quater-
nary relationship. The quaternary relationships <users, items, ratings, tags> can reveal 
more information that cannot be obtained in ternary relationships. Although the me-
thod in [5] groups the quaternary relationships among users, items, ratings and tags as 
a 4-order tensor, it costs too much time and memory to learn the model.  

Except for the quaternary relationships, other information such as contexts and us-
er’s features can also be used. The information of contexts which is associated with 
the user-item interaction [1] has been recognized as an important factor in recom-
mender systems. The contexts could be the location or the time of the interaction hap-
pens. Obviously, we can significantly improve the recommendation accuracy com-
pared to the methods solely based on user-item interactions [1, 13, 17]. In addition, 
the information of user’s features such as gender, age and profession is also impor-
tant. Users play an important role in the social networks and the process of item shar-
ing is accomplished by the users. Therefore, we can get high quality recommenda-
tions when adding user’s features [4, 11]. 

In this paper, we propose a novel recommendation method based on frequent n-
adic concepts. The frequent n-adic concepts can reveal the shared conceptualization 
hidden in the non-formalized data [9]. We design two different methods that consist 
of the quadruples <users, items, ratings, tags> and the quintuples <users, items, rat-
ings, contexts, features> corresponding to the models with tags and without tags re-
spectively. We group the quadruples into structures called 4-adic concepts and simi-



320 D. Wang, and J. Ma 

 

larly the quintuples into 5-adic concepts. A possible 4-adic concept can be: “some 
users give the same ratings and tags to some movies” and the hidden conceptualiza-
tion is that the users with similar interests tend to have same preference for similar 
items. We also devise two different item recommendation algorithms when we get the  
concepts. The experimental results on a large MovieLens dataset show that our me-
thod outperforms the state-of-the-art algorithms in terms of accuracy. 

2 Related Work 

In this section, we review several major approaches for recommender systems, espe-
cially for rating-based and tag-based methods. 

Collaborative Filtering (CF) is one of the most widely used rating-based methods. 
CF algorithms mainly focus on the user-item rating matrix and can be divided into 
two types, i.e. memory-based approaches [2, 6, 12, 15] and model-based approaches 
[8, 18, 19, 25].  

Except for rating-based methods, some works also focus on the recommendations 
based on tags. In [7], Diederich et al. proposed to create user profiles using the tags 
associated with some specified objects. These tag based profiles are used to find the 
neighbors with similar interests based on some similarity measure. In [22], the authors 
presented a generic method that incorporates tags to CF algorithms. They first reduce 
the ternary relationships users-items-tags to three binary relationships including users-
items, users-tags and items-tags. Then, they design a fusion mechanism to capture the 
ternary relationships. The work in [20] predicted user’s preferences for items based on 
their inferred preferences for tags. Symeonidis et al. in [21] developed a framework to 
model the ternary relationships users-items-tags into a 3-order tensor and perform a 
dimensionality reduction for recommendation. 

Recently, some works based on quaternary relationships have emerged. In [5], the 
authors proposed a unified framework based on quaternary semantic analysis. They 
model the quaternary relationships among users, items, ratings and tags as a 4-order 
tensor and cast the problem as a multi-way latent semantic analysis problem. A High-
er-Order Singular Value Decomposition (HOSVD) is applied in the 4-order tensor to 
reveal the latent semantics among the four entities. The time complexity is quartic in 
the size of the latent dimensions and the space complexity is O(|U|×|I|×|R|×|T|). 
Although they model the quaternary relationships as a 4-order tensor, it needs more 
running time and memory to learn the model. The authors in [11] gave  
a personalized recommendation method based on user’s profiles in folksonomies. 
They suggest a quaternary relationship <users, items, tags, profiles> which considers 
the user’s profiles as a new dimension of a folksonomy and make recommendations 
matching user’s profiles rather than popular ones. But they ignore the information of 
ratings which represent most of a user’s tastes. 
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3 Frequent N-adic Concepts 

In order to discover the shared conceptualizations hidden in the relationships, we 
introduce the notion of n-adic concepts [23]. We first present the notion of n-adic 
context1. 

A formal context consists of a set of objects, a set of attributes and a binary relation 
between the two sets. This framework means that the objects have the attributes. 
Many models are proposed which are inspired by the use of this framework for data 
analysis. This setting has been extended in [24] to a triadic context that consists of 
three sets and a ternary relation among them. These three sets are objects, attributes 
and conditions and the ternary relation means that the objects have the attributes un-
der the conditions. Based on the notions mentioned above, we now generalize to an n-
adic context. 

Definition 1. (n-adic context) [23] An n-adic context is an (n+1)-tuple K = (K1, 
K2,…, Kn, Y), where K1, K2,…, Kn are finite entity sets and Y is an n-ary relation 
among K1, K2,…, Kn, i.e., Y ⊆ K1×K2×…×Kn. 

Table 2 shows an example of an n-adic context when n=3, which are also known as 
folksonomy. According to the table we can see that the 3-adic context K = (U, I, T, 
Y) includes three sets U = {u1, u2, u3, u4}, I = {i1, i2, i3, i4} and T = {t1, t2, t3}. Y ⊆ U
×I×T and each y∈Y can be represented by a triple: y = {(u, i, t) | u∈U, i∈I, t∈
T }. Each triple indicates an item sharing process that a user u from U labels an item 
i from I with a tag t from T. For example, the user u1 has tagged the item i1 with tags 
t1, t2 and t3, and the items i2, i3 and i4 with tags t2 and t3. We can also see that both u1 
and u2 have tagged the items i3 and i4 with tags t2 and t3. 

Table 2. An example of an n-adic context 

I i1 i2 i3 i4 

U /T t1 t2 t3 t1 t2 t3 t1 t2 t3 t1 t2 t3 

u1 1 1 1  1 1  1 1  1 1 

u2 1  1 1 1  1 1 1 1 1 1 

u3  1  1 1 1 1 1  1  1 

u4 1  1 1 1  1 1  1 1 1 

We now define an n-adic concept. 

Definition 2. (n-adic concept) [23] An n-adic concept of an n-adic context K = (K1, 
K2,…, Kn, Y) is an n-tuple (A1, A2,…, An) with Ai ⊆ Ki, i = 1, 2,…, n, and A1×A2×

…×An ⊆ Y such that the n-tuple (A1, A2,…, An) is maximal, i.e. none of these sets 
can be extended without shrinking one of the other dimensions. 

                                                           
1  This context is a framework for data analysis and is different from the context which is 

associated with the user-item interaction in context-aware recommendation. 
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Table 3. An example of an n-adic concept 

U I T 

u1 i1 t1, t2, t3 

u1 i1, i2, i3, i4 t2, t3 

u2 i1, i3, i4 t1, t3 

u1, u2 i3, i4 t2, t3 

u1, u2, u3 i1, i2, i3 t2 

… … … 

Table 3 shows an example of a portion of the n-adic concept of the n-adic context 
in Table 2. If there are no restrictions, we will have a lot of n-adic concepts from the 
given n-adic context. These n-adic concepts are highly redundant and it is hard to find 
the most important information. In order to obtain a condensed representation and 
keep the most significant ones, we impose some restrictions on each dimension of the 
context with minimum thresholds. 

Problem 1. (Mining all frequent n-adic concepts) Let K = (K1, K2,…, Kn, Y) be an 
n-adic context and minsupp1, minsupp2, …, minsuppn be the user-defined minimum 
thresholds. The task of mining all frequent n-adic concepts consists in determining all 
n-adic concepts (A1, A2,…, An) of K with |Ai|≥minsuppi, i =1,2,…,n. 

After setting the thresholds, the n-adic concepts we get are called frequent. For ex-
ample, in Table 2, if we set minsuppu =2, minsuppi =2 and minsuppt =2. Then, we can 
extract three frequent 3-adic concepts such as {(u1, u2), (i3, i4), (t2, t3)}, {(u2, u3, u4), 
(i2, i3), (t1, t2)}, {(u2, u4), (i1, i4), (t1, t3)}. It is important to note that the extracted re-
presentation of n-adic concepts is very dense and it can represent the most of the orig-
inal information [10]. We can easily find the latent conceptualizations from the fre-
quent n-adic concepts. 

4 Recommendation Models 

After the introduction to the background of the n-adic concepts, in this section, we 
present our recommendation methods. 

We design two different methods including the models with tags and without tags. 
Actually, most of the social networks aim at a specific application and some allow the 
users to give ratings on items while others let the users label the items with tags. 
Therefore, the forms of information in different networks are different. In most social 
networks, the process of item rating is very easy for the users while item tagging is a 
little complicated. This is why the information of ratings is a little more than the tags 
in most of the networks. We provide a framework that consists of two different mod-
els so that the recommendations will be more accurate. 
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4.1 Models with Tags 

Existing recommender systems only use the ternary relationships such as users-items-
ratings or users-items-tags. However, both ratings and tags are necessary and we will 
miss important information if lacking any one of them. We now present the models 
with tags and introduce the quadruples <users, items, ratings, tags>. 

We have introduced the notion of n-adic context and the 4-adic context is a special 
case when n=4. The 4-adic context is a quintuple K = (U, I, R, T, Y), where U, I, R 
and T are finite sets that represent users, items, ratings and tags respectively. Y ⊆ U
×I×R×T and each y∈Y can be represented by a quadruple: y = {(u, i, r, t) | u∈
U, i∈I, r∈R, t∈T } which denotes that a user u gives the rating r and provides the 
tag t to an item i if s/he has watched i before. 

Similarly, the 4-adic concept is also a special case of n-adic concept when n=4. 
The 4-adic concept of a 4-adic context K = (U, I, R, T, Y) is a quadruple (U, I, R, T ) 
with U ⊆ U, I ⊆ I, R ⊆ R, T ⊆ T and U×I×R×T ⊆ Y such that the quadruple (U, 
I, R, T ) is maximal. Then, we set the thresholds and get frequent 4-adic concepts. We 
refer to the obtained frequent 4-adic concepts as F4C. 

4.2 Models without Tags 

Tags are not always available in different social networks even if the information of 
tags is very useful. Therefore, we consider the models without tags. 

Although there is no tag information, we have access to some additional informa-
tion, such as contexts and user’s features. Contextual information has proved to be 
valuable for providing more accurate predictions in various application domains [17] 
including recommender systems [1, 13]. The contextual information is associated 
with the user-item interaction and could be the location or the time of the interaction. 
The user’s features such as gender, age and profession greatly increase the accuracy 
of personalized recommendation. 

After adding the information of contexts and user’s features, we introduce the 
quintuples <users, items, ratings, contexts, features>. Similarly, when n=5, we can get 
5-adic context K = (U, I, R, C, F, Y), where U, I, R, C and F are finite sets 
representing users, items, ratings, contexts and user’s features respectively and Y ⊆ 
U×I×R×C×F. The 5-adic concept of a 5-adic context K = (U, I, R, C, F, Y) is 
a quintuple (U, I, R, C, F) with U ⊆ U, I ⊆ I, R ⊆ R, C ⊆ C, F ⊆ F and U×I×R×
C×F ⊆ Y such that the quintuple (U, I, R, C, F) is maximal. We refer to the obtained 
frequent 5-adic concepts as F5C. 

In order to mine all frequent 4-adic or 5-adic concepts from the given 4-adic or 5-
adic context, we apply the QUADRICONS [10] which is one of the existing algo-
rithms in the literature. We take the 4-adic or 5-adic context as well as minimum thre-
sholds as input and output the set of F4C or F5C fulfilling these thresholds. 
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4.3 Recommendation Algorithms Based on Frequent N-adic Concepts 

After obtaining the frequent 4-adic or 5-adic concepts, we design two recommenda-
tion algorithms corresponding to the models with tags or without tags respectively. 

Algorithm 1. Recommendation based on F4C 

Input: 
1. F4C: the set of frequent 4-adic concepts 
2. a user u and the set of tags T that u has used to label items which s/he likes 
3. N: the number of recommended items 
Output: 
RI: the set of top-N recommended items 
1: For each 4-adic concept f4c∈F4C 
2:    For each tag∈f4c.t 
3:       If tag∈T 
4:          RI = RI∪f4c.i; 
5:          Count the occurrences of f4c.i; 
6:       End 
7:    End 
8: End 
9: Keep the most frequent N items in RI; 
10: Return RI; 

 
The pseudo code of the algorithm with tags is sketched by Algorithm 1. It takes a 

set of frequent 4-adic concepts F4C, a user u, a set of tags T, a number N as input and 
outputs a set of top-N recommended items. We assume that a user likes a movie if 
s/he has given a top rating to the item. T is the set of tags that u has used to label 
items which s/he likes. The algorithm runs the set of frequent 4-adic concepts to find 
those where the tags in F4C belongs to T. Then, we count the occurrences of the items 
in each 4-adic concept that we have found and return the most frequent N items. 

Algorithm 2 shows the pseudo code of the algorithm without tags. It takes F5C, a 
user u with features f, a number N as input and outputs a set of top-N recommended 
items. The set of recommended items has two parts and one is determined by the us-
er’s features and the other by the relevant user’s tastes. First, we find the items from 
F5C corresponding to u’s features. Then, we run the set of frequent 5-adic concepts to 
find those where u belongs to and put the items which are liked by the users we have 
found in each 5-adic concept into the recommended set. Finally, we combine the two 
parts and return the most frequent N items. 

Both Algorithm 1 and Algorithm 2 rely on frequent n-adic concepts. The process 
of the extraction of frequent n-adic concepts is an off-line phase and is only per-
formed once. The time and space complexity of QUADRICONS are O(N2) and O(N) 
respectively, where N is the number of item sharing interactions such as (u, i, r, t) or 
(u, i, r, c, f ). Our algorithms do not cost a lot of time and can present recommenda-
tions timely. 
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Algorithm 2. Recommendation based on F5C 

Input: 
1. F5C: the set of frequent 5-adic concepts 
2. a user u with features f 
3. N: the number of recommended items 
Output: 
RI: the set of top-N recommended items 
1: For each 5-adic concept f5c∈F5C 
2:    If f ∈f5c.f 
3:       RI = RI∪f5c.i; 
4:       Count the occurrences of f5c.i; 
5:    End 
6:    If u∈f5c.u 
7:       For each user u’∈f5c.u/u  /* except u */ 
8:          RI = RI∪u’.likeditems; 
9:          Count the occurrences of u’.likeditems; 
10:       End 
11:    End 
12: End 
13: Keep the most frequent N items in RI; 
14: Return RI; 

5 Experiment 

In this section, we conduct several experiments to compare our models with existing 
methods. We first give a detail description of the datasets and protocol that are used in 
the experiments. Then, we evaluate the recommendation performance of our two 
models and give a detail analysis of the impact of minimum thresholds. 

5.1 Experimental Setup 

For this research, we use the MovieLens2 dataset which is publicly available3. Mo-
vieLens is a recommender system and virtual community website where users can 
share movies with ratings and tags. The users can receive recommended movies that 
matching their own interests. This dataset consists of two parts. The first part contains 
the users’ ratings with a scale of 0.5 to 5 on different movies and the second part con-
tains the users’ tags on different movies. This dataset contains 2113 users who have 
rated or labeled 10197 different items. There are 855598 ratings and 47957 tag as-
signments using 13222 tags. According to the models we have proposed, after con-
ducting a combination and an extraction, we obtain 36885 quadruples <users, items, 
ratings, tags> and 855598 quintuples <users, items, ratings, contexts, features>. We 
use 90% of the data as the training set and the remaining 10% as the test set for each 
part. 
                                                           
2  http://movielens.umn.edu/ 
3  http://grouplens.org/ 
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The evaluation metrics we use is the Hit Ratio [14, 5]. For each user u, we only 
consider the items s/he likes. So, we randomly choose one item i that has a rating of 5 
and keep the tuples involving u and i. If the item i is among the top-N recommended 
items, we say that a hit has occurred. The hit ratio is defined as: 

Numberofhits
HitRatio

U
= . 

5.2 Experiments on Recommendation with Tags 

We first evaluate the precision of the proposed recommendation models with tags 
(F4C). We compare our method with the following approaches: 

1. UCF: The user based collaborative filtering is a memory-based approach. It uses 
PCC to cluster similar users and recommends items based on these similar users. 

2. PMF [19]: This method is a state-of-the-art model based collaborative filtering 
algorithms. It just considers the user-item rating matrix using probabilistic matrix 
factorization for recommendations. 

3. F3CR: This method focuses on ternary relationships users-items-ratings and uses 
frequent 3-adic concepts to make recommendations. 

4. F3CT: Like F3CR, F3CT only utilizes the relationships of users-items-tags. 
5. QSA [5]: The method of quadratic semantic analysis applies the HOSVD in the 4-

order tensor to reveal the latent semantics among users, items, ratings and tags. 

Fig. 1 shows the results of all comparison partners as we vary N. From the result, 
we can see that our model F4C significantly outperforms the other methods in terms 
of Hit Ratio and its advantage is more obvious when N≥4. This is because F4C can 
discover the shared conceptualizations hidden in the structure of the quadruples <us-
ers, items, ratings, tags>. Both F3CR and F3CT get worse results compared to F4C, 
which demonstrates that using tag or rating information alone is insufficient. We also 
notice that UCF and PMF obtain relatively worse results and we think this phenome-
non is caused by two factors. One is that UCF and PMF only use user-item ratings 
and do not take the tags into consideration for collaborative filtering recommenda-
tions. The other is that both UCF and PMF aim at more accurate rating prediction, 
which does not necessarily lead to better top-N recommendation. 

5.3 Experiments on Recommendation without Tags 

In order to evaluate the performance of the models without tags (F5C), we first de-
termine the additional information about contexts and user’s features. Based on the 
information available in the datasets, we extract three types of contextual information: 
(1) period-of-day, i.e. which time period a rating is given, morning, afternoon or 
evening; (2) period-of-week, i.e. which day a rating is given, weekday or weekend; 
(3) category of the target item. We get two types of user’s features: (1) level-of-
activity, i.e. how many ratings s/he has rated; (2) habit-of-ratings, i.e. in which level 
her/his average ratings are, high, normal or low. 
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Fig. 1. Performance Comparison on Top-N Item Recommendations with Tags 

Besides UCF, PMF and F3CR, we compare F5C with TF [13] which is a context-
aware recommendation method based on tensor factorization. 

 

Fig. 2. Performance Comparison on Top-N Item Recommendation without Tags 

Fig. 2 shows the performance of all comparison partners on Top-N item recom-
mendations without tags. It is clear that F5C achieves a higher Hit Ratio compared to 
other methods. UCF and PMF which only consider user-item ratings still don’t 
achieve good results. When we apply frequent n-adic concepts, F3CR get a better 
result than UCF and PMF. Although TF considers the contextual information, it 
doesn’t discover the associations between them. Our models F5C can reveal latent 
associations using frequent 5-daic concepts with additional information including 
contexts and user’s features. 

5.4 Impact of Minimum Thresholds 

In the process of the extraction of frequent n-adic concepts, the minimum thresholds 
determine the representation of the shared conceptualizations and further affect the 
recommendation results. Table 4 shows the impact of minimum thresholds on Top-10 
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Hit Ratio of the models with tags. Since the users can rate a particular item only once, 
the minsuppr can just be 1. 

From the table we can see that the minimum thresholds impact the recommenda-
tion results significantly. We can get a good Hit Ratio when the minimum thresholds 
are 1-1-1-1. This is because the dataset is very sparse and we can obtain many con-
cepts if the thresholds are 1-1-1-1. As we increase the thresholds, we get lower Hit 
Ratios because the number of frequent n-adic concepts decreases and the concepts are 
not very condensed. When the thresholds are 2-2-1-2, we obtain the best results. We 
not only get adequate n-adic concepts but also a condensed representation. The results 
become worse when the thresholds are larger because of the significant reduction of 
the number of frequent n-adic concepts. 

Table 4. Impact of minimum thresholds 

Minimum Thresholds 
HitRatio 

Minimum Thresholds 
HitRatio 

u i r t u i r t 

1 1 1 1 18.56% 2 2 1 3 10.31% 

1 1 1 2 16.50% 2 3 1 2 8.25% 

1 2 1 1 16.50% 3 2 1 2 11.34% 

2 1 1 1 17.53% 3 3 1 3 6.19% 

1 2 1 2 15.46% 3 3 1 4 3.09% 

2 1 1 2 11.34% 3 4 1 3 4.12% 

2 2 1 1 11.34% 4 3 1 3 5.15% 

2 2 1 2 19.59% 4 4 1 4 2.06% 

6 Conclusions 

In this paper, we propose a novel recommendation method based on frequent n-adic 
concepts and have shown that it can get higher accuracy in top-N item recommenda-
tions. When there is tag information, we model the item sharing process into a 
quadruple <users, items, ratings, tags> and reveal the latent associations between 
them. When there are no tags, we introduce the additional information including con-
texts and user’s features and model the relations into the quintuples <users, items, 
ratings, contexts, features>. Experiments conducted on a real dataset show that F4C or 
F5C evidently outperform the state-of-the-art models in terms of precision and can 
reveal more information from the quadruples or quintuples which are not captured by 
other methods. 
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Abstract. The problem of caching shortest paths which aims at reducing the
computational time of servers has been widely studied. All the existing methods
addressing this problem assume that the graph status does not change with time.
Based on this assumption, they analyze shortest paths query logs and prefer to
load paths with the most query frequency into the cache. However, the graph
status is actually affected by many factors and undoubtedly changes with time
in the real work. As the existing approaches ignore the change of graph status,
they cannot guarantee the efficient use of caches. In this paper, we first exploit
properties related with changing graphs. Then we develop an algorithm to detect
shortest paths affected by weight change of edges. After detection affected paths
in a cache, several heuristic based refreshment strategies are proposed to update
the cache. In the experimental section, performances of proposed refreshment
strategies are compared.

Keywords: shortest path caching, cache refreshment, weight change, affected
shortest paths, refreshment strategy.

1 Introduction

The shortest path query in location based service is now widely used in daily life [1–6].
When a user has a shortest path query, a cache in a local server is accessed, and the
result, if any, will be directly returned to the user. If there is no off-the-shelf result for
the query in the cache, the system has to access a global server for the result, which
costs communication and computational time [7–11]. The caching content is therefore,
very critical for the efficiency of the whole query system.

In the shortest paths caching problem, given a road network and a cache, existing
works either select paths with high query frequency in the query log, or those paths that
contain the most number of nodes [12, 13]. None of them have talked about the scenario
of changing road network. The assumption of an unchanged network, is obviously too
strong. In practice, road network actually changes with time. For example, rush hours
or traffic congestion change the weight of some edges on the road network, making
certain paths in a cache become invalid or the utilization of the cache decreases. When
confronting a changing road network, a straightforward way to refresh a cache is to
evaluate the attractiveness of all the present shortest paths in the road network, and
reload the cache. Such a method is far more from inefficient, because evaluating all

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 331–342, 2014.
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the shortest paths is time-consuming and unnecessary. In this paper, we discuss how
to refresh a cache when the weight of a certain edge changes. This scenario depicts
situations in practice where a main road has traffic congestion (increased weight), or
traffic congestion on a main road is reduced (decreased weight). Assuming the weight
change of only one edge is reasonable, as in the real road network, traffic congestion
often happens in only a few roads and these roads are not interrelated. All the congested
roads can be seen as independent roads and dealt with separately.

1.1 Challenges

The refreshment of shortest path caches is challenging in two folds. The first challenge
is: when an edge changes its weight, how to detect which paths are affected in a short
time. Though some extant works have already proposed methods to monitor affected
paths caused by edge weight changes, they have to store extra information. Whereas,
in local servers, storage spaces are used to cache shortest paths as many as possible,
leaving no spare space to store extra information. Another challenge is how to devise
an efficient refreshment strategy, so as to ensure a high utilization of caches.

1.2 Contributions

To the best of our knowledge, our work is the first one to discuss the shortest path
caching problem with a changing graph. This problem is undoubtedly more close to the
real application. To address this problem, we develop an algorithm to detect the shortest
paths which are affected by edge changes. In addition, we propose four cache refresh-
ment strategies and analyze the performance of proposed strategies by conducting a
series of experiments.

2 Related Work

The published work related with our problem has two streams. One stream is concerned
with the monitoring of shortest paths; while the other stream addresses the problem of
caching shortest paths.

With respect to the monitoring of shortest paths, there exists a wide spectrum of
works. Lee et al. [14] propose an ellipse bound method (EBM), where each shortest path
corresponds to an elliptic geographical area and all the updated edges are considered to
affect their corresponding paths. The shortcoming of such a method is that they cover a
large number of unrelated edges and a lot of computational time is wasted to recompute
unchanged paths. Tian et al. [15] develop the notion of query scope to identify affected
paths and devise a partial path computation algorithm (PPCA) to quickly recompute
the updated paths. Although Lee et al. [14] and Tian et al. [15] effectively monitor
affected min-cost paths, their methods work only if auxiliary data structures (elliptic
geographical areas and query scope indexes) are available.

Cache is widely used to improve the performance of many support systems. Com-
munication cost and query response time are two important indicators in a client-server
system, and a cache is therefore employed in the client-side to reduce communication
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and improve query response time. However, a cache, if located at a client, can only
serve queries from the client itself, not other clients. As a consequence, only query-
intensive users can be benefited from such a cache. Two caching approaches (dynamic
caching and static caching) are proposed by Markatos et al. [11]. The dynamic caching
aims to adjust the caching content based on recently received queries, while the static
caching exploits the way to effectively initialize system caches. Thomsen et al. [12] and
Li et al. [13] carry out static caching techniques for caching shortest paths. They utilize
statistics from query logs to estimate the benefit of caching a specific shortest path and
employ greedy algorithms to load beneficial paths in a cache. However, none of the
above works considers the shortest path caching problem with a changing graph.

The rest of the paper is organized as follows.In Section 2, we study work related
to the shortest path caching problem. In Section 3, we introduce all the concepts and
formally define the problem. Then we explore the properties of a changing graph and
present our algorithm for detecting affected shortest paths accordingly in Section 4. It
is followed by four cache refreshment strategies in Sections 5. In Section 6, we conduct
experimental comparison among the proposed methods on real data sets. Finally, we
give some closing remarks in Section 7.

3 Preliminaries

Definition 1. Graph model. Any transportation network can be modeled as an undi-
rected graph G = (V , E) where V = {v1, v2,..., vn} is the set of nodes and E is the set
of edges. Each edge in this graph is represented by a pair of nodes e(vi, vj). Moreover,
the weight of each edge e(vi, vj) is denoted as w(vi, vj).

Definition 2. Shortest Paths. For any given graph G = (V , E), the shortest path from
node va to node vb is denoted as Pa,b = 〈vx0 , vx1 , ..., vxn〉 here vx0 = va , vxn = vb
and the distance is Da,b =

∑n−1
i=0 w(vxi , vxi+1).

Definition 3. Cache. A cache is denoted by Ω and its capacity is |Ω|. Ψ refers to the
caching content. The size of a cache and caching content are measured in terms of the
number of nodes. It is clearly that the size of Ψ is always no larger than the cache
capacity, i.e., |Ψ | ≤ |Ω| all the time.

Definition 4. Subpaths set S(Pa,b). All the subpaths of Pa,b compose set S(Pa,b).

S(Pa,b) = {Pvi,vj |vi ∈ Pa,b and vj ∈ Pa,b, for any i < j}. (1)

For example, for the shortest path P1,8 in Fig. 1, its subpaths set S(P1,8) contains
paths P1,3, P1,6, P1,8, P3,6, P3,8 and P6,8.

Definition 5. Affected paths. Suppose the shortest path between va and vb is originally
Pa,b = 〈va, vi, ..., vj , vb〉. Due to the change of edge weights, if the shortest path be-
tween va and vb becomes P ′

a,b = 〈va, vm, ..., vn, vb〉 (P ′
a,b 
= Pa,b), then Pa,b is called

an affected path.
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Lemma 1. Optimal subpath property [16]. A subpath of any shortest path is a shortest
path of the ends of that subpath. That is, for a given shortest path Pa,b = 〈va, vi, ...,
vj , ..., vk, ..., vb〉 and any pair of nodes (vi ,vj) on it, the subpath 〈vi, ..., vj〉 is the
shortest path of Pi,j .

Lemma 1 tells us that if we store a certain shortest path in a cache, we can answer
all of the shortest path queries whose end nodes are on that path.

Problem Description. Given a user query logL, a cacheΩ, and a computational system
which can compute the shortest paths on a graph G = (V , E), we assume that cache Ω
has been fully loaded and the weight of one edge e is changed from w to w′. The
objective of our problem is to refresh the content of cache Ω.

4 Affected Paths Dectection

In this Section, we first summarize the properties owned by affected paths and then
develop an algorithm to compute affected paths. Given the weight of e can increase as
well as decrease, we discuss the two situations respectively.

(1) The weight of edge e increases.

Theorem 1. For graph G, suppose the ends of e is va and vb and Pa,b = e. When we

increases, if P ′
a,b 
= e, then each path p containing e must be an affected path. In other

situations, no shortest paths are affected.

Proof. When we increases, it has three cases:
1). If Pa,b = e originally but it becomes P ′

a,b 
= e, then Pa,b is an affected path, and
any path containing Pa,b is also an affected path.

2). If Pa,b = e originally and it remains Pa,b = e even if we increases, then no path
is affected.

3). If Pa,b 
= e originally, then the increase of we does not affect any shortest paths
at all.

(2) The weight of edge e decreases.

Theorem 2. For graph G, when the weight of e decreases, if Pa,b is an affected path,
then P ′

a,b must contain edge e.

Proof. Assume a shortest path Pa,b is an affected path, and P ′
a,b does not contain edge

e, then it has Pa.b = P ′
a,b, indicating that Pa,b is not an affected path. There is a conflict

with the assumption. Therefore, P ′
a,b must contain edge e.

When we decreases, we deploy Algorithm 1 to find all the affected paths. Assume
the ends of e is va and vb. Its basic idea is to determine start node vs and end node
ve and for each pair of start and end node, check whether Ps,e is an affected path. As
there are many nodes can be start nodes and end node, we use Cs and Ce to denote
the set of candidate start and end nodes, respectively. The determination of Cs and Ce
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is performed by a nested loop. First, Cs is initialized with va, the only start node. In
the outer loop, pop one candidate start node from Cs as current start node vs and all
the adjacent nodes with current start node vs become candidate start nodes when the
shortest path P ′

s,b contains e, thus, they are added into Cs (lines 5–7). If a node has
been used as a start node before, then do not add it into Cs. In the inner loop, the start
node vs can be seen as given, and then vary the end node ve. The variation of end nodes
is similarly with that of outer variation. ve is obtained by popping a node from Ce and
the adjacent nodes of current end node ve are added intoCe except for those which have
entered into Ce before (lines 9–18). Given vs and ve, Algorithm 1 decides whether Ps,e

is affected and if yes, put it into the set of affected paths Saff . The pseudo code is
shown in Algorithm 1.

Algorithm 1: CALAFFECTEDPATHS

Input: A graph G(V,E), the edge e changed its weight, its node va and vb, the original
weight w of e, the new weight w′ of e;

Output: The set of affected paths Saff ;
1 Cs ← va;
2 while Cs �= Φ do
3 vs ← pop the first element from Cs;

// P ′
s,b is the new shortest path between vs and vb

4 if P ′
s,b contains e then

5 for each adjacent vertex vadj of vs do
6 if vadj have not entered Cs then
7 Cs ← vadj ;

8 Ce ← vb;
9 while Ce �= Φ do

10 ve ← pop the first element from Ce;
11 Calculate the short path P ′

s,e with weight(e) = w′;
12 if P ′

s,e contains e then
13 for each adjacent vertex vadj of ve do
14 if vadj have not entered Ce then
15 Ce ← vadj ;

16 Calculate the short path Ps,e with weight(e) = w;
17 if Ps,e �= P ′

s,e then
18 Saff ← Ps,e;

19 return Saff ;

Theorem 3. Our affected shortest paths computing method satisfies both soundness
and completeness.

Proof. We first prove that the algorithm CALAFFECTEDPATHS is sound, i.e. any path
in Saff is an affected path. According to the algorithm , if a path Ps,e exists in Saff ,
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then there must exist that the path Ps,e 
= P ′
s,e, in which P ′

s,e is the new shortest path
between vs and ve with weight(e) = w′, so Ps,e is an affected path.

Now we prove that the algorithm CALAFFECTEDPATHS is complete. Assume that
there exist an affected path Ps,e, and 〈vs, ve〉 is not in Saff . Based on Theorem 2,
we know the new shortest path P ′

s,e connecting vs and ve must contain the changed
edge e, then according to the algorithm, vs and ve must be added into Cs and Ce,
respectively. So the path Ps,e must be considered, and compared with P ′

s,e. Therefore,
the algorithm can get the affected path Ps,e, the assumption does not hold and the
algorithm is complete.

Fig. 1 shows an example of computing affected paths when the weight of e(v3, v6)
decrease from 5 to 3. e(v3, v6) are first considered, obtaining affected path v3-v4-v6.
Afterwards the algorithm computes remaining paths containing e(v3, v6), such as v2-
v3-v6, v1-v3-v6, v4-v3-v6 and so on. When computing v3-v6-v5 and v3-v6-v8, affected
paths v3-v4-v6-v5 and v3-v4-v6-v8 are obtained, respectively .

V0 V1 V3 V6 V8

V4 V7

V2 V5

2
3

1 3 5 3

34

4

64
2

4

313

2

3
e

Fig. 1. An example of the weight of e decreased

In reality, a cache normally stores a large number of paths, making it time-consuming
to directly recompute all the new shortest paths in the cache. Nevertheless, affected
paths caused by we are fewer, because the change of a single edge only affects its
surrounding paths. It is efficient to firstly compute the set of affected shortest paths
caused bywe, and then check whether the cache contains any affected paths. Though we
discuss the problem assuming that only one edge changes its weight, we can still detect
affected paths if multiple edges change weights concurrently by deploying Algorithm 1
multiple times.

5 Refreshment Strategies

In this section, we introduce four heuristic rule-based path refreshment strategies.

5.1 Through Reload

The first refreshment strategy is to empty the entire cache and reload it. This is the
most straightforward idea to refresh the cache. In Li et al. [13], they propose a benefit
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oriented model to load shortest paths. To make this paper self-contained, we briefly
introduce how the benefit oriented model works.

All of us know that the cache utilization, or the cost reduction by using cache, is
affected by the query frequency and the computational time of shortest paths. When
calculating the cost saved by loading a path Pa,b into a cache, we consider: 1) which
queries can be answered by the path Pa,b ; and 2) the saved computational cost if an-
swering a query Qa,b by a cache directly.

For the first consideration, according to Lemma 1, we know that a path can answer
all the queries on its subpath set. For the second consideration, it depends on how fre-
quently a query arrives and the computational cost of that query. More specifically, it is
the multiplier of the query frequency and the computational cost.

From the above analysis, we have the utilization of storing Pa,b in caches as the
following form.

B(Pa,b) =

∑
Ps,t∈S(Pa,b)

Fs,t · Cs,t

|Pa,b|
. (2)

Here, the numerator is the total cost reduction saved by caching path Pa,b. After
normalized by the size of path Pa,b, B(Pa,b) is the unit-size benefit brought by path
Pa,b if it is loaded into a cache. Due to the limited cache capacity, the unitization can
better reflect the value of loading a path after normalization. Readers can understand
this as the value of per unit weight in a knapsack problem. Paths with larger B(Pa,b)
have higher priority to be loaded into a cache.

The method wastes a lot of time. Since only an edge changes its weight, its impact
on the whole network is limited. The majority of shortest paths do not change at all. As
a result, through reload is redundant.

5.2 Affected Paths Update

The second strategy is to detect all the affected paths in a cache, and then update these
paths in the new network. The advantage of this method is that the computational time
is the least; it does not involve comparison of path benefits. The shortcoming of this
method is that the ends of affected paths may not be of high benefits after the network
changes. It may be better to replace affected paths with other paths.

5.3 Highest Frequency First

To overcome the shortcoming of the second method, in the third method, we delete the
affected paths in a cache first and then try to fill the cache until it cannot contain paths
any more. Each time, one path is selected. In order to increase the speed of refreshment,
we greedily select the path with the highest query frequency. It avoids to compute the
benefits of each path which are dynamic values based on the current content of the
cache. Query frequency, instead, can be easily obtained from the query log and never
changes even though the network changes.
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5.4 Roulette Wheel Selection

At last, the forth strategy is to delete all the affected paths in the cache and load new
paths to the cache by the method of roulette wheel. As the historical queries are not
the true queries in the future, on one hand, we consider it as a reference for the future
queries; on the other hand, we avoid over fitting the cache content to it.

We use a roulette wheel to determine which paths should be loaded into the cache.
One feature of the roulette wheel selection is that alternatives with low attractiveness
can also be selected, although with a relatively low possibility. We adopt the idea of
roulette wheel as the following: for a path p in the query log, its probability of being
selected Pr(p) is proportional to its query frequency fp, as shown in Equation 3.

Pr(p) =
fp∑
i fi

. (3)

The summation of the probabilities of all the paths are just 1. The probability of se-
lecting each path corresponds to the probability of a variableX with a standard uniform
distribution falling into an interval as shown in Equation 4.

Pr(p) = Pr(X ∈ [

∑p−1
i=1 fi∑
i fi

,

∑p
i=1 fi∑
i fi

]). (4)

In another word, to realize the probabilities for all the paths is equivalent to generate a
random number failing at interval [0,1].

Take Table 1 for an example, it records the path-interval correspondence. When we
need to select a path into the cache, we generate a random number according to the
standard uniform distribution. Suppose the randomly generated number is 0.6, then
P2,11 will be selected because 0.6 belongs to [0.5, 0.75].

Table 1. A example of roulette wheel selection

Path Frequency Probability Interval
P1,12 6 0.3 [0, 0.3]
P1,10 3 0.15 [0.3, 0.45]
P6,9 1 0.05 [0.45, 0.5]
P2,11 5 0.25 [0.5, 0.75]
P1,8 2 0.1 [0.75, 0.85]
P7,12 3 0.15 [0.85, 1.0]

In terms of the computational time, the roulette wheel selection is slower than the
affected paths update and the highest frequency first, faster than the through reload. As
for the performance, it is better than the former two and worse than the through reload.
Choosing which refreshment strategy is based on the scenario requirement. When time
is not a concern, then the through reload or the roulette wheel selection may be used;
When real time response is a big issue, the affected paths update or the highest fre-
quency first may be utilized. There is no absolutely good or absolutely bad.
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6 Experiments

The benchmark data sets used are the commonly known data sets: the road network
of Aalborg and Beijing. Both data sets consist of a large number of nodes, edges, and
associated weights. Table 2 summarizes the information on the data sets.

Table 2. Data set information

Data set Number of nodes Number of edges Description
Aalborg 4.6Million 3.9Million Road network
Beijing 2.7Million 2.4Million Road network

We divide each data set into two parts: one part for training and the other part for
testing. Training sets act as historical logs while test sets act as future queries. The
frequency statistics is extracted from the training set, and the cache is fulfilled based
on frequency information. For Aalborg, the training set is 176.2KB and the test set is
177.3KB; for Beijing, the training set is 483.4KB and the test set is 481.7KB.

To simulate the weight change of an edge, we generate 50 instances based on each
data set. Out of the 50 instances, 20 times are of weight increase and 30 times are of
weight decrease. In each instance, randomly select one edge and change its weight. The
increase of a weight ranges from 1% to 100%. To simulate the weight decrease, we
first increase the edge weight and load the cache, then recover the weight to its original
value after loading the cache. The experimental results in Section 6.1 and Section 6.2
are the average of 50 instances. As for the result in Section 6.3 (the hit-ratios of different
refreshment strategies), we sum up results of 50 instances for ease of read, since the hit-
ratio differences among different strategies are tiny.

We assume that the query trend on training sets and test sets are similar, and the
statistic information from training sets can predict future queries to some extent. All the
code were implemented in GNU C++. The experiments were run on a PC with an Intel
i7 Quad Core CPU clocked at 3.10 GHz.

6.1 Efficiency of Detecting Affected Paths in the Cache

Detecting affected paths in a cache is an important step before refreshing a cache. To
demonstrate the performance of our algorithm (Algorithm 1), a basic method named
BASICPATHS is used as a benchmark method. BASICPATHS recomputes the new short-
est paths for all the ends pairs in the cache and compare them with the original ones
in the cache. If the two paths for a ends pair are different, then an affected path is
detected. We test algorithms CALAFFECTEDPATHS and BASICPATHS on Aalborg and
Beijing data set and the running time of the two detection methods is regarded as the
performance indicator.

As seen from Fig. 2, algorithm CALAFFECTEDPATHS has a better performance than
algorithm BASICPATHS. For example, in the Aalborg data set, when the cache size is
9MB, the running time of CALAFFECTEDPATHS is only 267ms; while the running
time of BASICPATHS reaches 28.67seconds. In addition, we can see that CALAF-
FECTEDPATHS algorithm uses less time on Aalborg data set than it does on Beijing
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data set. The reason is that the graph of Beijing data set is more compact. Hence,
CALAFFECTEDPATHS need check more paths in the graph to yield all the affected
paths.
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Fig. 2. Performance comparison on affected paths detection methods

6.2 Overhead of Different Refreshment Strategies

In Section 5, we propose four cache refreshment strategies, which are based on different
heuristic rules. For ease of illustration, TR is short for the through reload method, APU
is short for the affect paths update method, HFF is short for the highest frequency first
method and RWS is short for the roulette wheel selection method. We test the running
time of these four replacement strategies v.s. various cache sizes as shown in Fig. 3. It
reveals that TR spends the most running time and the other three spend similar running
time. It is because the overhead reported by the computer is not that accurate under
1000ms. Meanwhile, It is surprisingly to find that HFF and RWS do not spend much
time, just almost at the same scale with APU. It indirectly indicates that the scale of
affected paths is rather small compared with the content of the cache.
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Fig. 3. Overhead comparison of different refreshment strategies
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6.3 Hit Ratio of Different Refreshment Strategies

Fig. 4 shows the hit-ratios of four refreshment strategies under different scales of caches.
We can observe that the through reload (TR) achieves the highest hit ratio. And the hit
ratios of HFF and RWS are similar. At last, APU is the worst. Such a result is consistent
with the discussion in Section 5.
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Fig. 4. Hit ratio comparison of different refreshment strategies

7 Conclusion

We address the problem of refreshing cache content in a changing network. To the best
of our knowledge, our work is the first one to discuss the cache refreshment problem
when the road network changes with time. Road network changes are commonly seen in
the real world, for example traffic congestion or road construction. Shortest path caches
are necessary to be refreshed periodically, so that the information in them is accurate,
valid and the utilization of the cache is maximized. In this paper, we first introduce
the concept of affected paths, and then exploit the properties associated with affected
paths. In the following, we develop an algorithm to detect affected shortest paths in the
cache caused by road network changes. Sequentially, four cache refreshment strategies
are illustrated. We give a full explanation of these strategies, and conduct a series of
experiments to compare their performance, i.e., the computational time and the hit ratio
on bench mark data sets.
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Abstract. Interdisciplinary scientific research (IDR) has been obtained
more and more attention in recent years. This paper studies the problem
of which papers are important for IDR. According to the citation rela-
tionships among papers, we focus on the influential papers where novel
methods or idea are proposed and these new methods are used in different
research areas. A two-stage approach is given to find influential papers
for interdisciplinarity based on citation diversity. Firstly, the topic distri-
bution of each paper is estimated by training Latent Dirichlet Allocation
(LDA) topic model on the papers repository. Then the diversity of cited
papers and citing papers are designed to measure the paper’s influence.
The effectiveness of the proposed approach is demonstrated through the
extensive experiments on a real dataset and a synthetic dataset.

Keywords: Topic model, Diversity, Interdisciplinarity.

1 Introduction

Interdisciplinary scientific research (IDR)[2] is important to create new research
areas, such as quantum information processing and bioinformatics, by utilize
several subjects theories or methods. It is important to find promising methods
that can be used in multiple areas. Christos[16] said that ”The criterion is that
if I see a method being applied two or three times, or being reinvented two or
three times, then it is probably a method that could have application also in
databases.” If one method can be applied in several scientific fields, the diversity
of its citing papers is often high while the diversity of its cited papers and the
paper itself is often low. This paper is aiming to identify those influential papers
for IDR by proposing a ranking measure that takes the diversity of the citations
into consideration. We also combine the Latent Dirichlet Allocation topic model
with diversity measure to find the influential paper for interdisciplinarity.

The main contributions can be summarized as follows.
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1. We study the problem of finding influential papers from the literature of
academic world. According to the citation relationships, all of papers are
classified into three categories.

2. A citation diversity-based approach is proposed to measure the importance
of the influential papers.

3. We conduct extensive experiments both on real and synthetic datasets to
demonstrate the effectiveness of our proposed methods.

The rest of the paper is organized as follows. In Section 2, the related work is
discussed based on diversity. Section 3 describes the taxonomy of papers consid-
ering the citing relationship and propose the methods to explore the influential
papers. Experimental evaluation using real and generated data are shown in
Section 4. Conclusion and future work are discussed in section 5.

2 Related Work

There are many metrics to measure the influence or importance of one pa-
per, such as the citation number (in-degree), H-index, and PageRank value.
Recently, [15] proposes a graph ranking method by utilizing citations, authors,
journals/conferences, and the publication time information. However, the impact
on interdisciplinary is overtaken by these measures.

In recent years, various diversity measures have been employed to measure
the impact of paper for interdisciplinary research [3,10,11,13]. [13] proposes three
different attributes of diversity: variety, balance and disparity. “Variety” is the
number of topics, “balance” is the topics distribution and “disparity” is the
distance between each pair topics. The classic diversity measure, such as Shannon
entropy, combines the variety and balance while ignores disparity. Stirling[13]
proposes a general diversity heuristic function as follows:

divd =
∑
i∈T

∑
j∈T

(1− sim(i, j))α(P (i|d)P (j|d))β (1)

where d is a document, P (i|d) and P (j|d) are the proportions of category i and
j, sim(i, j) is the similarity between category i and j, and α, β are the tuning
parameters. When α = β = 1, the expression (1) is collapsed to a variant of
Rao’s diversity [12]. [10] uses the number of disciplines, their distribution and
distance between knowledge sources to measure the diversity by (1). Their ex-
periments conducted on publications from six research domains between 1997
and 2005 to demonstrate the rising interdisciplinarity. Rafols[11] treats the di-
versity and network coherence as indicators of interdisciplinarity and carries out
case studies on bionanoscience publications. The intuition behind these two in-
dicators are verified from the experiments: diversity reflects the breadth of a
paper’s knowledge, and coherence represents the novelty. Text-based measures
are employed in [3] and the LDA topic model is adopted to measure the variety,
balance and disparity.

Similar to formerwork, this paper follows [3] to calculate thepaper/publication’s
diversity. However, instead of detecting the interdisciplinarity or diversity of each
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paper itself, we focus on detecting the influential papers with diverse citation from
different areas.Those influential papers,where somepromisingmethods or theories
areproposed, are very important for IDR.Besides thevariety, balance anddisparity
of each paper, we also take into account the citations, which are an important factor
to measure the diverse influence of a paper/publication.

3 Finding Influential Papers

This section presents our method to find influential papers for interdisciplinarity.
Firstly, we discuss the characteristics of papers and classify them into three
categories according to the citation relationships.

3.1 Categories of Papers

Given a paper d, cited papers are the references of d, denoted as R(d), while citing
papers are these papers which cite d, denoted as C(d). As Figure 1, we observe
that most of the papers can be classified into three categories: interdisciplinary,
influential and single-domain. Here, the recently published papers are ignored,
because there is no citation information for them. In the following section, we
propose a method to find these influential papers.

– Interdisciplinary Paper: These papers in this category not only cite pa-
pers from multiple areas but also are cited by many papers of different
fields. For example,D1 in Figure 1 are interdisciplinary papers. Former work
[8,9,6,7,11] is to find this kind of papers. Interdisciplinary papers provide the
novel methods or theories in other research fields.

– Influential Paper: The paper like D2 in Figure 1 belongs to this category.
These paper is cited by many different areas, however only contains cited
papers from single research field. We argue that these papers with funda-
mental theories and methods are in low diversity of topics. These papers are
the original ones and play an important role on interdisciplinary scientific
research.

– Single-Domain Paper: The last category of papers is single-domain paper
which has cited papers and citing papers of one specific field, such as D3 in
Figure 1.

This paper is focusing on identifying the influential papers belong to the
second category.

3.2 Our Measure

Intuitively, if one method can be applied in several scientific fields, the diversity of
its citing papers is often high while the diversity of its cited papers and the paper
itself is often low. For example, the paper which proposes Latent Dirichlet Allo-
cation(LDA) topic model has been cited by many papers in theoretical computer
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science, natural language processing, computer vision and recommender systems.
Combining both diversity of a paper d, paper’s cited papers and its citing papers,
we propose the following score to measure its influence for interdisciplinarity.

ϕ(d) = λdiv
(d)
c all − (1− λ)div

(d)
r all (2)

where div
(d)
c all is the diversity of C(d), div

(d)
r all is the diversity of R(d) and d, and

λ is a tradeoff parameter in the range [0, 1].
The Rao’s diversity [12] is adopted as in [3].

divd =
∑
i∈T

∑
j∈T

P (i|d)P (j|d)δ(i, j) (3)

where P (i|d) is the probability of topic i in a paper d (i.e., P (i|d) = ndi

nd
, where

ndi is the number of words in d belonging to topic i, nd is the number of words in
d), δ(i, j) is the distance between two topics i and j and T is the topics set.

The topic distribution P (i|d) can be estimated through training Latent Dirich-
let Allocation (LDA) topic model [4] on publication repository.

To calculate both the diversity of R(d) and C(d), div
(d)
r all and div

(d)
c all, the

topic distribution of citing papers (denoted as P c(·|d) ) and cited papers (de-
noted as P r(·|d) ) should be estimated from the paper repository. Besides those
distributions, the distance between them should also be calculated. The next
two sections will discuss the detail.

3.3 Topic Co-occurrence Similarity Analysis

The topic distance δ(i, j) is opposite to the topic co-occurrence similarity. We use
δ(i, j) = 1/sim(i, j) as the distance between topic i and topic j. Several similarity
measures can be used. The formula of the cosine similarity is as follows:
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sim(i, j) =

∑
d ndindj√∑

d n
2
di

√∑
d n

2
dj

(4)

The joint probability of two topics appearing in one paper is defined as:

sim(i, j) = P (i, j) =
∑
d

P (i|d)P (j|d)P (d) (5)

where P (d) is estimated by nd

N and N is the number of words of all papers.
The above similarity measure assumed that each word contributes equally. Al-

ternatively, we can treat each document equally. The similarity can be computed
as the function of topic distributions:

sim(i, j) =

∑
d P (i|d)P (j|d)√∑

d P (i|d)2
√∑

d P (j|d)2
(6)

or,

sim(i, j) = P (i, j) =
1

|D|
∑
d

P (i|d)P (j|d) (7)

where D is the paper set and |D| is the number of papers.
Note that there are a large number of topic pairs i, j, the similarity sim(i, j)

between them may be very small or even equal to zero which leads δ(i, j) to
be very large or singular. When using the Rao’s diversity, it has little impact
on measuring the diversity of paper itself. Because sim(i, j) is near to zero,
P (i|d)P (j|d) is also very small or near to zero. The diversity of the paper is
not affected by them. Then it is reasonable to define P (i|d)P (j|d)δ(i, j) = 0 if
sim(i, j) = 0. The similarity between topics does not need to be smoothed.

However, when computing the diversity of a paper’s cited or citing papers,
it is sensitive to the disparity attribute. For some topic pair i, j, it happens
that P (i|d)P (j|d) is not negligible while δ(i, j) is very large, which leads to the
over-amplification of the diversity score. In order to mitigate this problem, the
Dirichlet prior smoothing [17] is employed:

sim(i, j) =

∑
d (ndi + μdP (i|D))(ndj + μdP (j|D)√∑

d (ndi + μdP (i|D))2
√∑

d (ndj + μdP (j|D))2
(8)

P (i, j) =
∑
d

nd(P (i|d) + μdP (i|D)

nd + μd

nd(P (j|d) + μdP (j|D)

nd + μd

nd + μd

N +
∑

d μd
(9)

where μd is a constant or a variable value based on the word count of paper d
(e.g., μd = 0.1|d|)

3.4 Topic Distribution Analysis of Cited Papers and Citing Papers

Now the remaining problem is estimating the topic distributions of R(d) and
C(d). Intuitively, we can treat R(d) or C(d) as one document respectively. Then
their topic distributions can be estimated as follows:
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P r(i|d) =
∑

r∈R(d) nri∑
r∈R(d) nr

, P c(i|d) =
∑

c∈C(d) nci∑
c∈C(d) nc

(10)

Note that when defining the formula (10), it is assumed that each word con-
tributes equally. When the length of papers varies largely in the dataset, the
influence of longer papers may be overestimated by this method. To overcome
this deficiency, we treat all the cited or citing papers equally. We sum the P (i|d)s
of R(d) and C(d) respectively as normalization factors. This normalization is de-
fined as follows:

N r(i|d) =
∑

k∈R(d)

P r(i, k|d), N c(i|d) =
∑

k∈C(d)

P c(i, k|d) (11)

P r(i|d) = N r(i|d)∑
j∈T N

r(j|d) , P
c(i|d) = N c(i|d)∑

j∈T N
c(j|d) (12)

where P r(i, k|d) or P c(i, k|d) is the probability of topic i in the document k
which is a cited or citing paper of d.

However, for papers with many citations, some topics’ proportion may be very
large. When P c(i|d) for some topic i is high, the overall diversity score may be
dominated by this topic distribution unevenly.

Example 1.Consider the case shown inTable 1. The paper d1 has 900 citations on
topic A and 100 citations on topic B respectively. Another paper d2 has 70 citations
on topic A and 30 citations on topic B respectively. The proportion of each topic
P c(i|d) calculated using formula (12) are listed in the right two columns.We assume
that δ(A,B) = 1 and δ(A,A) = δ(B,B) = 0. So divd1

c all = 0.9 × 0.1 × 1 = 0.09

and divd2

c all = 0.7 × 0.3 × 1 = 0.21. As can be seen that div
(d2)
c all is more than two

times div
(d1)
c all. Although the topic distribution of d1 are more imbalanced than d2,

the influence for interdisciplinarity of d1 is more than d2.

Table 1. Illustration for Example 1

Citations Distribution

Document Topic A Topic B Topic A Topic B

d1 900 100 0.9 0.1

d2 70 30 0.7 0.3

From the above example, we know that for papers with more citations, the
balance attribute affects the diversity score too much. To tackle this problem, we
should reduce the weight of balance. Therefore we propose the following adjusted
formulation by adding a discounting weight αi for each topic i:
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N c(i|d) =
|C|∑
k=1

α
∑k−1

j=1 P c(i,j|d)
i P c(i, k|d) (13)

To calculate this measure, we need to rank cited papers and citing papers
firstly. One straightforward and efficient way is ordering papers by years of pub-
lication. For each topic i, the total distance from other topics,

∑
j∈T δ(i, j),

represents the similarity with other topics. Therefore, we take
∑

j∈T δ(i, j) into

account the following definition of αi: αi =
∑

j∈T δ(i,j)

maxk∈T

∑
j∈T δ(k,j) − ε, where ε is a

small constant (e.g. ε is set to 0.05 or 0.01) to avoid αi = 1.

4 Experiments

We evaluated the method proposed in this paper using both synthetic and real
datasets. In this section, we first elaborate on datasets and experimental setting.
We then compared the three methods on those datasets under specific parameter
setting.

4.1 Settings

Firstly, the stemming technique is used to process all documents in the paper
collection. Then we use MALLET [1] to train LDA topic model, where standard
stop-word removal, lowercase transformation and word segmentation were con-
ducted. When training LDA topic model, the parameters setting follows [3]. We
learn LDA topic models with 10, 30, and 100 topics.

As there is no ground truth dataset, we generate artificial citation relationship
between papers. We use five journals from PubMed Central Open Access dataset
(PubMed) to set up the pseudo-relationships. These five journals are shown in
Table 2 and they are all unrelated. Here we create two kinds of artificial citation
relationships. In the first setting, we assign each paper with 10 cited papers and
1 to 80 citing papers. Both cited papers and citing papers are selected randomly
from one or two journals. So there are three kinds of artificial documents rep-
resenting D1,D2 and D3. For each case, we create 200 papers and 600 papers
respectively. By this setting, we aim to examine the effectiveness of our method
on distinguishing the influential papers from other papers. The second one is set
to measure the effectiveness of three methods with different variety or citations.
We use the same number of citing papers (e.g., five papers) of each journal and
different number of journals to simulate different variety. In another way, the
same number of journals and different number of citing papers (e.g., one kind
has 5 citing papers of each journal and another has 10 citing papers with the
same number of journals.) are created to simulate different citations.

We also carry out case studies on a real dataset, the ArnetMiner dataset [14].
We train the LDA on the paper’s abstract repository. However, the abstract of
many papers is missed. We crawl them from the Microsoft Academic Search 1.

1 http://academic.research.microsoft.com/

http://academic.research.microsoft.com/
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Table 2. Five Journals from PubMed Central Open Access Dataset

Journal Description Published number

Arthritis Res Ther A journal about arthritis 2374

Breast Cancer Res A journal about breast cancer 1797

Malar J A journal about malaria 2584

Diabetes Care A journal about diabetes 2284

Nanoscale Res Lett A journal about nanotechnology 2226

We choose the papers whose number of cited papers are greater than 5 and have
more than 10 citations. There are about 20k documents and 290k referring or
citing relationships.

4.2 Experimental Results on Pseudo-Document Dataset

In this section, we discuss the experimental results on pesudo-document dataset.
Since the results are similar with cosine similarity and joint probability, we just
report the results with the cosine similarity. We compare the performances of
three methods on the synthetic dataset:

– All cited or citing papers as One document(AO): treats all cited or citing
papers as one document, as described by formula (10).

– Normalized Cumulative Topic Distributions(NCTD): uses the cumulative
topic distributions followed by normalization process, as described by for-
mula (11),(12).

– Normalized Discounted Cumulative Topic Distributions(NDCTD): uses the
discounted cumulative topic distributions followed by normalization process,
as described by formula (13),(12).

According to [3], the area under the receiver operating characteristic (ROC)
curve, known as the AUC[5], is used to evaluate the effectiveness of our ap-
proaches. The ROC plots on the X-axis and TP(14) on the Y-axis.

FP =
negatives incorrectly classified

total negatives
, TP =

positives correctly classified

total positive
(14)

The AUC represents the probability that a randomly chosen negative example
will have a smaller estimated probability of belonging to the positive class than
a randomly chosen positive example.

Firstly, we examine the ability of three approaches on distinguishing influential
papers from others. In this set of experiments, the parameter λ is set to 0.4. The
results are shown in Table 3. It can be seen that all three methods can be used
to distinguish the influential papers from others well. The approach NDCTD
outperforms other two methods, while AO and NCTD have similar performance.
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Moreover, the best results are achieved for the three methods with 30 topics.
When the number of topics is set to more than 30, the effectiveness of the three
methods degrades. The reason is that the diversity is sensitive to high topic
distance δ(i, j) even using Dirichlet prior smoothing. We also conduct another
experiment where we take papers from 4 or 5 journals into cited or citing papers
(high diversity). On the other hand, the low diversity papers are with cited or
cited papers from 1 or 2 journals. We find that the results are more better and all
are higher than 0.97. These results indicate that these methods can distinguish
the influential papers from other two kinds effectively.

Table 3. AUC scores of different methods with different topic numbers

10 topics 30 topics 100 topics

AO 0.940 0.947 0.924

NCTD 0.941 0.948 0.922

NDCTD 0.961 0.962 0.940

To test the sensitiveness of method on the parameter λ, we set the value of λ
from 0.2 to 0.6 with 10, 30 and 100 topics. From the results shown in the Figure
2, we can find that it is reasonable to set λ to be less than 0.5. In the most cases,
the best results of three methods are achieved when λ ≈ 0.3 or 0.4. It means
that the cited papers’ influence is a little more than the citing papers.

(a) 10 Topics (b) 30 Topics (c) 100 Topics

Fig. 2. AUC scores for different λ

Next we examine the effectiveness of three methods with different variety or
citations. Table 4 shows the results with different variety. “1vs2” means that the
data set has two kinds of artificial citing relationships to compare: “1” means that
there is only one kind/category of journals in the citing papers and “2” means two
kinds/categories. “2vs3”, “3vs4” and “4vs5” denotes the similar meaning. The
results show that when the number of journals grows, it is harder to distinguish.
Especially, while the number of journals is not less than 2, it is not easy to
distinguish them.
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For the influential papers, the citations are also an important factor besides
variety, balance and disparity. The importance of papers is reflected by the num-
ber of citations. So we conduct another experiment. We fix the journals and vary
the number of citations from five to ten. The result is shown in Table 5. As ex-
pected, the method NDCTD is the best. However, all three methods have no
good performance. This problem is left to explore and improve in the future.

Table 4. AUC scores for three meth-
ods with different variety

1vs2 2vs3 3vs4 4vs5

AO 0.947 0.626 0.599 0.594

NCTD 0.948 0.648 0.594 0.569

NDCTD 0.962 0.676 0.642 0.623

Table 5. AUC scores for three methods
with different citations

Journal number 2 3 4 5

AO 0.581 0.539 0.581 0.469

NCTD 0.561 0.521 0.591 0.439

NDCTD 0.675 0.686 0.698 0.727

Table 6. Top 10 Papers Title in real dataset with 30 topics, λ = 0.4

Title

1 Fast string kernels using inexact matching for protein sequences

2 Random Forests

3 Comparison of multiobjective evolutionary algorithms: Empirical results

4 A maximum entropy approach to natural language processing

5 Factorial Hidden Markov Models

6 IR evaluation methods for retrieving highly relevant documents

7 A Re-Examination of Text Categorization Methods

8 An Introduction to Variable and Feature Selection

9 A tutorial on support vector machines for pattern recognition

10 Latent Dirichlet Allocation

4.3 Case Studies on Real Dataset

We also conduct experiments on the real dataset. We show the top 10 papers’
title ranked by our method with 30 topics in Table 6. Note that LDA topic model
used in this paper ranks 10th which we examined the topics distribution of cited
papers and citing papers. We find that the cited papers of LDA have the low
diversity. The probability of their top 5 topics is about 0.89 as shown in Table 7.
On the other hand, the probability of top 5 topics in citations only about 1/3 as
shown in Table 8. As we know that LDA topic model is proposed to process text
(topic modeling), while it can applied in many other areas, such as computer
vision, recommender systems and location based service, etc. Besides LDA, we
can see that most of top 10 papers are the classic influential papers.
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Table 7. Top 5 topics in cited papers of LDA

P (i|d) top 5 words in each topic

0.21 model estim measur method distribut

0.21 text word languag extract base

0.21 data cluster learn algorithm method

0.16 data queri web databas inform

0.10 learn comput student research technolog

Table 8. Top 5 topics in citing papers of LDA

P (i|d) top 5 words in each topic

0.095 text word languag extract base

0.067 data queri web databas inform

0.060 data cluster learn algorithm method

0.056 imag method base propos object

0.055 learn comput student research technolog

5 Conclusion

This paper is to explore the influential paper for interdisciplinarity. To the best
of our knowledge, this is the first work to find such kind of important literature
among many research areas. LDA and diversity techniques are used to quantify
the influence of a paper for interdisciplinarity. And this score can be also as an
indicator of the importance of a paper. Experiments have shown the effectiveness
of the proposed approach. In the future, we want to consider the link analysis,
such as PageRank, to improve the effectiveness; and the efficiency is also our
consideration.
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Abstract. The problem of trip planning has received wide concerns in
recent years. More and more people require the service of automatically
confirming the optimal tour path. When users assign the source, the
destination and the permitted time of the tour, how do we help them
find the optimal path with the maximum popularity score? The multi-
constrained optimal path search solutions have been used to solve the
trip planning problem widely. However, when the permitted time is not
enough to visit all attractions in any path, existing methods can not find
the path satisfying the constraints. The time and the popularity score
are different when we select the different attractions to visit in the same
path. So we propose a new search rule to answer above issue, making a
choice on any node (visit or pass by) according to the tradeoff between
permitted time and popularity score of attractions. As our search rule
need to make a choice on any attraction (visit or pass by), the search
cost will be larger. This problem is NP hard. In this paper, we propose
an exact algorithm to find the optimal path in relatively small data sets,
and we also present a heuristic algorithm which is efficient and scalable
to large data sets. The experimental results on real data sets reveal that
our algorithms are able to find the optimal path efficiently.

Keywords: trip planning, multi-constrained, optimal path search.

1 Introduction

More and more people upload their travel information to Flickr, Baidu Lvyou and
other social networking sites for sharing their travel experiences. By analyzing
such data, researchers can mine a popular tourist attractions and tourism paths
to recommend. Existing researches include: recommending the path according
to users’ demand [3, 4, 6, 7, 9] and recommending attractions based on the
popularity of the path [2, 10, 11].

Considering the real-life demand of a new path search: a tourist, traveling in
an unfamiliar city, requires help for planning the trip: “In order to obtain the
most popular tourist paths, how to select the attractions if I departure from the
hotel at 8:00 and need to catch the train at 18:00?” When users assign the source

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 355–366, 2014.
c© Springer International Publishing Switzerland 2014
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(hotel), the destination (railway station), and the permitted time (10 hours) of
the tour, how to find the optimal tour path?

The problem above is multi-constraint optimal path search (MCOPS) prob-
lem. The solution of this MCOPS problem is NP hard. Existing methods can
not find the optimal path under the constraints while the permitted time is not
enough to visit all attractions in any path, because their search rule is visiting
either all attractions or no attraction in a path. The time and the popularity
score are different when we select the different attractions to visit in the same
path. For example, a path contains five attractions and the tourist does not
have enough time to visit all. In order to answer the problem, we propose a new
search rule to find the optimal path, making a choice on any attraction (visit
or pass by) in any path, according to the tradeoff between permitted time and
popularity score of attractions. As our search rule need to make a choice on any
attraction (visit or pass by), the search cost will be larger.

How to reduce the search cost of finding the optimal path is a challenge
for us. We devise an exact algorithm based on breadth-first search to find the
optimal path efficiently when the data sets are relatively small. And we propose
a heuristic algorithm based on the shortest path, which searches the optimal
path nearby the shortest path. It is scalable to relatively large data sets. In the
paper, we mainly make the following contributions:

(1) We propose a new search rule to find the optimal path with multi-constraint
making a choice on any node (visit or pass by) of all valid path according to
the tradeoff between permitted time and popularity score of attractions.

(2) We present an exact algorithm based on breadth-first search. when the at-
tractions is relatively few, to find the optimal path more efficiently, we prune
invalid path according to the lower bound of time and the upper bound of
popularity score.

(3) We propose a heuristic algorithm based on the shortest path, which finds
the optimal path nearby the shortest path. In this algorithm, We also prune
invalid path according to the lower bound of time and the upper bound of
popularity score on path. It is efficient and scalable to relatively large data
sets.

(4) The experimental results on real data sets reveal that our algorithms are
efficient and scalable.

The rest of the paper is organized as follows. We briefly review the related
work in Section 2. Section 3 gives the definition of MCOPS problem and prove its
NP-hardness. In Sections 4 and 5 we propose an exact algorithm and a heuristic
algorithm, respectively. Section 6 gives the empirical study. Finally, Section 7
concludes the paper.
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2 Related Work

In recent years, a large number of relevant studies on tourist paths recommen-
dations and searches, usually contain two cases as following: recommending the
path according to users’ demand and based on the GPS trajectories.

The work [6] proposes an exact algorithm, namely Trip-Mine, which can find
the optimal trip having the highest total popularity score from the source node
s and finally back to s. It takes the attraction map as a complete graph and use
the permutation of all attractions to solve the problem. Lu X. et al. [7] collect
geo-tagged photos from Flickr and built travel paths based on these photos.
They define popularity scores on each attraction and each path, and recommend
a path having the highest popularity score within a travel duration in the whole
map. The exact recommendation algorithm rans in an extreme long time based
on dynamic programming. The work [1] proposes a greedy algorithm to solve
MCOPS problem as ours, but its accuracy is not well. The problems in the work
[6, 7] are similar to ours, but Trip-Mine approach and dynamic programming
algorithm can not efficient to solve our problem.

The work [9] proposes a KOR problem. It aims to find an optimal path, in
which a set of user-specified keywords is covered, a specified budget constraint
is satisfied, and an objective score of the path is optimal. In this work, two
approximation algorithms are proposed.

With the development of GPS mobile positioning system, using GPS tra-
jectory data to mine the best path receives wide concerns. The work [3] finds
popular paths from users historical trajectories. The popularity score is defined
as the probability from the source location to the target location estimated using
the Absorbing Markov Chain based on the trajectories. Chen et al. [2] propose
k-BCT and IKNN query algorithm to get k routes which can go through the
user-specified location track well. Cong et al. [4] propose a BCK-tree indexing
technology to quickly search the shortest path covering all keywords.

The problems in the work [2–4, 9] concern the popularity of path between
attractions. But in this paper, we pay attention to the popularity of attractions
in itself, it is more suitable the demand of users who want to experience the
value of attractions.

3 Problem Statement

This section describes the related definitions of multi-constraint optimal path
search problem and complexity analysis.

3.1 Optimal Path Search

We use a graph G to express a road network graph, or a graph extracted from
users’ historical trajectories. For example, if G is a traffic network, the attributes
can be travel duration, travel distance, popularity, travel cost and so on. For
simplicity, we consider undirected graphs in this paper. However, our discussion
can be extended to directed graphs straightforwardly.
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Given a graph G = (V,E), it consists of a set of nodes V and a set of edges
E ⊆ V × V . Each node v ∈ V represents a location; each edge in E repre-
sents a directed path between two locations in V , and the edge from vi to vj is
represented by e(vi, vj).

Let P be a path from v0 to vn, P = 〈v0, . . . , (vi), . . . , vn〉, where vi with a
bracket denotes an unvisited node, while the others denote visited nodes. For
example, P = 〈v0, (v1), v2〉 represents a path from v0 to v2, and the node v1 is
unvisited (simply passed by), while the nodes v0 and v2 are visited.
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Fig. 1. An example graph G, where the pair (wp, wc) of each node represents the
popularity wp and cost wc of the node, and the label in each edge represents the cost
of the edge

Definition 1. Popularity Score and Cost Score. Given a graph G = (V,E).
For each node v ∈ V , we use a pair (wp, wc) to express its popularity wp and
cost wc, and for each edge e = (vi, vj) we use a weight w to express its cost.

For any path P = 〈v0, v1, ..., vn〉, the popularity score of P is denoted as PS(P ),
and the cost score of P is denoted as C(P ). Let VP be the set of the nodes in
the path P and VA be the set of visited nodes, VA ⊆ VP . The cost score for path
P is defined as the summation of the cost values of all visited nodes and all the
edges in P :

C(P ) =
∑

∀vi∈VA

wc(vi) +
∑

∀e=(vi,vj)∈P

w(e), (1)

and the popularity score of the path P is the summation of the popularity score
of all visited nodes:

PS(P ) =
∑

∀vi∈VA

wp(vi). (2)

For example, Fig. 1 shows an example of a graph G, in which each node v
has a pair of scores (wp, wc), and each edge e = (vi, vj) also has a cost score w.
Consider the path P = 〈v1, (v2), v3, (v4), v5〉 in Fig. 1. The popularity score of
P is PS(P ) = wp(v1) +wp(v3) +wp(v5) = 7, and the cost score of P is C(P ) =
wc(v1) + w(v1, v2) + w(v2, v3) + wc(v3) + w(v3, v4) + w(v4, v5) + wc(v5) = 10.

Problem Formulation. Given a query q = (vs, vd, C), where vs is the source
node, vd is the destination node, and C is the permitted cost by users.
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Find the optimal path P from vs to vd such that it satisfies the following two
conditions:

[C1]: argmaxPS(P ), and
[C2]: C(P ) ≤ C.

Example 1. Consider the graph shown in Fig. 1. Let query q = (v1, v5, 10). Find
an optimal path with the maximum popularity score.

As shown from the Fig. 1, the optimal path is P = 〈v1, (v2), v3, (v4), v5〉, PS(P ) =
7, C(P ) = 10. In this case, there are not all nodes can be visited in any path due
to permitted cost C, so existing methods can not find the optimal path. When we
traverse any node based on breadth-first search, we must consider two states of
this node (visited or pass by). In the path, the nodes v2 is the node only passed
by but unvisited. If there are m nodes on one path, we can get the 2m combina-
tions. After we get all combinations of all paths satisfying multi-constraint, we
select the maximum popularity score as the optimal path.

3.2 Complexity of the Problem

Theorem 1. The problem of solving MCOPS problem is NP-hard.

Proof Sketch: If a node has the cost score and popularity score, the node can be
expressed as the node has an edge with cost score and popularity score to itself.
Then this problem can be reduced from the NP-hard shortest weight-constrained
path problem (SWCPP) [8]. Given a graph in which each edge has a length and
a weight, SWCPP finds a path that has the shortest length with the total weight
not exceeding a specified value. The problem of answering MCOPS queries is a
generalization of SWCPP. The problem of solving MCOPS becomes equivalent
to the SWCPP.

4 Pruning Strategies for Exact Search

When the graph is relatively small, we do exact search to get the optimal path
answering our MCOPS problem. A naive approach is to traverse all paths based
on the breadth-first search. When we get all combinations of all paths satisfying
multi-constraint, we select the path with maximum popularity score as the op-
timal finally. The main problem of the naive approach is that too many partial
paths need to be stored on each node. In order to make it efficient, we propose
two pruning strategies according to the lower bound of cost and the upper bound
of popularity score in this section respectively.

To simplify the expression, we introduce the following notations in Table 1.
By observing real-life attractions information, we find that the attraction with

more popularity always cost more. So we assume that all attractions have the
same popularity score per unit cost in this paper and we set ρi = ρ. And κi,j
is the key node in the shortest path. We can find all nodes of the shortest path
based on the key node efficiently.
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Table 1. Related Notations

Notation Description

ci,j The minimum cost between any two nodes vi and vj .

κi,j The next to last node in the current shortest path from vi to vj .

ρi The popularity score per unit cost, ρi =
wp(vi)

wc(vi)
.

Theorem 2. Given a graph G and a query q = (vs, vd, C), vi is the current node
to extend and c′ is the cost of current path, if (c′ + ci,d) > C, then the path is an
invalid path.

Proof Sketch: ci,d is the lower bond of cost spending from the current node
vi to the destination vd, and (c′ + ci,d) is the lower bond of the cost from the
current path to vd through vi. (c

′ + ci,d) > C means that the path extending
from the node vi does not satisfy the permitted cost, so it is an invalid path,
and all paths extending from the current path through vi are all invalid ones.

Theorem 3. Given a graph G and a query q = (vs, vd, C), psmax is the maxi-
mum popularity score of all path found. Let vi is the current node to extend, c′

is the cost of current path, and ps′ is the popularity score of current path. The
current path is an invalid path if ps′ + ρ(C − c′ − ci,d) < psmax.

Proof Sketch: According to the lower bound of the cost spending in the path,
we can compute the upper-bound of remaining cost, which is equal to (C − c′ −
ci,d), i.e., the maximum cost to spend in the attractions. ρ is the popularity score
per unit cost, so the upper bound of the popularity we get in the remaining cost
is no more than ρ(C − c′ − ci,d). If ps

′ + ρ(C − c′ − ci,d) < psmax, it means that
the popularity score of any path from the current path to the destination vd is
less than psmax. So the current path extending from vi is not a valid path.

In order to improve the searching efficiency and reduce the memory storage re-
quirement, we proposed the pruning algorithm according to the Theorem 2 and
Theorem 3, i.e., we prune the invalid path according to the lower bound of cost and
the upper bound of popularity score. The pseudo code is presented in Algorithm 1.

We use a queue Q to organize the partial path. We initialize the queue Q
and p as NULL (p is used to store the partial path), and use variable psmax

to store the maximum popularity score we have got currently. pki represents the
k-th partial path from the source node vs to the current node vi. If the cost from
the source node vs to the destination node vd is less than the permitted cost C,
We create a path p0s at the starting node vs and enqueue it into Q (lines 1-3).
Then we calculate the popularity score per unit cost and use variable ρ to store
it (line 4). We keep dequeuing path from Q. If the popularity score of current
path is more than the maximum popularity score, we replace the psmax with it
(line 7). We terminate the algorithm when Q is empty (line 5).

For each outgoing neighbor vj of the current node vi, we extend the current
path. If the lower bound of the cost in this path is more than the permitted
cost C, or the upper bound of the popularity score in this path is less than the
maximum popularity score psmax we have got, we stop extending for the path
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is invalid. Otherwise, we create the partial path (pkj ) passing by the node vj :

add the cost w(vi, vj) to (pki ) and set the state of vj as FALSE. If vj is not the
destination, enqueue (pkj ) into Q (lines 8-12). Compute the new lower bound
of cost and upper bound of popularity score visiting the node vj . If the lower
bound is less than the permitted cost C, and the upper bound is more than
the maximum popularity score, we create the partial path (pk+1

j ): add the cost

wc(vj) to C(pkj ), add wp(vj) to PS(p
k
j ) and set the state of vj as TRUE. If vj is

not the destination, enqueue (pkj ) into Q (lines 13-19). Finally, the path p with
the maximum popularity score is the optimal path (line 20).

Algorithm 1. Exact Search Algorithm

Input: graph G and q = (vs, vd, C);
Output: The optimal path with largest popularity score: p;

1 Initialization queue Q; p ←NULL; psmax ← 0;
2 if cs,d ≤ C then
3 create the path p0s at vs:PS(p0s) ← ps(vs); C(p0s) ← c(vs); Q.push(p0s );

4 set ρ ← wp(vs)

wc(vs)
;

5 while Q is not empty do

6 pki ← Q.pop();

7 if PS(pki ) ≥ psmax then psmax ← PS(pki );
8 for each edge e = (vi, vj) do

9 costlower ← C(pki ) + w(e) + cj,d;

10 psupper ← PS(pki ) + ρ(C − costlower);
11 if costlower ≤ C and psupper ≥ psmax then

12 Create the path pkj : C(pkj ) ← C(pki ) + w(e);
13 set vj .visit ← FALSE;

14 if vj �= vd then Q.push(pkj );
15 costlower ← costlower + wc(vj);
16 psupper ← psupper + wp(vj);
17 if costlower ≤ C and psupper ≥ psmax then

18 Create the path pkj : C(pk+1
j ) ← C(pkj ) + wc(vj);

PS(pk+1
j ) ← PS(pkj ) + wp(vj); Set vj .visit ← TRUE;

19 if vj �= vd then Q.push(pkj );

20 p ← the path with the maximum popularity score;

21 return p;

5 Heuristic Search

The exact search algorithm is used to the case with relatively few nodes. In
order to answer the MCOPS problem in a relatively large graph, we propose a
heuristic search algorithm based on the shortest path.
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By observing, we draw a conclusion that we can get more popularity score
path when spending less cost on the path. Because we spend the less cost in
the edge, we get more remaining cost to visit the nodes. Thus we can get more
popularity score because the popularity score per unit cost of all nodes is equal.
Then we can obtain the maximum popularity score extending the path nearby
the shortest path from the source to the destination.

Theorem 4. If the permitted cost C is just equal to the cost of visiting all nodes
in the shortest path, the shortest path is the optimal path.

Proof Sketch: If the query q = (vs, vd, C), the popularity score per unit cost is
ρ, and p is the shortest path from the source node vs to the destination node vd,
the cost spending in the path only is cs,d. And if the path p′ is any path from
the source node vs to the destination node vd, the remaining cost to spend in
attractions is C − C(p) along the path p′, while the remaining cost to spend in
attractions along the shortest path p is C − cs,d. Therefore, C − cs,d ≥ C −C(p),
then ρ(C − cs,d) ≥ ρ(C −C(p), i.e., the popularity score of the path p is equal or
larger than that of the path p′. We can conclude that the shortest path p is the
optimal path.

Based on the Theorem 4, we get the Lemma 1.

Lemma 1. If the permitted cost C is just equal to the cost of visiting partial
nodes in the shortest path, the path composed of the partial nodes along the
shortest path is the optimal path.

The basic idea of heuristic search algorithm based on shortest path is: we get
the shortest path from the source to the destination firstly, then we extend the
path to one-hop nodes nearby the shortest path.

The path we find based on the cases setting in Theorem 4 and Theorem 5, is
just the optimal path. However, the optimal path is probably not in the shortest
path, but it should be nearby the shortest path. We get the optimal path along
the shortest path using exact search firstly, then we extend the current optimal
path to one-hop node between any pair nodes in the shortest path. We iterate the
above process till the cost is not enough to visit any other node. Finally, we get
a approximate optimal path. When we search in the shortest path exactly and
extend the path nearby the shortest path, we prune the invalid path according
to the Theorem 2 and Theorem 3. The pseudo code is presented in Algorithm 2.

We initialize the optimal path: p as NULL and a query q = (vs, vt, C) (line 1).
we get the shortest path p from the source node to the destination node, and
compute the related cost and the popularity of path p (lines 2-4). we compare
costmin with C. If C > costmin, and C < costmax, we exact search in the shortest
path and get the current optimal path (lines 5-7). Otherwise, if C > costmax, we
take the shortest path as current optimal path (lines 8-10). If the remaining cost
is more than 0, we extend the path to one-hop node between any two visited
nodes in p till the remaining cost is not enough to visit any other node (lines
11-12). Finally, the path p is the optimal path we find (line 13).

For example, given a query q(s, d, C) = (v1, v5, 12), in order to find the optimal
path p, we first get the shortest path fromnode v0 to node v5: p = 〈v1, v2, v3, v4, v5〉.
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Algorithm 2. Heuristic Search Algorithm

Input: A graph G and a query q = (vs, vd, C);
Output: The optimal path p with largest popularity score;

1 Initialization optimal path p ← NULL;
2 p ← the shortest path from vs to vd in G;
3 costmin ← 0; costmax ← 0; psmax ← wp(vs); vi ← vs;
4 foreach edge e = (vi, vj) in p do
5 costmin ← costmin + w(e); psmax ← psmax + wp(vj);

costmax ← costmax +wc(vj) + w(e); vi ← vj ;;

6 if costmin < C then
7 if C < costmax then
8 p ← optimal path exact searching on the shortest path;
9 the remaining cost costremain ← C − C(p);

10 if C ≥ costmax then the remaining cost costremain ← C − C(p);
11 while costremain > 0 do
12 p ← optimal path extending nearby the shortest path;

13 return p;

Thenwefind theoptimal combinationusing the exact search:p = 〈v1, (v2), v3, (v4),
v5〉 as the current optimal path,C(p) = 10 < C, PS(p) = 7 and the remaining cost
is 2.We extend the path to one-hop node nearby the shortest path: v7, v10, and v11,
respectively. The path p = 〈v1, (v2), v10, v3, (v4), v5〉 has the maximum popularity
score. So The path p is the optimal path and C(p) = 12 and ps(p) = 8.

We utilize the pre-processing results in order to accelerate the algorithms. We
use the Floyd-Warshall algorithm [5], which is a well-known algorithm for finding
all pairs shortest path. We store the minimum cost between any two nodes ci,j ,
and the next to last node in the current shortest path κi,j .

6 Experiments

This section mainly studies the efficiency of all algorithms.

6.1 Experimental Settings

We use nine data sets in our experimental study. Five are generated from real
attractions data. By extracting the subgraph of Beijing from Baidu Lvyou, we
obtain five data sets containing 100, 150, 200, 250 and 300 nodes, respectively.
To create the graph, we use the travel distance as the cost on each edge, the
star level remarking by users as the popularity score in the range (1,5), and the
average visiting time of an attractions as the cost on each node.

The other four are generated from real map data. By extracting the subgraph
of Beijing road network, we obtain 4 data sets containing 800, 1000, 2000 and
3000 nodes, respectively. The travel distance is used as the cost on each edge,
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and we randomly generate the popularity score and the cost in the range (1,5)
on each node to create the graph.

We generate a query set with any pairs of all nodes from data sets, and select
50 queries from all pairs randomly. Finally, we computed the average running
time for each query set.

All algorithms were implemented in VC++ and ran on an Intel(R) Xeon(TM)2
CPU E7300@2.93GHz with 8GB RAM.

6.2 Experimental Results

The objective of this set of experiments is to study the efficiency of DAP [7],
Trip-Mine [6] and the algorithms that we proposed with variation on the data
set size and permitted time C.
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(1) Varying the Size of Data Set

Fig. 2 (a), (b) and (c) shows that the running time of three exact algorithms:
DAP, Trip-Mine and Exact-Searh we proposed, processing the query set varying
the number of the nodes respectively, when the permitted time C is 4 hours,
8 houres and 16 hours limit. Exact-Searh algorithm always outperforms DAP
and Trip-Mine in terms of runtime. The reason is that the pruning strategies
we proposed are relatively efficient. As expected, all algorithms run slower as we
increase the permitted time.
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Fig. 3 (a), (b) and (c) shows that the running time of Heuristic Search algo-
rithms: processing the query set varying the number of the nodes respectively,
when the permitted time C is 8 hours, 12 hours and 16 hours limit, respectively.
The running time of this algorithm is affected by the data set size. It runs slower
with increasing the data set size. However, when the permitted time is no more
than 16 hours and the number of nodes is 3000, it is efficient.
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(2) Varying the Time Limit C

Fig. 4 (a), (b) and (c) shows the running time of three exact algorithm processing
querys varying the permitted time C when the number of nodes is 100, 200 and
300, respectively. Exact-Searh algorithm always outperforms DAP and Trip-
Mine in terms of runtime. The reason is that the pruning strategies we proposed
are relatively efficient. As expected, all algorithms run slower as we increase the
permitted time.

Fig. 5 (a), (b) and (c) shows that the running time of Heuristic Search algo-
rithms: processing the query set varying permitted time C when the number of
nodes is 800, 1000, 2000 and 3000, respectively. The running time of this algo-
rithm is affected by the permitted time C. It run more slower with the increasing
of permitted time. However, when the permitted time is no more than 16 hours
and the number of nodes is 3000, it is efficient.
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7 Conclusions

This MCOPS problem is NP hard. In order to answer the problem, we propose a
new search rule. How to reduce the search cost for finding the optimal path effi-
ciently is a challenge for us. We devise an exact algorithm based on breadth-first
search to find the optimal path for relatively small data sets. In this algorithm,
we prune invalid path according to the lower-bound of time and the upper-bound
of popularity score on path. And we propose a heuristic algorithm based on the
shortest path, which finds the optimal path nearby the shortest path. It is scal-
able to relatively large data sets. The experimental results on the real data sets
reveal that our algorithm is able to find the optimal path in high efficiency. In
the future work, we would like to improve the efficiency of the algorithms and
current pre-processing approach.
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Abstract. A number of key-value databases have emerged with the de-
velopment of cloud computing, which provide the ability of large scale
data storage, but they do not efficiently support the multi-dimensional
range queries and kNN queries which are important in online applica-
tions. Thus, we introduce the Sliced Pyramid Index for Key-Value Stores
(SPKV), an index system that bridges the gap between data scale and
querying functionality for highly available and scalable distributed key-
value databases. SPKV implements a distributed index system with an
improved pyramid index scheme called SP-Index, which allows efficient
multi-dimensional query processing. In our experiments, SPKV achieves
dozens of times faster than other index systems for key-value databases.

1 Introduction

In recent years, the Internet data has been growing rapidly with the develop-
ment of large scale Internet applications, such as social networking, e-commerce
and so on. As a result of the requirements of big data and cloud computing, the
data storage system is expected to achieve a series of new requirements which
the traditional relational database cannot satisfy. Thus, a plenty of distributed
NoSQL databases are developed. Key-value database is the most important cat-
egory of NoSQL. They efficiently support simple queries based on the primary
key, but most of the key-value databases do not efficiently support range queries,
kNN queries and other complicated queries based on non-primary keys because
of lacking of efficient indexes. For these queries, the whole dataset has to be
scanned, which leads to excessive costs. This defect makes their application sce-
nario mainly limited to simple applications or some offline data analysis appli-
cations with the help of MapReduce[2]. And it is not suitable for complex query
requirements of online applications.

Although key-value stores follow a schema-free design, in practice developers
prefer to store schema specific application data for convenient data processing
with them. Therefore, in recent years, there have been many research on the
indexing technology of key-value database for schema data, such as CCIndex[4]
and BIDS[7]. However, existing indexing technologies are basically designed for
specific architecture of key-value databases and are highly coupled with the
underlying database storage engine, which limits the application scope of existing
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index technologies. Therefore, the index technology for key-value databases still
needs to be further studied to be adapted to more general application scopes.

In this paper, we propose the design of SPKV, an index system which provides
efficient multi-dimensional query processing for different key-value databases.
The key of SPKV is an efficient multi-dimensional index scheme called SP-Index,
which is designed on the basis of the pyramid technique[1]. Since the pyramid
technique mainly uses only one dimension to calculate the index value, which
causes that multiple data points are mapped to a single pyramid value on large-
scale datasets with less distinct values. In order to understand the impact of
pyramid value, we perform an experiment to evaluate how the pyramid tech-
nique performs with changing number of distinct values and size of the dataset.
Fig 1 shows that the number of candidate points to be scanned in a point query
can be up to 400,000 for the dataset containing 20 million points with 50 dis-
tinct values in each dimension. The linear scan for so many points on the disk
severely degrades the query performance. In order to decrease the number of
points to be scanned, we specify the dimensions with less distinct values and
divide the pyramid space much finer based on the information of all dimen-
sions. Theoretical analysis shows that our division strategy leads to exponential
improvement about the dimensionality on query performance compared to the
original pyramid technique.

Then we apply SP-Index to Cassandra, a popular open-source key-value
database, to implement a prototype system of SPKV. Experiments on synthet-
ically generated dataset and the dataset of TPC-H benchmark[11] show SPKV
can efficiently process complex multi-dimensional range queries and kNN queries.
And it greatly outperforms some other index methods on key-value databases
with tens of times faster.

The rest of the paper is organized as follows. In next section, we conduct
a literature review of related works. In Section 3, we describe the design of
SP-Index and its query processing. The implementation details of SPKV are
presented in Section 4. In Section 5, we evaluate the performance of SPKV and
conclude this paper in Section 6.
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Fig. 1. The overlap degree means the percentage of the points with the same pyramid
value in total points, which is negatively correlated to the number of distinct values.
The number of distinct values in (a) is 50 and the dataset size of (b) is 20 million.
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2 Related Work

Nowadays, there are various key-value databases. Dynamo[3], Hbase[5] and
Cassandra[6] are representative key-value stores. They cannot efficiently deal
with complex queries based on non-primary key because of lack of efficient sec-
ondary index. In production environment, the solution is using MapReduce tech-
nology to scan the whole database in parallel to establish special data tables as
indexes. This scheme can satisfy the requirements of the query, but the index
can only be established in batch and cannot be updated in real time. Besides, it
is not a general method which can bring excess work to database users.

Complemental Cluster Indexing technology (CCIndex)[13,4] is proposed based
on Hbase and Cassandra. However, CCIndex need to store a replica for every
dimensions in a row which results in large amounts of disk space consumption in
high-dimensional cases, and it does not support for kNN query. BIDS[7] achieves
very low space cost and provides efficient multi-dimensional range queries and
join queries with highly compressed bitmap index. But it is more suitable for of-
fline data analysis applications with rare updates rather than online applications
because of the defect of the bitmap index in updating.

Pyramid technique[1] is proved to be an efficient multi-dimensional index
structure. The pyramid technique adopts the strategy of the non-uniform space
division and filter to distribute the data points into space pyramids. It calculates
the pyramid index value (Pv) according to the multi-dimensional values. Then it
builds one dimensional index in B+-tree according to the Pv. The final query re-
sults are obtained through filtering the candidate points which are searched from
the B+-tree with the Pv of the query. The performance of pyramid technology
far exceeds the tree-like indexing methods[1]. But the pyramid index calculates
the Pv only considering the value of the dimension which is the furthest from the
space center and ignoring the information of other dimensions, incurring that
two points whose values which largely differ from each other in some dimensions
have the same Pv. Other index technology derived from the pyramid technique,
such as P+-Tree[12], has no obvious performance improvement under the uni-
form datasets because they mainly focus on the query for the skewed distributed
or clustered datasets[12]. So far there is no fundamental solution to the high cost
in filtering the candidate points corresponding to the query.

3 The SP-Index

In order to cope with the query requirements of huge volumes of data in various
types, we propose SP-Index on the basis of the pyramid technique. So we take
a look at pyramid technique before introducing the SP-Index.

The pyramid technique divides the d-dimensional data space into 2d pyramids
that share the center point of the space as their top (Fig 2(a)), and the (d− 1)-
dimensional surfaces of the space are their bases. Each pyramid has a pyramid
id p according to some rule. The distance between a point X and the center in
dimension p (or p− d if p ≥ d) is defined as the height of the point, hX . Then,
the pyramid value of X is PvX = (p+ hX).
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Two problems of the pyramid technique make it fail to preserve its excellent
performance when facing a huge amount of multi-dimensional data. First, the
number of points corresponding to each Pv increases with the increasing amounts
of data. Second, the number of Pv becomes less when there are less distinct values
in each dimensions. These problems make the data points corresponding to a Pv
will out of range of a leaf node in B+-tree. Large numbers of candidate points
increase the times of disk I/O because one query operation has to search data
across multiple disk pages, which results in longer response time and degrades
the performance of the index.

Therefore, the main objective of SP-Index is to reduce the number of data
points with the same pyramid value (Pv) in the case of large-scale datasets or
datasets with less distinct values, which can improve query processing efficiency
with the decreasing of the needed disk scanning.

3.1 Space Division of SP-Index

With this consideration, the basic idea of SP-Index is to enlarge the pyramid
value scope of each pyramid and to provide finer division on the pyramid space
so as to make each Pv corresponds to as less data points as possible. First, the
d-dimensional data space is divided into 2d pyramids as original pyramid method
does. Second, we specify the columns with less distinct values and perform the
slice division to insurance the index items with the same Pv can be stored in a
disk page. Then each corresponding pyramid will be further split into 2d−1 slices.
Since we set the interval size of each slice to 1, the Pv of some points in a pyramid
may greater than the upper bound of this pyramid which leads to collisions with
the points in next pyramid. So we need to extend the interval of each pyramid to
avoid the collisions. And in each slice, a data point is identified by the height of
the point, which is similar to original pyramid method. Above all, in SP-Index,
a data point will be addressed through a triple < pyramidid, sliceid, height >
(Fig 2(b)). The detailed method is described as following steps:

S1. We assume the dimension of data is d, a row of data is presented by a point
X = (x0, x1, ..., xd−1) in d-dimensional space. Normalize X according to the
range of the value of each dimension and put it into d-dimensional [0,1] space.
Then we get point X ′ = (x′0, x

′
1, ...x

′
d−1).

S2. Get the id p of the pyramid which X ′ is belonging to as below.

p =

{
jmax x′jmax

< 0.5)

jmax + d x′jmax
≥ 0.5)

(1)

jmax is the number of the dimension which has the biggest value of |x′j − 0.5|.
S3. In this step, we determine pyramids need to be divided into slices. Consider-
ing the general case, the number of points in each node and in each dimension is
similar with other nodes and dimensions. We set N to be the estimated number
of rows in the dataset, n is the number of nodes in the cluster and V is the
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number of distinct values. So the average number of points corresponding to a
pyramid value is N

ndV . In order to optimize the query performance, the number
is expected to be less than the max number of index items in a disk page. Let
K to be the disk page size and S is the size of an index item. Generally, K is
4KB and S is about 64B. Then we can get the following formula.

N

ndV
≥ K

S
→ V ≤ NS

ndK
(2)

In Formula (2), V is the max distinct values number of the columns which need
to be further divided. Specifically, given a 200 million 6-dimensional dataset
and a cluster with 10 nodes, V is about 50,000, which means the pyramids
corresponding to the columns with less than 50,000 distinct values are required
finer division.

S4. We divide each pyramid into multiple slices in the process of calculating the
height of point X . As mentioned above, we need to extend the interval of each
pyramid to avoid the collision of Pv with the points in next pyramids. We set the
size of the interval of each sliced pyramid to 2s and uniformly divide the interval
[0, 2s] into 2s slices, the interval of each slice is 1. And the sliced pyramid id sp
is denoted by the low bound of its interval, which is defined as sp = p · 2s.

So the interval of sliced pyramid p is [p · 2s, (p+1) · 2s]. s indicates the times
that we divide the pyramid and it is defined as s = Min(d− 1, T ).

However, a larger s would produce too many slices since the volume of slices
grows exponentially with dimensions. Since large numbers of slices will increase
the times of scans and reduce the performance in range queries, we set T to 8
based on experiment results, which is not presented in this paper because of the
length limitation of the article, to limit the size of s.

S5. For the pyramids corresponding to the dimensions needn’t to be slice divided,
we calculate the height as h = |0.5 − x′p%d| directly. And the pyramid value of
the points in this dimensions is defined as PvX = sp+ h, which is similar with
original pyramid technique.

On the other hand, for the pyramids corresponding to the dimensions with
less distinct values, we will get the slice id qX′ of point X ′. At first, we need to
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determine the dimensions to be used in slice division. So we insert dimension
numbers into empty collection S, which contains the number of dimensions which
will be used, based on following regulations.

When d ≤ T , it means all dimensions will be used in slice division, so we add
the d dimensions to the collection S by ascending order of dimension number;

If d > T , it means some dimensions will not be used in the division. More
distinct values lead to more Pv which means much finer division, so we get the
first s dimensions with the most number of distinct values and insert them to
collection S by ascending order of dimension number.

We judge the normalized value of all dimensions in S except dimension p%d
and set the corresponding bit of q to 1 if the value x′ ≤ 0.5, otherwise we set the
bit to 0. For example, there is a 4-dimensional point X ′ = (0.9, 0.2, 0.6, 0.95),
we can get p = 7 and s = 3 according to S2 and S4. Then we put X ′ into a
3-dimensional space showed in Fig 2(c). The 4th dimension is excluded because
it has been used to determine the pyramid id. Since x′0 > 0.5, we set the 1st bit
of q to 1. And so on, we set the 2nd and 3rd bit of q to 0 and 1 because x′1 < 0.5
and x′2 > 0.5. In this way, we know that X ′ is located in Slice 5 because qX′ = 5.

S6. In last step, we not only divide 4-dimensional space into 2d = 8 pyramids but
also divided each pyramid into 2s = 8 slices. Inside the slice, the distance from
a data point to the inner edge of each slice is defined as height h = |0.5− x′p%d|.
Finally, the pyramid value of SP-Index is defined as PvX = sp+ q + h.

In order to dynamically insert a point X , we first determine the pyramid value
PvX of the point through the steps above and then insert the point into B+-tree
or other data structures which efficiently support point and range queries to
construct the SP-Index using PvX as the key.

3.2 Query Processing

The process of queries for the pyramids corresponding to the dimensions without
slice division is similar with origin pyramid technique. So we mainly discuss on
the queries in sliced pyramids in this section.

Point Query. The process of point query based on column values is simple,
we compute the PvQ of query point Q = (x0, x1, ..., xd−1) using the methods
in section 3.1 and querying the B+-tree with PvQ, then we will obtain a set of
candidate points sharing the PvQ. We can scan the set and determine whether
the point is satisfied with conditions of each dimension of Q to obtain the final
result.

Range Query. Given a range query Q = ((x0min , x0max), ..., (xd−1min ,
xd−1max)), it will be processed as following steps.

S1.At first, we normalizeQ to d-dimensional [0, 1] space. Get the pyramids inter-
sectedwith the query range.Apyramid p is intersectedwith the queryQ if and only
if it satisfies the following formula. And we set the sliced pyramid id to sp = p ·2s.
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ximin ≤ xjmax , ximin ≤ 1− xjmin j = 0, 1, ..., d− 1, p < d, i = p

1− ximax ≤ xjmax , 1− ximax ≤ 1− xjmin j = 0, 1, ..., d− 1, d ≤ p < 2d, i = p%d

S2. In this step, we determined the slices need to be queried by the following
algorithm in each sliced pyramid. Let x be the id of the slice need to be queried.
We determine the upper bound and lower bound of query range in each dimen-
sion and set the corresponding bit of x to 0 if the upper bound is less than 0.5 or
set the bit to 1 if the lower bound is greater than 0.5. If the point 0.5 is included
in the range, we need to search two slices and the corresponding bit of the id of
the first slice is set to 0 and the other slice is set to 1. For example, the query
range is ((0.3, 0.4), (0.4, 0.7), (0.5, 0.6), (0.0, 0.1)). The pyramid id p = 3, and we
can get two slice number x1 = 1(001) and x2 = 3(011) because the query range
of 2nd dimension includes the point 0.5. We will get the slices to be queried after
all dimensions except the dimension p%d are judged.

S3. In the last step, we need to determine the query ranges r = (rlow, rhigh)
within each slice to be queried according to Formula (3).

f = 0.5− qx%dmin
∗ 0.5− qx%dmax

rlow =

{
sp+ q +Min(|0.5− xp%dmin

|, |0.5− xp%dmax
|) f ≥ 0

sp+ q f < 0

rhigh =

⎧⎪⎨⎪⎩
sp+ q +Max(|0.5− xp%dmin

|, |0.5− xp%dmax
|) f ≥ 0

sp+ q + |0.5− xp%dmin
| f < 0, p < d

sp+ q + |0.5− xp%dmax
| f < 0, p ≥ d

(3)

Through the steps above, we finally obtain a set of one dimensional ranges for
each slice q of each intersect pyramid p. The points outside the ranges can be
ensured exclusion from the query rectangular, and every point within the range
is the candidate points to be processed. Thus, we can scan the set obtained from
several range queries on B+-tree and determine whether the point is satisfied
with the query range of Q to obtain the final result.

kNN Query. To find the kNN of a query point X = (x0, x1, ..., xd−1), we adopt
a kNN search algorithm with modified decreasing radius strategy[10]. We use a
priority queue A to contain k candidate nearest neighbors sorted by the distance
from X in decreasing order. Let D(v,X) be the Euclidean distance between a
candidate point v and point X , and Dmax be the maximum distance between
the points in A and point X . Besides, let C(X, r) be a circle centered at X with
a radius r. We will get the result in queue A after following steps.

S1. A is initialized to be empty, and we calculate the PvX = pi + qj + h using
the method in section 3.1. We search the B+-tree to locate the leaf node which
has the key equal to PvX , or the largest key less than PvX . After locating the
leaf node, we check the data points in the node towards both to the left and
right, meanwhile, we calculate the D(v,X) to determine if the point v is one
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of the k nearest neighbors, and update A accordingly. The search process stops
when the key of the leaf node is less than !PvX" or greater than !PvX"+ 0.5,
or there are k data points in A and the difference between the current key value
in the node and the pyramid value of X is greater than Dmax.

S2. If the size of queue A is less than k after we finish searching the interval
[!PvX", !PvX"+0.5] then we need to repeat S1 in the slice which is the nearest
from the point X . We find dimension l which has the smallest |0.5 − xl| from
the collection S which is mentioned in section 3.1. Then we invert the l-th bit
of the slice number qj to get q′j and repeat S1 with PvX′ = pi + q′j + h.

S3. We get a big enough query range (radius) through the first 2 steps and
the query range will gradually decrease after the range queries in each pyramid.
We generate a query square W enclosing C(X, r) to perform an range search,
which guarantees the correctness of the query results. We assume there are k
data points in A after the first two steps. We examine the rest of the pyramids
one by one. If the pyramid intersects W , we perform a range search to check
if the points in this pyramid are among the k nearest neighbors by compared
to the Dmax. The side length of W and Dmax is updated after each pyramid is
examined. If the pyramid does not intersect W , we can prune the search in this
pyramid. We will get the finally results when all the pyramids are checked.

4 Implementation of SPKV

We implement SPKV with SP-Index and deploy SPKV on the nodes of the
key-value database to support the complex queries on huge amounts of multi-
dimensional data. In this paper, we use Cassandra as the data layer of SPKV.
Cassandra is a popular open-source key-value database, in addition, it provides
the SQL-like CQL language which introduces a schema-like data model and
friendly query interfaces. It is valuable and necessary to apply SPKV to Cassan-
dra to improve its query performance limited by its original inefficient secondary
index. Moreover, it is convenient to apply SPKV to other key-value databases.

In the design of SPKV, we can adopt the same partition strategy and repli-
cation strategy with database layer basing on the current node states and the
partition information of the cluster. The index layer in each node only indexes
the local data partition by consistent hashing of Cassandra or other partition
methods of underlying databases. Besides, SPKV ensures the availability of in-
dex layer when some nodes are subject to failures by the replication of SP-Index.

The persistent storage of index tables is implemented with MapDB[8], which
is a B-tree-like storage engine. When inserting new data, we first compute the
Pv value by the method described in section 3.1. Then we insert it to MapDB
using “Pv : RowKey” as the key. We implement replication and partition func-
tions for index tables based on the strategy of underlying key-value database
to guarantee the high availability and scalability of the index system. Consider-
ing the inefficient insert performance of B-tree-like data structure, we provides
memtable and commitlog for SP-Index to improve the insert performance. Be-
sides, we divide the non-index columns into two parts. The columns which are
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mainly queried by multi-dimensional conditions, in terms of Index Content, are
stored in the index table. And the other columns which mainly queried by the
rowkey are stored only in the underlying database in order to control the space
cost of SPKV. Although we store the columns into different tables, we can get all
columns of the row through an additional low-cost key-value query in database
layer or point query in SP-Index.

5 Evaluation

In this section, we present a set of evaluation results to show the performance
of SPKV. Specifically, we evaluate SPKV through the comparison with MySQL
Cluster 7.3.2[9], CCIndex for Cassandra[4] and SPKV implemented with original
pyramid technique in terms of multi-dimensional point query, range query and
kNN query. Our experimental cluster has 10 nodes. Each node has 2.0 GHz
quad-cores CPU, 16 GB memory and more than 200 GB HDD. All nodes are
connected by 1Gbps Ethernet. SPKV is implemented on Cassandra 1.2.8.

We both use the synthetically generated random datasets (The number of
distinct values in each column ranges from 100 to 100,000) and the dataset of
TPC-H in our evaluation. The total size of a row in generated dataset ranges from
128 to 164 Bytes according to the dimensions. We use the dataset of TPC-H,
an acknowledged database benchmark which can simulate real business applica-
tions, to test the performance of SPKV in real world datasets. In order to test the
performance of index, all experiments do not return the non-IndexedContent
so as to avoid the influence of massive key-value query in Cassandra.

5.1 Effects of Data Size

In this section, we measure the performance with varying number of rows com-
pared to other system. We perform point queries, range queries with 50,000 rows
of selectivity and kNN queries with k=50 in a 6-dimensional dataset. Figure 3
displays the result of the experiments. The kNN query of original pyramid is
implemented based on [10]. However, CCIndex and MySQL Cluster don’t sup-
ported kNN queries so we skip the comparison with them. As is shown in Figure
3, all techniques perform well in the point query. Thanks to the finer division,
SPKV outperformed other systems with speed factor 4∼8 in range query and
speed factor 10∼20 in kNN query with every data sizes and performed well in
large volume of data.

5.2 Effects of Selectivity

In this section we see how the selectivity and the number of K effect the per-
formance of SPKV. In these experiments, we use 6-dimensional dataset and let
the data size to be 100 million. Figure 4(a)(b) shows the results. SPKV always
performs best and achieves the largest speedup factor in low selectivity or low
K value. The reason is that the smaller query ranges lead to less slices need to
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Fig. 3. Effect of Data Set Size
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be query which decrease both the query times and the size of rows to be scan.
When selectivity becomes larger the performance decreases, nevertheless, SPKV
still outperforms other technique with 7∼20 times faster and can be competent
to various of selectivity and K value.

5.3 Insert Throughput and Storage Cost

In the evaluation of insert throughput, we use 10 concurrent clients to insert
rows to the system which has already stored 100 million rows of 6-dimensional
data and the experiment result is showed in Figure 4(c). The insert throughput
of SPKV is lower than Indexed Cassandra because of the additional write op-
erations and network communication cost brought by the index table. However,
SPKV performs far better than CCIndex which need to write 6 index tables
and MySQL Cluster whose insert throughput is limited by the relational and
transactional storage engine.

Figure 4(c) also indicates that each node of SPKV costs about 4GB disk space
for a 6-dimension dataset of 100 million rows, which is less than the cost of 6GB
disk space with CCIndex. Besides, it is similar to that of the secondary index
in Cassandra and the b-tree index of MySQL cluster. According to the above
analysis and experimental results, the costs are acceptable while great query
performance improvement is achieved.
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Fig. 5. Performance with TPC-H Dataset

5.4 TPC-H Benchmark

In this section, we use Q6 in TPC-H as QA to illustrate the practical effect
on range queries of SPKV. We also define a simple query QB to evaluate the
performance of point queries and kNN queries. For the queries we build a 5-
dimensional index on the Lineitem table in TPC-H.(We change some columns
of the table in order to adapt to Cassandra’s data model.)
QA is defined as:

SELECT sum(extendedprice*discount) as revenue FROM Lineitem

WHERE shipdate≥x AND shipdate<x+1 year AND

discount≥y AND discount<y-0.02 AND quantity<z
We also define QB as below:

SELECT extendedprice FROM Lineitem WHERE shipdate=sd AND commitdate

=sd+1 month AND discount=d AND tax=t AND quantity=q

The result is showed in Figure 5. SPKV still performs well but a bit lower than
the experiments on generated dataset since the number of distinct values of index
columns in Lineitem table are much smaller. In addition, the QA only specify
the query range for 3 dimensions, that is, the other 2 dimensions of the queries
are full domains. Even so, SPKV still achieves remarkable performance and
outperforms other system because of the slice division on the dimensions whose
query ranges are specific. The performance of CCIndex and pyramid technique
rapidly deteriorates when the distinct values are less. They respectively fail to
respond in 30 seconds during the range and kNN query, so we skip them in
Figure 5(a)(c). All of above show that SPKV can well perform on columns with
both less and more distinct values.

6 Conclusions

In this paper, we introduce an efficient multi-dimensional index technique named
SP-Index. Through the much finer division on the pyramid space, we significantly
improve the query performance on huge amounts of data. We present the design
of SPKV that builds SP-Index over the partitioned key-value store, which al-
lows efficient multi-dimensional query processing. In our experiments, the results
demonstrate that SPKV can handle high scale of data using a modest 10 node
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cluster, while efficiently processing multi-dimensional range queries and nearest
neighbor queries and outperform some other multi-dimension methods.
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Abstract. Popularity prediction in microblogging network aims to pre-
dict the future popularity of a tweet based on the observation in the early
stages. Existing studies have investigated many features for prediction.
However, features from the users who have potential to retweet a tweet
have not been fully explored for this problem. Also, the impact of tweet’s
post time on its early-stage popularity has been neglected. To address
these issues, we study two prediction tasks in this paper, i.e. predict-
ing the popularity of a tweet based on the observation in 1 Hour after
being posted (PP1H) or the observation of its first k retweets (PPkR),
and investigate a wide spectrum of features to identify effective features
for each prediction task. We extract structural features including retweet
network features and border network features from the underlying user
network, and temporal features from the observed retweets. To mitigate
the impact of tweet’s post time on its early-stage popularity, we intro-
duce the notation of tweet time and use it to measure the temporal
features. We treat both prediction tasks as classification problems and
apply five standard classifiers (i.e. naive bayes, k-nearest-neighbor, sup-
port vector machine, logistic regression and bagging decision trees) for
prediction. Experiments on Sina Weibo show that for PP1H task, bag-
ging decision trees with all feature yield the best performance and border
network features outperform other groups of features. For PPkR task,
we find that satisfied prediction performance can be obtained based on
only the temporal features of first 10 retweets. Furhter, by introducing
tweet time, we can significantly improve the prediction performance of
temporal features.

Keywords: Popularity Prediction, Social Media, Classification, Infor-
mation diffusion.

1 Introduction

Online social networks have become increasingly important for information shar-
ing and interpersonal communication. Recently, the study of predicting the pop-
ularity of online content in social networks has drawn much attention because
of its remarkable practical value in a variety of business and administrative ap-
plications, including media advertising [1, 2], trend forecasting [3, 4] and under-
standing the collective behaviors of users [5–7] etc. Future popularity of online
content indicates the intensity with which people would react and hence has the
potential to influence polity decisions.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 379–390, 2014.
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Popularity prediction in microblogging network aims to predict the future
popularity of a tweet based on the observation in the early stages. It is challenging
since there are numerous factors to be considered. Recently, several pioneering
work have been made and many features have been investigated [8–10]. However,
previous studies have not considered the impact of the time of day when a tweet
is posted on its popularity in the early stages. Since the user activity varies over
time, the post time of a tweet can affect its popularity in the early stages. For
example, considering the number of retweets that a tweet receives in the first
hour after being posted, a tweet posted at 11 am is expected to receive more
retweets on average than a tweet posted in midnight, since users are more active
in daytime. If we do not eliminate the effect of user activity, we may misinterpret
the relative interestingness of a tweet only based on the observation in the early
stages. Also, users who have not retweeted the tweet but followed those who
have already retweeted the tweet could be potentially useful for prediction. For
tweet popularity prediction problem, features from these users have not been
fully explored.

In this paper, we study the popularity prediction problem on Sina Weibo, a
Twitter-like microblogging network in China. Different from previous studies,
we consider two prediction tasks, which are predicting the popularity of a tweet
based on the observation in 1 Hour after being posted (PP1H) or the observa-
tion of its first k retweets (PPkR). We investigate a wide spectrum of features
including structural features and temporal features to identify effective features
for each prediction task. By utilizing the historical mention relationships, we
construct the underlying user network and then extract two groups of structural
features, i.e. retweet network features from the network formed by users who
have retweeted the tweet and border network features from the network formed
by users who have been exposed to the tweet but not retweeted the tweet. Fur-
ther, to mitigate the impact of tweet’s post time on its early-stage popularity,
we introduce the notation of tweet time and use it to measure the temporal
features derived from the observed retweets. The PP1H task is treated as a
multi-class classification problem which predicts the popularity range of a tweet,
while the PPkR task is considered as a binary classification problem which pre-
dicts whether the tweet will be popular in the future. We apply five widely used
classifiers for prediction, including Naive Bayes, K-Nearest-Neighbors, Support
Vector Machine, Logistic Regression and Bagging Decision Trees. Experimental
results show that for PP1H task, bagging decision trees with all features can
achieve the best performance and the border network features are more effective
than the other two groups of features. For PPkR task, we find that temporal fea-
tures are more effective than structural features and the prediction performance
of temporal features can be highly improved when measured by tweet time. Note
that temporal features can be effortlessly extracted only based on the first few
retweets, without need of the knowledge of user network. This provides new in-
sights for administrative applications such as media control. Quick decisions can
be made effortlessly based on only the observation of the early stages of diffusion
process. Our main contributions are as follows:
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- We study two popularity prediction tasks on microblogging networks, i.e.
predicting the future popularity of a tweet based on the observation in one
hour after being posted or the observation of first k retweets.

- We investigate a wide spectrum of features including structural and temporal
features and identify effective features for each prediction task.

- We introduce the notation of tweet time and use it to measure the temporal
features. Through this, we can mitigate the impact of tweet’s post time on
its early-stage popularity and further improve the prediction performance of
temporal features.

The rest of paper is organized as follows. We review related work in Section 2.
In Section 3, we define the research problems studied in this paper and present
the methods. We give a detailed description of features in Section 4. The results
and discussions are presented in Section 5. We conclude our paper in Section 6.

2 Related Work

Online content exists in various forms such as news articles, videos, hashtags and
tweets etc. There have been many studies on predicting the popularity of online
content in social networks. In [11], Tsagkias et al. explored five feature sets to
predict the comment volume of news articles prior to publication. Lerman et
al. [12] modeled users’ vote process on Digg by considering both the interest-
ingness and visibility of online content and then use the model for popularity
prediction. By investigating Digg and Youtube, Szabo et al. [13] found that the
final popularity is highly correlated to the popularity in the early period and
then employed a direct extrapolation method to predict the long-term popular-
ity. Recent studies on microblogging networks mainly include hashtag (or trend)
popularity prediction and tweet popularity prediction. Focusing on hashtag pop-
ularity prediction, Tsur et al. [3] examined features from the hashtag itself and
employed a regression model to predict hashtag popularity on a weekly basis.
Further, Ma et al. [4] considered both content and context features and proposed
to predict hashtag popularity on a daily basis. They found that the context fea-
tures are more effective than content features. For tweet popularity prediction,
Hong et al. [8] formulated the popularity prediction problem as a classification
task and investigate the important features which influence information propaga-
tion in Twitter. Bao et al.[9] incorporated the structural characteristics of early
adopters of a tweet into models developed in [13] and showed that the prediction
accuracy can be significantly improved. Previous studies have not considered the
impact of tweet post time on its early-stage popularity. Also, features from users
who are exposed to a tweet have not been fully explored in tweet popularity
prediction problem. In our study, both of these issues are addressed.

3 Problem Setting

In this paper, we focus on predicting the future popularity of a tweet based
on the observation in the early stages. Since for most tweets in our dataset,
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they seldom receive retweets after being posted for 48 hours, hence we use the
number of retweets that a tweet receives in 48 hours since been posted to rep-
resent its future popularity. In our problem setting, we consider two different
definitions of “early stages”: 1) one hour after the tweet has been posted, 2)
when the tweet receives k retweets. Then, we define two prediction tasks:

1. PP1H: Predicting the Popularity of a tweet based on the observation in 1
Hour after being posted.

2. PPkR: Predicting the Popularity of a tweet based on the observation of its
first k Retweets.

For a given tweet s, we denote its future popularity as Φs. Note that predicting
the exact value of Φs is extremely hard and often not necessary. Hence, we
relax the problem and predict the range of popularity. We define a popularity
threshold φ and then define five ranges of popularity: [0, φ/2), [φ/2, φ), [φ, 2φ),
[2φ, 4φ), [4φ,+∞), which represent not popular, marginally popular, popular,
very popular, and extremely popular, respectively. The PP1H task is treated as
a multi-class classification problem which predicts the range of tweet’s future
popularity. Since we use relatively small k in PPkR task, we further relax the
problem to be predicting whether the popularity of a tweet will exceed φ, which
is a binary classification problem.

Methods. Since the key focus of this research is to identify and evaluate the
effectiveness of features for prediction, we apply five widely used classifiers [14]
in our experiments: NB (Naive Bayes), KNN (K-Nearest Neighbor), SVM (Sup-
port Vector Machine), LR (Logistic Regression) and BDT (Bagging Decision
Trees). Besides the five standard classifiers, we further apply two baseline meth-
ods: Random baseline chooses tweet’s popularity range randomly with no bias
and Distribution bias baseline chooses tweet’s popularity range following a prior
probability distribution on all ranges.

4 Features for Popularity Prediction

In this section, we first detail features used for popularity prediction, including
two groups of structural features and a group of temporal features. Then we give
a brief analysis of efforts needed to access these features. The features are listed
in Table 1.

4.1 Structural Features

User Network Construction. To extract structural features, we first con-
struct a global user network G = (U,E) by utilizing the historical mention
relationships in the data collection, similar to that in [15]. In G, a user u ∈ U
is a node and a directed edge e(up, uq) ∈ E from up to uq is established when
up directed at least m @-messages to uq. This definition is one way of defining a
proxy for the attention that user up pays to other user uq. Here, we empirically
set m to 3.
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Table 1. Features for popularity prediction

Feature ID Abbr. Description

Retweet
Network
Features

Fr1 rUserCount Number of users |rUs|
Fr2 rDensity Density of rGs

Fr3 DiffusionDepth Longest length of path from us
0 to any user in rUs

Fr4 rReciprocity Portion of co-links in rEs

Fr5 rClusterCoeff Clustering Coefficient of rGs

Fr6 rSourceAuthority Authority score of us
0

Fr7 rMaxAuthority Maximum authority score of users in rUs

Fr8 rAvgAuthority Average authority score of users in rUs

Fr9 NumConCom Number of Connected Components in rG
′
s

Fr10 NumConCom2 Number of Connected Components in rG
′
s (size ≥ 2)

Fr11 MaxConComSize Maximum size of Connected Components in rG
′
s

Border
Network
Features

Fb1 bUserCount Number of border users |bUs|
Fb2 bDensity Density of bGs

Fb3 bReciprocity Portion of co-links in bEs

Fb4 bMaxAuthority Maximum authority score of users in bUs

Fb5 bAvgAuthority Average authority score of users in bUs

Fb6 ExposureDistrib 15-Dimension exposure distribution vector

Temporal
Features

Ft1 ArriveTime k-Dimension vector of the time taken for the first k retweets
to arrive

Ft2 MaxTimeInterval Maximum time interval between two adjacent retweets
Ft3 AvgTimeInterval Average time interval between two adjacent retweets

Retweet Network Features. We illustrate an example diffusion network for
a tweet in Fig. 1(a). For a given tweet s, we sort all its observed retweets in
ascending time order, forming a chain of retweets Cs. We use usi (for i = 1, 2, · · · )
to denote the author of the ith retweet. Specially, we denote the author of s as
us0. Considering all the observed retweets in Cs, we denote the union of tweet

author and retweets authors as rUs, i.e. rUs = ∪|Cs|
i=0 {usi} (union of red and blue

nodes in Fig. 1(a)). We consider that users in rUs form a virtual community
and the popularity of tweet s can be highly affected by the social relationships
among these users, as well as their followers. By extracting relationships from
G, we form a retweet network rGs = (rUs, rEs). From rGs, we extract 8 retweet
network features. Fr1 is the number of users who have already retweeted s, i.e.
|rUs|. Density of rGs (Fr2), is defined as

density(rGs) = |rEs|/(|rUs| × (|rUs| − 1)) (1)

which is the number of edges divided by the number of possible edges in the
retweet network. It is a common feature in graph mining to measure the spar-
sity of the graph. Diffusion depth (Fr3) is the longest length of the path from
the tweet author us0 to users in rUs. Existing study [9] has shown that there
exists a strong positive near-linear correlation between the final popularity and
the diffusion depth. Reciprocity of rGs (Fr4) is another quantity to specifically
characterize directed networks. Link reciprocity measures the tendency of vertex
pairs to form mutual connections between each other [16]. It is defined as

reciprocity(rGs) = |co-link(rEs)|/|rEs| (2)

which is the ratio of the number of co-links (links pointing in both directions)
to the total number of links. Clustering coefficient of rGs (Fr5) is defined
as the average of the local clustering coefficients of all nodes in rUs [17].
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Fig. 1. (a) Example diffusion network for a tweet. (b) The average number of tweets
posted per hour. (c) The average number of retweets that a tweet receives after being
posted for one hour (blue curve) and one tweet hour (red curve). The horizontal axis
represents the time when a tweet is posted.

Larger clustering coefficient indicates stronger ties among users. The author-
ity score is adopted to measure the influence level of users. Intuitively, if a user
is followed or mentioned by many users, he or she is likely to be influential. We
calculate the authority scores for all users by performing PageRank algorithm
[18] on G. Fr6 is the authority score of tweet author us0. Fr7 and Fr8 are the
maximum and average authority score of users in rUs respectively.

Further, by considering only the retweet authors, rU
′
s = ∪k

i=1{usi} (blue nodes
in Fig. 1(a)), we construct a strict retweet graph rG

′
s = (rU

′
s, rE

′
s). From rG

′
s,

we extract 3 retweet network features, which are the number of connected com-
ponents (Fr9), the number of connected components which size is larger or equal
to 2 (Fr10) and the maximum size of the connected components (Fr11).

Border Network Features. Besides the users who have already retweeted
tweet s, users who have not retweeted s but been “exposed” to s could be
potentially very useful for our popularity predicting problem. We denote these
users as border users (black nodes in Fig. 1(a)). More formally, based on the
global network G, the border users bUs are followers of rUs who still have not
retweeted tweet s, i.e. bUs = {uq|∃e(up, uq) ∈ E, up ∈ rUs, uq 
∈ rUs}. By
extracting relationships between rUs and bUs, we construct a border network
bGs = (rUs, bUs, bEs), which is a bipartite network. From bGs, we extract 6
border network features.

We extract the number of border users (Fb1), density of bGs (Fb2), reciprocity
of bGs (Fb3), maximum and average authority score of border users (Fb4 and
Fb5), in the same way as in rGs. Further, analogous to [15], we define that a
border user is x-exposed to tweet s if he/she has not retweeted s, but has edges to
x other users in rUs. Border users with more exposures to tweet s are expected
to be more likely to retweet s. We denote As(x) as the set of border users who
are x-exposed to s. Then we get the exposure distribution vector Fb6, in which
the xth dimension P (x) = |As(x)|/|bUs| is the ratio of the number of border
users who are x-exposed to s to the total number of border users. Specially, we
limit the maximum value of x to be 15 since there are only a few border users
whose exposed times are greater than 15. When calculating P (15), we consider
border users who have at least 15 edges to users in rUs.
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4.2 Temporal Features

Before extracting temporal features, we first examine the hourly variations of
user activity in our data collection by investigating the number of tweets posted
during a given hour of a day. We show the average number of tweets posted per
hour in Fig. 1(b). Clearly, we can see that user activity varies over time, namely
that users are highly active during daytime and inactive in midnight. Hence,
for a given tweet, the number of its retweets in the first few hours will differ
greatly depending on the time of day when it is posted. Specifically, we show
the average number of retweets that a tweet receives in the first hour after being
posted in Fig. 1(c) (blue curve). As can be expected, tweets posted at higher
active periods of a day will on average receive more retweets in the first hour
than tweets posted at less active periods. The Pearson correlation coefficients
between the blue curve in Fig. 1(b) and the blue curve in Fig. 1(c) is 0.946, which
indicates that the number of retweets that a tweet receives in the first hour is
highly correlated with the user activity. Therefore, if we do not eliminate the
effect of user activity, we may misinterpret the relative interestingness of a tweet
only based on the observation made in a few hours after it has been posted.

Inspired by [13], we introduce the notion of tweet time to eliminate the effect
of user activity, where we measure time not by wall time (seconds), but by the
number of posted tweets. We define the tweet time tt as

tt = N(t)/δ (3)

where t is the time of a day, N(t) is the average number of tweets posted from
the beginning of the day to t and δ is the average number of tweets posted
per time scale. In our data collection, the average number of tweets posted
per second is 9, hence when we refer to tt in tweet second, δ is set to be 9.
Similarly, we can measure tt in tweet minute and tweet hour by setting δ to be
540 and 32400 respectively. By defining tweet time, we can mitigate the impact of
tweet’s post time on its early-stage popularity. As can be seen from Fig. 1(b), the
number of tweets posted during 10am-11am is nearly ten times larger than that
during 4am-5am, thus the duration of one tweet second during 4am-5am is ten
times longer than that during 10am-11am. Further, we show the average number
of retweets that a tweet receives in the first tweet hour after being posted in
Fig. 1(c) (red curve). We can see that the number of retweets slightly changes
over the post time, indicating that the effect of user activity has been largely
eliminated.

From the retweet chain Cs, we extract 3 temporal features and use the defined
tweet time to measure them. Ft1 is k-dimensional vector where the kth dimension
is the time taken for the kth retweet to arrive. We measure the time intervals
between every two adjacent retweets in the retweet chain Cs and extract the
maximum time interval feature Ft2 and average time interval feature Ft3.

4.3 Efforts Needed to Access Features

Inorder to extract structural features,wefirstneed to construct theunderlyinguser
network.Here, the user network is constructed based onmassive historicalmention
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relationships in the data collection. However, since the network evolves with time,
the constructed network can be either incomplete or inaccurate. Hence, sometime
it is hard to access the structural features. On the contrary, temporal features can
be effortlessly extracted only based on the first few retweets, without need of the
knowledge of user network.

5 Experiments

5.1 Experimental Setting

Dataset. We used Sina Weibo dataset published by WISE 2012 Challenge1.
First, we constructed the global user network based on mention relationships
from Jan to Aug 2011. The user network consists of 10.8 million users and 87.1
million edges. Then we selected a subset of tweets that were posted in July 2011
and receive at least 10 retweets in the first hour after being posted. This gave us
a dataset of 51,835 original tweets and 4,645,067 retweets from 1,031,899 users.
We reserved 50% of the tweets for evaluation, using the other 50% for training.

Evaluation Metrics. For multi-class classification problem PP1H, we use Ac-
curacy to measure the performance of each method. For binary classification
problem PPkR, we use Macro-Pr (macro-precision), Macro-Re (macro-recall),
Macro-F1 (macro-F1 score), Accuracy and AUC (area under ROC curve) to
evaluate the prediction performance. We give their definitions as follows. T is
the set of testing samples and n = |T | is the number of testing samples. The
set of class labels is denoted as L. Let ŷ = (ŷ1, ŷ2, · · · , ŷn) be the classification
result vector and y = (y1, y2, · · · , yn) be the ground truth vector. Then

Macro-Pr =
1

|L|
∑
l∈L

p(l) Macro-Re =
1

|L|
∑
l∈L

r(l)

Macro-F1 =
1

|L|
∑
l∈L

2× p(l)× r(l)

p(l) + r(l)
Accuracy =

∑
i∈T I{yi = ŷi}

n
(4)

where

p(l) =

∑
i∈T I{yi = ŷi = l}∑

i∈T I{ŷi = l} r(l) =

∑
i∈T I{yi = ŷi = l}∑

i∈T I{yi = l} (5)

p(l) and r(l) are precision and recall for class l respectively. I(X) is an indicator
function which returns 1 if the statement X is true and 0 otherwise.

Implementation Details. We empirically set the popularity threshold φ = 50
and set k in PPkR to be 10. For KNN, we use Euclidian distance and set K = 15.
We use the C-Support Vector Classification in LIBSVM [19] with linear kernel to
implement a multi-class SVM classifier and empirically set C = 20. The number
of decision trees in BDT is 60.
1 http://www.wise2012.cs.ucy.ac.cy/challenge.html

http://www.wise2012.cs.ucy.ac.cy/challenge.html
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5.2 Results

PP1H Task. We show the classification accuracies for all methods in Table
2. For each classifier, we conducted experiments with retweet network features
(RN), border network features (BN), temporal features (T) and all features
(ALL) to check the effectiveness of each feature group. We can see that baseline
methods which do not use any feature perform the worst. The best performance
is achieved by BDT with all features. Generally, for each classifier, the best per-
formance is achieved by combining all features. Moreover, we can see that among
all feature groups, BN features performs the best and can achieve comparable
good performance as all features. The only exception is NB, where the predic-
tion accuracy for NB with BN features is quite low, even worse than baseline
methods and combing all features yields a worse performance than only using
RN features. One possible reason is that the exposure distribution vector (Fb6)
contains too many zeros which makes the NB classification model imprecise.
When removing Fb6, we observe that the accuracy for NB with BN features has
been improved to 0.5444 which further confirms the effectiveness of BN features.

Table 2. The classification accuracy for PP1H task

Methods RN BN T ALL

Random 0.2000
DistBias 0.2529

NB 0.5326 0.1425 0.4011 0.2652
KNN 0.5085 0.5201 0.4827 0.5326
SVM 0.4115 0.4684 0.3759 0.4770
LR 0.5422 0.5540 0.5157 0.5640
BDT 0.5446 0.5769 0.5106 0.5817

PPkR Task. Since bagging decision trees classifier has shown its effectiveness
in PP1H task, we also apply it in PPkR task. We compared the performance of
BDT with all features with two baselines and present the results in the upper
part of Table 3. Obviously, combining all features yields the best performance.

In order to investigate the contribution of each feature to the prediction per-
formance, we performed a stepwise forward feature selection algorithm to identify
effective features. The algorithm starts with an empty feature set F0 and runs
iteratively. In the jth iteration of this algorithm, we created feature set Fj by
adding the best single feature which maximizes the objective function (AUC) to
the set Fj−1. Since it only selects one feature at a time, this algorithm prevents
us from adding more than a single copy of highly correlated features. We show
the top-5 features selected by this algorithm in Table 4. We can see that a rela-

Table 3. The classification results for PPkR task

Methods Macro-Pr Macro-Re Macro-F1 ACC AUC

Random 0.5000 0.5000 0.4994 0.5000 0.5000
DistBias 0.5000 0.5000 0.5000 0.5023 0.5000

All features 0.7418 0.7354 0.7364 0.7403 0.7354

- RN features 0.7385 0.7321 0.7231 0.7370 0.7321
- BN features 0.7330 0.7259 0.7267 0.7311 0.7259
- T features 0.6312 0.6285 0.6285 0.6333 0.6285
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Fig. 2. Performance for PPkR task when predicting using only the features derived
from the first k retweets

tive small set of features can achieve comparable performance as all features. It
is reasonable that the best single feature is the maximum authority score of users
in rUs since if the tweet is posted or retweeted by a user with higher authority,
it will have more chance to be seen and retweeted. Note that, two of the top-5
features are from the temporal feature group and there is a significant perfor-
mance gain after adding these features. The other two features are from border
network feature group which can be interpreted as the number of exposed users
and the tie strength between retweet users and border users.

Table 4. Results of stepwise forward feature selection. Each row represents the per-
formance for all features listed in that row and above.

Feature added AUC

Fr7: rMaxAuthority 0.6212

+ Ft1: ArriveTime[10] 0.6721

+ Fb1: bUserCount 0.7065

+ Ft1: ArriveTime[7] 0.7204

+ Fb3: bReciprocity 0.7268

Seeing that the top features are from different feature groups, we further
checked the effectiveness of each feature group by removing each feature group
and examining how the prediction performance is affected. The results are
presented in lower part of Table 3. We can see that the performance drops signif-
icantly when temporal features are removed. On the contrary, when retweet net-
work features or border network features are removed, the performance slightly
changes. That indicates the temporal features contribute greatly to the overall
performance and the combination of other features is unable to make up the
loss. We highlight this by comparing the prediction performance when using
“all features” “temporal features” and “without temporal features” of the first
k retweets and show the results in Fig. 2(a). Obviously, the best performance is
always achieved by combining all the features. Also, we can see that when the
temporal features are removed, the performance of the other features slightly
changes when k varies. On explanation is that, since we have observed that
the best single feature for PPkR task is maximum authority score of users in
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rGs, for a large portion of tweets which gain at least 10 retweets, maximum
authority score of users in rUs is equal to the authority score of us0, which is
unchanged when k varies. It is worth noting that the performance gap between
all features and temporal features gradually narrows with the increasing of k.
When k = 10, the performance gap has been reduced to 0.0235. Note that, as
mentioned before, sometimes it is hard to extract structural features due to the
limited knowledge of underlying user network. However, the temporal features
can be effortlessly extracted only based on the first few retweets. The results in-
dicate that we can get a satisfied prediction performance for predicting whether
a tweet will be popular in the future, by only using the temporal features of the
first 10 retweets.

Effectiveness of Tweet Time. To investigate the effectiveness of tweet time,
focusing on PPkR task, we compared the prediction performance of BDT with
temporal features extracted from first k retweets which are measured by wall time
and tweet time respectively. The results are presented in Fig. 2(b). Clearly we can
see that temporal features measured by tweet time show better performance for
most k, indicating that by introducing the notation of tweet time, the prediction
performance of temporal features can be significantly improved.

6 Conclusion

In this paper, focusing on popularity prediction on microblogging networks, we
studied two prediction problems, i.e. predicting the popularity of a tweet based
on the observation in 1 hour after the tweet being posted (PP1H) and the obser-
vation of the first k tweets (PPkR). To identify effective features for prediction,
we extracted structural features including retweet network features and border
network features from the underlying user network, and temporal features from
the observed retweets. Further, to mitigate the impact of tweet’s post time on
its early-stage popularity, we introduced the notation of tweet time and used it
to measure the temporal features. We treated both prediction tasks as classifica-
tion problems and applied five widely used classifiers, i.e. naive bayes, k-nearest-
neighbor, support vector machine, logistic regression and bagging decision trees.
Experiments on Sina Weibo show that, when predicting the exact range of tweet’s
popularity (PP1H task), border network features extracted from the users who
are exposed to the tweet show the best performance. When predicting whether
a tweet will be popular in the future (PPkR task), only using the temporal
features of the first 10 retweet can achieve a satisfied prediction performance.
Further we show that by introducing tweet time, we can significantly improve
the prediction performance of temporal features.

In the future, we will focus on exploring other potential features and devel-
oping more effective models for prediction problem.
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Abstract. In order to increase sales for e-commerce websites and meet customer 
expectations, recommender systems need to recommend more niche products 
consumers might like. However, traditional product recommender systems 
usually aim to improve the recommendation accuracy while overlook the diver-
sity within the recommendation lists. In this paper, firstly we examine the im-
portance of diversity within recommended lists through a psychological survey. 
Motivated by our observations, we develop a general framework, called DivRec, 
to improve recommendation diversity without lowering accuracy. Experimental 
results on an e-commerce dataset demonstrate that our approach outperforms 
state-of-the-art techniques in terms of both accuracy and diversity. 

Keywords: Recommender Systems, Collaborative Filtering, Diversification. 

1 Introduction 

The information overload problem has made the task of decision making a real chal-
lenge for Internet users especially for online shoppers. Recommender System (RS) is a 
promising solution for this problem and has shown great potential to help users find 
interesting items from a huge information source. Most previous work has focused on 
improving the accuracy of RS. These studies inclined to use the accuracy metrics such 
as RMSE, MAE to measure the performance of recommendation algorithm. 

In addition to recommendation accuracy, more factors should be considered to sa-
tisfy users’ need, such as diversity. For e-commerce websites, to recommend users 
with a broader range of products is beneficial. A RS with more diversity can easily 
help user to find products which may surprise them so it is possible that niche prod-
ucts grow to be popular. Chris Anderson coined the evolutions from niche products to 
popular ones on Internet market as “The Long Tail”. Most of successful Internet 
companies, including Amazon, Yahoo, and Apple etc., have used long-tail as part of 
their business strategy to improve their online services. 

A good top-N recommendation list with diversity in e-commerce is a list of items 
that are relevant to the target user’s interests, as well as dissimilar with each other 
(e.g. they do not belong to the same product category). In this paper, we address the 
importance of the diversity from a psychological perspective which has been over-
looked by previous studies. The second contribution of this paper is that a general RS 
framework (DivRec) is proposed to improve diversity without lowering accuracy. The 
effectiveness of the framework is demonstrated through experiments on a real dataset. 
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The rest of the paper is organized as follows: we overview the related work in  
Section 2. We motivate the diversity into recommendation with a psychological expe-
riment Section 3. We present our approach in Section 4 and evaluate it in Section 5. 
Section 6 concludes the paper. 

2 Related Work 

The Collaborative Filtering (CF) which establishes the connection between users and 
items is commonly used in recommendation systems. Two popular approaches are the 
neighborhood models (user or item based) [1] and the latent factor models, e.g. Re-
gression-Based Latent Factor Model [2], Probabilistic Matrix Factorization [3], and 
Singular Value Decomposition [4].  

In recent year, there has been some work on diversifying the recommendation lists 
to increase users’ satisfactions. These works can be classified to two categories based 
on the way how diversity is measured: (1) Content-based diversity, which is known as 
an instance of p-dispersion problem [5]. Most of the content-based recommendation 
diversification methods so far are attributes based. In [6], the diversity of recommen-
dation lists is increased through maximizing the topic attribute difference between 
items. In [7], item explanation is employed to measure the distance between items to 
achieve diversification instead of item attributes. (2) Temporal diversity. There are 
works to use temporal information for recommendation diversification, e.g. [8] ex-
amines the temporal characteristics of item rating patterns to increase recommenda-
tion diversity, and [9] increases temporal diversity with product purchase intervals. 

There are few previous work discuss why diversity is important especially for 
e-commerce websites, although they proposed the approaches how to improve the 
diversity of recommendation lists. Another problem is how to diversify the item lists 
efficiently. Taking attribute-based method as an example, the search step for analyz-
ing intrinsic properties of items is time consuming when the product database is large, 
especially when the attributes are not leveraged by recommendation strategies (some 
related work has been discussed in [5]). We focus on how to tackle these problems in 
this paper. We start our work with a psychological study in the next section. 

3 Why to Offer Diverse Recommendations 

Associative Interference has been widely studied in psychology and advertising fields 
[10] [11]. The core of this theory is that the amount of the retroaction will increase in 
accordance with the degree of similarity between the original material and the new 
material in learning and memory. Associative Interference studies the negative effect 
of similar materials in a learning process [12]. Inspired by Associative Interference 
theory, we hypothesize that potential negative effects remaining in the interactions 
between RS and users when recommendations provided are similar to each other. 

We simulate the interactions between RS and online shoppers through a psychologi-
cal survey. The participants are 50 undergraduates who had online shopping experience. 
They had been asked to provide their demographic data. In our survey, each recom-
mendation was tagged with two attributes, product relevance and product category. 
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Participants were randomly divided into two groups, Similar Group (SG) and Diverse 
Group (DG). Participants in SG were offered with relevant recommendations which 
concentrate on same few categories. Unlike SG, recommendations in DG are both rele-
vant and diverse in product categories. We did not select personalized CF algorithms for 
these recommendations to avoid the impact of the quality of the algorithm itself. 

The survey was conducted as follows. In each time all participants were offered a 
questionnaire with 8 recommendations followed a simple product introduction. The 
participants were asked to rate these recommendations on a 1-5 score scale. All par-
ticipants were required to finish 5 questionnaires once in a day. After finishing all 
rating tasks, participates were asked to evaluate the whole recommendations. 

In our survey, we recommended 453 products to DG users and 221 products to SG 
users. 53 items are recommended to both groups. The ratings of these 53 products 
from two groups are examined to verify the hypothesis. In Fig. 1, the average rating 
of DG on these 53 products is 3.77, and 3.05 of SG. The rating difference is larger 
than 0.7. This means that the users in DG are much more satisfied with the recom-
mendations. There is negative effect within the more similar recommendation lists. 

 

 

Fig. 1. Survey results for the same recom-
mendations in SG and DG 

Fig. 2. Survey results for recommendations in 
SG and DG in continuous stages 

Let us examine the average rating values in each round. As shown in Fig. 2, all 
values in DG are larger than the value of SG. The ratings in SG decrease with time. 
But the ones in DG remain around 3.7. We can see that the negative effect is more 
significant within similar item set and lowers the recommendation quality. 

We also test the statistical significance of the survey results. The analysis of va-
riance is as follows: the null hypothesis of our survey is that a product receives same 
ratings in any case. We reject the null hypothesis with 99% confidence with the 
p-value 7.65e-04 which is less than 0.01. 

As the final part of our survey, the participants are asked about how to measure the 
recommendation performance. In summary, 94% said RS should offer the user rele-
vant product and 6% chose neutral option.82% said RS should provide more different 
recommendations and 14% were neutral about the choice. 76% of participants in SG 
responded that the diversity of recommendations is more important. It is apparent that 
a good recommendation list should contain products less similar to each other. 
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4 DivRec Framework 

The observations in Section 3 motivate us to design a new framework to ensure both 
recommendation accuracy and diversity in recommendation lists. Moreover, we 
should diversify the recommendation lists efficiently. We will show how to achieve 
our goals in this section. 

4.1 Diversification Framework 

To the best of our knowledge, the first work combing result diversity and relevance is 
Maximal Marginal Relevance (MMR) [13] from information retrieval. It aimed to 
reduce the redundancy within search results. In MMR, each remaining document is 
checked which combines the relevance to query and the similarity with resulted list. It 
is defined as: 

    ∈ \ ë , 1 ∈ ,    1  

where  is the set of original documents, S is the set of resulted documents and ∈ 0,1  is the tradeoff parameter. The function and  are used to meas-
ure the relevance of Di to the query Q and the similarity between two documents re-
spectively.  

Our method, which has resemblance with MMR, exploits the fact that similar rec-
ommendations will lower the diversity of a recommendation list. We penalize the 
items that similar to those has been selected. We call this variation as relev-
ance-aware max-sum diversification. Formally, given a user u, we return the recom-
mendation result set S by maximizing the following objective function: 

              , ∑  ,∈ 1 ∑ ,∈ , ,                           2  

where rel(u,i) is the relevance between item i and user u, sim(i,j) is the similarity be-
tween items i and j, and λ ∈[0,1] is the tradeoff parameter to balance the relevance 
and diversity. The reasons for this combination are from two-fold: (1) We do realize 
that MMR performs well in result diversification task but it needs amendments for 
top-N recommendations; (2) Some methods such as SVD can be used to extract item 
attributes efficiently for following diversification step. 

To instantiation the relevance function rel(u,i) and similarity measure sim(i,j) in the 
above framework, we resort to the matrix factorization method, Singular Value De-
composition (SVD) [14], which maps both users and items to a joint latent factor 
space of dimensionality f so the user-item interactions are modeled as inner products 
in that space. Each item  is associated with a vector qi ∈Rf and each user u is asso-
ciated with a vector pu ∈Rf. The rating of user  on item i, ̂  is estimated as follows: 

                        ̂                                                3  

where , b  and  denote the overall average ratings, bias of user  and bias of 
item  respectively. The parameters are learned through minimizing the regularized 
squared error function: 
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min, ,  , ∈  4  

 
where the regularization parameter ë is determined by cross validation.  

After training, we can define the relevance between item i and user u as follows: 

                           ,                                                  5  

For an item , the elements in vector  measure the extent for each corresponding 
factor. Intuitively, the vectors corresponding to two similar items are more closed to 
each other which has been verified in [15]. Thus, ,  can be cosine similarity: 

                       , ,                                          6  

4.2 Improvement on Recommendation Accuracy 

In the above framework relevance-aware max-sum diversification, we seek to tradeoff 
between recommendation accuracy and diversity. In other words, diversity is 
achieved at the cost of recommendation accuracy loss. However, even if a RS is good 
at providing more niche items while ignoring users’ preference, it might have poor 
performance. Therefore, more improvement should be proposed to enhance the rec-
ommendation accuracy of our framework. 

Recommendation accuracy can be improved by taking implicit correlations  
between items into consideration, which provides a useful indication of user prefe-
rences. We can introduce co-occurrence between two items as item correlation  
into our framework. Formally, the correlation  between item  and  is defined as 
follows: 

 

                          , | |                                                              7  

where  denotes the set of users who already rated or bought item . This correla-
tion measure can be combined linearly into Equation (2).  

Another improvement we used is case amplification. Case amplification refers to  
a transformation of item weights. It is a kind of “Richer get rich” strategy which ig-
nores the tiny items and highlights the distinct ones. By using case amplification, the 
similarity measure sim(i,j) is modified as follows: , ‘  , | , |   , 1                                    8  

where  is used to control the effect of case amplification. The same transformation 

can be also applied to the item correlation R: , ‘  , | , | , 1                                          9  
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By employing these improved methods, we change Equation (2) into the following 

formulation: ,  ,∈ 1 ,∈ ,, ∈            10  

where I(u) denotes the set of items already rated by user u and the parameters λ and θ 

are used to control the extent of diversity and item relevancy respectively. 

4.3 DivRec 

The framework described in Equation (10) is called DivRec. The corresponding di-

versification algorithm (pseudo-code) outlined in Algorithm 1 is a greedy heuristic.  

Algorithm 1.The Top-N recommendation Algorithm for DivRec 

Input: item set I. Parameters: _ , , ,  

Output: top-N item list Lu 

Initialization:  : ,   _ ,  

Steps: 

1:  ∈ , .  

2:  . 

3: for 2 to N  
4:      ∈ , .  

5:   . 

6: end for 

Algorithm 1 takes these three steps: (1) the relevant item (rel(u,i) > min_rel) set  to 
user u is selected; (2) the recommendation list to user u Lu is initialized with the most 
relevant item; (3) other items are moved one-by-one from  to  until N (the re-
sult list size) of them have been selected. Note that the item moved each time has the 
maximum ranking score calculated by DivRec. Parameter min_rel denotes the mini-
mum relevance threshold for user  and parameters , ,  are defined in DivRec. 

5 Evaluations 

We conducted our experiments on a dataset gathered from Jingdong which is one of the 
biggest B2C e-commerce websites in China. The data we collected consist of 310,000 
users, 18,000 products 1,650,000 ratings between 1st December 2003 and 15th January 
2010. We preprocessed the dataset and removed users whose rates are less than 20. The 
final dataset has 15,680 users, 15,171 products and 553,875 ratings and its density is 
0.233%. We randomly selected 80% of the users’ rating as the training set  and 
the other 20% are treated as the test set . 
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Our baseline models include three algorithms: (1) TopPop. It is a simple 
non-personalized algorithm which recommends top-N most popular products to users; 
(2) SVD. The SVD algorithm proposed in [14]; (3) MMR. MMR is a base diversifica-
tion framework and we use the implementation presented in [13]. Although these 
models are not explicitly support recommendation accuracy and diversity, they are 
considered as reasonable baselines to evaluate the performance of our approach. 

We studied the effectiveness of all methods on predicting top-N recommendation 
lists for each user. Experiments were started with 4 different top-N result list size: N= 
5, 10, 15, and 20. For all methods in our experiments, the cross validation is con-
ducted to tuning the parameters achieving he best Recall value. 

5.1 Evaluation Metrics 

We used two different metrics to measure a recommendation list: (1) CIS, which is 
used to measure the diversity within a recommendation list; (2) the Precision and 
Recall of the recommendation list. 

Following [6], we adopted the on-Category Intra-list Similarity (CIS) to measure 
the similarity in a recommendation list with a size :   ∑ ∑  ,∈ ,∈ 1 1   . 
Here we used a product category in commercial systems to determine two items 
whether they are similar, e.g. the APPLE iPhone 5S is similar to SAMSUNG Galaxy 
S5 because they belong to a product category named Cellphone. If two items  and  
belong to the same product category, ,  = 1. Otherwise, ,  = 0. The 
higher CIS value of a recommendation list, the less diverse be within it. 

We adapted a variant of Recall and Precision, which was proposed in [16], to eva-
luate the accuracy quality. Denote  as the amount of items in  and  as the 
top-N list size:     , 

   . 
where  is the amount of successful test cases. For a test case, we randomly select 
500 additional items unrated by user  and mixed them with a user-rated item  
( 5). We define a successful test case as a hit when item  is correctly recom-
mended to user  in the top-N recommendation list. 

5.2 Results 

Fig.3 shows the average CIS values of recommendation lists generated by prediction 
algorithms. Among the baselines, MMR is the best one in terms of diversity because 
it is designed for result diversification. The results achieved by DivRec are much 



398     K. He, J. Niu, and C. Sha 

closer to MMR and show the advantages to other baselines. This maybe thank to the 
fact that our DivRec framework has resemblance to MMR.  

Next, we analyzed the effectiveness measured by the Recall and Precision of the 
different approaches. In Fig.4 (a), we can see that as the list size increases, the Recall 
value increases. It matches our intuition that an item is most likely to be recommend-
ed if the top-N list size is large enough. MMR performs worse than SVD because it 
achieves diversity in recommendation lists while lowers the accuracy. Our algorithm, 
DivRec, outperforms both MMR and SVD in terms of recall. (70%+ to MMR, and 
25%+ to SVD). We can see that DivRec does improve the accuracy of top-N recom-
mendation list. We can draw the same conclusion from Fig.4 (b), which shows that 
DivRec has a significant improvement on precision compared to baseline models. 

 

Fig. 3. Average CIS of the top-N lists for test models  

5.3 Long-Tail Product Recommendation 

We find that the top-100 most popular products in our dataset used receive more than 
20% of total ratings. Fig.5 shows the rating count of the products in our dataset. Most 
of the products were rated by only a few times (≤5). The distribution of product pop-
ularity follows power law (long-tail). To provide an overall evaluation, we will ex-
amine the performance of DivRec on long-tail recommendation. 

                            

                (c) Recall                                            (a) Precision 

Fig. 4. Recommendation Accuracy achieved by test models  
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We define popular products and long-tail products by the 80:20 rule in a long tail 
distribution. 0.62% of all products which take up 20% of all ratings are the popular 
products and the rest are long -tail products. Then we change the experimental setting: 
the test set   only contains all 5-score long-tail products and repeat the experi-
ments. Fig.6 shows the performances of prediction algorithms on the long-tail product 
recommendation tasks. We omit TopPop because it only concerns the popularity and 
is invalid to recommend long-tail products. We can see that DivRec outperform others 
with all settings of size N on the long-tail product recommendation task. One possible 
explanation is that though DivRec is not targeted for recommending long-tail prod-
ucts, DivRec tends to add more different items into a recommendation list as well as 
ensure the recommendation accuracy. The DivRec algorithm is able to capture users’ 
preferences feedbacks for the long-tail products and is demonstrated to be efficient. 

 

 
 

Fig. 5. Rating counts for all products in our 
dataset 

Fig. 6. Recommendation Accuracy achieved by 
test models in long-tail task 

6 Conclusions 

In this paper, we studied the problem of top-N recommendation with diversification. We 
showed that diversity is an important feature for recommended lists through a psycho-
logical survey. Then we proposed a general recommendation framework, DivRec, to 
improve the diversity without lowering the accuracy. Finally, we investigated the effect 
of our framework on a real dataset from Jingdong. The experimental results demonstrate 
that our approach outperforms other baseline models. With DivRec, even niche items 
which do not have an extensive rating history are easier to be recommended. 
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Abstract. Conventional graph processing algorithms are not designed for those
unprecedented large graphs and result in suboptimal performance. To address
the problem, Google proposed its Pregel system, which adopts a vertex-centric
processing framework for simplifying the development of parallel graph algo-
rithms. In Pregel, the graph computation proceeds iteratively and each iteration is
called a superstep. Pregel’s processing engine adopts the Bulk Synchronous Par-
allel (BSP) model, which simplifies the synchronization mechanism and ensures
that the system reaches a global synchronization at the end of each superstep.
This strategy however significantly increases the system overhead for algorithms
that entail many iterations. In this paper, we propose a new graph processing
framework based on Pregel. It extends Pregel by introducing a new data struc-
ture, super-vertex, and a new API, internalCompute. Our system is fully compat-
ible with Pregel in that the codes of Pregel can run on it without modification.
Moreover, we allow the programmers to optimize their codes with the unique
two-phase processing strategy. We evaluated the advantages of our approach by
two popular graph algorithms, Shortest Path and PageRank, with real dataset from
twitter.

1 Introduction

MapReduce [2] has been widely adopted in various big data applications. Its simple but
flexible interface allows the programmers to develop high-performance parallel algo-
rithms without delving into the scheduling, synchronization and other non-trivial imple-
mentation issues. However, as argued in [8][9], MapReduce is inefficient in processing
graph data. Consequently, Google introduces an alternative system called Pregel [9],
which is specifically designed for large-scale graph processing.

Pregel is based on the vertex-centric computation model. The vertices communicate
with each other via messages. It defines the Compute function to process the incom-
ing messages, and adopts Bulk Synchronous Parallel (BSP) model [14] as a means to
synchronize the processing where the computation is split into multiple iterations (aka
superstep). In each superstep, the vertex retrieves its incoming messages and processes
them sequentially. Pregel monitors the status of the vertices. If all vertices consume their
messages of a given step and finish the processing, it can progress to a new superstep.
In this way, a global synchronization is achieved at the end of each iteration.

In Pregel, except the CPU cost for processing the Compute function, the main cost
consists of the message forwarding cost and synchronization cost. We use Figure 1 to
demonstrate the cost estimation. Suppose we have two workers (the compute nodes),
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Fig. 1. Example of Graph Processing

and the graph vertices are randomly distributed to the workers. To compute the shortest
path from B to the other vertices, B forwards the initial message to A and C in the first
superstep. In the second superstep, A and C become active and update their paths to B
accordingly. To broadcast the message, C forwards its shortest path to D and F, while A
notifies D about its new path. Vertex D and F are hosted by the other worker. Therefore,
the communication incurs network overhead. At the end of superstep 2, A and C turn
inactive and vote to stop. The process has three drawbacks for the first two supersteps.

1. Vertex C sends the same message to D and F. As both D and F are located in worker
2, C generates redundant messages between worker 1 and worker 2.

2. Both vertex A and C forward their shortest paths to D. However, as C’s path is
better than A’s, it is not necessary for A to notify D.

3. The first two supersteps only involve vertices in worker 1. In fact, we can combine
them into one superstep to reduce the synchronization cost.

Moreover, at the end of each superstep, the workers communicate with the master
to reach a synchronized status (whether to start the next superstep or stop). Such syn-
chronization is costly, as straggling workers may cause the delay of the whole system in
reaching a global synchronization point. Some complex algorithms may require a few
hundreds of supersteps, and the synchronization cost is likely to dominate the total pro-
cessing cost. If we can reduce the number of required supersteps, we can significantly
boost the performance of such algorithms.

In this paper, we propose P++, an improved graph processing framework based on
the Pregel. P++ defines a new data structure, super-vertex, and a new processing inter-
face, internalCompute. The super-vertex represents a set of connected vertices. It main-
tains a subgraph for those vertices. A super-vertex can dynamically shrink or expand by
removing or adding new vertices, and multiple super-vertices that are connected can be
merged together. By introducing the concept of super-vertex, the computation is split
into two phases in each superstep. In phase one, we apply the internalCompute func-
tion to process the data inside each super-vertex. In phase two, the original Compute
function of Pregel is invoked to continue the computation for the whole super-vertex.

The remainder of the paper is organized as follows. In Section 2, we propose our
new framework P++ and compare it with Pregel via Shortest Path graph algorithm. We
evaluate the new framework in Section 3 and review the related work in Section 4. The
paper is concluded in Section 5.
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2 Computation Model of P++

Pregel adopts a vertex-centric computation model, where all interfaces are defined for
the vertices. Table 1 lists the main interfaces provided by Pregel. The user-defined pro-
cessing logic is typically implemented in the Compute function. For the space limita-
tion, the detail description of Pregel is referred to [9][14][4].

Table 1. Pregel Interfaces

Function Description
Compute(msgList) process the messages

SendMessageTo(destV, &msg) send message to neighbor vertex
VoteToHalt() vote to be inactive
superstep() get current superstep number
GetValue() get the vertex value

GetOutEdgeIterator() get the out edges

To reduce the message cost and synchronization cost, we design our new framework
P++ by extending the open-source implementation of Pregel, GPS[10]. P++ is compat-
ible with the Pregel’s interface and the users’ programs can therefore run in the new
framework without modifications. In P++, we introduce a two-phase processing model
and a new interface internalCompute. internalCompute is designed for the new compute
unit, super-vertex, which represents a set of connected vertices.

2.1 Interface of P++

In parallel graph processing, the large graph is typically partitioned into subgraphs
[11][17]. Each subgraph is assigned to a compute node and all compute nodes start
their processing in parallel. Based on the same philosophy, we define a new concept,
super-vertex, for the P++ processing framework.

Definition 1. Connected Subgraph
For the graph G = (V,E), its subgraph G′ = (V ′,E ′) is a connected subgraph, if

1. V ′ ⊂V and E ′ ⊂ E
2. ∀vi ∈V ′,∀v j ∈V ′, there is a path vi � v0 � ...� vn � v j and vx ∈V ′ for 0≤ x≤ n.

Definition 2. Super-Vertex
For a connected subgraph G′ = (V ′,E ′), we define a super-vertex S, which represents
all vertices in V ′. S maintains two types of edges, internal edge Ein and external edge
Eex. Ein = E ′, while Eex is defined as:

– If there is an edge e = (vi,v j) and vi ∈ V ′ ∧ v j 
∈ V ′, then we use a new edge e′ =
(S,S′) to replace e, where S′ is the super-vertex for v j. e′ ∈ Eex.
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Fig. 2. Super-Vertices

For the example of Shortest Path algorithm, we transform the subgraph of each
worker to a super-vertex and the result is shown in Figure 2. The external edges of
super-vertices are the edges of the new graph. Note that there are three edges between
super-vertices S1 and S2, as they are linked by three external edges representing A � D,
B �C and B � D, respectively. Inside each super-vertex, we keep the structure of the
corresponding subgraph, namely the vertices and internal edges of the subgraph. The
transformation allows us to use the super-vertex as the processing unit in Pregel. Note
that in real scenario, each worker can have multiple connected subgraphs and hence
multiple super-vertices are created.

The super-vertex can expand or shrink adaptively via the merge and split operations.

Definition 3. Super-Vertex Merge
Two super-vertices Si and S j can be merged, if there exist edges between them. Let
Gi and G j denote the subgraphs of Si and S j, respectively. The merged super-vertex
S is generated for the new subgraph G = (Gi.V ∪G j.V,Gi.E ∪G j.E ∪Ei j), where Ei j

represents the edges between Gi and G j.

split is a reverse operation of merge, which partitions the subgraphs into two disjoint
connected subgraphs. The sizes of the subgraphs are configurable. By applying the
merge and split operations, we can adaptively tune the size of the super-vertex. To
communicate between super-vertices, we define the super-message as:

Definition 4. Super-Message
Super-message follows the format of

({(m,{v0, ...,vn}),(m′,{v′0, ...,v
′
n}), ...,},S)

where m is the message value, vi denotes the ID of a vertex and S is the receiver’s
super-vertex ID.

In one super-message, the super-vertex can send different messages to multiple ver-
tices from the same super-vertex. Moreover, the message value can be shared among
the vertices. For example, the message from S1 to S2 in Figure 2 is represented as:

({(20,{C}),(12,{D}),(15,{D})},S2)
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2.2 Two-Phase Processing Model

If we adopt the super-vertex as the processing unit, the computation within each su-
perstep will be performed in two phases. As shown in Figure 3, the incoming super-
messages from the other super-vertices are buffered in the queue and if the super-vertex
is inactive, it will be woken up.

Algorithm 1. graphCompute(Iterable<M> supermsgs)

1: int microstep = 1
2: while !isStop() do
3: for every vertex v in this.subGraph do
4: if microstep==1 then
5: internalCompute(v, getMessage(supermsgs,v), 1)
6: else
7: internalCompute(v,getMessageFromBuffer(v), microstep)
8: microstep++

In phase 1, the messages are passed to the graphCompute function, which invokes
the new internalCompute interface to process the subgraph of the corresponding super-
vertex. The algorithms can update the internal vertices and their values, but cannot
interact or access the data in other super-vertices. internalCompute follows the same
definition as Pregel’s Compute interface. In most cases, users can directly copy their
codes from the Compute function to the internalCompute function. The only difference
between the two interfaces is that they perform computation for the vertex and super-
vertex, respectively. graphCompute specifies how the subgraph is processed. Although
users can define their own graphCompute function, we recommend them to use the
default implementation, which is shown as Algorithm 1.

graphCompute splits the processing into micro-steps. In the first micro-step, each
vertex processes messages received from other super-vertices in the last super-step and



406 X. Zhou, P. Chang, and G. Chen

send messages to its neighbors. In the following micro-steps, the vertex continues the
processing if it receives messages from vertices within the same super-vertex. Note that
there is no synchronization requirement for the micro-step and the messages are passed
to different vertices using the memory buffer. The whole process terminates when no
message is generated any more.

In phase 2, the super-vertex continues the processing by the Compute interface. It
exploits the partial results of the graphCompute. If one super-vertex needs to commu-
nicate with others, it generates the outgoing super-messages, which will be processed
in the next superstep. At the end of the Compute function, the super-vertex can vote to
stop, if all its tasks are done.

Figure 4 lists the interfaces of the super-vertex (based on GPS [10]). Some inherited
interfaces from Pregel, such as SendMessageTo, are shared between Vertex and Super-
Vertex class and are discarded in the declarations.

Fig. 4. Interface of Super-Vertex

2.3 Shortest Path Processing

In the shortest path algorithm, we use Figure 2 to illustrate how P++ processes the graph
data. The internalCompute function (Algorithm 2) defines how the normal vertex in a
super-vertex performs its computation. In fact, we follow the same processing logic as
the shortest path algorithm in Pregel. Specifically, the programmers can copy their codes
for previous Compute function to the internalCompute function with a little change for
using the new argument v. In the initial micro-step, the vertex broadcasts a new path
to its neighbors (line 1-4). In the following micro-steps, the vertex updates its shortest
path to the other vertices inside the same super-vertex progressively (line 6-13). The
SendMessageTo (line 4 and 13) buffers the messages in memory, instead of forwarding
them via the network connection.

Note that between two consecutive micro-steps, no synchronization is needed. graph-
Compute function (Algorithm 1) defines how the computation is scheduled. graphCom-
pute checks the message buffer before starting a new micro-step. If there are messages
inside the buffer, a new micro-step will start and internalCompute will be invoked im-
mediately. Otherwise, graphCompute will terminate its processing. As a result, we can
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obtain the shortest distance between every pair of graph vertices in a super-vertex.
Figure 2 shows the result of super-vertex S2, when graphCompute terminates.

Algorithm 2. internalCompute(Vertex v, Iterable<M> msgs, int mno)

1: if mno == 1 then
2: for every neighbor vertex vi of v do
3: Path P = new Path(v, vi, getWeight(v, vi))
4: SendMessageTo(vi , P)
5: else
6: for M msg : msgs do
7: Path P = (Path)msg
8: Path P′ = getShortestPath(P.root)
9: if P′.weight> P.weight then

10: v̄.setShortestPath(P.root, P)
11: for every neighbor vertex vi of v do
12: Path nextP = new Path(P′.root, vi, getWeight(v, vi))
13: SendMessageTo(vi , nextP)

In the processing, each super-vertex may receive multiple shortest paths from the last
superstep. It will iteratively generate all new paths and only the shortest one is selected.
More formally, if super-vertex Si receives a path set P from the last superstep, it can
compute its shortest paths as follows. Let g(p) return the last vertex in a path p. We
retrieve a corresponding subset of vertices θ (g(p)) from Si. Vertices in θ (g(p)) are
directly connected to g(p) with an edge. We use f (vk,v j) to denote the shortest path
from vk to v j, which is computed in graphCompute. The shortest paths of Si can be
computed as:

{min(p ◦ f (vk,v j))|∀p ∈ P,∀vk ∈ θ (g(p)),∀v j ∈ Si}

where min returns the path with the shortest distance and ◦ denotes the concatenation
of two paths.

By adopting the two-phase processing strategy, we reduce the number of supersteps
to three and the inter-vertex messages to four, which is a significant improvement over
the original algorithm. The key difference is that by iteratively evoking internalCompute
function, we obtain the shortest distance paths for every pair of inside vertices, instead
of waiting for the next superstep to generate the results. Compared to the original Pregel,
the number of supersteps is reduced from O(N) to O(N′) in P++, where N and N′ are
the number of graph vertices and super-vertices, respectively.

3 Performance Evaluation

To show the superior performance of P++, we implement the Shortest Path algorithm
discussed in Section 3 and PageRank algorithm from [15], with the real dataset from
Twitter. Twitter dataset has about 40 million vertices and more than 1 billion edges
[5]. The user profiles were crawled from July 6th to July 31st, 2009. For the dataset,
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Table 2. Experiment Settings

Parameter Range and Default Value
Cluster Size 50

Memory Buffer per Super-Vertex 10M
Twitter Graph Size 4M-32M (32M)
HDFS Chunk Size 64M

we generate some synthetic datasets by only using the first K vertices and their edges.
The synthetic dataset was used to evaluate the scalability of P++. The experiments were
conducted on our in-house cluster. Each cluster node (machine) is powered with an intel
Xeon 2.4GHZ CPU, 8GB memory and 512GB disk. All cluster nodes are connected via
a high-speed 1GB Cisco switch. To reduce resource contention, each cluster node only
hosts one P++ worker. The metrics used in the experiments are processing time and
number of supersteps. Table 2 lists the configurations of the cluster and the experiments.

3.1 Shortest Path

In the shortest path algorithm, we randomly select a vertex as the root and compute the
shortest pathes from the other vertices to the root. In above experiments, we show the
average performance. In fact, the selection of root significantly affects the performance.
Some root has many out-edges and thus triggers a large number of messages. Some root
has few neighbors and the pathes are easy to compute.

Figure 5 and 6 show the effect of data size. P++ is more scalable and provide a stable
performance. The processing time of both approaches does not increase linearly with
the data size. Because increasing data size in Twitter does not necessarily lead to a
higher processing cost for those users, as their reachable users are limited.

In Figure 7 and Figure 8, the performance of GPS is affected by the root selection.
Twitter has a skewed user-base. Some popular users will incur very high computation
cost, while some inactive users only require a few super-steps. By employing P++, we
can effectively reduce the performance variance. The popular users and their friends
are grouped into one super-vertex, where the computation is performed by internal-
Compute. The data skewness is neutralized by the adoption of super-vertex structure.

3.2 PageRank

P++ is fully compatible with the Pregel (GPS) interface. If the users does not define the
internalCompute, P++ will adopt the original processing logic defined in the Compute
function. But P++ still provides a better performance because P++ groups vertices into
super-vertices and no message exchange is required inside a super-vertex. To illustrate
the benefit of P++, we use GPS-P++ to denote the performance of original GPS codes
running on P++. We remove the diagram of GPS, as it always performs worse than
GPS-P++. In the PageRank computation, we set a stop threshold ε . When the changes
of rank values of all vertices are bounded by ε in a consecutive super-step, we assume
that the algorithm converges and terminate the computation. On the other hand, we set
a maximal super-step number S. If the PageRank algorithm does not converge after N
super-steps, we will stop it forcedly. The initial rank value of a vertex is set to 1

N , where
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N is the total number of vertices in the dataset. In the experiments, the default values of
ε and S are 10E− 8 and 50, respectively.

Figure 9 and Figure 10 show the effect of data size. It costs more time for P++ to
process a large graph, because its internalCompute needs to handle more local PageR-
ank computation. However, the performance of GPS-P++ seems to be less affected by
the data size. In fact, that is because GPS-P++ cannot converge before 50 iterations. We
stop it before it can provide the satisfied PageRank results.

In Figure 11 and Figure 12, we vary the threshold from 10E− 3 to 10E− 9. Perfor-
mance of P++ is only slightly affected by the threshold, as the local PageRank values are
computed in the internalCompute. GPS-P++ can terminate faster for a loose threshold,
as it triggers few super-steps before completion. However, when the threshold becomes
tighter, the performance of GPS-P++ drops dramatically. Clearly, for a tight stop thresh-
old, P++ shows superior performance than GPS-P++.

3.3 Comparison with GraphLab

Due to the recent interest generated by asynchronized processing model, we also com-
pare the performance of P++ with GraphLab. In this experiment, we only run the
PageRank algorithm to measure the loading cost and query processing cost. Figure 13
shows the results. P++ incurs less loading cost, as its partitioning technique is well
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integrated with Pregel, whereas GraphLab uses a sophisticated vertex-cut partition-
ing approach [3]. For the PageRank algorithm, P++ outperforms GraphLab for large
datasets. Its two-phase strategy speeds up the convergence of the PageRank algorithm
and no synchronization cost is incurred for computing the local PageRank values of
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each subgraph. In our ongoing work, we are extending and incorporating the P++’s
two-phase model into GraphLab.

4 Related Work

To process large-scale graphs, previous work transformed the graph algorithms into a
set of MapReduce jobs[1] which are executed sequentially. However, MapReduce is not
designed for such iterative processing. For this purpose, Google introduced its Pregel
[9] for large-scale graphs processing. In Pregel, the programmers write codes for each
vertex. Many graph algorithms, such as PageRank and KMeans, can be implemented in
a few lines in Pregel. Pregel has become another popular tool after MapReduce.

Similar to Pregel, GraphLab [7][8], PowerGraph [3] and Graph-Chi [6], provide
alternative graph processing model. The main difference between Pregel and others
is the synchronization model. For example, Pregel splits the processing into multiple
supersteps and requires a global synchronization at the end of each superstep, while
GraphLab does not have such requirement and it is completely asynchronous. GraphLab
provides three different consistent models: full, edge, and vertex consistency.

Recently, some memory-based distributed processing platforms, such as Spark [18]
and Trinity [12], are proposed as high-performance data analytical systems. They share
some similar design philosophy with the Pregel-like systems. We can simulate Pregel on
top of Spark or Trinity. However, to improve the efficiency, those systems maintain the
graph structures or intermediate results in memory to reduce the I/O cost. Our technique
can benefit those systems by avoiding the unnecessary iterations as in the Pregel system.
Some recent works[16][13] also proposed the idea similar with super-vertex, but they
differ from our vertex construction and computing processing model.

5 Conclusion

Pregel was recently proposed as a processing engine for large graphs. In Pregel, the al-
gorithm is invoked iteratively and each iteration is called a superstep. All vertices need
to reach the same status at the end of each superstep, which incurs high synchronization
cost. To address this problem, we have extended Pregel to our new framework P++.
P++ introduces a new data structure, the super-vertex, and a new processing interface,
internalCompute. The super-vertex represents a set of graph vertices and is hosted by a
single cluster node. All computations within the super-vertex can be processed locally
within each superstep. and hence, the algorithm requires fewer supersteps to complete.
Consequently, the synchronization cost is greatly reduced. P++ is completely compati-
ble with the Pregel in that all Pregel codes can run in the P++ without modification in
order to gain performance improvement. We used shortest path algorithm to illustrate
the benefit of P++. P++ is evaluated using real datasets and the results demonstrate its
superior performance.
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Abstract. There are a larger number of duplicates inRFIDdata streams,
due to themultiple readings of an RFID tag by oneRFID reader or by some
RFID readers deployed to the same region in an RFID based system. Ex-
isting duplicate-elimination methods based on Time Bloom filter (TBF)
require multiple counters to store the detected time of an element in RFID
data streams, thus waste valuable memory resources. In this paper, we de-
vise d-left Time Bloom filter (DLTBF) as an extension of d-left Counting
Bloom filter. With the d-left hashing, a balanced allocation mechanism,
DLTBF can store the detected time of an element into one counter. Then
we propose an one-pass approximatemethod to removeduplicates inRFID
data streams based on DLTBF. In an RFID data stream, suppose that the
detected time of an element is T -bit, i.e., T bits are required to store the
detected time of an element in RFID data streams, the number of non-
duplicate elements within a time length of τ isW and the probability that
a non-duplicate element is taken to be a duplicate by our method is ε (the
false positive probability), then the number of bits used by our method is
O(W log2(1/ε) +WT ). Experimental results on the synthetic data verify
the effectiveness of our method.

1 Introduction

RFID (Radio Frequency Identification) based system usually contains many tags
and readers. A tag is attached to a physical object with the aim to track the
movement of this object. An reader, which has a limited detection region, is
deployed to detect the tags that occurs in the region without contact; then it
sends a sequence of RFID data to a server for real-time analysis. Given that
the RFID data is generated and sent to the server continuously by many RFID
readers in an RFID based system, the RFID data comes to the server in the
form of an input RFID data stream [10, 13]. The server conducts some kinds
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of real-time analysis based on the input RFID data stream. It is defined in [13]
that each element in RFID data streams includes: a tag identifier, the location
of the reader that detects the tag, and the detected time of the tag (similar to
[13], we also call it the detected time of an element in RFID data streams).

Due to the low price of tags and the non-intrusive way that the reader detects
tags, RFID based systems have been applied in many fields [1, 10, 11, 12, 14],
such as postal package tracking and customer behavior analysis. In real RFID
based systems, multiple RFID readers are deployed in the same area to prevent
missing readings of RFID tags. Because, if RFID tags move quickly and a large
number of tags pass simultaneously through the detection region of an RFID
reader, the reader can’t ensure to detect all of them [13]. On the other hand, if
an RFID tag moves slowly or stands still in the detection region of an reader,
many unnecessary RFID data of this tag (called duplicate elements in RFID data
streams) is generated [13]. Thus, usually, there are a larger number of duplicates
in RFID data streams. These duplicates will degenerate the accuracy of real-time
analysis in an RFID based system if they are not eliminated.

Fig. 1. An example for duplicate-elimination in an RFID based system

For example, an RFID based system can be used to tracking the user behavior
in a large department store, where each customer is attached with a unique tag
and each area of the department is deployed with some readers. Readers send
the RFID data of tags (elements in RFID data streams) to a server for the real-
time analysis of customers behavior, such as the real-time number of customers
in every store. In this application, when a customer stays at the same region for
a long time, a larger number of unnecessary RFID data will be generated [13].
Obviously these duplicates must be dropped.

As raw RFID data obtained from RFID readers contains false and uncertain
readings, there has been some research on RFID data cleaning [2, 3, 6, 9, 10].
However these researches don’t consider approximate duplicate-elimination in
RFID data streams.
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It has been pointed out in [13] that eliminating the duplicates in an RFID
data stream exactly requires a large number of memory bits to store all ele-
ments in RFID data streams within a time length of τ , thus is an inefficient
approach. There are also many methods for approximate duplicate detection in
data streams, e.g. [7, 8]. However these approaches can’t store the detected time
of an element in RFID data streams. To eliminate duplicates in an RFID data
stream approximately, some methods have been proposed. The authors in [13]
propose Time Bloom filters (TBF), which uses a time counter to substitute the
bit used in a Bloom filter. They store the detected time of an element in RFID
data streams into the k time counters hashed by this element, and eliminate
duplicates based on the values of time counters in TBF. They also propose Time
Interval Bloom filters (TIBF) to reduce the false positive rate of TBF. How-
ever, these methods are not memory efficient, since multiple time counters are
required to store the detected time of an element in RFID data streams in TBF
or TIBF. In [11], the authors deploy a TBF in each RFID reader, with the aim
to reduce the bandwidth requirement to transfer those duplicates to the server.

Our work is mainly motivated by [4] and [13]. We devise a d-left Time Bloom
filter (DLTBF), which is an extension of d-left Counting Bloom filter in [4]. Based
on DLTBF, we propose an one-pass approximate method to remove duplicates in
RFID data streams. In an RFID data stream, suppose that the detected time of
an element is T -bit, the number of non-duplicate elements within a time length
of τ is W and false positive probability is ε, the number of bits used by DLTBF
in our method is O(W log(1/ε) + WT ), while the existing methods based on
TBF in [13] need O(W log2(1/ε)T ) bits.

The rest of this paper is organized as follows. In Section 2, we give some
background on the definitions of duplicate element and the duplicate-elimination
problem in RFID data streams. We describe d-left Time Bloom filter (DLTBF)
and an one-pass duplicate-elimination method based on DLTBF in Section 3. In
Section 4, experimental results on synthetic data set demonstrate the effective-
ness of our method. Section 5 concludes this paper.

2 Problem Definition

An RFID based system is depicted in Fig. 1. Each reader generates RFID data
continuously and an RFID data stream comes into the server. There is a module
for duplicate elimination in the server, which sends a non-duplicate RFID data
stream to the real-time analysis module. To be more specific, the duplicates
are effectively dropped out from the raw RFID data stream by the duplicate-
elimination module. Thus the real-time analyis module can give more accurate
result based on a non-duplicate RFID data stream.

In [13], an RFID data stream RFIDStream is defined as a sequence of el-
ements: RFIDStream = s1, ..., sn, ..., where each element si is a triple si =<
TagID,Loc, T ime >. TagID is an unique electronic product code (EPC) of a
tag [10]. Loc is the location of the reader that detects the tag with TagID. T ime
is the detected time of a tag (we also call it the detected time of si an element



416 X. Wang, Y. Ji, and B. Zhao

in RFIDStream). Considering the example in Fig. 1, there are two readers
(Reader1,Reader2), and two tags with the identifier (EPC) ID1 and ID2 (the
two tags are attached to two objects respectively). Two Readers generate the de-
tection information such as < TagID,Location, T ime >. For example, Reader1
may detect the tag with ID1 and generate an element: sn =< ID1, Loc1, 3 > in
an RFID data stream. ID1 is the EPC of a tag, Loc1 is the location of Reader1,
and 3 represents the detected time of sn.

It is also defined in [13] that an element si in RFIDStream is considered
as a duplicate if there exists an element sj ∈ RFIDStream, j 
= i, such that
si.T agID = sj .T agID and si.T ime− sj .T ime ≤ τ , where τ is a positive value
depends on an application. This definition is intuitive because that elements
in RFIDStream with the same TagID that are generated repeatedly at time
intervals that are less than or equal to τ are usually useless [13]. Considering
the RFID data stream in the server in Fig. 1 and assuming τ = 2.5, based
on the definition of duplicate in RFIDStream, we know the third element <
ID2, Loc2, 2 > is a duplicate because of the first element < ID2, Loc1, 1 >; the
fourth element < ID2, Loc2, 4 > is a duplicate because of the third element <
ID2, Loc2, 2 >. The non-duplicate elements sent to the real-time analysis module
is < ID2, Loc1, 1 >,< ID1, Loc1, 3 >,< ID1, Loc1, 6 >,< ID2, Loc2, 7 >. The
non-duplicate RFID data stream for RFIDStream is an RFID data stream after
eliminating all duplicates in RFIDStream, see Fig. 1.

3 d-Left Time Bloom Filter

In this section, we describe the d-left Time Bloom filter (DLTBF) , which is
an extension of d-left Counting Bloom filter in [4], for approximate duplicate-
elimination in RFID data streams. The main working principle of DLTBF is to
store the fingerprints (produced based on the TagID) and the detected time
of elements in an RFID data stream evenly into four hash tables, based on the
d-left hashing (a variation of the balanced allocations mechanism [15]). Based
on the stored fingerprints and detected times of elements, we can approximately
remove duplicates in an RFID data stream.

3.1 d-Left Time Bloom Filter Design

We assume that the maximum number of non-duplicate elements in an RFID
data stream is W within a time length of τ . The d-left Time Bloom filter
(DLTBF) is depicted in Fig. 2. (For convenience W/24 is assumed to be an
integer.) The DLTBF uses 4 independent hash functions (h1, h2, h3, h4) with
range {1, 2, ...,W/24}, and one hash function f with range {0, 1, ..., 2R − 1} (f
produces the fingerprint of an element in RFID data streams).

The explicit data structure of DLTBF is as follows. There are 4 hash tables
in DLTBF. Each hash table contains W/24 buckets: B[1], ..., B[W/24] and each
bucket contains 8 slots. Each slot in one bucket B[i] includes a R-bit (the R-bit
is used for storing the fingerprint f(x.TagID) of an element x in RFID data
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Fig. 2. The structure of DLTBF

streams) and a T -bit counter (the T -bit is used for storing the detected time
x.T ime of x). The reason that we adopts 4 hash tables, each with W/24 buckets
(8 slots in a bucket) in DLTBF, is that this setting is good enough to prevent
bucket overflow (more than 8 elements are put into the same bucket) in DLTBF
with very high probability (we give the proof in Lemma 1).

The steps for storing an element x in RFID data streams into DLTBF are
as follows. we first find 4 possible buckets B[hi(x.TagID)], i = 1, 2, 3, 4 in Hash
Table 1 − 4. B[h1(x.TagID)] is the h1(x.TagID)-th bucket in Hash Table 1,
B[h2(x.TagID)] the h2(x.TagID)-th bucket in Hash Table 2 and so on. Then
we place the fingerprint f(x.TagID) and time x.T ime into the least loaded
bucket (the bucket contains the largest number of free slot); in case of a tie,
f(x.TagID) and x.T ime are stored into the bucket of the leftmost Hash Table.
When the 4 buckets all don’t have free slot, we store f(x.TagID) and x.T ime
of x into a stash, which contains a number of counters. In the following, we will
prove that the expected number of elements stored in the stash is less than O(1)
at any time t.

In order to check whether an incoming element x from an RFID data stream
is a duplicate or not, we check the 4 buckets B[hi(x.TagID)], i = 1, 2, 3, 4,
one in each hash table. If there exists a slot Slot[j] in one bucket such that
Slot[j].F ingerprint = f(x.TagID) and x.T ime− Slot[j].T ime ≤ τ , x is taken
to be a duplicate (there may be some false positive errors in this case due to hash
collisions). Otherwise, we are sure that x is not a duplicate. Because if x is a
duplicate of y (this means y.TagID = x.TagID and x.T ime−y.T ime ≤ τ), then
y must have occupied one slot in the 4 buckets with the fingerprint f(y.TagID) =
f(x.TagID) (y.TagID = x.TagID) and the time y.T ime (x.T ime− y.T ime ≤
τ). It should be noted that when we can’t find a slot Slot[j] in the four buckets
such that Slot[j].F ingerprint = f(x.TagID), in order to prevent false negative
error, we still have to check the fingerprints and detected times stored in the
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stash. But considering that the query cost in this case is O(1) (Based on Lemma
1, we know that the expected number of elements stored in the stash is less than
O(1) at any time t), so we omit this process in Algorithm 1.

Algorithm 1. Duplicate-elimination algorithm based on DLTBF

Input: RFIDStream,x,W ,T ,h1, h2, h3, h4,f
RFIDStream: an RFID data stream; x: an element from RFIDStream; W : the
maximum number of non-duplicate element in RFIDStream within a time length of
τ ; T : the number of bits required to store the detected time x.T ime of x; h1, h2, h3, h4:
uniform and independent hash functions with range {1, 2, ...,W/24}; f : an hash
function with range {0, 1, ..., 2R − 1};
Output: a non-duplicate RFID data stream sent to real-time analysis module;
1 For each x ∈ RFIDStream;
2 InTable = 0; //*whether the fingerprint of x is found in hash tables*//
3 find the four buckets B[hi(x.Tag)], i = 1, 2, 3, 4, one in each hash table;
4 For each slot of the four buckets
5 If (exists a slot Slot[j] such that Slot[j].F ingerprint = f(x.TagID))
6 If (x.T ime− Slot[j].T ime ≤ τ )
7 drop x from RFIDStream; //*x is taken to be duplicate*//End If
8 Slot[j].T ime = x.T ime;InTable = 1;//*update*//End If End For
9 If (InTable == 0)//* the fingerprint of x is not in the four buckets
B[hi(x.Tag)], i = 1, 2, 3, 4*//
10 For each slot Slot[j] in the four buckets
11 If (x.T ime− Slot[j].T ime > τ )
12 Slot[j].T ime = −1, Slot[j].F ingerprint = −1; End If

//*clear the outdated information in Slot[j]*//End For
13 Find the bucket B that contains the largest number of free slot, and break
ties to the left, in B[hi(x.Tag)], i = 1, 2, 3, 4;
14 If (B has a free slot Slot[j]) //*store x into DLTBF*//
15 Set Slot[j].T ime = x.T ime and Slot[j].F ingerprint = f(x.Tag);
16 Else store x.T ime and f(x.Tag) into stash; End If End If End For

How to eliminate duplicates in an RFID data stream RFIDStream based
on DLTBF is depicted in in Algorithm 1. The algorithm can efficiently remove
all duplicates in one-pass scan of RFIDStream. The two counters in each slot
Slot[i] are initially set as: Slot[i].T ime = −1 and Slot[i].F ingerprint = −1
(−1 represents that Slot[i] is free). When an element x of RFIDStream ar-
rives at the server, it will pass through the DLTBF in the duplicate-elimination
module (x will be dropped or sent to the real-time analysis module). To be
more specific, when x passes through the DLTBF, firstly we check the condi-
tion: if there exists a slot Slot[j] such that Slot[j].F ingerpint = f(x.TagID)
and x.T ime − Slot[j].T ime ≤ τ in the 4 buckets B[hi(x.Tag)], i = 1, ..4 (Line
5-6 in Algorithm 1). If so, x is taken to be a duplicate and dropped from the
RFID data stream (Line 7). It should be noted that, in this case, x may be
a non-duplicate element, since Slot[j] may be set by another non-duplicate
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element y due to hash collisions (y.TagID 
= x.TagID, there exists a i ∈
{1, 2, 3, 4} such that y is stored in the B[hi(y.TagID)]-th bucket in the i-th hash
table, and B[hi(y.TagID)] = B[hi(x.TagID)], f(y.TagID) = f(x.TagID),
x.T ime− y.T ime ≤ τ). Otherwise x is surely a non-duplicate element and sent
to the real-time analysis module. Finally, we store x.T ime and f(x.TagID) into
a slot or a position in the stash whenever x is duplicate or not (Line 8 and 13-16).

Fig. 3. The state of DLTBF before a newly coming element x

Fig. 4. Three cases for the insertion of x into DLTBF

Fig. 3 shows the state of DLTBF before the arrival of an element
x ∈ RFIDStream. For ease of illustration, in Fig. 3, we assume W/24 = 4
and each bucket contains 4 slots (Actually, each bucket in DLTBF contains
8 slots). In Fig. 3, x is hashed to the four buckets (one in each hash table) by
h1, h2, h3, h4. In Fig. 4, three cases for the insertion of x into DLTBF are showed.
In case 3, x is surely a non-duplicate element, so it will be stored into the least
loaded bucket. In case 2, x is also surely a non-duplicate element, but given that
there a slot contains the same fingerprint as f(x.TagID), so we just update this
slot. For case 1, x is assumed to be a duplicate element and the update is same
as that in case 2.
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3.2 Theoretical Performance Analysis of DLTBF

In this section, we shall analyze the false positive probability of Algorithm 1 and
compare its performance with that of the approximate duplicate-elimination
method based on Time Bloom filter (TBF) in [13]. We assume that the readers
detect various tags independently from one another in the following analysis.

If a newly incoming element x is non-duplicate (there is not an element y such
that y.TagID = x.TagID and x.T ime−y.T ime ≤ τ), Algorithm 1 will take x to
be duplicate only if there exists an element z (z.TagID 
= x.TagID) such that
x.T ime − z.T ime ≤ τ , hi(x.TagID) = hi(z.TagID) for some i ∈ {1, 2, 3, 4},
and f(x.TagID) = f(z.TagID). In an RFID data streams, suppose there are
W non-duplicate elements within a time length of τ , a R-bit counter in each slot
for storing fingerprint of elements, then the probability that Algorithm 1 takes a
non-duplicate element x to be duplicate (the false positive probability) is given
in the following.

Theorem 1. For a non-duplicate element x = (x.TagID, x.Loc, x.T ime), the
false positive probability of Algorithm 1 is 24/2R.

Proof. Considering a stored element z in DLTBF such that z.T ime ∈ (0, x.T ime−
τ), it is obviously that z will not affect the decision of Algorithm 1 on x, since z is
an expired element in time x.T ime.

Given that the number of the non-duplicate elements stored in DLTBF within
a time length of τ is W (denote y one of the W elements, then y satisfies
y.T ime ∈ [x.T ime− τ, x.T ime)), the W elements may affect the decision of Al-
gorithm 1 on x. Without loss of generality, we assume that there are Wi elements
stored in the i-th hash table, i = 1, 2, 3, 4 (W1 +W2 +W3 +W4 = W ). Obvi-
ously, in the i-th hash table, if one of the Wi elements is hashed to the bucket
B[hi(x.TagID)] and has the fingerprint f(x.TagID), Algorithm 1 will surely
take x to be duplicate. Furthermore, in the i-th hash table, the probability that
one of the Wi elements is hashed to the bucket B[hi(x.TagID)] and has finger-
print f(x.TagID) is 24W−12−R. Thus the probability that Algorithm 1 takes a
non-duplicate x to be duplicate due to the impact of the Wi elements in the i-th
hash table is 1− (1− 24W−12−R)Wi ≈ 24Wi/(W2R). A summation of the false
positive probabilities over the four hash tables is

∑
i=1,2,3,4

24Wi

W2R
= 24/2R.

Obviously, Algorithm 1 uses the randomized multiple-choice allocation scheme
same as the Always-Go-left algorithm in [15]. In the following, we will use the
Theorem 1 (generalized version) in [15] to show that the expected number of
elements that are stored in the stash used in Algorithm 1 is O(1) at any time t.
In this paper, we say an event A to occur with high probability if P (A) ≥ 1−W−α

for an arbitrarily constant α ≥ 1. We use ”w.h.p.” as an abbreviation of ”with
high probability”.

Lemma 1. Suppose there are at most W non-duplicate elements x1, .., xW (t−
xi.T ime ≤ τ, i = 1, ..,W ) stored in DLTBF of Algorithm 1 at any point of time

t. Then the maximum loaded bucket in DLTBF contains ln ln(W/6)
4 ln 1.927 +6 elements,

w.h.p., at any time t.
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Proof. Plugging d = 4,φ4 = 1.927 (see in [5]) and h = 6 (there are altogether
W/6 buckets in DLTBF) into the Theorem 1 (generalized version) in [15], we
get the conclusion.

Given that W is usually smaller than 6 × 1020 in an RFID based system, then
at any point of time t, the maximum loaded buckets in Algorithm 1 is less than
ln ln(1020)
4 ln 1.927 + 6 = 7.4596 < 8, w.h.p. (with probability at least 1 −W−α, α ≥ 1).
Then we can see that the probability that one of the W non-duplicate elements
within the time interval (t − τ, t) is stored in the stash is less W−α, thus the
expected number of the elements stored in the stash is less than W−αW = O(1)
(noting that an element will be stored in stash only if there is an bucket contains
8 elements). Actually, the expected number of the elements stored in the stash is
much less than 1, since in the above analysis, we don’t consider the probability
that the maximum loaded buckets are selected by one of the W elements.

Since there is not a closed form formula of false positive rate for the ap-
proximate duplicate-elimination algorithm based on Time Interval Bloom filter
(TIBF) in [13], so we compare Algorithm 1 with the method based TIBF exper-
imentally in Section 4.

We compare the approximate duplicate-elimination algorithm based on TBF
in [13] with Algorithm 1 in Theorem 2. In an RFID data stream, suppose that
the detected time of an element is T -bit, the number of non-duplicate elements
within a time length of τ is W and false positive probability is ε, then we have
the following.

Theorem 2. Given the same false positive rate ε, the number of bits used
by the approximate duplicate-elimination algorithm based on TBF in [13] is
(log2e)log2(1/ε)WT , while Algorithm 1 uses [log2(1/ε)+T + log224]4W/3 bits.

Proof. According to Theorem 1 in [13], givenm counters (each is a T -bit counter)
and W non-duplicate elements within a time length of τ , the false positive
probability of the approximate duplicate-elimination algorithm based on TBF
is (1/2)(m ln 2)/W , and the number of bits used by this algorithm is mT . Let
ε = (1/2)(m ln 2)/W , we have m = (log2e)log2(1/ε)W , Thus we get the number
of bits used by the algorithm based on TBF is (log2e)log2(1/ε)WT .

In Algorithm 1, DLTBF uses [T +R]W4/3 bits. This is because that there are
W/6 buckets in DLTBF, and the number of bits used by a bucket is 8[T + R]
(a bucket contains 8 slots and each slot contains a T -bit and a R-bit counters).
By Theorem 1, we know the false positive rate of Algorithm 1 is 24/2R. Let
ε = 24/2R, we can get the number of bits used by Algorithm 1 is [log2(1/ε)+T +
log224]4W/3 (Since the stash contains O(1) elements, we neglect the constant
bits used in the stash).

Considering that there are W non-duplicate elements within a time length of
τ , thus to obtain a false positive rate ε, Algorithm 1 uses m1 = 1.33(log2(1/ε)+
T + 4.5) bits per element, while the algorithm based on TBF needs m2 =
1.44log2(1/ε)T bits. It is easy to see that when ε ≤ 0.125 and T > 3.5, m1

is less than m2, and m2 −m1 increases with the increase of T and 1/ε.
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Fig. 5. The false positive rates over DataSet1 and DataSet2

Fig. 6. The processing rates over DataSet1 and DataSet2

4 Experiments

In this section, we use the detection model in [10, 13] to generate synthetic RFID
data streams. In this model, tags move in a straight line with different velocities
that are assigned randomly when the tags are generated. There are many de-
tection locations in this line and multiple readers may be used to monitor each
location in order to increase detection ratio. Similar to [13], we deploy one reader
in each detection location and generate an RFID data stream of 107 elements
(denoted by DataSet1); and we deploy three readers in each detection location
and generate an RFID data stream of 107 elements (denoted by DataSet2).
Obviously, DataSet2 (83% elements in DataSet2 are duplicate) contains more
duplicates than DataSet1 (39% elements in DataSet1 are duplicate). The maxi-
mum numbers of non-duplicate elements within a time length of τ in Dataset1
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and Dataset2 are 1265 and 1333 respectively (τ = 100). The experiments are
conducted on 2GHz PC with 4GB main memory using Matlab.

We evaluate Algorithm 1 (the algorithm based on DLTBF), the algorithms
based on Time Bloom filter and Time Interval Bloom filter with respect to a false
positive rate and a processing rate. In the experiments, the three algorithms use
the same number of memory bits.

Fig. 5 shows the false positive rates of the three algorithms in DataSet1 and
DataSet2. The false positive rate is sum of false positive errors divided by the
107 (the number of elements in DataSet1 or DataSet2 that will be processed
by the three algorithms). In Fig. 5, we can see that given the same number of
memory bits, DLTBF based algorithm produces a least false positive rate among
the three algorithms. It should be noted that the theoretical false positive rate of
DLTBF based algorithm is obtained when an element is actually non-duplicate,
while there are a large number of duplicates in Dataset1 and Dataset2. Thus
the theoretical false positive rate of DLTBF based algorithm is larger than the
experimental false positive rate of this algorithm. The reason why the theoretical
false positive rate of TBF based algorithm is larger than its experimental false
positive rate is the same.

Fig. 6 shows the processing rates of the three algorithms. A processing rate of
an approximate duplicate-elimination algorithm is the number of elements that
the algorithm can process in one second. In Fig. 6, we can see that given the same
number of memory bits, The processing rate of TBF based algorithm is about 1.4
times as that of the other two algorithms over DataSet1 and DataSet2. However
from Fig. 5, we can see that the false positive rate of TBF based algorithm is
about 10 times as that of DLTBF based algorithm. DLTBF based algorithm has
a processing rate similar to that of TIBF based algorithm in Fig. 5, but we note
that the false positive rate of TIBF based algorithm is about 8 times as that of
DLTBF based algorithm.

5 Conclusion

Usually, there are a larger number of duplicates in RFID data streams, and
these duplicates must be eliminated efficiently before an accurate analysis can
be conducted on RFID data streams. Existing duplicate-elimination methods
based on Time Bloom filter require multiple counters to store the detected time
of an element in RFID data streams, thus waste valuable memory resources. In
this paper, we devise d-left Time Bloom filter (DLTBF) as an extension of d-left
Counting Bloom filter. With the d-left hashing, a balanced allocation mechanism,
DLTBF can store the detected time of an element into one counter. Then we
propose an one-pass approximate method to remove duplicates in RFID data
streams based on DLTBF. Experimental results on the synthetic data verify the
effectiveness of our method.
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Abstract. Matrix computation is a key technology in various data processing
tasks including data mining, machine learning, and information retrieval. Size of
matrices has been increasing with the development of computational resources
and dissemination of big data. Huge matrices are memory- and computational-
time-consuming. Therefore, reducing the size and computational time of huge
matrices is a key challenge in the data processing area. We develop MOARLE,
a novel matrix computation framework that saves memory space and computa-
tional time. In contrast to conventional matrix computational methods that target
to sparse matrices, MOARLE can efficiently handle both sparse matrices and
dense matrices. Our experimental results show that MOARLE can reduce the
memory usage to 2% of the original usage and improve the computational per-
formance by a factor of 124x.

Keywords: Matrix, Compression, Run-length encoding, Similarity search,
Euclidean distance.

1 Introduction

Matrix is a fundamental structure to represent structured data, including feature-vector
sets in information retrieval, relational tables in databases, graphs in social network
analysis, and user-item associations in recommender systems [5]. Nowadays, abundant
data yield huge matrices, which consume a large amount of storage space and take a
long time to be computed. This situation motivates a classical problem: how to reduce
the data size and computational time of huge matrices?

There is a lot of work that tackled the above-mentioned problem [8,11,13], and most
of the work are based on the technique called sparse matrix representation [8]. Sparse
matrix representation concisely represents a sparse matrix that is mostly filled with a
default value. When the default value is zero, we can omit computations on matrix by
utilizing algebraic laws such as multiplying any values to zero yields zero.

However, actual matrices are not only sparse but also dense. Unfortunately, meth-
ods that depend on sparse matrix representation cannot represent and compute dense
matrices concisely and efficiently. Thus, in this paper, we tackle a challenging prob-
lem: reducing the data size and computational time for both sparse matrices and dense
matrices.
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To this end, we propose MOARLE (Matrix Operation Accelerator based on Run-
Length Encoding), a novel matrix computation framework. MOARLE compresses an
input matrix with run-length encoding and conducts computations on the compressed
matrix directly without decompression, thus reducing computational time and memory
usage. Furthermore, MOARLE can improve the compression rate of the input matrix
without changing computational results. When MOARLE finds that the result of a
computation to a matrix is not affected by row- or column-reordering, it reorders the
rows or columns of the matrix in order to improve the compression rate, in a grace way.

We summarize our contributions:

1. We propose MOARLE, a matrix computation framework that compresses an in-
put matrix and conducts computations on the compressed matrix directly without
decompression, thus reducing computational time and memory usage.

2. For several representative computations, we propose techniques to conduct the
computations on compressed matrices without decompression (Section 2).

3. We propose a way to improve the compression rate without changing computational
results. We define the problem of maximizing the compression rate formally, and
propose approximate solutions that run in polynomial time (Section 3).

4. We implement MOARLE and present an experimental analysis demonstrating the
effectiveness of our proposed techniques (Section 4).

The rest of this paper is organized as follows. Section 2 describes how MOARLE
compresses and computes input matrices. Section 3 describes how MOARLE improves
the compression rate of input matrices. Section 4 evaluates MOARLE by experiments
with various datasets. Section 5 describes related work. Section 6 concludes the paper.

2 Computation of Compressed Matrix

In this section, we present the mechanism of MOARLE’s computational part, which
compresses a matrix with run-length encoding and conducts computations without de-
compression to reduce computational time.

2.1 Run-Length Encoding of Matrix

We employ run-length encoding(RLE), a basic data compression technique, in compres-
sion part of MOARLE. RLE represents a sequence of consecutive same data elements
with a pair (length, element), where length is the number of the data elements, and ele-
ment is the data element. For example, RLE encodes a data sequence 1, 1, 1, 1, 1, 2, 2,
2, 2, 2, 2, 2, 2, 2, 1, 1, 1 to a sequence of pairs (5, 1), (9, 2), (3, 1), reducing the number
of elements to represent the data from 17 to 6. One downside of RLE is that it cannot
efficiently encode a sequence of data in which the number of consecutive same data
elements is small. To alleviate this problem, MOARLE can optionally employ Pack-
Bits [1], an improved version of RLE. PackBits handles two types of length: positive
length and negative length. When PackBits finds a sequence of consecutive same data
elements, it replaces the sequence by a pair with positive length, as in RLE. Otherwise,
PackBits meets a sequence of consecutive different data elements and inserts the length
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of the sequence before the sequence in negative format. For example, PackBits encodes
a data sequence 1, 2, 3, 4, 1, 1, 1, 1 to (-4, 1, 2, 3, 4), (4, 1) successfully reducing the data
size, whereas RLE encodes the sequence to (1, 1), (1, 2), (1, 3), (1, 4), (4, 1) increasing
the data size. We will compare the performance of RLE and PackBits in Section 4.

MOARLE encodes a matrix with RLE in two ways: either encoding row-vectors
(row-compression) or column-vectors (column-compression). For example, a matrix

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 1 2 2 2
2 2 1 2 2
2 3 3 3 3
2 3 3 2 2
2 3 1 2 2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

is encoded to
(2, 1) (3, 2)

(2, 2) (1, 1) (2, 2)

(1, 2) (4, 3)

(1, 2) (2, 3) (2, 2)

(1, 2) (1, 3) (1, 1) (2, 2)

in row-compression, or

(1, 1) (1, 1) (1, 2) (2, 2) (2, 2)
(4, 2) (1, 2) (1, 1) (1, 3) (1, 3)

(3, 3) (1, 3) (2, 2) (2, 2)
(1, 1)

in column-compression.

2.2 Computation over RLE Vectors without Decompression

MOARLE conducts several computations on RLE vectors directly without decoding
the vectors. This technique reduces the computational time and the memory usage,
achieving our original goal. The key insight in the technique is that an RLE-encoded
data sequence contains preliminary knowledge that an element x appears n times. In
the rest part of this section, we demonstrate how MOARLE uses this knowledge to
perform computations without decoding.

Square Sum of RLE Vector. First, we demonstrate how MOARLE computes square
sum of a compressed vector. Square sum of a vector is a basic but essential computation
because it appears in many complex computations including Euclidean distance, cosine
similarity, coordinate descent [7], and so forth.

Let us consider square sum computation of the first row of the matrix in Eq.1. A
naı̈ve approach is to compute the square sum as

12 + 22 + 22 + 22 + 22 (2)
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where it needs to conduct five product and four addition operations.
In MOARLE, we can process RLE vectors directly without decoding. Given the

RLE vector of the first row of the matrix in Eq.1, (1, 1), (4, 2), MOARLE computes the
square sum of the vector as

12 + 4 · 22 (3)

where it needs to conduct three product and one addition operations, of which the com-
putation cost is less than the naı̈ve one.

Dot Product of RLE Vectors. Next, we will demonstrate how MOARLE computes
dot product of a compressed vector. Dot product of a vector is also an important com-
putation, which appears in a lot of more complicated operations.

Let us consider dot product computations of the first row-vector and the second row-
vector of the matrix in Eq.1. A naı̈ve approach is to compute the dot product as

1 · 2 + 1 · 2 + 2 · 1 + 2 · 2 + 2 · 2 (4)

where it needs to conduct five product operations and four addition operations.
Given RLE-encoded vectors for the first row and second row of the matrix in Eq.1,

MOARLE computes the dot product of the vectors as

1 · (2 · 2) + 2 · (1 · 1 + 2 · 2) (5)

where it needs to conduct two product operations and four addition operations, of which
the computation cost is less than the naı̈ve one.

2.3 Euclidean Distance of RLE Vectors

So far, we have described two basic computations of RLE vectors: square sum and dot
product. Here, we show that some complex operations of RLE vectors can be done by
composing basic computations.

Let us consider the Euclidean distance of two RLE vectors. The Euclidean distance
of vector a = (a1, ..., an) and vector b = (b1, ..., bn) is defined as

√√
n∑

i

(ai − bi)2. (6)

Since Eq.6 can be expanded to

√√
n∑

i

a2
i +

n∑

i

b2
i − 2

n∑

i

aibi , (7)

and it consists only of aforementioned square sum and dot product, MOARLE can
compute the Euclidean distance without decoding. This kind of approach can also be
applied to other computations like cosine similarity, but we do not show concrete ex-
amples here owing to space limitations.
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3 Improving Compression Rate by Reordering Rows or Columns

In the previous section, we have described how MOARLE compresses a matrix with
RLE and conducts computations directly without decoding. In this section, we show
that the RLE compression rate of a matrix can be improved by reordering the row- or
column-vectors, and such reordering does not affect results of the computations we have
seen.

3.1 Reordering and Computation

By reordering rows or columns of a matrix properly, we can improve the RLE’s com-
pression rate of the matrix, reducing the memory usage and the computational time.
Consider the matrix X ∈ R6×3 in Fig.1. By applying column compression to the matrix
X, we get the collection of RLE column-vectors in Fig.2, which consists of 15 pairs. If
we reorder the rows of the matrix X, we can further reduce the number of pairs to rep-
resent X, thus improving the compression rate. Let us consider the matrix X∗ in Fig.3,
which is derived from X by reordering rows. If we apply column-compression to X∗,
we get the collection of the RLE column-vectors in Fig.4, which consists of 11 pairs,
smaller than the 15 pairs needed by the original matrix X.

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 1 2
1 0 1
5 1 1
4 0 2
3 2 1
1 2 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Fig. 1. Original matrix X

(1, 2) (1, 1) (1, 2)
(1, 1) (1, 0) (2, 1)
(1, 5) (1, 1) (1, 2)
(1, 4) (1, 0) (2, 1)
(1, 3) (2, 2)
(1, 1)

Fig. 2. Compressed original matrix

X∗ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2 1 2
5 1 1
3 2 1
1 2 1
1 0 1
4 0 2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Fig. 3. Reordered matrix X∗

(1, 2) (2, 1) (1, 2)
(1, 5) (2, 2) (4, 1)
(1, 3) (2, 0) (1, 2)
(2, 1)
(1, 4)

Fig. 4. Compressed reordered matrix

MOARLE reorders a matrix to improve its compression rate, based on an insight
that the results of certain computations are not affected by row- or column-reordering.
We call such a computation an order-insensitive computation. For example, square sum
and dot product computations illustrated in Section 2.2 are order-insensitive computa-
tions. Relational operations in relational algebra also are order-insensitive computations
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when we consider a matrix as a relational table. Furthermore, even more complex com-
putations such as convex-optimization algorithms including coordinate descent [7] and
stochastic gradient descent [6] also are order-insensitive computations.

3.2 Problem Definition

Since reordering a matrix can improve the RLE compression rate and the reordering
does not change the results of order-insensitive operations, MOARLE reorders the ma-
trix if computations are known to be order-insensitive. However, the number of possible
reordering patterns for a matrix is huge, and thus finding the best pattern from possi-
ble patterns is not a trivial task. In the rest of this section, we limit the discussion to
row-reordering for ease of exposition, and tackle the following problem:

Problem 1 (Row-reordering). Given a matrix X ∈ Rm×n, find a matrix X′ that satisfies
the following condition

minimize: Size(X′)
subject to: X′ ∈ X, Size(X′) ≤ Size(X)

where Size : Rm×n → N is a function that counts the number of pairs to represent a
given matrix with column-order RLE and X is a set of all matrices derived from X by
reordering rows.

3.3 Exhaustive Search

The most naı̈ve solution for the Problem 1 is exhaustive search method. Exhaustive
search method checks all reordering matrix patterns X, and picks up the matrix with
minimum Size. Since the number of patterns |X| is m! and each Size process traverses all
elements in X, which checks m ·n elements, the computational complexity of exhaustive
search method is O(m · m! n). Although exhaustive method can find the best matrix, it
is not feasible for real-world problems because the computational complexity is non-
polynomial.

In the rest of this section, we introduce two reordering methods: greedy method and
scored-lex-sort method, which run in polynomial time.

3.4 Greedy Method

First, we introduce greedy method, a greedy approach to find a feasible solution for
the Problem 1. Greedy method selects a row as the beginning row, and then repeatedly
selects the row that has minimum hamming distance with the previously selected row.
Finally the matrix is reordered in the selection order. Algorithm 1 shows the complete
algorithm of greedy method. In Algorithm 1, we use ai∗ ← b j∗ to denote replacing i-th
row of the matrix A with j-th row of the matrix B, and Om,n to denote a zero matrix
whose size is m × n.

Greedy method runs in polynomial time. In greedy method, we can choose a begin-
ning row from m rows, and for each beginning row, there are (m−1)+ (m−2)+ ...+1 =
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Algorithm 1. Greedy method
Input: X ∈ Rm×n, Input matrix
Output: Reordered matrix
Data: P, Row pool; Xcand, Candidates set; X′, Reordered matrix

1 foreach i ∈ { 1, ...,m } do
2 X′ ← Om,n

/* Select i-th row in matrix X as the beginning row, and add
other rows to the pool P. */

3 P← { 1, ...,m } \ { i }
4 x′1∗ ← xi∗
5 for k ← 2 to m do

/* Pick up j-th row that has minimum hamming distance with the
beginning row from pool P, and add it to reordered matrix
X′. */

6 j← arg min
j∈P

HammingDistance(X, k − 1, j)

7 P← P \ { j }
8 x′k∗ ← xj∗
9 Xcand ← Xcand ∪ { X′ }

10 return arg min
X′∈Xcand

Size(X′)

m(m − 1)/2 patterns of selecting remaining rows in the greedy way based on hamming
distance. Each hamming distance computation needs n element comparison. Thus, the
computational complexity of greedy method is O(m3 n). Although O(m3 n) is a polyno-
mial time, it contains m3 and thus is not appropriate for processing large matrices.

3.5 Scored-Lex-Sort Method

Second, we introduce scored-lex-sort method, an efficient approach to find a feasible
solution for the Problem 1 based on lexicographical sort. scored-lex-sort method runs
in O(n m log m), which is better than greedy method’s O(m3 n). To introduce scored-
lex-sort method, we first describe lexicographical sorting of a matrix. Lexicographical
sorting of a matrix is to reorder rows of a matrix where the order of two rows is defined
as lexicographical order. For example, if we sort the matrix X in Fig.1 lexicographically,
then the sorted matrix Xlex is as follows:

Xlex =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 0 1
1 2 1
2 1 2
3 2 1
4 0 2
5 1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (8)

Since lexicographical sorting of a matrix preferentially sorts left-side columns, it
sometimes does not much improve the compression rate of the matrix. For instance,
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Algorithm 2. Row-compare function in scored-lex-sort method
Input: X ∈ Rm×n, Input matrix; p ∈ { 1, ...,m }, Row number of the first input row;

q ∈ { 1, ...,m }, Row number of the second input row;
Output: A numerical number indicating whether p-th row is bigger/smaller than or equal

to q-th row
Data: Q, Priority queue

1 foreach k ∈ { 1, ..., n } do
2 Get the score of k-th column, and add the column number k to the priority queue Q

using the score as the priority.

3 while Q is not empty do
4 k ← Dequeue(Q)
5 if xpk > xqk then
6 return 1, which indicates p-th row > q-th row.

7 else if xpk < xqk then
8 return -1, which indicates p-th row < q-th row.

9 return 0, which indicates p-th row = q-th row.

Xlex’s compression rate is worse than the original matrix X’s one. To alleviate this prob-
lem, we introduce scored-lex-sort method. scored-lex-sort method first computes scores
of all columns of the matrix, and then preferentially sorts columns that have high score.
Effectiveness of scored-lex-sort method highly depends on the definition of the score.
We use 1/Cardinality(x) as the score of a column x, where the function Cardinality(x)
counts the number of distinct elements in column x. This score definition is based on
the insight that a column with low-cardinality contains a lot of same elements, and
preferentially sorting such columns improves the compression effect of RLE.

Algorithm 2 shows the algorithm of row comparison function in scored-lex-sort
method. In the algorithm, xi j indicates the (i, j) element in the matrix X. For the sorting
part, we can use arbitrary sorting algorithms. This allows us to reorder a huge matrix
by using external sorting algorithms like merge-sort.

Scored-lex-sort method runs in polynomial time, and its computational complexity
is smaller than of the greedy method. As mentioned before, scored-lex-sort method can
use arbitrary general sorting algorithms. General sorting algorithms are known to sort
m records in O(m log m) [4]. In a comparison operation of two rows, scored-lex-sort
method needs to compare n elements as described in Algorithm 2. Thus, the computa-
tional complexity of scored-lex-sort method is O(n m log m), which is sufficiently appli-
cable to large matrices.

4 Experiments

4.1 Experimental Setup

System. All of our experiments were run on a machine that has 16GB RAM and dual-
core 3.6GHz CPU running Linux 3.8.0. Our proposed system, MOARLE, is imple-
mented in C++ and compiled by GNU g++ 4.7.3.
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Datasets. We used both sparse matrices and dense matrices for experiments. Table 1
shows the information of the datasets we have used. The sparse matrices are bag-of-
words model matrices [2]. For the details of the dense matrices, see [10].

Table 1. Datasets used in experiments

Sparse [2] Dense [10]

nips kos enron madelon arcene gisette

Rows 12,419 6,906 28,102 500 10,000 5,000
Columns 1,500 3,430 39,861 2,000 100 6,000

Non-zero elements ratio 0.040 0.014 0.003 0.999 0.540 0.129

4.2 Compression Rate

First, we evaluate MOARLE’s compression part, checking how RLE is effective for
real-world matrices and how our scored-lex-sort method improves the compression rate.
In this experiment, we applied row-order RLE described in Section 2.1 to the matrices
shown in Table 2, and examined the compression rate that is defined as compressed size

original size .
In the experiment, we used two compression methods: normal RLE and PackBits de-
scribed in Section 2.1. We measured the compression rate of these methods for both an
input matrix and reordered by scored-lex-sort method described in Section 3.5.

Table 2. Compression rate of sparse/dense matrices (MB)

Sparse Dense

nips kos enron madelon arcene gisette

Original 71.0 90.3 4273.1 3.8 3.8 114.4
RLE 10.5 (14.8%) 5.1 (5.7%) 54.9 (1.2%) 7.5 (197.4%) 5.9 (156.4%) 55.1 (48.2%)
Sort+RLE 9.9 (14.0%) 4.8 (5.4%) 53.4 (1.2%) 7.4 (195.6%) 5.1 (134.4%) 46.8 (40.9%)
PackBits 10.0 (14.0%) 5.0 (5.6%) 53.6 (1.2%) 3.8 (101.4%) 3.8 (100.9%) 49.9 (43.6%)
Sort+PackBits 9.1 (12.8%) 4.7 (5.2%) 51.7 (1.2%) 3.8 (101.7%) 3.2 (83.9%) 39.0 (34.1%)

Table 2 shows the compression rates of different compression methods. In the table,
“RLE” or “PackBits” means the compression method, and “Sort” indicates whether we
applied scored-lex-sort method or not. Here, we summarize the insights from Table 2
as follows:

– RLE/PackBits are especially effective for sparse matrices: PackBits yielded the
highest compression rate 1.21% when it compressed the sparse matrix enron.

– PackBits is effective for dense matrices: Compared to RLE, PackBits succeeded
to reduce the compressed data size of the dense matrices madelon, arcene, and
gisette by 96%, 55%, and 4.58%, respectively.

– Scored-lex-sort is especially effective for dense matrices: Scored-lex-sort suc-
ceeded to reduce the compressed data size of the dense matrix gisette by 9.5%.
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Fig. 5. Runtime speedups (log-scaled)

4.3 Runtime Speedup

Second, we evaluate MOARLE’s computation part, checking how the computations
on compressed matrices outperform the computations on original matrices. In this ex-
periment, we measured the performance of the computations described in Section 2.2
for both compressed matrices and original matrices. Specifically, we computed square
sums of each row-vectors, and dot products and Euclidean distances between the first
row vector and each of the rest row-vectors. Fig.5 shows runtime speedup factors of
the computations on compressed matrices compared to the computations on original
matrices.

In the results of square sum for sparse matrices (left part of Fig.5(a)), we confirmed
the notable speedup by a factor of 10x to 120x, and further speedups by scored-lex-
sort method (e.g., factor increased from 115x to 120x in enron). Although PackBits
yielded more compact data compared to RLE, speedup factors of PackBits are lower
than those of RLE. We conducted a profiling and found that this phenomena is caused
by branch-prediction misses: PackBits switches processes based on whether a run’s
length is positive or negative, causing frequent branch-prediction misses. To reduce
branch-prediction misses is one of our future work. For dense matrices (right part of
Fig.5(a)), we also confirmed the speedup by a factor of 1.5x to 3.7x and the effect of
scored-lex-sort method (e.g., factor increased from 3.2x to 3.7x in gisette).

In the results of dot product for sparse matrices (left part of Fig.5(b)), we confirm
the notable speedup by a factor of 3.5x to 124x, and further speedups by scored-lex-sort
method (e.g., factor increased from 76x to 124x in enron). In contrast to square sum,
PackBits outperformed RLE in both the compression rate and the runtime speedup.
This is because RLE and PackBits versions of dot product implementations are a bit
complicated, and both implementations incur branch-prediction misses. Overheads of
current complicated implementations can also be seen in the results for dense matrices
(right part of Fig.5(b)). We plan to optimize the implementations in the future.

Fig.5(c) shows the results of Euclidean distance. We omit the discussion for the
results here because Euclidean distance is composition of square sum and dot product
we have discussed.
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4.4 Correlation between Compression Rate and Runtime Speedup

Finally, we discuss the correlation of compression rates and runtime speedups. Fig.6
shows the correlations between the compression rates and the runtime speedups mea-
sured in experiments in Section 4.2 and 4.3. In the figure, each sample corresponds to
a dataset. Since correlation charts in Fig.6 are both log-scaled and show linear correla-
tions, we can say that compression rates and runtime speedups follow power-law. By
using this knowledge, we can estimate the corresponding runtime speedup from a com-
pression rate, allowing us to choose whether to conduct a computation on a compressed
matrix or an original matrix; if the estimated speedup by the compression is below 1.0,
we can choose the naı̈ve computation.
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Fig. 6. Correlation charts of compression rates and runtime speedups (both log-scaled)

5 Related Work

MOARLE relates to computation frameworks that utilize sparse matrix and sparse vec-
tor representations. For example, Eigen [9], a vector computation library, can represent
sparse matrices and sparse vectors by concise data structures, and efficiently conduct
computations on them. In contrast to Eigen, which aims to process sparse data effi-
ciently, MOARLE tries to compress and process dense matrices efficiently as well. We
plan to compare MOARLE with Eigen through experiments in the future.

Rendle proposed a way to accelerate machine-learning algorithms by utilizing block
structures in a matrix [12]. His method assumes certain structures in input matrices, the
block structures generated by relational joins, whereas MOARLE does not have any
assumptions for the input matrices.

Brodie et al. tackled the row-reordering problem we have defined in Section 3.2, and
proposed a method that is similar to our greedy method, whose computational complex-
ity is O(m3 n) [3]. In their situation, greedy method was enough, because their aim was
to compress the state-transition tables of regular expression, and commonly such tables
are not so large. However, we also targets huge matrices that cannot be processed by
greedy method in realistic time. In this case, our scored-lex-sort method, whose com-
putational complexity is O(n m log m), is better.

6 Conclusion

In this paper, we proposed MOARLE, a matrix computation framework. MOARLE
compresses an input matrix with RLE/PackBits, and conducts computations on the com-
pressed matrix directly without decoding, thus reducing the computational time and the
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memory usage. We first proposed techniques that directly conduct several representa-
tive computations over compressed matrices. Second, we proposed a way to improve
the compression rate without changing computational results. The insight is that results
of certain computations over a matrix are not affected by row- or column-reordering,
allowing us to reorder the rows/columns of matrix in order to improve the compres-
sion rate. We defined the reordering problem formally, and proposed a solution named
scored-lex-sort, which runs in O(n m log m). Our experimental results confirmed the ef-
fectiveness of MOARLE, showing the computational time improvement from naı̈ve
one by a factor of 10x to 120x and the memory usage reduction up to 98%.
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Abstract. The accumulation of users’ whereabouts in location-based applica-
tions has made it possible to construct user mobility profiles. Trajectory patterns,
i.e., traces of places of interest that a user frequently visits, are among the most
popular models of mobility profiles. In this paper, we revisit measuring user sim-
ilarity using trajectory patterns, which is an important supplement for friend rec-
ommendation in on-line social networks. Specifically, we identify and formalise
a number of basic principles that should hold when quantifying user similarity
with trajectory patterns. These principles allow us to evaluate existing metrics
in the literature and demonstrate their insufficiencies. Then we propose for the
first time a new metric that respects all the identified principles. The metric is
extended to deal with location semantics. Through experiments on a real-life tra-
jectory dataset, we show the effectiveness of our new metrics.

1 Introduction

Nowadays, most people are equipped with mobile devices that are able to acquire their
real-time positions. This technical progress leads to the emergence and popularity of
geo-social networks (GSN) such as Bikely and Foursquare. What is attractive in GSNs
is that people can share their locations with their friends. For example, photos and
videos can be tagged by their shooting places. Even the traditional on-line social net-
works, e.g., Google+ and Facebook, have also upgraded to support location sharing.
With GSNs becoming popular, an enormous number of locations have been posted and
accumulated into large datasets of users’ movements. This access to users’ mobility
history offers an opportunity to improve the friend recommendation service of GSNs
because a user’s historical movements significantly reveal his personal interests [1, 2].
Thus, recommending friends with similar interests can be supplemented by finding peo-
ple with similar movements.

One method to identify users with similar movements is to construct and compare
their mobility profiles which are composed of their trajectory patterns [3]. Intuitively,
a trajectory pattern is a sequence of places of interest which a user frequently visits.
The frequency by which the pattern is followed is called its support value. For instance,
every morning Pierre, a student in Oxford travels by train from his home to Oxford
from which he walks to Trinity College. This daily routine can be described as a tra-
jectory pattern: Home → Oxford station → Trinity College . Typical transition time
between two successive visits can also be extracted and annotated on trajectory patterns.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 437–448, 2014.
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Profiling user mobility has attracted a lot of research in recent years, and different
models have been proposed, e.g., Lévy-walk [4–6] and Markov chains [7]. Compared
with these mobility profile models, trajectory patterns provide a more concise repre-
sentation of users’ typical movements as only the places which are meaningful to users
are taken into account. This subsequently results in a more efficient comparison due
to the elimination of the positions during transition between places, especially com-
pared to those methods based on users’ raw trajectories [8, 2]. Thus, in this paper, we
concentrate on measuring user similarity using trajectory patterns.

Related Work. Measuring user similarity with trajectory patterns has been studied in
a few papers. Ying et al. [9] propose a metric based on maximal trajectory pattern
(MTP) similarity. A maximal trajectory pattern is a pattern that is not contained in any
other patterns. For any two trajectory patterns from two users respectively, a similarity
value is calculated by referring to the length of their longest common sequences. Two
users’ similarity is then calculated as the weighted average of the similarity values of all
pattern pairs. The weight assigned to two patterns is the average support values. Later,
Chen et al. [10] identify and fix a weakness in the metric of Ying et al. [9] that the
maximum similarity value (1.0) cannot be achieved even for two identical users.

Our Motivations. In the literature, the effectiveness of a metric is assessed by the
difference between the calculated similarity values and the ground-truth similarity ob-
tained in other ways, e.g., by questionnaires. However, there are no formal principles
to capture the basic properties that a valid user similarity metric on trajectory patterns
should respect. Take the relation equality as an example. Intuitively, two users are equal
or their similarity is maximum if and only if their mobility profiles are exactly the same.
However, even the metric proposed by Chen et al. [10] fails to satisfy this property as
it ignores the differences between support values. In other words, two users are con-
sidered identical when they have the same trajectory patterns even if they visit these
patterns with significantly distinctive frequencies. Without identifying design princi-
ples first, we cannot propose a meaningful user similarity metric to capture the real
similarity between users based on their trajectory patterns.

Our Contributions. In this paper, we identify and define the basic principles that hold
when measuring user similarity based on trajectory patterns. These principles enable us
to re-evaluate existing metrics and discuss their insufficiency in capturing user similar-
ity. Instead of fixing them, we propose for the first time a new metric which respects all
the basic principles. Due to the importance of location semantics in identifying users’
hobbies, we extend our new metric to measure user similarity to take into account the
semantics of visited locations. Last but not least, we perform extensive experiments on
real-life trajectory datasets and demonstrate the effectiveness of our metrics.

2 Preliminaries

In this section, we briefly introduce the basic concepts related to profiling user mobility
and describe existing user similarity metrics based on trajectory patterns.

Basic Concepts. A trajectory is the path followed by a user through space in a certain
time period. It can be considered as a trace of chronologically ordered spatio-temporal
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points which record the user’s geographical positions at different time points. Let L be
the set of possible positions and T the totally ordered set of time points. A trajectory
can be denoted as the sequence (〈�1, t1〉, . . . , 〈�n, tn〉) where �i ∈ L and ti ∈ T (1 ≤
i ≤ n).

We use regions of interest (RoI) to represent the places which are meaningful to
users, e.g., Trinity College in the example of Section 1. In fact, an RoI R can be seen
as a set of adjacent geographic positions. Thus we have R ⊂ L. As we previously
mentioned, a trajectory pattern indicates one of a user’s regular traces of RoIs [3]. Thus
we represent a trajectory pattern P as a sequence of RoIs, i.e., P = (R1, . . . , Rn)
(n ≥ 1). It is also denoted as R1 → . . . → Rn in this paper. We use len(P ) to denote
its length, i.e., len(P ) = n. If a user sequentially travels all the RoIs of a trajectory
pattern in a trajectory, then we say that the trajectory spatially contains the trajectory
pattern or the trajectory pattern has an occurrence in the trajectory.

Definition 1 (Spatial Containment). For a trajectory T and a trajectory pattern P =
R1 → . . . → Rn, we say that P is spatially contained in T if and only if there exists a
subsequence of T , i.e., T ′ = (〈�′1, t′1〉, . . . , 〈�′n, t′n〉) such that ∀1 ≤ i ≤ n, �′i ∈ Ri.

The movements of a user u in a time period can be stored as a dataset of trajectories
and one trajectory pattern may have multiple occurrences in this dataset. We use sup-
port value (denoted as supu(P )) to quantify the frequency of its occurrence. Its value is
calculated as the percentage of the trajectories containing pattern P among all his tra-
jectories. A trajectory pattern is frequent if its support value is larger than a threshold σ.
Let Pσ

u be user u’s set of frequent trajectory patterns. Then Pσ
u = {P |supu(P ) ≥ σ}.

As we discussed above, trajectory patterns captures users’ regular movements and
their support values quantify their visiting frequencies. These two aspects actually cover
the regularity of user mobility. Thus we model user u’s mobility profile Mu as the pair
〈Pσ

u , supu〉. In the sequel, we use Pu for short by assuming that σ is given implicitly.
In some works (e.g., see [10]), transition time between successive RoIs is also con-

sidered when comparing two users. It is usually used as a discounter to the calculated
user similarity. In this paper we only focus on the key step of user similarity calculation
and users’ regularity on transition time can be added similarly as in [10, 11].

MTP-Based Metrics. We briefly describe the metric proposed by Ying et al. [9] and its
revision by Chen et al. [10]. Both methods use the set of maximum trajectory patterns
(MTP) to represent a user mobility profile so as to avoid duplicate comparison between
trajectory patterns. Given two patterns P = (R1, . . . , Rn) and Q = (R′

1, . . . , R
′
m), we

say that Q is a subsequence of P (denoted by Q $ P ) if there exists j1, . . . , jm, such
that Rji = R′

i (1 ≤ i ≤ m). Given user u’s trajectory pattern set Pu, the maximal
trajectory pattern set is defined as M(Pu) = {P ∈ Pu |
 ∃P ′ ∈ Pu s.t. P $ P ′}.

The main idea of the two MTP-based metrics is to compute the similarity between
maximal trajectory patterns and then combine the similarity values. The two metrics
calculate the similarity between maximal patterns in the same way, which is based on
the length of their longest common sequences. For two patterns P and Q, the set of their
longest common sequences is {S |S $ P ∧ S $ Q ∧ (∀S′ $ P ∧ S′ $ Q, len(S) ≥
len(S′))}. Let lenLCS (P,Q) be the length of their longest common sequences. Then
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the similarity between P and Q is sim(P,Q) = 2·lenLCS(P,Q)
len(P )+len(Q) . Furthermore, a weight

is calculated for the pair of maximal patterns, i.e.,w(P,Q) = 1
2 (supu(P )+supu′(Q)).

The difference between the two MTP-based metrics is the way to combine the sim-
ilarity values between maximal trajectory patterns. Ying et al. [9] calculate the average
weighted similarity as the final user similarity:

sim(u, u′) =

∑
Pi∈M(Pu)

∑
Qj∈M(Pu′ )

w(Pi, Qj) · sim(Pi, Qj)∑
Pi∈M(Pu)

∑
Qj∈M(Pu′ )

w(Pi, Qj)
.

Chen et al. [10] find that the average similarity cannot guarantee the maximum sim-
ilarity value (1.0) for identical mobility profiles. For example, suppose mobility profile
Mu with pattern set {P1, . . . , Pn} where any two patterns have the same support value
but share no common parts, i.e., lenLCS (Pi, Pj) = 0 and supu(Pi) = supu(Pj)
for any 1 ≤ i 
= j ≤ n, Thus, for 1 ≤ j ≤ n we have sim(Pi, Pi) = 1 and
sim(Pi, Pj) = 0 if i 
= j. The similarity of Mu to itself, i.e., sim(u, u), will be
calculated as 1

n , instead of the intuitive value 1.0. Thus, Chen et al. [10] propose a dif-
ferent combination method. First, for each maximal pattern Pi of user u, the method
finds the most similar maximal pattern of u′, denoted as ψu,u′(Pi). Then they compute
his relative similarity to u′ as

sim(u |u′) =
∑

Pi∈M(Pu)
sim(Pi, ψu,u′(Pi)) · w(Pi, ψu,u′(Pi))∑
Pi∈M(Pu)

w(Pi, ψu,u′(Pi))
.

In the end, the user similarity between u and u′ is defined as the average of the two
relative similarities: sim(u, u′) = 1

2 (sim(u |u′) + sim(u′ |u)). In the above example,
the two relative similarities are both 1.0, hence sim(u, u) = 1.0.

In the rest of paper, we use MSTP to refer to the measurement of Ying et al. [9] as it
is originally designed to measure user similarity with location semantics and MTP for
the metric of Chen et al. [10].

3 Principles

In this section, we present the basic principles that should hold when comparing users
based on their trajectory patterns. Then we demonstrate by examples the insufficiencies
of existing metrics with respect to the principles.

As we reduce the calculation of user similarity to the comparison of their mobility
profiles, we investigate the basic principles that a valid similarity metric for two mo-
bility profiles should satisfy. To begin with, we introduce two concepts about users’
mobility profiles. First, given two users u1 and u2, we say that u1’s mobility profile
is contained in u2’s mobility profile, denoted by Mu1 ≺ Mu2 , if Pu1 ⊆ Pu2 and
∀P ∈ Pu1 , supu1

(P ) ≤ supu2
(P ) and Mu1 
= Mu2 . Intuitively, this means that user

u1’s regular movements are only part of those of u2. Second, we use Mu1�u2 to repre-
sent the mobility profile whose pattern set consists of all the common patterns shared
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by u1 and u2, i.e., Pu1�u2 = Pu1 ∩ Pu2 and for any P ∈ Pu1�u2 , its support value
equals to that of user u1, i.e., supu1�u2

(P ) = supu1
(P ). It is obvious that the mobility

profile Mu1�u2 is contained in the mobility profile of u1, i.e., Mu1�u2 ≺Mu1 .

Example 1. Suppose four users whose pattern sets are

Mu1 = {A(0.1), C(0.2)}; Mu2 = {A(0.1), C(0.3)};
Mu3 = {A(0.1), B(0.2), C(0.4)}; Mu4 = {A(0.3), B(0.1), D(0.2)}.

For the sake of simplicity, we put the support value in the parentheses for each pat-
tern. Then Mu1 ≺ Mu2 ≺ Mu3 . Furthermore, Mu3�u4 = {A(0.1), B(0.2)} and
Mu4�u3 = {A(0.3), B(0.1)}

Definition 2 (Principles). A valid similarity metric based on user mobility profiles
should satisfy all the principles described below:

1. sim(Mu1 ,Mu2) ≥ 0;
2. sim(Mu1 ,Mu2) ≤ 1;
3. sim(Mu1 ,Mu2) = sim(Mu2 ,Mu1);
4. sim(Mu1 ,Mu2) = 0 if and only if Pu1�u2 = ∅;
5. sim(Mu,Mu) = 1;
6. sim(Mu1 ,Mu2) > sim(Mu1 ,Mu3) if Mu3 ≺Mu2 ≺Mu1 ;
7. sim(Mu1 ,Mu2)>sim(Mu1 ,Mu3) if sim(Mu1 ,Mu2�u1))>sim(Mu1 ,Mu3�u1))

and sim(Mu2 ,Mu2�u1)) > sim(Mu3 ,Mu3�u1).

The first two principles regulate the range of the similarity value between two users.
Principle 3 says that user similarity is symmetric and principle 4 states that two users
have the minimum similarity value, i.e., 0 if and only if they have no common regular
movements. Principle 5 indicates that user similarity should be maximum, i.e., 1.0,
when a user is compared to himself. The last two principles are about comparing the
similarity of a user to different users. The intuition of principle 6 is that users sharing
more regular movements with a user should be more similar to him than users sharing
less common behaviours. For instance, in Example 1 user u2 is more similar to u3
than u1 as u2 travels pattern C more regularly than u1. Principle 7 says that a user is
more similar to users who share more movements and have less different movements
than those sharing less but having more different movements. The similarity values
calculated with a valid metric should be consistent with this reasoning.

With these principles, we re-evaluate the existing metrics MSTP and MTP and find
that they cannot satisfy all the principles. We use the following example to demonstrate
their weaknesses.

Example 2. Suppose the following five users:

Mu1 = {A (0.4), B (0.4), C (0.4), A→ B (0.1)};
Mu2 = {A (0.4), B (0.4), C (0.4), A→ B (0.2)};
Mu3 = {A (0.4), B (0.4), C (0.4), A→ B (0.3)};
Mu4 = {A (0.4), B (0.4), C (0.4), B → A (0.3)};
Mu5 = {A (0.4), C (0.4), D (0.4), A→ D (0.3)}.
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Fig. 1. Mobility profiles in Example 2

Table 1. Pairwise user similarity

MSTP MTP
u1 u2 u3 u4 u5 u1 u2 u3 u4 u5

u1 0.5 0.5 0.5 0.42 0.42 1.0 1.0 1.0 0.83 0.83
u2 0.5 0.5 0.5 0.42 0.42 1.0 1.0 1.0 0.58 0.58
u3 0.5 0.5 0.5 0.39 0.39 1.0 1.0 1.0 0.79 0.79
u4 0.42 0.42 0.39 0.5 0.39 0.83 0.58 0.79 1.0 0.79
u5 0.42 0.42 0.39 0.39 0.5 0.83 0.58 0.79 0.79 1.0

Table 2. User similarity by our method

u1 u2 u3 u4 u5

u1 1.0 0.96 0.93 0.76 0.50
u2 0.96 1.0 0.97 0.71 0.47
u3 0.93 0.97 1.0 0.67 0.44
u4 0.76 0.71 0.67 1.0 0.44
u5 0.50 0.47 0.44 0.44 1.0

Figure 1 depicts the mobility profiles in a rectangle region. We use grey circles to
indicate RoIs and arrows between RoIs to represent the transition direction whose thick-
ness implies support values. Table 1 shows the results given by the two metrics.

From Table 1, it is clear that both metrics satisfy principles 1, 2, 3 and 4. Princi-
ple 5 is violated by metric MSTP as the similarity of any user to himself is not 1.0,
which has been pointed out by Chen et al. [10]. Principle 6 is violated by both of them.
Since Mu1 ≺ Mu2 ≺ Mu3 , according to principle 6, we have sim(Mu3 ,Mu1) <
sim(Mu3 ,Mu2). However, both metrics compute the same similarity values for them,
i.e., 0.5 and 0.1, respectively. Principle 7 does not hold for both of the metrics either.
Take the MTP metric as an example. According to its definition,

sim(Mu2 ,Mu4�u2) =0.82; sim(Mu2 ,Mu5�u2) = 0.86

sim(Mu4 ,Mu4�u2) =0.82; sim(Mu5 ,Mu5�u2) = 0.86.

As sim(Mu2 ,Mu5�u2)>sim(Mu2 ,Mu4�u2) and furthermore sim(Mu5 ,Mu5�u2)>
sim(Mu4 ,Mu4�u2), if principle 7 holds we will have the relation sim(Mu2 ,Mu5) >
sim(Mu2 ,Mu4). However, the metric cannot distinguish u2’s similarity to u4 and u5
and outputs the same similarity value (0.58) in both cases.

Neither of the metrics can give a precise evaluation of similarity for all users. From
Figure 1, it is clear that the similarity values should decrease when comparing u1 with
the other users (from u2 to u5) – u2 should be the most similar one to u1 as they share
a same set of trajectory patterns while u5 is the least.

4 New Metrics

In this section, we propose for the first time user similarity metrics that satisfy all the
basic principles discussed above. We first present a metric to measure user similarity
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based on their movement called mobility similarity and then extend the metric to handle
location semantics, called location-semantic similarity.

4.1 Mobility Similarity

The MTP-based metrics [9, 10] are problematic in comparing user similarity due to
the inappropriate comparison between maximal trajectory patterns. In this section, we
propose a new metric which does not compare maximal patterns but directly compare
users’ original mobility profiles. Moreover, instead of longest common patterns, we
consider all common patterns of two users. Our main idea is to (1) compare two users
based on the relative importance of their common patterns to each user’s mobility pro-
file and (2) take into account the difference of two users’ frequencies by which they
follow the common regular movements. Intuitively, if a user shares more common pat-
terns with another user and their support values are also closer, then he is more similar
to this user. This idea is consistent with the principles identified in Section 3.

We start with the calculation of the relative importance of the common patterns to a
user mobility profile. A trajectory pattern can be interpreted as a description of users’
movement regularity. The more RoIs it contains and the more frequent it occurs, the
more regularity of the user it can represent. With the regularity of trajectory patterns,
we can then quantify the regularity of a users’ mobility profile. Given a user u, the
regularity that his mobility profile represents can be calculated as follows:

Γu =
∑

P∈Pu

len(P ) · supu(P ).

Given two users u and u′, the relative importance of their common patterns with
respect to u’s mobility profile can be assessed by the ratio between the regularity of
the common patterns and the whole pattern set of u. Recall that Mu�u′ is the mobility
profile whose pattern set is composed of u′ and u’s common patterns and the support
value of any trajectory pattern is equal to that of user u. Thus, Γu�u′ is the movement
regularity of user u expressed by the common patterns. Let Φu,u′|u be the relative im-
portance of the common movements of u and u′ to u’s mobility profile, then it can be
calculated as Φu,u′|u = Γu�u′

Γu
.

We proceed to quantify the difference between the support values of two users’ com-
mon trajectory patterns. The Bray-Curtis similarity [12] delivers reliable similarity mea-
surements, especially in ecology. It can also be adopted as a metric of the similarity be-
tween two vectors. Given a user u, his support values of the trajectory patterns shared
with u′ can be modelled as a vector of real numbers each of which corresponds to the
support value of a common pattern. Due to its popularity and simplicity, we make use
of Bray-Curtis similarity to assess the closeness of two users’ support values of their
common patterns as the following:

Ψu,u′ = 1−
∑

P∈Pu∩Pu′ |supu(P )− supu′(P ) |∑
P∈Pu∩Pu′ (supu(P ) + supu′(P ))

.

Finally, the similarity between users u and u′ can be calculated as

sim(u, u′) =
√
Φu,u′|u · Φu,u′|u′ · Ψu,u′ .
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It is easy to verify that our metric satisfies all the principles discussed in Section 3. We
apply our metric to Example 2, and the results are shown in Table 2. We can see that
our metric can give more precise similarity values which reflect the different similarities
among users. Especially, the similarities of u1 to the other users decrease from u1 to u5.
We use CPS to refer to our metric, as it mainly utilises common pattern sets of users.

4.2 Location-Semantic Similarity

It has been addressed that the consideration of the functionalities of places can re-
veal more about users’ similar hobbies. For instance, two users who live in different
cities both like reading. According to their mobility, we cannot find their similarity be-
cause they go to different book stores. However, when considering the functionalities
of places, e.g., ‘book store’, we will be able to discover their common interest. We call
the functionalities of places location semantics. People always stay at a place for the
service provided by the place. Given a trajectory, we can learn the trace of places where
the user stayed for a certain amount of time [10, 11]. By labelling each of such places
with its functionality, we can obtain a trace of location semantics, called a semantic
trajectory. Similar to mining trajectory patterns from geographic trajectories, we can
also mine semantic trajectory patterns from a user’s semantic trajectories.

Let LS be the set of location semantics. Then a semantic trajectory pattern can be
defined as a sequence of location semantic, i.e., (μ1, . . . , μn) where for each 1 ≤ i ≤ n,
μi ∈ LS . It can also be represented as μ1 → . . . → μn. However, in practice a
place usually corresponds to multiple location semantics. For instance, some shopping
malls contain both shops and restaurants. For a visit to a place, its functionality that a
user really uses is thus not certain. This uncertainty can be modelled as a probability
distribution over all possible location semantics of the place, indicating the likelihood of
how users use a functionality during their visits. A location semantic trajectory can thus
be in the form of a sequence of sets of location semantics each of which corresponds to
a probability distribution. Mining semantic trajectory patterns from such probabilistic
semantic trajectories has been studied and termed as probabilistic pattern mining [13].
However, due to its underlying complexity, we propose in this paper a different method
to obtain the set of semantic trajectory patterns by exploring user mobility profiles.

Although the metric such as the MSTP metric [9] can calculate user similarity with
location semantics, it ignores the uncertainty of the real purposes of users’ visits. Each
location is assigned with a set of semantic tags, instead of a probability distribution on
the tags. Furthermore, due to its dependence on maximal patterns, the MSTP metric
with location semantics suffers the same problems as discussed in Section 3. In this
paper, the calculation of user similarity with location semantics consists of two steps:

1. Transform trajectory patterns into semantic trajectory patterns and calculate their
corresponding support values;

2. Calculate user similarity based on the obtained semantic trajectory patterns.

Once semantic trajectory patterns and their support values are available, the metric
given in the previous section can be used. Thus we focus on the first step. Associating
a location with its location semantics a user uses have been recognised as the problem
of labelling locations with semantic tags [14]. A semantic tag corresponds to a type of
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location semantics. Given an RoI R and μ ∈ LS , we use Pr(tag(R) = μ) to denote
the probability that a user stays at R for its functionality μ. For a trajectory pattern
P = (R1, . . . , Rn), we represent its induced semantic pattern as lsp(P ). We assume
the tag labelling of RoIs in a trajectory is independent from each other. The likelihood
that lsp(P ) is Q = (μ1, . . . , μn), i.e., Pr(lsp(P ) = Q), can be calculated as follows:

Pr(lsp(P ) = Q) =
∏

1≤i≤n

Pr(tag(Ri) = μi).

For a semantic trajectory Q of a fixed length, any trajectory patterns of the same length
in a user’s profile may have a (positive) probability to induceQ. Thus, the support value
of Q can be calculated as:

supLS
u (Q) =

∑
P∈Pu

Pr(lsp(P ) = Q) · supu(P ).

Similar to trajectory patterns, we should choose the representative location-semantic
patterns to compare users’ similarity. A proper threshold of support values is thus re-
quired. From the calculation of the support values of semantic patterns, we can see that
they depend on their length and the number of trajectory patterns of the same length.
Therefore, the threshold for semantic patterns cannot be uniform, which is different
from frequent trajectory patterns. Let minPro be the minimum probability that a se-
mantic tag is non-negligible to be the real semantic tag of an RoI. Then the threshold
for a semantic pattern of length n can be calculated as the following:

σLS (n,Pu) = minPron · σ· |{P ∈ P | len(P ) = n}| .

Intuitively, it equals to the support value of a semantic pattern, each of whose semantic
tags has a larger probability than minPro in all the trajectory patterns of the same
length. In the end, the semantic trajectory pattern set of user u is obtained as

PLS
u = {Q |(∃P ∈ Pu, len(P ) = len(Q)) ∧ supLS

u (Q) ≥ σLS (len(Q),Pu)}.

Example 3. Consider Mu3 from Example. 2 and suppose that LS consists of only two
location semantic tags, e.g., μ1 = hotel and μ2 = restaurant. For the sake of simplicity,
we denote the distribution of an RoI R as a pair dR = 〈p1, p2〉 with p1 = Pr(tag(R) =
μ1) and p2 = Pr (tag(R) = μ2). Suppose dA = 〈0.4, 0.6〉, dB = 〈0.2, 0.8〉 and
dC = 〈0.5, 0.5〉. For the semantic trajectory pattern μ1, as patterns A, B and C can all
induce it, its support value is calculated as: supLS

u3
(μ1) = 0.4× 0.4+0.2× 0.4+0.5×

0.4 = 0.44. If σ = 0.2 and minPro = 0.2, since we have 3 trajectory patterns with
length 1 in Mu3 , the support value threshold for semantic pattern μ1, i.e., σLS (1,Pu3)
is 0.2×0.2×3 = 0.12. As the semantic pattern μ2 has the same length as μ1, its support
value threshold is also σLS (1,Pu3). The calculation for other patterns is similar. Finally,
we compute the set PLS

u3
as follows

{μ1(0.44), μ2(0.76), μ1→μ2(0.096), μ1→μ1(0.024), μ2→μ1(0.036), μ2→μ2(0.144)}.
If the distribution for RoI D is also 〈0.2, 0.8〉 which is the same for RoI C, then u3 and
u5 will have identical semantic pattern sets, i.e., PLS

u3
= PLS

u5
. Thus, u3 and u5 become

much more similar when considering location semantics.
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Fig. 2. User mobility similarity by three metrics (a, b, c) & the mobility profiles of users 08∗ and
08# (d, e) & user location-semantic similarity (f, g)

5 Evaluation

Our aim of the evaluation is to check whether our metric can accurately capture the real
similarity between users in practice as well as its consistency with the basic principles.

The Dataset. We explore a real-life dataset of GPS trajectories collected by Yonsei
University in Korea to evaluate the effectiveness of our metrics. It consists of 1,865
daily trajectories from 12 users, which cover a total length of 32,626 km. Although
users moved in different cities or even countries, we focus on their local movements
in Seoul. We select six users in terms of the number of their trajectories. We construct
another two additional users based on the dataset so as to help compare the performance
of different metrics. One is based on the user with the identity 08 in the dataset by
dividing the user into two (08∗ and 08#) since the user has different movement patterns
in two different periods. The other two users (12∗ and 12#) are derived from user 12
by evenly dividing his trajectories into two parts.

When constructing users’ mobility profiles, we adopt the approach of Chen et al. [10].
In their approach, stay points are first detected from trajectories, which represent the
places a user are likely to have stayed in the trajectories. Then all stay points are clus-
tered into RoIs by a hierarchical clustering algorithm. Trajectories of stay points are
then transformed into traces of RoIs from which user’s mobility profiles are constructed
using a trajectory pattern mining tool [3]. The minimum support value is set to 0.1 in
the experiments. Due to the page limit, we omit the values of other related parameters.

In Figure 2, we show the mobility similarities and location-semantic similarities be-
tween all pairs of selected users by the three metrics – MSTP, MTP, and CPS. We use
different grey levels to distinguish the similarity values between users. A darker cell
indicates that the corresponding pair of users are more similar.
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User Mobility Similarity. We have mentioned that the MTP-based metrics have been
validated in the literature as effective ways to quantify users’ similarity using ground-
truth data. Thus, by comparing the similarity values of our metric to the values of these
two metrics, we can verify whether our metric correctly assesses user similarity.

In general, we have two main observations. First, if users are ordered according to
their similarity values to a same user, our metric will output a similar order to the other
two metrics. We take the similarity value of a user to another user computed with a
given metric as a variable. Then we can calculate the covariance of two variables of a
user with regard to different metrics. A positive covariance will indicate the user’s sim-
ilarity values calculated by the two metrics are consistent. In other words, the similarity
of a user to a given user has a similar ranking when calculated with the metrics. On
average, the covariances of our metric with respect to MSTP and MTP are 0.09 and
0.04, respectively, which validates our observation that CPS is also consistent with the
ground-truth. Second, when comparing Figure 2(b) and Figure 2(c), we observe that for
some pairs of users, the similarity values calculated with our new metric have significant
differences from the other two metrics. However, after projecting users’ original GPS
trajectories on the map, we see that the similarity calculated with our metric is more pre-
cise. For example, the similarity values between users 08∗ and 08# have a rather large
difference among the three metrics MSTP and MTP output 0.41 and 0.69 respectively,
while CPS only gives 0.16. We plot their trajectories on the map and present them in
Figure 2(d) and Figure 2(e). RoIs are labelled by red rectangles and users’ stay points
are tagged by yellow dots. Blue lines represent the transition between stay points in a
trajectory. We also name the RoIs and put their identities beside them. User 08# has
two more RoIs (E, F) than 08∗. Furthermore, more than 57% of user 08#’s trajectories
go through these two RoIs and only about 15% of his trajectories contain RoIs A, B
and C. However, about 78% of 08∗’s trajectories contain A, B and C. Therefore, the
reasonable similarity value between 08# and 08∗ should be around 0.20 after consid-
ering the small proportion of common patterns and the large difference between their
support values. By this example, we show that our metric indeed gives rise to a more
precise similarity measurement.

User Location-Semantic Similarity. We proceed to illustrate the effectiveness of our
metric when adding location semantics in user similarity calculation. Our major purpose
is to check whether our metric can capture users’ similarity when location semantics are
added, but not to learn the real similarity between the users. Thus, in our experiments
we select five location semantic tags, and for each RoI we assign to it a probability
distribution over the tags. Since only the metric proposed by Ying et al. [9] can han-
dle location semantics, we show and compare the similarity values calculated by their
method and our new CPS-based metric in Figure 2(f) and 2(g). Since the MSTP metric
only considers the location semantic tags that an RoI may associate with non-negligible
likelihoods, in the implementation of the metric, we set the minimum probability as 0.2
and for each RoI we only consider the subset of location semantic tags with probabil-
ities larger than 0.2. From Figure 2(f) and 2(g), we can see that our metric calculates
similar similarity values to MSTP. This means our metric keeps the right ranking be-
tween the similarity values of different pair of users as the effectiveness of the MSTP
metric has been evaluated in [9]. Compared to the mobility similarity, an interesting
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observation is that the similarity between users 08∗ and 08# increases to 0.59 from
0.16. This is mainly because the RoIs E and F have similar distributions to B and C.
From the above discussion, we can conclude that our metric not only satisfies all the
basic principles but also outputs more precise measurements for users’ similarity based
on trajectory patterns and location semantics.

6 Conclusion

We have identified a number of principles and proposed new metrics (with/without lo-
cation semantics), when quantifying users’ similarity based on their trajectory patterns.
The effectiveness of our metics is illustrated through extensive experiements. In the
future, we want to evaluate our metrics on more real-life datasets, especially when con-
sidering location semantics. This might lead to more efficient and effective ways to treat
semantics in mobility data.
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Abstract. In this paper we present a new text summarization method
based on graph to generate concise summaries for highly redundant doc-
uments. By mapping the source documents into a textual graph, we turn
the summarization into a new problem of finding the key paths composed
by essential information. Unlike the extraction of original sentences, our
method regenerates sentences by word nodes in the textual graph. In
order to avoid the selection of unreasonable paths with grammatical or
semantical problems, some syntax rules are defined to guide the path
selecting process, and we merge the common paths shared by different
sentences to reduce content redundancy. Evaluation results show that
our method can get concise summaries with a higher content accuracy.

Keywords: summarization, sentence regeneration, textual graph.

1 Introduction

Text summarization is the reductive transformation of source text to summaries
through content condensation by selection or generalisation on what is important
in the source [1]. With the exponential growth of textual information online,
resulting in useless information blast, manually accessing to useful information
becomes a highly difficult task, so summarization becomes a critically important
technique to help users quickly gain the important knowledge by generating the
essential information in a concise way. Concerning on the approaches used in
text summarization, there are two types of summaries [2]: extractive summaries
that composed by a set of original sentences selected from the source documents,
and abstractive summaries that composed by materials which may not appear
in the source documents.

Extractive summarization is based on the extraction of important sentences
from the source documents. The importance of a sentence is usually measured
by some kind of scoring models such as term frequency, and sentences are ranked
by their scores, then the sentences with the highest scores are selected in turn to
constitute the summary with the required length. On the contrary, abstractive
summarization attempts to understand the concepts in source documents and
reorganize language to cover the essential information in a concise way. It usually
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involves prior knowledge [3] or deeper natural language generation technology
[4], which either relies heavily on manual efforts or is domain specified.

Associating to the complexity of the limited abstractive methods, most sum-
marizations today are based on the extractive methods [2]. However, the extrac-
tion of original sentences from the source documents is flawed [5], which usually
selecting verbose sentences that lead to incomplete information such as infor-
mation loss or information redundancy in the summaries. Firstly, the extracted
sentence is usually longer which contain much unnecessary terms and consuming
the limited word space. Secondly, selecting sentences based on importance leads
to redundancy which reduces the coverage of different information in the sum-
maries. Lastly, extracted sentences often lead to semantical coherence problem
because some sentences may lose their referents when extracted out of the text.

In this paper, we propose a graph-based summarization method to reduce
content redundancy in the previous extractive methods. In contrast with the
previous works, our method uses the word as basic unit rather than sentence,
which represents the text by a textual graph and turns summarization into a new
problem of finding key paths that contain the essential information. Some syntax
rules are defined to avoid the selection of unreasonable paths, and common paths
are recomposed to generate sentences with little redundancy.

2 Related Work

Earlier works on summarization explored the superficial approaches [6]. Term
frequency is the simplest method to score the importance of a sentence as in
[7], and tf*idf combines it with the document frequency [8]. The underlying
assumption is that the frequency of a word is proportional to its relevant to
the main information of the document, but the weight of a word decreases with
the increasing documents that contain this word. The part of speech (POS)
also influences the word weight [9], the nouns usually contain more semantic
information than others like conjunction and get a higher score. The position of
sentences is also relevant to the importance [10], the leading sentences usually
contain the main information and selecting sentences from the beginning of the
text could be a reasonable selection. What’s more, the titles usually summarize
the essential information of source documents, so the sentences contain title
words should be more important than others [11].

Knowledge-based approaches either extend superficial approaches by the in-
corporation of lexical resources or discourse organization theories. Lexical the-
saurus such as WordNet is used to identify related words (e.g., Synonyms) and
connect the cohesive links between sentences, the summary sentences are se-
lected based on the resulting linked structure [12]. The discourse organization
theories consider the text as a linguistic unit, and the important sentences can be
selected by the specific organization of clue information such as ”conclusions”,
”purpose”, ”results” [13]. Machine learning methods such as Bayesian classifier,
Hidden Markov Models, Support Vector Machine etc., are also used to combine
the superficial methods in text summarization [14].
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Graph-based ranking algorithms have also been shown to be effective in text
summarization [15],[16]. The basic idea is that the nodes of the graph represent
text elements such as words or sentences, and edges represent the relations be-
tween these text elements such as the similarity between sentences, then some
graph-based random walk algorithms such as PageRank [17] can be used to
compute the importance of sentences. TextRank [15] is a typical graph-based
summarization method, which uses the PageRank algorithm to score these sen-
tences in a graph structure.

As mentioned above, most extractive summarization methods treat sentences
independently and select sentences based on the weight scores, which means
that sentences in summary may repeat content and lead to content redundancy
[6]. This is usually dealt by filtering sentences too similar to the selected ones,
and Maximal Marginal Relevance [18] is commonly used to make a tradeoff
between the similarity and difference between sentences. Although this kind of
methods can reduce redundancy in some degree, they still confront the poor
accuracy because of verbose sentences. Instead of selecting original sentences,
our method regenerates sentences by the words to reduce redundancy and covers
more different essential information so as to improve the content accuracy.

3 Proposed Method

The basic idea of our proposed method GSWR (Graph-based Summarization
without Redundancy) is that, we firstly construct a textual graph by the words
from the given source documents through the preprocess procedure, and then
we select and label the key paths in the graph, finally we regenerate sentences
to compose the summary by the labeled nodes under the restraining of syntax
rules. The main steps are shown as Fig. 1.

Documents

Textual 
Graph

Constructing

Summary

Segment

Classify

Preprocess
Path 

Composing

Path
Selecting

Routing

Fig. 1. The main steps of GSWR
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Given the source documents, the first step of preprocess is to segment the
text into sentences and words with the properties such as term frequency, part
of speech, position etc, which are the materials for textual graph constructing.
The second step of preprocess is to classify the sentences into different categories
based on the key words which are the nouns that contain the main information.
The role of this step is to simplify the structure of textual graph by clustering
the relevant sentences to form an independent subgraph, which can reduce the
time consuming of path traversals.

3.1 Textual Graph

Textual graph is also commonly used in other extractive summarization meth-
ods such as TextRank [15] and LexRank [16]. The difference is that the pre-
vious methods use the sentences as nodes and similarity between sentences as
edges, and important sentences are selected by the graph rank algorithms such
as PageRank [17]. While our graph uses the words as nodes and adjacent rela-
tions between words as edges, which is closer to Opinosis [19] where the graph is

subgraph.1

,

and
.

my reading time

the

drops

a

lot

with

summarization is

useful

technique

worth

learning subgraph.2

roy wants to

study hard

buy a book

.

Sentences:
1. The summarization is a useful technique.
2. My reading time drops a lot with the summarization.
3. Useful technique, and the reading time drops a lot.
4. The summarization is worth learning.
5. Roy wants to buy a book.
6. Roy wants to study hard.

Fig. 2. A sample textual graph
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used to enumerate all the possible sentences, but our method GSWR regenerates
sentences by key paths selecting and composing in the textual graph.

Figure. 2 is a sample textual graph of the given 6 sentences. Each node repre-
sents a unique word, and the directed edges are the adjacent relations between
the words. Different circles indicate different word frequencies and the hollow
circles are stopwords (words without semantic meanings, such as ”a”, ”of”). By
classifying sentences based on the nouns, we get two sets of sentences, sentences
1-4 and 5-6, which are corresponding to subgraphs 1 and 2, each of which is
highly redundant. The same non-stopwords in different sentences are mapped
into one node in the textual graph, then the phrases appeared more than once
are represented by the common paths of same nodes and edges. The common
paths indicate the redundant content of source text, and the summary will be
more concise if we merge the common paths.

3.2 Syntax Rules

Without the restraining of any rules, the path routing algorithm will enumer-
ate all the possible paths in the graph and regenerate many grammatically or
semantically incorrect sentences. In order to guarantee the reasonability of the
path routing, we use the sample path P = {v1, . . . , vm, . . . , vn} to define the
syntax rules. v1 is start node and vn is the end node, vm is a node in path P .

BeginWord. BeginWord is the word that can start a new sentence. vm is a
BeginWord only if it satisfies the conditions:

1. IsStopWord(vm) = false ;
2. POS(vm) = NN ;
3. m ≤ min{δstart, n− δend}, δstart = 4, δend = 2 ;
4. POS(vi) /∈ {NN, V B,RB}, m ≥ 2, ∀vi ∈ {v1, . . . , vm−1} .

Firstly vm mustn’t be a stopword, and the POS (part of speech) is noun. The
position of vm in the sentence path should not larger than the threshold δstart,
at the same time keeps a distance larger than δend from the last word vn. And
the words before vm should not contains any nouns, verbs or adverbs.

BranchPre. Path P is the previous branch of a selected path, only if it satisfy
the conditions:

1. Wunlabel =
∑n

i=1W (vi), Labeled(vi) = false ;
2. WP =

∑n
i=1W (vi) ;

3. Wunlabel

WP
≤ δul, δul = 0.5 .

Wunlabel is the summation weights of the unlabeled nodes in path P , and WP

is the summation weights of all the nodes in P . The ratio between Wunlabel and
WP indicates the novelty of path P , which is compared with the threshold δul.
The ratio less than δul means most of the words in P have been visited and P
is a BranchPre. The definition of BranchPre is to avoid selecting the paths that
have been selected before.
BranchNext. A partial path P1 = {vm, . . . , vn} is the next branch of a selected
path P2 = {vx, . . . , vy}only if it satisfies the conditions
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1. POS(vi) = V B, ∃vi ∈ P1 ;
2. vi ∈ P2, if vi 
= vm ;
3. IsBeginWord(vj) = true, ∃vj ∈ P1 ∩ P2, j > 1 ;
4. Labeled(vk) = true, ∀vk ∈ {vi, . . . , vj} .

Firstly we trace back along path P1 from node vm, and find a verb vi, if vi is not
equal to vm then vi must be a common word in path P2. Once we find the verb
vi, we trace back along common path of P1 and P2 from vi and find a BeginWord
vj . The words between vi and vj must all be labeled. If P1 is a BranchNext then
it can be jointed to the already selected path P2 and regenerate a new sentence
by the two paths.

AccessNext. In the process of path composing, vm in P1 = v1, . . . , vn is the
next accessible node of the current path P2 = {vx, . . . , vy}, only if it satisfies the
conditions

1. Labeled(vm) = ture
2. IsBeginWord(vi) = ture, ∃vi ∈ P2 ∩ {v1, . . . , vm} .

The next accessible node of the current path P2 must be labeled, and we must
find a BeginWord in the common path between P2 and P1.

3.3 Path Score

We use the common textual features to compute the word weight, including term
frequency, part of speech, whether is a stopword/title word or not. Given that
P = {v1, v2, . . . , vn} is a path of n nodes in the textual graph, v1 is the start
point and vn is the end point, the path length L = n− 1, then the path score of
W (P ) is defined as follows:

W (P ) =
1

1 + logL

n∑
i=1

W (vi) (1)

In (1), W (vi) is the word weight of vi. The path scoreW (P ) is the summation of
the words’ weight along the path, and divided by the length function 1 + logL.
The definition of word weight W (vi) is:

W (vi) = TFIDF (vi) · IsStopWord(vi) · POS(vi) · IsT itleWord(vi) (2)

TFIDF is commonly used to score sentences and defines as follows:

TFIDF (vi) = Nvi · (1 + log
|D|
|Dvi |

) (3)

Nvi is the frequency of vi, |D| is the total number of the source documents, |Dvi |
is the number of documents that contains word vi. IsStopWord(vi) weights
the impact of stopwords, which is 0 for stopwords and 1 otherwise, since the
stopwords contain not any useful semantic meanings. POS(vi) measures the
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impact of part of speech, which is 2 for nouns and verbs that usually contain more
important information, and 1 for others. IsT itleWord(vi) measures the impact
of words that appear in the title, which is 3 for title words and 1 for others,
because the title words usually contain the essential information of the source
documents. Both coefficients for POS(vi) and IsT itleWord(vi) are determined
by the experiment results after testing a range of values.

3.4 Path Selecting

The Path Selecting algorithm is used to select the word nodes that composes
the summaries. The basic idea is as follows: Select the key paths in the textual
graph iteratively until get a summary with the limited size, and the nodes in the

Algorithm 1. PathSelect

Input: Textual graph G = (V,E), Summary length L
Output: List of BeginWords BV = {V1, . . . , Vn}
1: repeat
2: Pmax ← φ
3: for Vi ∈ IsNotLabeled(V ) ‖ IsBeginWord(Vi) do
4: if IsPunctuation(Vi) then
5: continue
6: end if
7: PS ← GetPath(Vi)
8: for P ∈ PS do
9: if IsBranchPre(P ) then
10: continue
11: end if
12: if !(IsBeginWord(Vi) ‖ IsBranchNext(P )) then
13: continue
14: end if
15: if W (P ) > W (Pmax) & LenP ≤ L then
16: Pmax ← P
17: end if
18: end for
19: end for
20: if Pmax �= φ then
21: L ← L− Len(Pmax)
22: SetNodesLabeled(Pmax)
23: Vfirst ← Pmax.getF irstNode()
24: if IsBeginWord(Vfirst) then
25: BV ← BV ∪ Vf

26: end if
27: else
28: return BV
29: end if
30: until L ≤ 0
31: return BV
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selected paths are labeled. At each iteration, the path started with an unlabeled
node with the maximal path score is selected, at the same time the path must
satisfy the syntax rules.

Algorithm 1 describes the process of path selecting in detail. The input pa-
rameters are the textual graph G(V,E) and the summary length L, the output
parameter is a list of the begin words BV which will be used as the input pa-
rameters of the path composing algorithm. The path selecting algorithm is an
iteration process until we get a summary of length L or there is nothing to be se-
lected any more. At each iteration, we select a key path Pmax with the maximal
path score, which starts with an unlabeled node or a BeginWord and satisfies
the following conditions: Pmax is not a BranchPre of the labeled paths which will
create content redundancy; Pmax is a BranchNext or BeginWord; The length of
Pmax is less than the remain summary size L. If we can find such a key path,
namely Pmax 
= φ, then update the remain length of summary L by subtracting
the length Len(Pmax), and label all the nodes on path Pmax, at the same time, if
the first node of Pmax is a BeginWord then we add it into the list BV . Otherwise
if we can’t find a valid key path, namely Pmax = φ, it means all the key paths
have been labeled and we return list BV to quit this procedure.

3.5 Path Composing

After path selecting, we labeled the word nodes that will compose the summary
and get a BeginWord list BV . The path composing is to use these labeled Begin-
Words to start the depth-first traversal to regenerate sentences, and the common
paths representing the redundant content are merged during this process. Finally
we get the summary by these regenerated sentences from each BeginWord.

Algorithm 2 describes the path composing process of a single BeginWord V ,
and the regenerated sentence S is returned. Firstly we initialize the sentence S
to be empty and get the collection of next accessible nodes Vnext by the syntax
rule AccessNext. If Vnext is empty, then there are two cases: V is a punctuation
or not. In the first case we return this punctuation, which means we find a valid
sentence ending with V . In the second case V is not a punctuation, there is
not any accessible next node for V , which means the current node path from
V is invalid and we return an empty S = φ. Otherwise when Vnext isn’t empty,
namely there are several accessible next nodes, we recursively generate the sub-
sentence for each next node Vi and compose these subsentences with the common
path before node V , which helps to reduce the content redundancy. In Fig. 2, if
we start with the BeginWord ”summarization”, we will get two accessible next
nodes ”a” and ”worth” in the branch node ”is”, and the subsentences ”a useful
technique” and ”worth learning” respectively, then we regenerate a new sentence
”summarization is a useful technique and worth learning”.

4 Experiment and Results

In order to compare GSWR with the extractive summarization methods, we
select two typical methods: MMR and TextRank. The former uses the MMR
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Algorithm 2. PathCompose

Input: BeginWord V
Output: Regenerated sentence S
1: S ← φ
2: Vnext ← GetAccessNextNodes(V )
3: if Vnext = φ then
4: if IsPunctuation(V ) then
5: S ← V.word
6: end if
7: return S
8: else
9: for each Vi ∈ Vnext do
10: Si ← PathCompse(Vi)
11: if Si �= φ then
12: S ← S ∪ Si

13: end if
14: end for
15: end if
16: if S �= φ then
17: S ← V.word ∪ S
18: end if
19: return S

and superficial methods to tackle with the content redundancy problem, the
latter uses random walk algorithms in graph structure to weight sentences, both
of which make the corresponding comparison with GSWR in different aspects.
In this experiment we use the dataset1 of DUC 2007, which is composed of 45
different news topics, and there are 25 news reports under each topic. we use
the ROUGE [20] toolkit2 for evaluation, which is an automatic summarization
evaluation widely adopted by DUC.

Table 1 is the comparison of different summarization methods, it is obvious
to find that GSWR gets a better experimental results compared to the baselines
MMR and TextRank, which means GSWR makes an improvement of the content
accuracy compared with the typical extractive summarization methods.

As a typical extractive summarization method, TextRank usually generates
summaries contain much verbose sentences and redundant content, which wastes
the limited number of words in summaries and leads to the incomprehensive cov-
erage of main information, thus reducing the accuracy of summaries. MMR is also
an extractive summarization method, but it considers both relevance and nov-
elty when selecting a sentence, which reduces the content redundancy by making
a tradeoff between similarity and difference. The results of MMR is better than
TextRank for the processing of content redundancy, however, as an extractive
summarization method, MMR also influenced by the drawbacks of verbose sen-
tences, which weakens its advantage to TextRank. By using the idea of sentence

1 http://www-nlpir.nist.gov/projects/duc/data/2007data.html
2 http://www.berouge.com/Pages/default.aspx

http://www-nlpir.nist.gov/projects/duc/data/2007 data.html
http://www.berouge.com/Pages/default.aspx
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Table 1. ROUGE values of different methods

ROUGE-1

50 100 150 200 250

GSWR 0.24531 0.29238 0.32544 0.35266 0.36792

MMR 0.23593 0.28003 0.29577 0.32282 0.33926

TextRank 0.22055 0.26742 0.28951 0.30964 0.3329

ROUGE-2

GSWR 0.04379 0.05416 0.05475 0.06054 0.06498

MMR 0.04050 0.04262 0.04770 0.05462 0.06023

TextRank 0.03775 0.04171 0.04459 0.05151 0.05839

ROUGE-SU4

GSWR 0.07396 0.08971 0.10143 0.11258 0.12005

MMR 0.07384 0.08411 0.09266 0.10274 0.11173

TextRank 0.06533 0.0804 0.09011 0.10033 0.11145

regenerating, GSWR has the best results compared to TextRank and MMR,
for it can cover more different main information by selecting non-overlapping
node paths and reduce content redundancy by merging the common paths in
the textual graph, which two factors together determine the good performance
of GSWR on the content accuracy of summaries.

On the other hand, the summary length varies with the application envi-
ronment, so it’s important to keep the robustness of summarization algorithms
under different summary lengths. The summary length ranges from 50 to 250,
because the summary with too little words is not enough to contain any main
information, so we set the minimal length to 50 empirically, and we set the max-
imal length 250 because the reference summaries are about 250 words. In the
following, we will investigate the influence of different summary lengths to the
ROUGE metrics by Fig. 3(a), Fig. 3(b), Fig. 3(c).

It is obviously to be found that all the ROUGE scores decrease with the de-
creasing of summary length. The reason is that the reference summaries written
by human is more subjective when the summary length is little, and it will be
more difficult for the automatic summarization methods to identify these subjec-
tive content. With the increasing of summary length, the summaries will contain
more information which makes the content to be more objective, and then im-
prove the probability that the summarization methods identifies the important
information which agrees to the human.

On the other hand, in Fig. 3(a) and Fig. 3(c), we can find that the perfor-
mance of GSWR is closer to MMR when the summary length approaches to
50, because the summary can contain little content when the length is little
and GSWR covers less different information in this condition, which weakens
GSWR’s advantage to MMR., but they are all better than TextRank because of
the influence of redundancy reduction.
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Fig. 3. ROUGE values vary with the summary length

5 Conclusion

In this paper we present a graph-based summarization method without redun-
dancy GSWR. Unlike the commonly used extractive summarization methods
that select the original sentences to constitute summaries, GSWR constructs a
textual graph based on words to regenerate sentences which can make a com-
prehensive coverage of different essential information and reduce content redun-
dancy, so as to improve the accuracy of summaries. However, there are still
much things we can do to improve our algorithm. Instead using the basic super-
ficial features to score sentences, we can introduce the lexical resources such as
WordNet to optimize the score model. And we need more different kinds of data
corpus to validate and optimize our syntax rules in the process of path selecting.
Finally, we will concentrate more on the readability of the summaries content in
the future work, which is another big challenge for text summarization.
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summarisation systems. In: Matoušek, V., Mautner, P. (eds.) TSD 2009. LNCS,
vol. 5729, pp. 16–23. Springer, Heidelberg (2009)

10. Lin, C.Y., Hovy, E.: Identifying topics by position. In: Proceedings of the Fifth
Conference on Applied Natural Language Processing, pp. 283–290 (1997)

11. Edmundson, H.P.: New methods in automatic extracting. Journal of the ACM 16,
264–285 (1969)

12. Barzilay, R., Elhadad, M.: Using lexical chains for text summarization. In: Pro-
ceedings of the ACL Workshop on Intelligent Scalable Text Summarization,
pp. 10–17 (1997)

13. Teufel, S., Moens, M.: Argumentative classification of extracted sentences as a
first step towards flexible abstracting. Advances in Automatic Text Summarization
(1999)

14. Lloret, E., Palomar, M.: Text summarisation in progress: a literature review. Ar-
tificial Intelligence Review 37, 1–41 (2012)

15. Mihalcea, R., Tarau, P.: TextRank: Bringing order into texts. In: Proceedings of the
Conference on Empirical Methods in Natural Language Processing, pp. 404–411
(2004)

16. Erkan, G., Radev, D.R.: LexRank: Graph-based lexical centrality as salience in
text summarization. Journal of Artificial Intelligence Research 22, 457–479 (2004)

17. Page, L., Brin, S.: The PageRank citation ranking: Bringing order to the web.
Stanford InfoLab (1999), http://ilpubs.stanford.edu:8090/422/

18. Carbonell, J., Goldstein, J.: The use of MMR, diversity-based reranking for re-
ordering documents and producing summaries. In: Proceedings of ACM SIGIR,
pp. 335–336 (1998)

19. Ganesan, K., Zhai, C.X., Han, J.: Opinosis: a graph-based approach to abstractive
summariza-tion of highly redundant opinions. In: Proceedings of the 23rd Interna-
tional Conference on Computational Linguistics, pp. 340–348 (2010)

20. Lin, C.Y.: Rouge: A package for automatic evaluation of summaries. In: Proceed-
ings of the ACL Text Summarization Workshop, pp. 74–81 (2004)

http://ilpubs.stanford.edu:8090/422/


Structural-Based Relevance Feedback

in XML Retrieval

Kamoun Fourati Inès, Tmar Mohamed, and Ben Hamadou Abdelmajid

Multimedia Information systems and Advanced Computing Laboratory,
Higher Institute of Computer Science and Multimedia, University of Sfax,Tunisia

http://www.miracl.rnu.tn/

Abstract. Contrarily to classical information retrieval systems, the sys-
tems that treat structured documents include the structural dimension
through the document and query comparison. Thus, relevant results are
all the document fragments that match the user need rather than the
whole document. In such case, the document and query structure should
be taken into account in the retrieval process as well as during the re-
formulation. Query reformulation should also include the structural di-
mension. In this paper we propose an approach of query reformulation
based on structural relevance feedback. We start from the original query
on one hand and the fragments judged as relevant by the user on the
other. Structure hints analysis allows us to identify nodes that match
the user query and to rebuild it during the relevance feedback step. The
main goal of this paper is to show the impact of structural hints in
XML query optimization. Some experiments have been undertaken into
a dataset provided by INEX1 to show the effectiveness of our proposals.

Keywords: relevance feedback, XML, INEX, line of descent matrix.

1 Introduction

The goal of information retrieval systems (IRS) is to satisfy the information needs
of a user. This need is expressed by a query to be matched to all the documents
in the corpus to select those that could answer to the user need. Because of
the ambiguity, and the incompleteness of his query, the user is, in most cases,
not satisfied with the returned results. To overcome this problem, there can be
alternatives to the initial query so as to improve the results. Among the most
popular patterns in information retrieval (IR), we cite the relevance feedback
(RF) which is based on the judgments of relevance of the documents found by
the IRS and is intended to re-express the information need from the initial query
in an effort to find more relevant documents. But with the standardization of
the Web to XML schemas2 presents new problems and hence new needs for

1 INitiative for the Evaluation of XML retrieval, an evaluation forum that aims at
promoting retrieval capabilities on XML documents

2 A structured document (as XML document) is characterized by a content and a
structure. This structure possibly completes semantics expressed by the content
and becomes a constraint with which IRS must comply in order to satisfy the user
information needs.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 461–468, 2014.
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customized information access. However, the traditional IRS do not exploit this
structure of documents, including the RF function. Indeed, the user can express
his need by a set of keywords, as in the traditional IRS, and can add structural
constraints to better target the sought semantics. Thus, taking into account the
structure of the documents and that of the query by the information retrieval
systems handling structured documents is necessary in the feedback process.
Many initiatives of relevance feedback have been proposed to rewrite the user
query. The majority of these approaches are content-based, which means that
only the query terms are updated, and relatively reweighted to improve the
result. Only a few approaches modifies the query structure. In this paper, we
propose an approach of structure-based relevance feedback. We assume that the
query structure could be reformulated based on the structure of the document
elements judged as relevant. This paper is organized as follows: in the second
section, we give a survey on the related works to XML relevance feedback. We
present in the third section our approach of query reformulation, based on the
structure relevance feedback. In the fourth section, we present the experiments
and the obtained results. The fifth section concludes.

2 Related Work

Many initiatives of XML query reformulation has been proposed. In the most
cases, RF approaches has been adapted in order to take into account the struc-
tural dimension. Villatoro-Tello et al. describes in [12] a system developed by
the Language and Reasoning Group of UAM for the Relevance Feedback track
of INEX 2012. The system focuses on the problem of ranking documents in ac-
cordance to their relevance. It is mainly based on different hypotheses such as
that current IR machines are able to retrieve relevant documents for most of
general queries, but they cannot generate a pertinent ranking and focused rele-
vance feedback could provide more and better elements for the ranking process
than isolated query terms. The authors aim to demonstrate that using some
query-related relevance feedback it is possible to improve the final ranking of
the retrieved documents. Balog et al. propose a general probabilistic framework
for entity search to evaluate and provide insight in the many ways of using these
types of input for query modelling [1]. They focus on the use of category in-
formation and demonstrates the effectiveness of category-based expansion using
example entities. Schenkel and Theobald [11] describe two approaches which
focus on the incorporation of structural aspects in the feedback process. Their
first approach re-ranks results returned by an initial keyword-based query us-
ing structural features derived from results with known relevance. Their sec-
ond approach involves expanding traditional keyword queries into content-and-
structure queries. Official results, evaluated using the INEX 2005 [5] assessment
method based on rank-freezing, show that reranking outperforms the query ex-
pansion method on this data.

Among these approaches, only a few consider that RF in the query structure
is necessary. It is common to rewrite the query based on its structure, and the
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content of the relevant elements as in [3], [9] and [15] , but modification of the
query structure itself is not addressed. In our approach, we consider that the
structural RF is necessary, particularly if the XML retrieval system takes into
account the structural dimension in the matching process. Since we use an XML
retrieval system that matches the structure in addition to the content [2], we
assume that the structure reformulation could improve the retrieval performance.

3 Structural-Based Relevance Feedback: Our Approach

In our approach we focus essentially on the structure of the original query and
that of document fragments deemed to be relevant to the user structure hints.
Indeed, this study allows us to reinforce the importance of these structures in the
reformulated query to better identify the most relevant fragments to the user’s
needs. The analysis of structures allows us to identify the most relevant nodes
and the involved relationships. The content of these fragments and those of the
initial query are also taken into account. Their analysis allows us to select the
most relevant terms that will be injected in new query. Our approach is based
on two major phases. The first aims at representing the query and the judged
relevant fragments in a single representative structure. The second is focused on
query rewriting.

3.1 Query and Relevant Fragments Representation

According to most approaches of relevance feedback, the query construction
is done by building a representative pattern for relevant objects and another
pattern for irrelevant ones, and then build a representation close to the first and
far from the second.

For example, the Rocchio’s method [4] considers a representative pattern of
a document set by their centrod. A linear combination of the original query and
the centrods of the relevant documents and irrelevant ones can be assumed as a
potentially suitable user need.

Although simplistic, the Rocchio’s method is the most widespread. This sim-
plicity is due to the nature of the manipulated objects. Indeed, Rocchio’s method
is adapted to the case where documents are full text, in such case, each docu-
ment is expressed by a vector (generally a vector of weighted terms). Where the
documents embody structural relations, the vector representation becomes sim-
plistic, this results in a significant loss of structural contrast and therefore the
reconstruction of a unified structure becomes impossible. As for us, we believe
that the structure is an additional dimension.

A unique dimension is not enough to encode the structural information (one
dimension vector), thus we need to encode all documents into two dimensions,
by using matrices rather than vectors.

That reasoning has led us to traduce the documents and the query in a ma-
trix format instead of a weighted term vector. Those matrices are enriched by
values calculated from transitive relationship function. Then, the representative
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structure of query and judged relevant fragments (that we call S) is constructed
under a matrix form.

Line of Descent Matrix. We build for each document a matrix called line
of descent matrix (LDM), which must show all existing ties of relation between
different nodes. This representation should also reflect the positions of the various
nodes in the fragments as they are also important in the structural relevance
feedback. For an XML tree (or sub-tree) A, we associate the matrix defined by
MA:

MA[n, n
′] =

{
P if n→ n′ ∈ A (n is the parent of n′)
0 otherwise

Where P is a constant value which represents the weight of the descent rela-
tionship, n and n′ are two nodes of the tree A.

As for us, we represent each of the relevant fragments and the initial query in
the LDM form3. The value of the constant P for the query LDM construction is
greater than that used for the construction of other LDMs (which represent the
relevant fragments) to strengthen the weight of the initial query edges following
the principle used in the Rocchio’s method which uses reformulation parameters
having different effects (1 for the initial query, α for the relevant documents
centrod and β for the non relevant documents centrod where 0 ≤ α ≤ 1 and
−1 ≤ β ≤ 0).

Content Integration in LDM. The content of each element represented in
LDM must be taken into account. In RF in XML retrieval we aim to rewrite
query’s structure and the set of terms of this query. So, we propose to integrate
terms of each element in LDM.

Each element node n in LDM is characterized by a tag name and a set of
weighted terms: ni = (tagi, {(t1, w(t1, n, i), (t2, w(t2, n, i)) . . . (tm, w(tm, n, i))})
where: tagi: tag name of element ni, tk: k

th term in ni, w(tk, n, i): weight of
term tk in element ni based on the its frequency in ni and the total number of
elements that contain it [2], m: number of elements.

Let us consider that the element node A appears in three positions in a XML
tree as follows:
A[1] = (A, {(t1, 0.5), (t2, 0.8), (t3, 0.3), (t4, 0.0), (t5, 0.0), (t6, 0.0)})
A[2] = (A, {(t1, 0.5), (t2, 0.7), (t3, 0.0), (t4, 0.2), (t5, 0.0), (t6, 0.0)})
A[3] = (A, {(t1, 0.0), (t2, 0.0), (t3, 0.0), (t4, 0.2), (t5, 0.8), (t6, 0.3)})
A[1] and A[2] have relatively the same content which is different from A[3]. In

the LDM matrix, A will appear twice, with two different contents (t1, t2, t3, t4)

3 Note that no complexity analysis is here needed because of the low number of relevant
judged documents comparing to the corpus size. In our experiments, we undertake
the relevance feedback in a pseudo-feedback way on the top 20 ranked fragments
resulting from the first round retrieval. In the other hand, the total number of tags
is over 160 in all the collection (INEX’05 collection) and about 5 in a single fragment,
so the matrix size can not exceed 25.
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and (t4, t5, t6). The content similarity is done by the inner product like in vector
model [8], we assure that A[1] and A[2] are similar since they have the same tag
name (A) and A[1]×A[2] = 0.926 ≥ Th which is not the case for A[1]×A[3] =
0.051 < Th or A[2] × A[3] = 0.0 (Th is an experimental threshold. In this
example, we take Th = 0.5). A[1] and A[2] will be aggregated and represented
in LDM as follow by a single A and the centrod of A[1] and A[2] as follows:
A = (A, {(t1, 0.5), (t2, 0.75), (t3, 0.3), (t4, 0.2)})

Setting Relationships between a Node and Its Descendants. XML re-
trieval is usually done in a vague way [14]. The XML retrieval system has to
query with tolerated differences (a few missing elements or more additional ones)
between the query structure and the document. Consequently, we believe that
the most effective way to bring this tolerance is to assure that one element is
not only connected to its childs nodes, but to all its descendants. A relationship
between nodes in the same line of descent is weighted by their distance in the
XML tree. So, we use the Transitive Relationship function TR which is defined
as follows:
∀(n, n′, n′′) ∈ N3,MA[n, n

′′]←MA[n, n
′′] + TR(MA[n, n

′],MA[n
′, n′′])

where N is the set of all different nodes in the tree A and MA is its LDM,
and TR(x, y) = x×y√

x2+y2

Matrix S Construction. The new query structure is built starting from the
obtained LDMs. Let us consider F = {F1, F2 . . . Fn} with Fi are the relevant
judged fragments and Qold the initial query, the query structure is built starting
from the cumulated LDM S:

∀(n, n′)2 ∈ N2, S[n, n′] = MQold
[n, n′] +

1

|F |
∑
f∈F

Mf [n, n
′]

and for each n: w(t, n, S) = αw(t, n,Qold) +
β
|F |

∑
f∈F w(t, n, f)

The constants α and β are the same used in line of descent matrix construction
to strengthen the weight of old query’s terms. If a column in S contains several
low values, then the node will tend to appear as a leaf node in the reformulated
query. If on the contrary one row contains several low values, then the node
will tend to be seen as a root node in the reformulated query if, in addition, the
corresponding column contains several high values, otherwise, the node will tend
to appear as an internal node. Thus, in order to build the new query structure,
we can determine the new root.

3.2 Query Rewriting

Root Identification. The structure query construction starts by identifying
its root. The root is characterized by a high number of child nodes and a weak
number of parents. For example, to find the root we simply return the element
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R, which has the greatest weight in the rows of the matrix S and the lowest
weight in its columns. The root R is then such that:

R = argmax
n∈N

∑
n′∈N

S[n, n′]. log

⎛⎜⎝
∑

n′∈N

S[n′, n]∑
(n′,n′′)∈N2

S[n′, n′′]
+ 1

⎞⎟⎠
The argument to maximize reflects that the candidate nodes to represent

the root should have as maximal low values as possible in the relative row
(
∑

n′∈N

S[n, n′]) and as minimal low values as possible in the column (
∑

n′∈N

S[n′, n])

relatively to the total sum of the matrix values (
∑

(n′,n′′)∈N2

S[n′, n′′]). We are in-

spired from the tf × idf factor (term frequency, inverse of document frequency)
commonly used in traditional information retrieval [7] which affects importance
to a term t for a document proportionally to its frequency in the document d
(term frequency) and inversely proportionally to the number of documents in
the collection where it appears at least once.

Building the New Query Structure. Once the root has been established
from the matrix S, we proceed to the recursive development phase of the tree
representing the structure of the new query. The development of the tree starts by
the root R, and then by determining all the child nodes of R, the same operation
is performed recursively for the child nodes of R until reaching the leaf nodes.
Each element n is developed by attributing to it its potentially child nodes n′

(n′ 
= n) whose S[n, n′] > Thresholdn, calculated from the mean average μn and
the standard deviation σn of its relative child nodes. Indeed, the mean average
and the standard deviation will illustrate the probability that a node is an actual
child-node of the current node n. This threshold is defined as: Thresholdn =

μn + γ ∗ σn with μn = 1
|N |

∑
n′∈N

S[n, n′] and σn = 1
|N |

√ ∑
n′∈N

(S[n, n′]− μn)2.

If the value of γ is relatively high, the tree outcome will tend to be shallow and
ramified and vice versa. The value of γ allows the estimation for each element
of the number of child nodes. The objective of this interval is to reconstruct a
tree as wide and deep as the XML fragments from which the query should be
inferred. This value is then defined experimentally.

4 Experiments and Results

To carry out our experiments we use INEX’05 dataset and we only considered
the VVCAS [5] (topics whose relevance vaguely depends on the structural con-
straints) queries type. Indeed the need for reformulation of the query structure
is appropriate to the task. We use also the metrics proposed by INEX which
are based on on the extended cumulated gain (XCG) [6].For a given rank i,
the value of nxCG[i] reflects the relative gain the user accumulated up to that
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rank. We only present the results of the generalized quantization function which
is most suitable for VVCAS queries (10 queries proposed by INEX).

The table 1 shows the results obtained from XIVIR a research system based on
tree matching [2]. This table presents a comparison between the values obtained
before (BRF) and after RF (ARF). AA is the absolute improvement of the
relevance feedback run over the original base run proposed by INEX.

Table 1. Comparative results before (BRF) and after (ARF) structural RF

Run nxCG[10] nxCG[25] nxCG[50] MAep

BRF 0.1225 0.1104 0.083 0.0509

ARF 0.2643 0.2348 0.2093 0.0784

AA +115.75 % +112.681% +152.16% +54.027%

In our experiments we assume that the top k fragments are relevant, the table
2 shows the results obtained from different numbers of relevent fragments.

Table 2. Results from different number of relevant fragments

Run nxCG[10] nxCG[25] nxCG[50] MAep

k=5 +47.08% +57.38% +56.76% -1.63%

k=10 +49.15 +59.78% +58.92% +1.52%

k=20 +47.47% +57.38% +60.57% +23.87%

k=30 +47.02 +57.05% +57.82% +22.31%

k=50 +46.97 +56.71% +56.74% +22.29%

We can see through our experiments that our RF approach significantly im-
proves the results. We note that during these experiments we reformulate only
the queries structures without changing their original content, and therefore we
believe that this reformulation has brought an evolution that could be accentu-
ated by the reformulation of the content.

5 Conclusions and Future Work

We have proposed in this paper an approach to structural relevance feedback in
XML retrieval. We proposed a representation of the original query and relevant
fragments under a matrix form. After some processing and calculations on the
obtained matrix and after some analysis we have been able to identify the most
relevant nodes and their relationships that connect them.

The obtained results show that structural relevance feedback contributes to
the improvement of XML retrieval. The strategy of the reformulation is based on
a matrix representation of the XML trees deemed to be relevant to the fragments
and the original query. This representation preserves the original links of descent
and the transformations achieved are suitable for the retrieval flexibility.
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Abstract. As data stored in the cloud may encounter the malicious attack from 
the cloud service provider (CSP), to ensure data authenticity and integrity, it is 
necessary to authenticate the query results from CSP. However, most existing 
authentication methods focus on query over data from a single contributor in 
the outsourced database. This paper puts forward authentication method for 
query over data from multiple contributors in the cloud environment. The  
method can validate data from multiple contributors on only one authentication 
data structure (ADS) based on Merkle Hash Tree (MHT), which achieves low 
storage costs and high computational efficiency. Experimental results show that 
our mechanism can efficiently enable query authentication over cloud data from 
multiple contributors. 

Keywords: cloud storage, multiple contributors, query authentication, data  
security, Merkle Hash Tree. 

1 Introduction  

With the rising popularity of cloud storage [1] and the gradual establishment of vari-
ous authorization relationships between cloud storage users, there exists a special data 
authorization model in the cloud environment. Users can not only release their own 
data, but also authorize part or all of their data to other users to release. In such scena-
rio, data is released to the untrustworthy cloud service provider (CSP) [2] by a user 
who can be called data publisher, and data released by a data publisher may contain 
both his own data and other contributors’ data. Then, if a data requester conducts 
query over data sets released by one publisher, the query results may consist of mul-
tiple contributors’ data. To ensure the authenticity and integrity of the query results, 
all the data contained in the results should be validated. Therefore, in this special 
setting of cloud environment, a set of safe and efficient query authentication scheme 
is indispensable.  

At present, most scholars focus on validating query over data from single contribu-
tor in outsourced database. References [3, 4] present data validation method based on  
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simple digital signature. References [5-9] describe data validation method based on 
complex authentication data structure. And references [10-12] introduce data valida-
tion method based on probability. In the outsourced data management applications, 
the digital signature or authentication data structure can only validate the correctness 
of the publisher’s own data. If the query authentication method used in the outsourced 
database is used to validate the query results in the cloud environment, the contributor 
needs to establish the corresponding authentication data structure of data authorized to 
the publisher before the authorization. With more and more authorization, the contri-
butor will face great burden of managing the increasing authentication data structures. 
Besides, queries on data published by only one publisher may involve authentication 
data structures of many cloud data distributors, thus leading to additional storage 
overhead and computational overhead. Therefore, the above methods cannot apply to 
the cloud environment with multiple data contributors.  

For this special data authorization setting in cloud environment, we adopt Merkle 
Hash Tree (MHT) [13] as the basic authentication data structure (ADS), and combine 
the data authorization with the update of ADS. Our method needs only one ADS to 
validate the correctness of query results by merging different users’ verification in-
formation into the data publisher’s ADS, thus solving the problems faced by query 
result validation in the cloud environment with multiple data contributors. 

Our original contributions can be summarized as follows: 

• We raise the issue of data authentication under the application environments of 
multiple data contributors. 

• We propose a query authentication scheme which can validate data from mul-
tiple contributors on one ADS in the cloud environment. 

• We conduct experimental analysis on storage cost and validation efficiency. 

The remaining of this paper is organized as follows. We discuss related work on 
query authentication in Section 2. Our architecture and notations is presented in Sec-
tion 3. In Section 4, we present the specific method for authenticating query on data 
from multiple contributors.  Section 5 contains experimental evaluation and analysis, 
and Section 6 concludes the paper. 

2 Related Work 

There are several notable works that are related to data authentication in outsourced 
data services, which can be classified into the following three categories. 

• Validation method based on digital signature. References [3] [4] proposed 
data authentication methods based on signature chain. Because the signature 
contains the order of tuples, it can be used to validate the integrity of query re-
sult, but may bring large storage cost and high computational overhead.  

• Validation method based on complex authentication data structure. The 
basic idea of authentication method based on authentication data structure is to 
organize data according to certain structure, and thus validating all the data 
with signature of only part of the data. Reference [5] proposed authentication 
method based on Merkle Hash Tree (MHT). To make up for the defects of 
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MHT such as dynamic update maintenance cost and only supporting one-
dimensional range access request, researchers put forward various improved 
methods. Reference [6] created dynamic disk validation data structure Merkle 
b-tree and Embedded MHT. Reference [7] proposed VKD-tree and VR-tree, 
and Reference [8] enhanced the efficiency of method in Reference [7]. To sup-
port the validation of aggregation function queries, Reference [9] proposed au-
thenticated prefix tree, supporting validation of SUM operation. 

• Validation method based on probability. Although the above validation me-
thods can provide completely accurate correctness verification, there are limita-
tions on the efficiency and maintenance. Authentication methods based on 
probability can further improve the verification efficiency, and its main idea is 
sample verification and cross validation. Researchers mainly put forward the 
following methods: challenge-response method [10], fake tuple method [11] 
and dual encryption method [12]. 

As mentioned above, many researches have been carried out to address the problem 
of query authentication in cloud computing and other outsourced data management 
applications. But, to the best of our knowledge, there is not a research to achieve  
efficient and scalable query authentication over cloud data from multiple data contri-
butors. In our paper, we focus on authenticating query over data from multiple contri-
butors in the cloud environment. 

3 Problem Statements and Notations 

Figure 1 shows the cloud storage architecture with multiple data contributors, which 
involves cloud service provider (CSP), data contributor, data publisher and data re-
quester. Data contributor and data publisher are both cloud data owners, data contri-
butor is the one who authorize all or part of his cloud data to data publisher to release, 
and a cloud data owner can act as data contributor and data publisher at the same 
time. Therefore, data sets released by a data publisher can contain his own data as 
well as data authorized by several other data contributors. In this system model, CSP 
is an untrustworthy service provider, but it still follows our proposed protocol. And 
data contributors and data publishers are trustworthy data sources and publishers.  

Cloud Service Provider
CSP

Data Contributor

Data Publisher

Data Requester

Q
R, VO Authorized data set {Dj’}

Update fused ADS Si

Data set Di owned 
by publisher ADS Si

Publish
 Di , S

i , {
Dj’}

 

Fig. 1. The cloud storage architecture with multiple data contributors 
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In the architecture showed in Figure 1, if data publisher Ui wants to publish his own 
data set Di to CSP, he will generate an authentication data structure (ADS) Si accord-
ing to Di, and then release Di and Si to CSP. Data contributors can authorize all or part 
of their data to publisher Ui to release, and fuse the authorized data into Si during the 
authorization. 

If data requester submits a query request over data published by Ui to CSP, CSP 
will compute the query result R which meets Q, and generate verification object VO 
from Si. Finally, R and VO are both returned to data requester, and the data requester 
can validate the correctness of R with VO locally. 

The ADS mentioned above is based on Merkle Hash Tree (MHT). MHT is a binary 
tree constructed with sorted data, and the root node of the binary tree is signed with 
digital signature. Our paper is aimed at authenticating cloud data from multiple con-
tributors securely and efficiently. Before describing the solution, we first define some 
notations as listed in Table 1. 

Table 1. Notations 

sym- meaning 

Ui ith user in cloud storage system  

Di data set owned and released by Ui 

| Di | size of Di 

Di’ subset of Di 

dij jth data in Di 

Si ADS corresponding to Di (MHT) 

vij jth leaf node of Si 

sig(ro signed root node of Si 

Seqi fusion sequence of Si 

|Seqi| the number of data distributors contained in Seqi

4 Authenticating Query over Multi-contributor Data 

For the cloud environment with multiple data contributors, we put forward a query 
result validation method based on authentication data structure (ADS) fusion. In this 
section, we detail the proposed scheme as follows.  

4.1 ADS Generation 

Before a data publisher Ui releases his own data set Di, an ADS Si (Merkle Hash Tree) 
is generated from Di, that is, construct a Merkle Hash Tree with all the leaf nodes 
generated from data contained in Di. 

Firstly, obtain the ordered data sequence Di = {di1, di2, …, din}(n=|Di|), and  
compute the hash value of all the data contained in Di with hash function, which can 
be expressed as h(Di)={ h (di1), h (di2), …, h (din)}(n=|Di|).Then, create leaf nodes 
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corresponding to every hash value, and vij= h (dij). Finally, construct a binary tree 
from the bottom up with two adjacent leaf nodes combined from left to right until the 
root node rooti is generated, and then Ui signs rooti with its own private key, and re-
leases data Di and structure Si with signed root node sig(rooti) to CSP.  

4.2 ADS Fusion Mechanism 

If data contributor Uj authorizes part of his own data set Dj’ to Ui to release, data re-
leased by Ui contains his own data set Di as well as Dj’. In order to validate the cor-
rectness of query results with only one ADS, the verification information of Dj’ needs 
to be merged into Si. Algorithm 1 describes the ADS fusion algorithm based on MHT.  

Algorithm 1. ADS Fusion Algorithm 
Input: Si, Dj’, Seqi 
Output: updated Si and Seqi 
1. verify the validity of Si  
2. update the value of leaf nodes with hash value of Dj’ 
3. update Si with the updated leaf nodes   
4. Uj signs new root node rooti’ of updated Si 
5. add Uj to Seqi 
6. upload the updated Si and Seqi to CSP 

Before updating the value of leaf nodes, the hash value of data contained in Dj’ 
should be computed. And there are two cases when updating the leaf node. 

• When |Di| ≥ |Dj’|, for ease of presentation, we regard a hash value of data in Dj’ 
as a node, and each node corresponds to a leaf node in Si from left to right. The 
value of leaf node vin will be changed as follows. 
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• When |Di|＜|Dj’|, we should create (|Dj’|-|Di|) leaf nodes with value of zero, and 
each hash value of Dj’ corresponds to a leaf node in Si from left to right. The  

      value of leaf node vin will be changed as follows. 
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For example, if the data released by Ui contains data sets authorized by U1,U2,U3 
and U4 , and |Di|＞| D4’|＞| D3’|＞| D2’|＞| D1’|, Seqi={U1,U2,U3,U4}, and then the 
value of leaf node vin can be expressed in the following formula: 
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In the updated ADS Si, the hash values of internal nodes are modified with the up-
dated leaf nodes according to the discipline to construct MHT. Then, the updated root 
node rooti’ of the fused MHT is signed by the last data contributor U4 in Seqi 

with his 
private key, and the signed root node is sig(rooti’). 

4.3 Verification Object Generation 

If data requester wants to search information on the data released by Ui, he will send a 
query request Q on data released by Ui to CSP. Then, CSP computes the query result 
R which may contain data authorized by many data contributors. To validate the cor-
rectness of R, CSP needs to generate verification object VO used to validate the query 
result R, Algorithm 2 describes the verification object generation algorithm. 

Algorithm 2. Verification Object Generation Algorithm 
Input: Q, Si, Di, { Dj’ |1≤j≤|Seqi|} 
Output: VO and R  
1. for each leaf node in Si 
2.     add data satisfying the query condition Q to R  
3.     get hash value of data failing to satisfy Q from Si , and add them to VO  
4. merge VO  vertically and horizontally 
5. add sig(rooti’) to VO   
6. return VO  and R to data requester 

In cloud environment with large amount of data, to reduce the transmission over-
head and computation cost on the client side of data requester, CSP needs to simplify 
VO before returning it to data requester, and the way of simplification is to merge VO 
vertically and horizontally. 

Firstly, CSP merges VO vertically. If data authorized by multiple contributors cor-
responding to the validation information contained in a leaf node of Si doesn’t satisfy 
the query condition Q, the data’s hash values will be unified as a string, replacing all 
the hash values constituting the leaf node in VO. For example, a leaf node vin contains 
the validation information of data owned by Ui, U1, U2, U3, U4, i.e. h (din) ,  h (d1n’) ,  
h (d2n’) , h (d3n’) , h (d4n’) . If only d2n’ can satisfy the query condition Q, VO will 
contain h (din)|| h (d1n’) and h (d3n’) || h (d4n’) ,instead of h (din), h (d1n’) , h (d3n’) and h 
(d4n’). If all of din, d1n’, d2n’, d3n’ and d4n’ cannot satisfy the query condition Q, VO 
will contain the leaf node vin. Then, CSP merges VO horizontally. If VO contains ad-
jacent nodes with the same parent node, replace the child nodes with the parent node 
until there are no adjacent nodes with the same parent node in VO. VO merged verti-
cally and horizontally are most simplified. When VO is generated, CSP will send VO, 
R and Seqi to data requester. 

4.4 Query Result Validation 

When data requester receives the query results from CSP, he needs to validate the 
correctness of the query results. Then, both query results R and verification object VO 
are used to rebuild a Merkle Hash Tree, whose root node value is to be compared with 
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value of the signed root node of data publisher Ui’s fused ADS. As the query results R 
and verification object VO contain data from multiple contributors, the leaf nodes 
need to be built firstly. Algorithm 3 describes the query result validation algorithm. 

Algorithm 3. Query Result Validation Algorithm 
Input: R, VO, Seqi 
Output: validation result 
1. for each leaf node vin’ needed to be recomputed 
2.      extract data from R needed to compute vin’   
3.      extract data from VO needed to compute vin’   
4.      compute vin’ with data extracted above according to Seqi 
5. reconstruct MHT with the leaf nodes, and get the root node value roots 
6. verify sig(rooti’) and get rooti’ 
7. compare roots with rooti’, and output the validation result 

If any data contained in the query results is wrong, the value of corresponding leaf 
node will also be wrong, and thus the root node value roots of the rebuilt MHT will 
definitely be different from the real root node value rooti’, the cloud storage user will 
be aware that the query results returned is not correct. 

5 Experimental Analysis 

Our experiment mainly focuses on the storage space taken by ADS and time taken by 
query result validation, comparing these two aspects between validation on separated 
ADSs and validation on fused ADS.  

In the experiment, there is a data publisher and four other data contributors who 
authorize their data to the data publisher to release. Data publisher owns data sets of 
10000 files, and the average size of data sets authorized to the data publisher by the 
four distributors ranges from 1000 files to 10000 files. In the above setting, we will 
record the storage space taken by ADS and time taken by query result validation, and 
then conduct comparison and analysis. 

The comparison of storage space taken by ADS is shown in figure 2. We can see the 
storage space of fused ADS is much less than that of separated ADSs. The main reason is 
that the fused ADS built based on the data publisher’s original ADS always has only one 
root node, and by merging data from different users into a leaf node, the number of inter-
nal nodes generated from the leaf nodes keeps the least. However, each of the separated 
ADSs has a root node, and as the number of leaf nodes equals to that of data, numerous 
extra internal nodes will be built, which leads to great storage cost. 

The comparison of time cost by query result validation on the client side is shown 
in figure 3. We can see the time cost by query result validation on fused ADS is much 
less than that on separated ADSs. The main reason is that when the query result is 
validated on the fused ADS, the client side only needs to do extra hash operation to 
construct the leaf nodes, but spent much less time to build the internal nodes. Besides, 
validation on the fused ADS only needs to verify the root node once, but validation on 
separated ADSs needs to verify multiple times which equals to the number of data 
distributors. It can be seen that with the growth of the size of data authorized to the 
data publisher, query result validation on fused ADS becomes increasingly efficient. 
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Fig. 2. Comparison of ADS storage cost Fig. 3. Comparison of validation time cost 

6 Conclusion 

In this paper, we have proposed an efficient query authentication scheme which can 
validate the correctness of data from multiple contributors on one authentication data 
structure in the cloud environment. Experimental evaluation shows that our method 
can authenticate query result containing data from multiple contributors with small 
storage cost and low computational overhead, and outperform the traditional single-
contributor authentication method by a wide margin. Our future work is to optimize 
the authentication data structure to further improve the efficiency of our validation 
method. 
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Abstract. With the quickly increasing pressure of users’ requests, more and more 
Web applications adopt the read-write splitting to improve the performance, 
which requires new buffer replacement strategy. Flash memory has emerged as a 
popular storage media, and we use it to replace hard disk for read-write splitting 
Web applications. Traditional buffer replacement strategies are suboptimal on flash 
memory, since flash memory has some distinguished features as out-of-place up-
date and read-write asymmetry. In this paper, we design a flash-aware buffer re-
placement strategy Tri-List (TL), which emphasizes the I/O asymmetry of flash 
memory. Unlike other flash-aware buffer replacement policies which are based on 
LRU method, TL considers both recency and frequency of page requests to make 
better decision of buffer replacement. Experimental results on both synthetic and 
benchmarking traces shows that TL has up to 30.3% improvements than 
state-of-the-art flash-aware buffer management policies.  

1 Introduction 

With the booming of e-Commerce, Web applications are facing with the challenge of 
higher pressure than ever. Read-write splitting is an important strategy being adopted 
in web servers to improve the performance. Buffer also plays an important role in 
systems to improve the performance by minimizing the access gap between disk and 
main memory by maintaining some hot data in the main memory. We use flash-based 
Solid State Drives (SSD) replacing hard disk as to improve the performance.  

Traditional buffer management policies take advantage of the temporal locality of page 
request to reduce the number of disk access [4]. The primary criterion of traditional buffer 
replacement strategies is maximizing the hit ratio. However, because of the read-write 
asymmetry, a higher hit ratio doesn’t necessarily improve I/O performance on flash 
memory. So we should use the total I/O cost rather than hit ratio as the primary criterion to 
evaluate the performance of buffer replacement strategies on flash memory. 

However, existing flash-aware buffer replacement strategies have several limita-
tions. To begin with, all of them adopt the LRU (Least Recently Used) method, which 
evicts the least recently used page. But these strategies fail to take frequency of page 
request into account. So they cannot make full use of the history information of page 
request to select victim page for eviction. In read-write splitting Web applications, 
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transaction severs usually have access pattern with poor locality. In this case, the per-
formance of LRU method will be suboptimal.  

In this paper, we propose a novel buffer replacement strategy Tri-List (TL for short) 
to address the limitations of previous studies. We partition the buffer pool into three 
parts according to page state (clean/dirty) as well as “hotness” of page request. TL is 
implemented with low computational overhead. Thus the overall performance of TL 
can be guaranteed. We perform trace-driven simulation experiments using ben-
chmarking workload. Experimental results show that TL achieves up to 30.3% im-
provements than state-of-art flash-aware buffer replacement strategies. 

The paper is organized as follows: In Section 2 we describe the related work. In 
Section 3 we introduce the preliminaries of our work. In Section 4, we propose the 
design of TL in detail. In Section 5 we present the results of performance study. Finally 
we conclude in Section 6. 

2 Related Work 

Buffer management has attracted significant attention for several decades. LRU and 
LFU are two important buffer replacement strategies considering recency and fre-
quency, respectively. FBR [14] is a frequency-based algorithm. LRU-K [11] is a va-
riant of LRU that keeps track of last K references of each page to make decisions about 
page eviction. It achieves higher hit ratio by considering both frequency and recency. 
But LRU-K incurs logarithm time complexity. 2Q [6] is a clock-based algorithm that 
solve this problem. It reaches the same goal of LRU-K with only O (1) time complex-
ity. LIRS [5] is another variant of LRU; it uses a new criterion inter-reference recency 
to combine recency and frequency of page request.  

There are many buffering strategies on flash memory. REF [14] and BPLRU [8] are 
block-level buffer management policies for embedded system. Flash memory is also 
used as the extension of buffer pool of database systems [3]. Some flash-based buffer 
replacement strategies have recently been proposed to improve the I/O performance of 
database system on flash memory. Such as CFLRU [18] LRUWSR [7], CCFLRU [9], 
CASA [12] divides the buffer pool into two parts to distinguish clean and dirty pages. 
The sizes of each pool can be changed adaptively according to different workloads. 
According to previous studies [1], the access pattern of operation significantly influ-
ences the overall I/O performance. CFDC [13] proposes the technique named write 
clustering to improve the locality of write operation. 

[2, 15] have explored partitioning the buffer pool into several regions. DBMIN [2] 
allocates different parts of buffer pool to different kinds of queries. We adopt the 
similar idea to partition the buffer pool into different regions to distinguish the infre-
quent read/write pages from other pages. 

3 Preliminaries 

Due to the read-write asymmetry of flash memory, hit ratio is not consistent with overall 
I/O performance. Thus we choose I/O cost as primary criterion in this paper. Specifically, 
we consider average I/O time per page request. In this way, the I/O cost includes two parts: 



480   Z. Jiang et al. 

 

the cost of fetching pages into the buffer and the cost of writing dirty pages back to disk. 
Here we define HR as the hit ratio, C /C  as the average cost of one read/write operation 
on flash memory, /T  as the total number of read/write operations and  as the 
portion of dirty pages in all evicted pages. The total I/O cost can be represented as:  C C                 (1) 

To represent the read-write asymmetry and then quantify the total I/O cost, we de-
fine the asymmetry factor C /C . Its value can be estimated according to history 
information as previous work did [12]. In most cases it is difficult for us to decide the 
value of  in (1). So we estimate the I/O cost using the total times of read and write 
operations as follows:  C C C R                  (2) 

From (2) we can see that since R varies among different storage devices, it is crucial 
to make a proper tradeoff between read and write operations instead of giving priority 
to evict clean pages. Besides, since the access gap between flash disk and memory is 
smaller than that on hard disk, we also need to avoid complicated data structures with 
high computational overhead. 

4 Implementation of Tri-List 

In this section, we will introduce the implementation of TL in detail.  

4.1 Overview 

In order to solve the problem of LRU based methods, we need to take frequency of page 
request into consideration. All the frequency-based methods incur logarithm time 
complexity since they need to compare the value of request time.  

The main idea of previous flash-aware buffer replacement strategies is to keep dirty 
pages in the buffer to reduce the number of write operation. When multiple write 
operations are performed on a dirty page in the buffer, they will only result in one 
physical write to flash memory. Similarly, if a page that is written once and never 
written again in the near future, we call it infrequent write pages. Such a page should 
not be kept in the buffer for a long time although it is dirty. We should evict it in order 
to avoid unnecessary extra read operations.    

4.2 Data Structure and Algorithms  

We implement Tri-List (TL) by dividing the buffer pool into three parts based on the 
above discussion. TL consists of three lists, denoted as ,  and , respectively. 
All the three lists are managed in a LRU way. List  contains pages that are only 
requested once. As such pages are just fetched into the buffer, they are clean pages. List 

 contains two kinds of pages: clean pages that are requested at least two times and 
dirty pages that are written only once. List  contains dirty pages that are written at 
least two times. When a dirty page in the second list is written again, it will be moved to 
the third list. The data structure of TL is shown in Figure 1.  
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Fig. 1. The Data Structure of TL 

The main procedure of reading a page is shown in Algorithm 1. TL uses a hash table 
to judge whether a page is in the buffer in O (1) time. If a page is hit, TL will adjust the 
lists according to Algorithm 2. When a buffer miss occurs, TL will choose the least 
recently used page in  or  as victim according to the number of pages in the two 
lists, as is shown in Algorithm 3. Then the requested page is fetched into the buffer and 
the hash table is updated. The procedure of writing a page is similar to that of reading a 
page. The only difference is that the page needs to be marked as dirty after it is written. 
The time complexity of Algorithm 1 is O (1).  

Algorithm 2 shows the procedure to deal with buffer hit. If a page in  is hit, it will be 
moved to . If a dirty page in  is hit and the operation is write, it should be moved to 

. But the size of list  is limited, if list  is already full, it will be put at the end of . 
In other cases, the page being hit is just moved to the front of the corresponding list. 

Then we discuss about how TL chooses the victim page when buffer miss occurs. 
Here we need to set a threshold of the largest size of . If the size of  exceeds this 
threshold, the page at the end of list  will be selected as victim. Otherwise, the page 
at the end of list  will be selected as victim. This bound is necessary because if the 
size of list  is too small, pages in list  will be evicted frequently. In this case, list 

 cannot act well to filer infrequent read pages. Details of discussion about the largest 
size of  will be shown in Section 5.1. 
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5 Experiments and Evaluation 

In this section, we use trace-driven simulation to evaluate the performance of TL. All 
the experiments were run on a PC with Win 7 operating system. The storage device was 
a 128GB Samsung 840 Series SSD. We used both synthetic and benchmarking work-
loads. The two realistic benchmarking workloads were TPC-C [17] and TATP [16]. To 
get the page request trace for simulation, we ran each benchmark on PostgreSQL 9.3.1 
with default setting (the page size is 8KB). We ran the test for around 3 hours for each 
benchmark as previous study did [10] and then used the collected traces as the input for 
simulation test. Details of traces are shown in Table 2. 

Table 1. Traces in this experiment 

 Database size  (GB) # of referenced Write ratio 

TATP 0.4 2.5 4.8% 

TPC-C 2.4 16.8 16.3% 

5.1 Discussion 

An important issue to ensure the performance is the value of the max size of the list  
and . We have found that when the portion of  in the buffer pool, denoted as , is 
larger than 0.05, the overall performance of TL will deteriorate drastically. So we set  
to 0.05. Figure 2 shows the result of changing value of parameter , which denotes the 
portion of  in the buffer pool, with different buffer sizes under TATP and TPC-C 
workloads. It is clear that the performance is insensitive to the value of  with all the 
buffer sizes. Therefore, TL doesn’t need parameter tuning and we can set the parame-
ters  and  empirically.  
 

  
       (a) Under TATP workload            (b) Under TPC-C workload 

Fig. 2. The result of parameter tuning 
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5.2 Performance Study 

We compare the performance of TL with state-of-art buffer replacement strategies 
CFLRU [18], CFDC [13], CASA [12] and LIRS [5]. We don’t use LRU as baseline 
because all above algorithms outperform LRU as is shown in previous studies. All the 
baselines are well tuned according to the references. The window size of CFLRU is set 
to 10%; the size of working region of CFDC is set to 40%. 

Figure 4 shows the results under TATP and TPC-C benchmarking workload. As is 
shown in Figure 4 (a), the performance of each algorithm under TATP workload is 
similar to each other. The reason is that the portion of write operation in TATP work-
load is rather small (only 4.8%). Since all the flash-aware algorithms trade read oper-
ations for write operations, the optimization will be limited. In this case, the 
disk-oriented algorithm LIRS even outperforms most flash-aware algorithms. 

  

Fig. 3. Result under TPC-C workload 

Figure 3 shows the results under TPC-C workload. As we can see from Figure 5, TL 
has the best performance. Since TL can evict infrequent write pages by only protecting 
the pages that are written more than once in list , compared with TL, LIRS fails to 
protect dirty pages to reduce the number of physical writes. Thus, TL outperforms 
LIRS. 

6 Conclusion 

In this paper, we propose a novel buffer replacement strategy TL on flash memory for 
read-write splitting Web applications. By dividing the buffer pool into three parts, TL 
can take the frequency of page request into account. Besides, compared to other 
flash-aware algorithms, TL also avoids extra read operations to guarantee the hit ratio 
by distinguishing frequently written pages. Results of experiments under both synthetic 
and benchmarking show that TL achieves up to 30.3% improvement than other 
state-of-art flash-aware buffer replacement strategies.  
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Abstract. This paper pays attention to the nearest keyword (NK) prob-
lem on probabilistic XML data (NK-P). NK search occupies an impor-
tant position in information discovery, information extraction and many
other areas. Compared with traditional XML data, it is more expen-
sive to answer NK-P search because of so many possible worlds. NK-P
can be seen as an NK problem on many traditional XML documents.
For a given node q and a keyword k, an NK-P query returns the node
which is nearest to q among all the nodes associated with k in all the
possible worlds. NK-P search is not only useful independent operator
but also as an important part for keyword search. Firstly, we propose a
new NK concept on probabilistic XML data based on possible worlds.
Next, we present an indexing algorithm to answer an NK-P query effi-
ciently. Finally, extensive experimental results show that our approach is
an effective method on probabilistic XML data, and it could significantly
reduce the execution time.

Keywords: NK, NK-P, probabilistic XML data, keyword search,
possible world.

1 Introduction

Uncertain data is inherent in information extraction in various web applications,
such as sensor networks, social networks and so on. Traditional XML databases
allow for the storage and retrieval of large amounts of XML data, but do not
make any concessions for probabilistic XML data. We have used probabilistic
XML model PrXML{ind,mux} [4], which was first discussed in [1], to manage
data from information extraction data obtained from the web using a natural
language analysis system. In this model, a probabilistic XML document (p-
document) is regarded as a labeled tree with two types of nodes, ordinary nodes
representing the actual data and distributional nodes defining the probability
distribution for the children nodes. There are two types of distributional nodes,
IND means the children nodes are independent of each other, while the children
of a MUX node are mutually-exclusive, it means that at most one child can exist
in a random instance document (called a possible world). A real number from
(0,1] is attached on each edge in the XML tree, representing the conditional
probability that the child node will appear under its parent node given the
existence of its parent node.
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Fig. 1. A traditional XML tree and a probabilistic XML tree

NK query is considered as an important information retrieval task, aiming at
discovery of the node that is the nearest keyword node of query node. Given
an XML tree T, a query node q and a keyword k, an NK query on XML data
can return the node that is nearest to q among all the nodes associated with
k. Since the significant differences between deterministic XML data and proba-
bilistic XML data, existing NK query methods on deterministic XML data are
not suitable for probabilistic XML data. Consider an NK query on the proba-
bilistic XML data in Figure 1(b), the LCA node of q and k2 is a MUX node.
So, for NK search on probabilistic XML data, to naively return the NK nodes
as the answers will bring False Positive Problem, because the children nodes
cannot appear together under a MUX node. To our best knowledge, no existing
work pays attention on NK search on probabilistic XML data. In summary, the
contributions of this paper are shown as the following:

- This paper is the first work that studies an NK query on Probabilistic XML
data (NK-P) to our best knowledge, and we design an algorithm to find NK-P
results and calculate the probability without generating any possible worlds.

- Experiments can show that our approach are effective and efficient.
The rest of this paper is organized as following. Section 2 introduces the

related work. In Section 3, we describe the problem definition of NK search on
probabilistic and elaborate the indexing algorithm of NK-P search. Section 4
reports the experiment results. Section 5 concludes this paper.

2 Related Work

This section introduces related work in two fields: (1) NK semantics on a de-
terministic XML document; (2) introduce probabilistic XML data and Dewey
code.

2.1 NK Semantics on Deterministic XML Data

A deterministic XML document is usually modeled as a labeled tree. We adopt
the formalized NK semantics as the work [5]. We introduce some notions first.
Define the length of a path in T as the number of edges it contains. Denote by
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‖ u, v ‖ the length of the path connecting u and v, namely, the distance between
two nodes u and v. Let U(k) denote the set of nodes in T that include keyword
k. Given a query node q and a keyword k, the result of an NK query is a node
v ∈ U(k) such that

‖ v, q ‖≤‖ u, q ‖ ∀u ∈ U(k)

Figure 1 (a) shows an example XML tree T. For a query node q and a keyword
k, U(k) = {k1, k2, k3, k4, k5} and node 5 is the result because ‖ k2, q ‖= 2 < (‖
k1, q ‖=‖ k3, q ‖= 3, ‖ k5, q ‖= 5, ‖ k4, q ‖= 6).

Paper [5] proposed the problem of NK search on XML data. They solved the
problem with a novel technique called tree Voronoi partition that gives rise to
an indexing scheme with rigorous worst-case performance guarantees.

2.2 Probabilistic XML Data

Probabilistic XML data model PrXML{ind,mux} is a popular data model which
is used to represent XML data and its uncertain data. A probabilistic XML
document defines a probability distribution over a space of deterministic XML
documents. In this model, ordinary nodes are used to represent the actual data
which may appear in a deterministic XML document, in contrast, distributional
nodes represent the probability distribution of the children nodes which may not
appear in a deterministic XML document. If a node is an IND node with n child
nodes, it can generate 2n copies. If it is a MUX node with n child nodes, there
are two situations, one is that if the sum of all the exist probability is 1, there
are n copies, another is that if the sum is less than 1, we generate n+ 1 copies.

For example, Figure 2(a) shows an example of an IND node and a MUX node
is shown in Figure 1(b).
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Fig. 2. Examples of distributional nodes

2.3 Dewey Code

Dewey code is an effective and efficient way in previous keyword search ap-
proaches [2-3]. If using Dewey code, it is easy to find LCA node of any two
nodes and determine the relationship between two nodes . If using Dewey code
to encode a probabilistic XML document, distributional nodes can not be dis-
tinguished with ordinary nodes. So, this paper uses a char ”M” or ”I” to definite
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MUX nodes and IND nodes. If the node is a distributional node, add a char ”M”
or ”I” after the number. Figure 1(b) is a probabilistic XML tree with Dewey code.
Because of the type of node is IND, the code is 0.1I.

3 NK-P Search Algorithm

In this section, we provide a new method for an NK query on probabilistic
XML data. We start by describing the probability for query, and then introduce
the method of an NK query on probabilistic XML data. If we want to capture
the NK results on probabilistic XML data, we cannot use existing method on
probabilistic XML data, because of the differences between XML data and prob-
abilistic XML data. A wise choice is to retrieve NK-P results by using Dewey
code and nodes’ probabilities without generating any possible worlds. Next, we
will introduce our method.

3.1 NK Semantics on Probabilistic XML Data

In this section, we define NK semantics on probabilistic XML data and compute
the results of NK-P with its probability.

We use lca(u, v) to denote the Lowest Common Ancestor of nodes u, v in
T(e.g., lca(q, k2) is node 0.1I.0.0M in Figure 1(b)). We can see that for an NK
query, lca node is contained in the path from q to k. Next, we introduce several
definitions for NK semantics on probabilistic XML data.

Definition 1: (P-distance) Given a node q in a probabilistic XML tree TP and
a keyword k, the p-distance between q and k is the distance in a possible world
which contains q and k. (if q and k are not exist in a possible world at the same
time, the p-distance is 0)

In probabilistic XML data, it will have ordinary nodes and distributional
nodes in the path from one node to another node. If the computation of the
distance includes types of distributional nodes, IND node and MUX node, it
will cause trouble. Distributional nodes are not existing in deterministic XML
data, namely, in a possible world, there are not distributional nodes. So, there
are three situations is shown as the following: (1) If LCA node of node v1 and
v2 is a MUX node, set p-distance to 0, because these two nodes can not exist
in a possible world at same time. There has not a path from node v1 to v2 in
any possible worlds. (2) If LCA node is an IND node, we can think of it as an
ordinary node. LCA node is an IND node seems that these two nodes could exist
in a possible world. (3) If it contains distributional nodes on the path from LCA
to leaf node, delete this distributional node and the edge from the distributional
node to its child node.

Figure 3 shows an example of P-distance. The path from node 1 to node q has
an IND node and a MUX node. The distance cannot consider the edge from the
distributional node to its child node, the distance from node 1 to node q is 2.
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Fig. 3. Example of P-distance

Definition 2: (NK on Probabilistic XML Data). Given a node q in a
probabilistic XML tree TP and a keyword k, an NK-P query finds the nearest
k-neighbor of q, namely, the node having the minimum P-distance to q in TP .

The first step of an NK-P query is to find all the minimum P-distance nodes.
To find NK-P results, we firstly must ensure that q exists in any possible worlds.
Any possible worlds which contains q are the dataset we need. Next, an NK-
P query finds NK nodes in the dataset we discussed above. This method is a
naive algorithm with too high a cost. We propose a new method to query NK
on probabilistic XML data. The specific method is shown in next section.

3.2 NK-P Probability

Given a p-document TP , a query node q and a keyword k, we define NK-P on
TP as a set of node and probability pair (v, PrGNK−P (k)). Each node v is a LCA
node of q and k in at least one possible world generated by TP . The probability
PrGNK−P (v) is the aggregated probability of all possible worlds that have the
minimum edges between q and k and node v as their LCA node. The formal
definition of PrGNK−P (k) is as the following:

PrNK−P (k) =

m∑
i=1

{Pr(wi) | NK(k, wi) = true}

where NK(k, wi) = true indicates that k is an NK result on the possible world
wi. Pr(wi) is the existence probability of the possible world wi. Pr

G
NK−P (k) can

also be computed as follows:

PrNK−P (k) = Pr(pathr→v)× Pr(pathv→q)× Pr(pathv→k)

where v = lca(q, k).

PrNK−P (k) = Pr(pathr→q)× Pr(pathv→k)

We can compute the probability of q and k on probabilistic XML data by
above formula. From the above discussion, we know that if we want to compute
the probability of an NK result, we must find LCA node of q and k first. In the
next section, we mainly focus on how to find out NK-P results.
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3.3 NK-P Results

The native algorithm is generating all the possible worlds from a probabilistic
XML document. Next, we compute an NK query on each possible world, and
the results in all the possible worlds are the results of an NK-P query. But,
the native algorithm is not only complex, but also waste times. So, this section
illustrates the NK-P search algorithm from q and k, rather than generating any
possible worlds.

Under ensuring q exists, the key of an NK-P query is to find suitable keyword
nodes that have the minimum P-distance to q. So, dP and probability are two
important factors in our method. Because the result of NK-P has the minimum
P-distance, ranking all the dP is necessary.
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Fig. 4. q and k with P-distance

Our method scans all the keyword inverted lists once. It progressively reads
keyword match nodes one by one according to their order from the inverted lists,
and compute dP between q and k. Next, we rank dP from small to big according
to their value in all the keywords lists. The principle is that, when computing the
probability of an NK query result, it has retrieved q and k that are descendants
of LCA node from all the keyword lists. In another word, the NK probability is
determined after the probabilities of q and k have been determined.
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Fig. 5. Stack status on NK-P search
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In Figure 1(b), for giving a query q and a keyword k, we can find the node qwith
Dewey code 0.1I.0.0M.0, and keyword nodes k1 with Dewey code 0.1I.0.0M.1I.1,
k2 with code 0.1I.0.0M.2, k3 with code 0.1I.1, k4 with code 0.2.0M.1 and k5 with
code 0.2.1. The first step is to compute their LCA node, and the P-distance of
them. For example, the LCA node of node 0.1I.0.0M.0 and node 0.1I.0.0M.1I.1
is node 0.1I.0.0M that is a MUX node, because this situation is not exist, the
Pdistance is 0. The node 0.1I.0.0M.2 has the situation as same as node k1. Next,
the LCA node of node 0.1I.0.0M.0 and node 0.1I.1 is node 0.1I that is an IND
node, the P-distance of 0.1I.0.0M.0 and 0.1I is 2 and the P-distance of 0.1I.1 and
0.1I is 1. So, the P-distance from node 0.1I.0.0M.0 to node 0.1I.1 is 2 + 1 = 3.
Node k4 and k5 have an ordinary node as their LCA node, the situation is similar
to node k3. The distance is 4.

In addition, we need store the exist probability of the node. If father node is
an ordinary node, the probability from it to its children nodes is 1. So, the exist
probability of node q should only need storage 0.9 (from 0.1I to 0.1I.0) and 0.6
(from 0.1I.0.0M to 0.1I.0.0M.0).

According to the P-distance, we first select the smallest distance (distance=3)
to compute the probability in Figure 4. When distance =3, the node 0.1I.1 is the
only one node in this distance. Push the node 0.1I.0.0M.0 into stack with the
exist probability of node 0.1I.0.0M.0, and push out the probability 0.6 and 0.9
without the LCA node 0.1I. When the node 0.1I.1 is pushed, the probability 0.7 is
pushed out, and the probability of NK-P with node 0.1I.1 is 0.6∗0.9∗0.7 = 0.378.
When we compute distance 4, we need set the exist probability of node 0.1I as
1 − 0.7 = 0.3(ensure that when distance is 4, the probability do not contain
0.1I.1), and the probability of node 0.1I is set to (0.378/0.7) ∗ (1− 0.3) = 0.162.
As pushing the node 0.2.0M.1 into the stack, the NK-P probability of 0.2.0M.1
is 0.162∗0.5 = 0.081. Node 0.2.1 the same with the probability of 0.081. Because
node 0.2.1 is existing in all the possible worlds, we need not compute others. In
other words, if node v is existing as long as q exists, other keyword match nodes
u need not be computed when its dP satisfy dP (v) < dP (u).
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Fig. 6. Probabilities with Dewey code and P-distance of q and k

To compute the dP between q and k, we should first find out the LCA node
between them. dP (q → k) is the sum of two parts, and it is shown as the
following:

dP (q → k) = dP (v → q) + dP (v → k)
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Above equation can also be expressed as follows:

dP (q → k) = dP (r → q) + dP (v → k)− dP (r → v)

where v = lca(q, k). Because dP (r → q) is a constant value, we only need
compare the value of dP (v → k)− dP (r → v) between keywords.

In Figure 6, 2 is the dP between r and q, and 0.54 is the exist probability of q in
the first line. For other keyword nodes, the probabilities has two values, and they
are the probability from LCA node to keyword node v, another is the probability
satisfy that keyword node v do not exist. This probability is used to computer
other keyword nodes that whose dP is more than v′s. For keyword nodes, the
dP is the value on the path from LCA node to k. So, when computing dP = 3,
we only need compute 0.54 ∗ 0.7 = 0.378. When we compute dP = 4, we need
first compute the situation that node k3 do not exist, that is 0.54 ∗ 0.3 = 0.162.
Next, to compute probability based on 0.162. For node k4, the probability is
0.162 ∗ 0.5 = 0.081.

4 Experiments

In this section, the data of an NK-P search on XML data is shown in Table 1.
All the algorithms are carried out in a Pentium 4, 2.53 GHZ CPU. We use two
datasets, DBLP and XMark.

Table 1. NK-P search for each dataset

Dataset query keyword Dataset query keyword

XMARK 1 United States Gredit XMARK 2 United States ship
XMARK 3 ship, Credit Alexas XMARK 4 United States Gredit
DBLP 1 XML Keyword DBLP 2 Keyword Query
DBLP 3 XML probabilistic DBLP 4 Keyword XML

For each XML dataset used, we generate the corresponding probabilistic XML
tree, using the same method as used in [4]. This paper controlled the percentage
of distributional nodes which is less than 25%. The size of nodes is shown in
Table 2.

Table 2. properties of probabilistic XML data

ID name size Ordinary IND MUX ID name size Ordinary IND MUX

DOC 1 XMARK 1 10M 170,369 15,740 16,332 DOC 2 XMARK 2 20M 364,285 40,357 37,229
DOC 3 XMARK 3 40M 690,381 75,280 60,771 DOC 4 XMARK 4 80M 1,501,443 160,339 161,553
DOC 5 DBLP 1 20M 358,470 69,553 71,820 DOC 6 DBLP 2 40M 731,001 239,770 227,349
DOC 7 DBLP 3 80M 1,479,230 443,281 403,378 DOC 8 DBLP 4 160M 3,258,890 790,569 770,329

Figure 7 shows the experimental results when we run the queries over Doc 1
to Doc 8. From the results, we can see that compared with possible worlds, the
algorithm of NK-P can improve the time efficiency.
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Fig. 7. Possible worlds and NK-P

5 Conclusion

[6] is the first work to study keyword search on probabilistic XML data. [5] study
NK search on XML data. This paper firstly study on NK search on probabilistic
XML data. To our knowledge, this is the first paper studies the NK-P search.
This paper presents an indexing algorithm that answers NK-P search efficiently.
The experiment shows that our approach performs with higher efficiency.
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Abstract. With data explosion in recent years, timely and cost-effective
analytics over large scale data has been a hotspot of data management
research. Join is an important operation in database query. However,
data skew happens naturally in many applications, which will severely
degrade the performance of most join algorithms. To address this prob-
lem, this paper introduces an Adaptive Skew Insensitive(ASI) join algo-
rithm to handle with serious data skew. Based on our cost analysis, ASI
join algorithm can adaptively choose the best join algorithm for differ-
ent inputs. Compared with several state-of-the-art join methods through
adequate experiments, our method achieves significant improvement of
join efficiency dealing with data skew.

Keywords: large-scale, data analytics, join, skew, adaptive.

1 Introduction

With data explosion in recent years, timely and cost-effective analytics over large
scale data has been a hotspot of data management research [1]. Join operation is
essential for many data analysis. For example, in log analytic processing, to get
some useful statistics, an equal join is necessary between log table and reference
tables [2].

However, data skew happens in many practical applications. The well-known
2/8 law demonstrates this phenomenon [3]. On the internet, 20% webpages bring
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80% of the page view. Data skew will cause load imbalance and degrade system
performance. The well-known hash join is vulnerable to data skew [4]. This paper
propose a skew insensitive join algorithm for large-scale data analytics.

Traditional parallel RDBMS can hardly handle massive data [5]. Since first
introduction [6], the MapReduce framework has become extremely popular due
to its simplicity, shielding parallelization details and fault tolerance. Hadoop,
the open-source version of MapReduce is a Magnetism, Agility, Depth(MAD)
system [7] popular for big data analytics.

Hadoop provides map-side join and reduce-side join [2]. Map-side join, known
as broadcast join in parallel RDBMS, only works when one table is small enough
to fit in memory. Reduce-side join [8] works well in most situations, but it’s
vulnerable to data skew and has high network transmission cost in shuffle phase.

There are two difficulties to solve data skew in joins. One is how to avoid
load imbalance. Even range partitioning based join algorithms are difficult to
guarantee load balance between reducers. The other is how to dynamically choose
the best algorithm since sometimes users are not aware of data skew.

This paper proposes Adaptive Skew Insensitive(ASI) join to dynamically han-
dle data skew in large scale data analytics. ASI join won’t cause any hot nodes.
Based on the cost analysis, ASI join dynamically chooses the best algorithm for
different inputs. ASI join works well on current MapReduce framework. Exper-
iments compare the performance of state-of-the-art join algorithms. The results
show that ASI join outperforms them in terms of data skewness and execution
time.

The rest of the paper is organized as follows. Section 2 discusses related work.
Section 3 describes ASI join geography and cost model. Section 4 shows repre-
sentative experimental results. Section 5 concludes the paper.

2 Related Work

In traditional parallel RDBMS, there has been in-depth research on skew re-
sistant join [9]. However, join is not so well dealt with by MapReduce. Effi-
ciently handling join operations has become a hotspot research. Existing work
on MapReduce can be grouped into two categories: (1)Runtime monitoring al-
gorithms, (2)Range partition based algorithms.

MapReduce handles skewusing speculative execution [6]. This approachdoesn’t
handle data skew in joins, since the large tasks are not broken up.Some work adopt
a runtime monitoring method [10]. Users can set a threshold of maximal data a
reducer can process. Once a reducer receives more than the threshold, new arriv-
ing data will be processed by a new reducer. Unlike them, our method has much
lower network communication cost.

To address data skew, some join algorithms use range partitioning instead of
hash partitioning to shuffle data from map to reduce phase [9][11][12]. The goal
is to eliminate hot reducers. This method can be very time-consuming due to the
prodigious network communication cost during shuffle phase. The performance
greatly depends on the result of sampling and range partitioning, which can’t
always guarantee that records of both inputs are evenly partitioned.
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3 Adaptive Skew Insensitive(ASI) Join

Considering an equi-join L �L.k=R.k R, the intuition behind this skew insensitive
join algorithm is to deal with the skewed records and non-skewed records differ-
ently. In this chapter we first state the problem, then illustrate the geography of
ASI join, and propose cost analysis and dynamic execution process.

3.1 Problem Statement

Considering an equi-join L � R using MapReduce, L and R are too large to fit
into memory, so only reduce-side join can be used. If L and R are highly skewed,
there will be hot reducers or even out of memory errors. The left of Fig.1 is
an example of reduce-side join. DataNode 1-3 represent the data distribution,
value a is a popular key in L, and b is a popular key in R. Reduce 1-3 show the
workload using hash partition (h(k) = k mod 3 + 1). Reducer 2 and 3 become
hot nodes and slow down the whole job.
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Fig. 1. The nodes’ load using reduce-side join and ASI join

3.2 ASI Join Description

Assume that skew in join datasets is detected and the skewed value sets of L
and R, represented as SL and SR are obtained by sampling, then ASI join will
perform map-side join for skewed records and reduce-side join for non-skewed
records. The specific approach is described as following: on each mapper we split
each of our inputs Li and Ri into six sets, marked as Li

loc, L
i
rep, L

i
hash, R

i
loc,

Ri
rep, R

i
hash. The basic idea of ASI join plan is illustrated in Fig.2.

Li
loc contains every record of Li with join value in SL and is kept locally.

Ri
rep contains the every record of Ri for any value in SL. Similarly, Ri

loc contains

every record of Ri with join value in SR. L
i
rep contains corresponding record
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of Li. Ri
rep and Li

rep are broadcast to all nodes to join with Li
loc and Ri

loc in

map phase. Li
hash and Ri

hash contain the rest records and are hash partitioned
to reducers to be joined.

The right of Fig.1 shows the workload using ASI join under the same data
distribution. Records with skewed values are joined in mappers, which greatly
reduce the network communication cost between mappers and reducers. Non-
skewed records are hash partitioned to reducers and joined there. Apparently
there is no hot node and the whole system is more load-balancing.
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Tag
Sort
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Map  part 0

Map  part 1

Remote IO
Local IO

Tag
Sort

Fig. 2. ASI join: map join for skewed records and reduce join for non-skewed records

When a popular value v appears in both SL and SR, we can’t broadcast them
in both relations. To deal with overlapping skewed values, ASI join plan chooses
to include v in only one of SL and SR. When the number of skewed records of
L times the record size of L is larger than that of R, v will be included in SL so
that the larger skewed records of L are kept locally.

When only L is skewed, SR is an empty set. Li and Ri will be split into four
sets accordingly: Li

loc, L
i
hash, R

i
rep, R

i
hash. R

i
rep is broadcast to join with Li

loc,

while reduce-side join is applied to Li
hash and Ri

hash. If Rrep is too large to fit
in memory, it will be read into memory several times. Algorithm 1 is the pseudo
code of Skew Insensitive join.

3.3 Cost Analysis

Generally, the CPU cost of join operation is spent on simple comparison, thus,
system I/O and network cost dominate the total execution time. Therefore, we
build a model based on the analysis of I/O and network cost.

MapReduce framework involves three stages. Cmap, Cshuffle and Creduce rep-
resent the time cost of map, shuffle and reduce. The number of reducers is r;
the number of nodes is n; x is the percentage of skewed records in L; y is the
percentage of matching records in R; |L| and |R| represent the size of L and
R. The comparison of map join, reduce join and ASI join is listed in table 1.
Sampling time will be explained in experiments.
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Algorithm 1. Skew Insensitive Join

1: Input:L and R, skewed value sets SL and SR

2: Split inputs into six sets:Lloc,Lrep,Lhash,Rloc,Rrep,Rhash

3: if Lrep or Rrep not exist in local storage then
4: Remotely retrieve Lrep, Rrep from Distributed Cache
5: Build HashTable HL and HR respectively from Lrep and Rrep

6: end if
7: Map(K: null, V: a record from a split of either L or R)
8: if v in Lloc then
9: Probe HR with the join key extracted from v
10: for each match r from HR do
11: Output(null, new record(r, v))
12: end for
13: end if
14: if v in Rloc then
15: Probe HL with the join key extracted from v
16: for each match l from HL do
17: Output(null, new record(l, v))
18: end for
19: end if
20: if v in Lhash,Rhash then
21: join key ← Extract the join key from v
22: tagged record ← Add a tag of either Lhash or Rhash to v
23: Output(join key, tagged record)
24: end if
25: Reduce(K’: a join key, list r: records from L hash and R hash with join key K’)
26: Create buffers BL and BR for Lhash and Rhash respectively
27: for each record t in list r do
28: Append r to one of the buffers according to its tag
29: end for
30: JoinResult = JoinAlgorithm(BL, BR)
31: return JoinResult

Based on the analysis above, we have a dynamic execution process. If rela-
tion L or R is small enough to fit in memory, map join task will be executed.
Otherwise, ASI join will sample both inputs to detect data skew. If data skew
is detected in one or both relations, Skew Insensitive join will be used to elimi-
nate load imbalance. Reduce-side join will be chosen when join key is uniformly
distributed.

Table 1. Cost comparison between map-side join, reduce-side join and ASI join

Algorithms Costmap Costshuffle Costreduce
Map-side join |L|+ n|R| 0 0

Reduce-side join |L|+ |R| |L|+ |R| x|L|+ (1−x)|L|+|R|
r

ASI join |L|+ |R|+ ny|R| (1− x)|L|+ (1− y)|R| (1−x)|L|+(1−y)|R|
r
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4 Experiments

4.1 Testbed and Datasets

All our experiments were run on a 24-nodes cluster. Each node has six Intel(R)
Xeon(R) CPU E5645 2.40GHz processors with 16GB of DRAM(SDRAM) and
one 500GB SATA disk. The nodes are connected to an HP ProCurve 2650 at a
network bandwidth of 100BaseTx-FD. On each node Ubuntu 12.04 LTS, Hadoop
0.20.2, and Java 1.6 are installed. The block size is the default 64MB. The heap
memory size is increased to 1024MB. The TPC-H benchmark [13] and following
query are used in our experiments:

select * from Customer C, Supplier S where C.Nationkey = S.Nationkey.
There are only 25 unique uniform Nationkey in TPC-H. We increased unique

Nationkey to 20000 to highlight skew experiments. To control skewness we ran-
domly choose a portion of data and change Nationkey to one value. In this way
it’s easy to understand exactly what experiment is being performed and cap-
tures the essence of ZipFian distribution [9]. The following SQL will make the
skewness of Customer 10%:

update Customer C set C.Nationkey = 1 where random(1,100) ≤ 10.
We respectively generate 1G, 10G, 100G records of CUSTOMER and SUP-

PLIER and vary the skewness in one or both relations. We compare the perfor-
mance of Reduce-Side join(RSJ), Hive’s skew join(HSJ), Pig’s skew join(PSJ)
and our ASI join.

4.2 Experimental Results

We first carry out an experiment to show the limitation of map-side join. Fig.3(a)
shows the join time is infinite when the small relation gets 100M, which is because
the nodes run out of memory while building an in-memory hash table for small
relation. So we don’t consider map join in experimentation.
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Fig. 3. Map join limitation and sampling time
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We also conduct an experiment to split the sampling time from the whole ASI
join time. Fig.3(b) shows the ASI join time when joining two 1G, 10G, 100G
datasets with 10% skewness. From which we can see that sampling time only
accounts for about five percent of the whole execution time.

We now present the performance comparison of the four algorithms dealing
with datasets of different size and skewness. Fig.4 shows the time cost by joining
two 1G, 10G, 100G datasets with CUSTOMER having varying skewness. When
there is no skew, ASI join takes extra sampling time so reduce-side join is faster.
When the skewness increases, the execution time of reduce-side join grows almost
linearly because all skewed records are partitioned to one reducer while the
execution time of ASI join nearly stays the same. Reduce-side join will run out
of memory when the skewness exceeds 10% in Fig.4(b). ASI join can handle
more severe skew, so is HSJ and PSJ.

Fig.5 shows the execution time joining with both datasets having varying
skewness. ASI join and reduce-side join show the same performance relation-
ship, while PSJ performs worse than Fig.4, which is because Pig’s skew join only
sample the left input, thus it doesn’t handle very well when both inputs are
skewed. Hive has optimized the performance by reducing the number of MapRe-
duce jobs and only requires one job while Pig’s skewed join is implemented by
three jobs, thus Hive has better performance than Pig. Joining 100G relations,
PSJ and RSJ will fail when the skewness of both inputs are 5%, so there are
only two starting points represent PSJ and RSJ. The performance of ASI join
is not affected very much by larger datasets.
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Fig. 4. One input skewed on different size relations

Fig.6 shows the task timelines of RSJ and ASI join on 10G datasets with 10%
skewness in both inputs. ASI join spends more time on map phase since the
skewed records are joined here. However, RSJ spends much more time on reduce
phase due to load imbalance. Overall, ASI join costs much less time than RSJ.

Advantages of ASI join lie mainly in: first, ASI join keeps the large amount
of skewed records locally and reduce network communication cost; second, in
reduce phase ASI join won’t cause any hot reducers. As shown above, these
advantages become more obvious as the size and skewness of datasets increase.
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5 Conclusion

This paper proposes ASI join algorithm to dynamically handle data skew for
large-scale data analytics. We keep the skewed records local and hash join
the non-skewed records, which can be applied to any platform to handle skew
join. Then we give the cost analysis, based on which ASI join can dynamically
chooses the best algorithm for different inputs. ASI join works well on the cur-
rent MapReduce framework and is of great reference to other high level query
languages. Extensive experiment results have proved that ASI join is much more
efficient at handling skewed data than state-of-the-art methods.
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Abstract. The proliferation of texts in Web presents great challenges on know-
ledge discovery in text collections. Clustering provides us with a powerful tool 
to organize the information and recognize the structure of the information. Most 
text clustering techniques are designed to deal with either long or short texts. 
However many real-life collections are often made up of both long and short 
texts, namely mixed length texts. The current text clustering techniques are un-
satisfactory, for they don’t distinguish the sparseness and high dimension of the 
mixed length texts. In this paper, we propose a novel approach – Length-Aware 
Dual Latent Dirichlet Allocation (ADLDA), which is used for clustering the 
mixed length texts via obtaining auxiliary knowledge from long (short) texts for 
short (long) texts in the collections. The degree of mutual auxiliary is based on 
the ratio of long texts and short texts in a corpus. Experimental results on real 
datasets show our approach achieves superior performance over other state-of-
the-art text clustering approaches for mixed length texts.  

Keywords: text clustering, topic model, K-means, unsupervised learning. 

1 Introduction 

The proliferation of texts in Web makes knowledge discovery in text collections be-
come more and more difficult. Clustering has been long recognized as a powerful tool 
for the task. Text clustering or document clustering has become a hot topic for many 
years, while text clustering is still faced with several key challenges. Corpora of vary-
ing length can contain correlated terms [3], and are high dimensional with respect to 
words, yet are sparse. 

Many successful text clustering techniques [4] have been proposed in the past, but 
they are designed for and tested on traditional long text corpus such as newswires and 
blogs. Long texts often span multiple topics and are high dimensional representation. 
Long texts are by their nature multi-topic and as such the underlying text clustering 
methods must explicitly focus on modeling and accounting for these topics. Recently, 
short texts play an important role in various emerging Web applications such as mi-
cro-blogging. Short texts do not contain enough terms, it is sparse for text representa-
tions. Directly applying the long text clustering methods on short texts often leads to 
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poor results [11]. Wang et al. [16] proposed a frequent-term based parallel clustering 
algorithm specifically designed for short texts.    

However, many real datasets are not only composed of long, or short texts, but also 
texts of mixed length. To the best of our knowledge, little work has been done on 
texts of mixed length.  

Due to the existence of the short texts yet extremely sparse representations, cluster-
ing mixed length texts directly bases on the bag of words representation such as TF-
IDF can be less than ideal as we would demonstrate in the experiments. On the other 
hand, if we use some short text clustering algorithms such as MAKM[9] for the mixed 
length corpus, a lot of long texts information will lost because of dimensionality re-
duction, which deteriorates the performance of clustering. 

In order to deal with clustering of mixed length texts, we present a LDA-based top-
ic model, which can obtain auxiliary knowledge from long (short) texts for short 
(long) texts in the collections. The process of auxiliary to each other can alleviate the 
sparseness of the short texts and reduce the dimensions of the long texts in the same 
collections and thus achieve a balance state between sparseness and dimension. More 
specifically, the main contributions of this paper include:  

• We address the length-aware text clustering. Especially there is rarely specific 
clustering approach to deal with the mixed length texts in the previous work. 

• We propose a novel approach – Length-Aware Dual Latent Dirichlet Allocation 
(ADLDA), which can adjust the degree of mutual auxiliary based on the length of 
texts in a corpus. It means that the model can be applied to the length-aware text 
clustering.  

• We have conducted experiments on public datasets. Experimental results show that 
our algorithm is more robust performance improvement than state-of-the-art text 
clustering methods. 

The rest of the paper is organized as follows: Section 2 reviews related work. Sec-
tion 3 presents the ADLDA model. Section 4 reports the experimental results. In Sec-
tion 5, we conclude this paper. 

2 Related Work 

David el at. [2] did a survey on text clustering, they focused on recent advancements 
in text clustering separately: long and short texts. 

Long texts always discuss multiple topics, this increases the challenge to general 
purpose text clustering algorithms that try to associate a text with a single topic. A 
text is made up of smaller topically relevant text blocks, which is the key idea to solve 
that problem. TextTiling [1] is able to subdivide a text into multi-paragraph, conti-
guous and disjoint blocks that represent passages, or subtopics. The Segmented Topic 
Model (STM) [6] extends the LDA model by adding an additional layer in deriving 
word-topic proportions, modeling the topic structure on a segmented text. Du et al. 
proposed Sequential LDA (LDSeq) model [7], an extension of STM that addresses the 
bag of segments text assumption. Clustering long text is not limited to VSM tech-
niques, Ponti et al. [5] described a statistical model for topically segmented docu-
ments and provided a clustering strategy for texts modeled this way.  
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Short text clustering has attracted growing interests in recent years with social net-
works development. Because of its simplicity and efficiency, the K-means algorithm 
is accepted and widely used in many different applications. Ma et al. [9] proposed  
an improved K-means algorithm MAKM (MAFIA-based K-means) for short text 
clustering, in which the optimized initial centers and number k of clusters can be de-
termined. Mihalcea et al. [13] proposed to measure the similarity of short text snippets 
by using both corpus-based and knowledge-based measures when acquiring words 
similarity. Somnath et al.[15] proposed a method of improving the accuracy of clus-
tering short texts by enriching their representation with additional features from Wi-
kipedia. Inspired by the idea of using external data sources, Jin et al. [10] trained topic 
models on the short texts alongside a collection of auxiliary long texts. They proposed 
Dual LDA (DLDA) algorithm to distinguish between inconsistent topical structures 
across domains by correlating the simultaneous training of two LDA models.  

Our topic model is similar to DLDA, both of them train two LDA models simulta-
neously. However in our model long texts and short texts are mutual auxiliary on the 
whole collections, we don’t need external datasets. In the other hand, the proposed 
model can adaptively determine hyper-parameter γ instead setting it manually. 

3 Length-Aware Dual Latent Dirichlet Allocation (ADLDA) 

To define the problem of length-aware text clustering, we first define some notations. 
Table 1 reports some main notations used throughout this paper.  

Table 1. Main notations 

Symbol Description Symbol Description 
 long( ) or short(s) text 

collections 
 set of mixed length texts 

 corpus partition point  ratio of long texts to short 
texts in a corpus 

 number of topics of 
long texts 

 number of topics of short 
texts 

 total number of topics the Beta prior parameter ,  Dirichlet prior 
parameters  

θ, Φ, π distribution parameters 

 word-topic 
assignments 

 binary switch 

 observed words , subscript of text and word 
 number of texts in a 

collection 
 number of words in a text 

 
In this section, we develop a novel approach based on topic model to discover 

some latent auxiliary knowledge that can more effectively capture the semantic rela-
tionships between texts. If short and long texts have the same authors, it could be 
unreasonable to assume that the topical structure of the two domains is mostly consis-
tent, as done in several previous works [10,12,14]. While our long texts is in the same 
corpus with short texts, not from external data collections, and our goal is to improve 
the clustering accuracy of mixed length text.  
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In following sections, we first put forward the ADLDA, which extends the LDA 
[8] model to deal with length-aware text clustering based on topical knowledge be-
tween long and short texts. And then we describe the process of parameters estima-
tion. Finally, we use hidden topics of corpus to do clustering.  

3.1 Length-Aware Dual Latent Dirichlet Allocation Model 

ADLDA is based on LDA model, it can obtain auxiliary knowledge from long (short) 
texts for short (long) texts clustering by training two LDA models. Unlike previous work, 
ADLDA can adaptively adjust the degree of auxiliary based on the radio of long texts to 
short texts in the corpus. The hyper-parameter γ is used to represent the degree of aux-
iliary, and different from the parameter specified in advance in the DLDA model [10].  

The ADLDA model can restrict that a text is generated using auxiliary and its own 
topics. We can use a text dependent binary-switch variable [10] for choosing between the 
two types of topics when generating the text. This mechanism makes the model automat-
ically to capture whether a text should be more related to the auxiliary collection. 

The generative process is shown in table 2, and a graphical representation of the 
ADLDA is shown in Fig. 2. 

Table 2. The generation process of ADLDA 

─ For each long text topic, draw a Dirichlet distribution over words, ~  

─ For each short text topic, draw a Dirichlet distribution over words, ~    

─ For each collection  ∈  ,  , each text  in collection  , select a topic from the 
distribution over topics,  ~ , draw a binomial distribution over long text topics ver-
sus short text topics,  ~  

• For each word  in text d, draw a binary switch ~ , if x , select a 
long text topic  ~ , else x , select a short text topic  ~  

○ draw a word   ~  

 
Under the ADLDA model, there is a binomial distribution over long text topics 

versus short text topics  with Beta prior .  

 

Fig. 1. Graphical representation of the ADLDA model 
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3.2 Parameters Estimation with Gibbs Sampling 

Given the hype-parameters, we can gain the joint distribution of all visible and hidden 
variables: , , , , ,  | , , ,   ,  ,  |  ,     |   |   |         (1) 

The probability of a word  ,   can be obtained by integrating out , , :  | , ,   |   |   | ã    ,  | Ö, è , ð  Ö è ð   

  (2) 

Finally, the likelihood of the whole data set is: | á, â, ã  ∏ ∏  ,  | á, â, ã  ∏ ∏  ,  | á, â, ã      (3) 

 Note that the inference and learning algorithms of the basic LDA model can be eas-
ily applied to ADLDA model, because the ADLDA extends the basic model structure 
and change certain setting of the hyper-parameters. To estimate the latent parameters, 
we perform approximate inference with Gibbs Sampling, a kind of Markov Chain 
Monte Carlo (MCMC) algorithm, we can get the following updating rules.  

For long text collection topics  ∈  1, … ,  ,  , | , , , , á, â, ã ,, â∑ ,, â  ,, á∑ ,, á  , , ã    (4) 

For short text collection topics  ∈  1, … ,  ,  , | , , , , á, â, ã   ,, â∑ ,, â  ,, á∑ ,, á  , , ã                                  (5) 

For a topic , its probability is calculated as:   | , , , , , , ,  |, , , , , , , ,  | , , , , , ,   (6) 

,,  and ,,  are the numbers of times a term  assigned to a long text topic 

and short text topic  respectively. ,,  is the number of a word in a document  of 
long text collection assigned to a topic  ,while ,,  is for short text collection,    , ,  and , ,  denote the numbers of times a word of long text and short text 
collection assigned to ∈ ,   text topics, respectively. Subscript 

 represents that the i-th word is excluded from the computation. Finally, the proba-
bility of a topic  can be obtained by  function. 
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3.3 Clustering Using Hidden Topics 

After estimating the model parameters for all texts in the corpus, we normalize the 
scale of each feature of a text  by è  as: 

ｆ
è ,1∑ è ,1  , … , è ,∑ è , , è ,1∑ è ,1  , … , è ,∑ è ,                      (7) 

This can reduce the importance of some topics that are overly general in most of 
texts but lack the discriminative power. 

Then we apply the traditional clustering methods on the topic based representations 
for the text collections. We use K-means to cluster the new representation, which 
achieves better results, as we demonstrate in the experiments. 

4 Experimental Results 

4.1 Dataset 

In order to evaluate the proposed ADLDA, we conducted experiments on two data-
sets. Both datasets are from UseNet news articles (20 Newsgroups1) with carefully 
selected by category. The dataset 1 contains the most of long texts, with the matching 
the dataset 2 contains the most of short texts. The popular micro-blogging services 
such as Twitter and Sina Microblog restrict the text length to be less than 140 charac-
ters, which can be served as the reference of short text length bound. Table 3 shows 
the distribution of the datasets. 

Table 3. The distribution of datasets 

 Rec.sport. 

hockey 

Sci. 

crypt 

Sci. 

med 

Soc. 

religio. 

chirstian 

Short Long Radio2 Total 

Dataset1 999 990 990 1199 1722 2456 41.21% 4178 

 Comp. 

hardware 

Rec. 

autos 

Rec. 

baseball 

Sci.space Short Long Radio Total 

Dataset2 961 990 994 987 2747 1185 69.86% 3932 

4.2 Comparison Result 

In the experiments on the two datasets, we used precision, recall, F13  value as  
the evaluation criterion. They have been widely used in the domain of information 
retrieval.  

                                                           
1 http://people.csail.mit.edu/jrennie/20Newsgroups/ 
2 The proportion of short texts in corpus.  
  The partition length of two datasets is set as 140 characters. 
3 http://en.wikipedia.org/wiki/F1_score 
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Fig. 2. The average F1 score comparisons in different methods 

We compared some standard clustering algorithms with our ADLDA:  

• TFIDF-KM, we use K-means with TF-IDF representation as CLUTO [4] do. 
• LDA, we learn a LDA from the whole text collection and directly cluster with the θ learned. 
• MAKM [9], is a text clustering algorithm for the dataset with the most of short texts. 
• ADLDA-asymmetric, we just use long texts to help short texts, the learning process  

is asymmetrical. It can demonstrate whether mutual auxiliary of the ADLDA has  
superior performance. 

If we only do clustering for short texts of a mixed length text collection and are 
given parameters in advance, the DLDA becomes a special case of the ADLDA, so 
we don’t choose the DLDA as a baseline. We ran the TFIDF-KM, LDA, ADLDA and 
ADLDA-asymmetric 10 times on dataset 1, and ran the MAKM, LDA, ADLDA and 
ADLDA-asymmetric on dataset 2. The number of clustering is set to the actual num-
ber of categories in datasets. The results are reported below. 

Fig.2. shows the comparisons of average F1 scores among the different methods on 
two datasets. The larger the F1 score is, the higher the quality of the clustering is.  

As expected, our method ADLDA outperformed all the other baseline methods on 
both datasets. Due to the high dimensionality and sparseness of the representation in a 
corpus, directly clustering the mixed length texts using the bag of words representa-
tion has the poorest performance, which demonstrates the benefit of using topic model 
to gain low dimensional representation of the text collections. Both variations of the 
ADLDA model beat the LDA algorithm, for the ADLDA is better than directly clus-
tering. In the other hand, the ADLDA is slightly better than the ADLDA-asymmetric, 
which shows that mutual auxiliary has superior performance. 

5 Conclusion 

In this paper, we propose an improved LDA model (ADLDA) for length-aware text 
clustering. This model splits the texts into two subsets - short text subset and long  
text subset, then does clustering via obtaining auxiliary knowledge from long (short) 
texts for short (long) texts in the collections. The ADLDA can adaptively determine 
hyper-parameter γ instead of setting it manually. The experimental results show that 
the ADLDA outperforms state-of-the-art long and short text clustering approaches for 
mixed length texts.  
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Abstract. Clustering microblogs is very important in many web applications. In 
this paper, we propose a semi-supervised Nonnegative Matrix Factorization 
clustering method based on term correlation. The key idea is to explore term 
correlation data, which well captures the semantic information for term weight-
ing. We then formulate microblog clustering problem as a non-negative matrix 
factorization using word-level constraints. Empirical study of real-world dataset 
shows the superior performance of our framework in handling noisy and short 
microblogs. 

Keywords: Semi-supervised Clustering, Microblogs, Term correlation matrix, 
Nonnegative Matrix Factorization. 

1 Introduction 

Clustering microblog is of great use for analyzing such up-to-date and tremendous 
amount of information[1,2]. An intuitive way for clustering microblogs is through 
Non-negative Matrix Factorization (NMF)[3], which has already been successfully 
applied to document clustering. However, experiments on short texts, such as micro-
blogs, Q&A documents and news titles, suggest unsatisfactory performance of NMF. 
One of the possible reasons is that compared with documents, microblogs are in gen-
eral much shorter, nosier, and sparser. Therefore, clustering such kind of sparse and 
noisy data can be challenging. 

Researchers have presented various ways to aid the clustering process for micro-
blog. Some researchers[4] introduce semi-supervised priors and explore the effects on 
accuracy of clustering. They try to enrich the representation of a microblog using 
additional semantics.  

In this paper, however, we take advantage of term correlation to enrich the seman-
tics of microblog internally. At first, term similarity based on term-term information 
is calculated. And then, a non-negative matrix factorization embedded with word-
level constraint is performed to obtain clustering results. Experiments performed on 
microblog dataset demonstrate the superior performance of the proposed method. 

The outline of this paper is as follows: Section 2 presents details of our approach. The 
experiments and results are given in Section 3. We conclude our paper in Section 4. 
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2 Our Approach 

2.1 Generation of Prior Knowledge 

Generally speaking, estimating the relation between terms takes advantage of co-
occurrence information, which is based on the assumption that two terms are similar 
if they frequently co-occur in the same document. A term can then be represented by 
a term co-occurrence vector, rather than the document vector. Cheng et al. [5] pro-
posed a coupled term-term relation model for document representation, which consid-
ers both the intra-relation and inter-relation between a pair of terms.  

Likewise, in this paper, we consider both the co-occurrence and dependency of 
terms to capture the underlying relationship between terms. The co-occurrence of two 
terms can be quantified by using positive point mutual information (PPMI) while the 
dependency of terms can be formalized by their interaction with all the link terms. 

The weight of co-occurrence between terms ti and tj in one document can be defined 
as: 
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Probabilities P(x) and P(x,y) are estimated by counting the number of observations of x 
and co-occurrence of x and y in a corpus respectively, and normalizing by the size of the 
corpus 
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The direct dependency weight between ti and tj is referred as D-Dep(ti, tj), where each 
term is represented by a term co-occurrence vector, We then apply the common vector-
similarity measures, like cosine coefficient to compute the D-Dep(ti, tj) between any two 
terms. 

The indirect dependency between two terms ti and tj by their interaction with the 
link term tk can be defined as: 

 ( ) ( ) ( )( ), | min , , ,i j i j i jI Dep t t k D Dep t t D Dep t t− = − −  (3) 

We then define the indirect dependency between two terms ti and tj by their interac-
tion with all the link terms as: 

 ( ) ( )1
, , |i j i jkI Dep t t Dep t t k

k
− =   (4) 

Given a pair of terms ti and tj, the co-relation between ti and tj can be defined as 

 ( ) ( ) ( ) ( )
1

,
, 1 ,i j i j

i j
w i j

D Dep t t I Dep t t otherwiseα α
==  ∗ − + − ∗ −

 (5) 
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When w(i,j) is beyond a certain predefined threshold, these two words are considered 
to be in the same cluster. Likewise, when it below a predefined threshold, they are 
considered to be in two different clusters.  

Supervision is then provided as two sets of pair-wise constraints of terms. The 
must-link document pairs are encoded as a symmetric matrix A whose diagonal entries 
all equal to one and the cannot-link pairs as another matrix B.  

2.2 Algorithm Description 

In the proposed model, we perform the corresponding NMF algorithm[6]. Introducing 
orthogonality constraint leads to rigorous clustering interpretation. The simultaneous 
row/column clustering can be solved by optimizing  

 2

0, 0, 0
min ( )

F

T T T

F S G
J X FSG Tr GAG GBGβ γ

≥ ≥ ≥
= − + − +　

     (6) 

The Frobenius norm is often used to measure the error between the original T matrix 
X and its low rank approximation FSG . 
 
Algorithm 1. The overall procedure of our approach 

Input：Word-Microblog matrix X, number of word clusters k1, number of microblog 

clusters k2, must-link document pairs Aml and cannot-link document pairs Bcl . 

Output：F, S, G. 

1. Initialize F, S and G with non-negative values； 

2. Construct must-link matrix A and cannot- link matrix B; 

3. Iterate for each k1 and k2 until convergence 
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The correctness and convergence of our algorithm has already been proved [6]. 



514 H. Ma et al. 

 

3 Experiments and Results 

3.1 Dataset and Performance Metrics 

We conducted experiments on the dataset that has been used in [8]. To evaluate the 
performance of our algorithm, we use three popular measures for clustering [9]: puri-
ty, adjusted random index (ARI), and normalized mutual information (NMI). 

3.2 Experimental Results 

The experiments include two parts: 1) Overall evaluation of our model by comparing 
with that of other algorithms; 2) Experiments Using Pair-wise Relations. 

Experiments Using Prior Knowledge 
We denote our method utilizing prior knowledge as TNMF-CP (Tri-Factor Nonnega-
tive Matrix Factorization Clustering with Prior knowledge). Four classical document 
clustering methods: K-means, Information-Theoretic Co-clustering, which is referred 
to as IT-Co-clustering[10], Tri-Factor Nonnegative Matrix Factorization (TNMF_E) 
with the Euclidean distance based cost function and Tri-Factor Nonnegative Matrix 
Factorization (TNMF_I)  denotes the NMF with the generalized I-divergence. All 
these above methods do not make use of knowledge in the word space. In this expe-
riment, our method takes advantage of different threshold values and we show our 
result with the best performance with the corresponding threshold. 

To give these algorithms some advantage, we set the number of clusters equal to 
the real number of all the document clusters. Figure 1 shows the experimental results 
on our dataset using purity, ARI and NMI as the performance measure. All the expe-
rimental results are obtained by averaging 20 runs.  

 

Fig. 1. Purity, ARI, and NMI results on our datasets 

Figure 1 shows the experimental comparisons. We can see that our method TNMF-
CP can greatly enhance the clustering results by benefitting from the prior knowledge. 
It achieves the highest performance for all evaluation criteria on the dataset. This 
means that our model is able to generate significantly better results by quickly learn-
ing from these pair-wise constraints. 

Effect of Pair-Wise Constraints 
In order to illustrate the impact of prior constraints on the performance of clustering, 
we conduct experiments using different values of parameter α on the experimental 
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data sets. Figure 2 shows the performance. In this figure, purity, ARI, and NMI scores 
are used to depict the performance of our proposed approach, varying along with the 
value of parameter α (from 0.1 to 0.9 with increment 0.1) for each dataset.  
 

 

Fig. 2. Purity, ARI, and NMI results with different α for generation of pairwise word relations 

Figure 2 illustrates several results. First, the performance of our model is greater 
than that of either model in isolation, indicating that both the intra and inter relation 
among words do indeed corroborate each other. Second, the increase in all judging 
criteria is robust across a wide range of mixing proportions. All these demonstrate that 
the inter-relation has great impact on the performance of microblog clustering. Besides, 
we observe that the best performance with the different value of α on different evalua-
tion metrics. Therefore, it’s essential to optimize the setting of α when the application 
requires higher clustering accuracy. In summary, the experimental results match favor-
ably with our hypotheses and encouraged us to further explore the reasons. 

4 Conclusions and Future Work 

In this paper, we explore the performance of a term correlation based semi-supervised 
clustering approach for microblog posts. Given the short nature of the posts and no 
background knowledge source, both intra and inter relations among terms are ex-
plored. Therefore, to overcome the challenges of microblogs, semi-supervised priors 
are introduced into NMF framework. Our evaluations demonstrated the effectiveness 
of the proposed method for clustering short texts. Nevertheless, microblogs (and pos-
sibly other short texts as well) offer several other priors that we have not yet discussed 
or explored. Future work aims at finding proper ways of adding different priors. 

Acknowledgement. This work is supported by the National Natural Science Foundation 
of China (No., 61363058, 61163039), Research Foundation of Education Department of 
Gansu Province (No. 2013A-016). 

References 

1. Lee, C.H.: Mining spatio-temporal information on microblogging streams using a density-
based online clustering method. Expert Systems with Applications 39(10), 9623–9641 (2012) 

2. Yan, X., Guo, J., Liu, S., et al.: Clustering short text using ncut-weighted non-negative  
matrix factorization. In: Proceedings of the 21st ACM International Conference on Infor-
mation and Knowledge Management, pp. 2259–2262. ACM (2012) 



516 H. Ma et al. 

 

3. Lee, D.D., Seung, H.S.: Algorithms for non-negative matrix factorization. In: Advances in 
Neural Information Processing Systems, pp. 556–562 (2000) 

4. Banerjee, S., Ramanathan, K., Gupta, A.: Clustering short texts using wikipedia. In: Pro-
ceedings of the 30th Annual International ACM SIGIR Conference on Research and De-
velopment in Information Retrieval, pp. 787–788. ACM (2007) 

5. Cheng, X., Miao, D., Wang, C., et al.: Coupled term-term relation analysis for document 
clustering. In: The 2013 International Joint Conference on Neural Networks (IJCNN),  
pp. 1–8. IEEE (2013) 

6. Ma, H., Zhao, W., Shi, Z.: A nonnegative matrix factorization framework for semi-
supervised document clustering with dual constraints. Knowledge and Information Sys-
tems 36(3), 629–651 (2013) 

7. Li, T., Ding, C., Zhang, Y., et al.: Knowledge transformation from word space to docu-
ment space. In: Proceedings of the 31st Annual International ACM SIGIR Conference on 
Research and Development in Information Retrieval, pp. 187–194. ACM (2008) 

8. Ma, H., Wang, B., Li, N.: A Novel Online Event Analysis Framework for Micro-blog 
Based on Incremental Topic Modeling. In: 2012 13th ACIS International Conference on 
Software Engineering, Artificial Intelligence, Networking and Parallel & Distributed 
Computing (SNPD), pp. 73–76. IEEE (2012) 

9. Manning, C.D., Raghavan, P., Schütze, H.: Introduction to information retrieval.  
Cambridge university press, Cambridge (2008) 

10. Dhillon, I.S., Mallela, S., Modha, D.S.: Information-theoretic co-clustering. In: Proceed-
ings of the Ninth ACM SIGKDD International Conference on Knowledge Discovery and 
Data Mining, pp. 89–98. ACM (2003) 

 



 

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 517–524, 2014. 
© Springer International Publishing Switzerland 2014 

Users' Behavior Session: Integrate Passive Feedback  
into Microblog Recommendation* 

Xiao Lu1,2, Peng Li3, Shuxin Wang1,2, and Bin Wang1  

1 Institute of Computing Technology, Chinese Academy of Sciences,  
Beijing, P.R. China 

2 University of Chinese Academy of Sciences, Beijing, P.R. China 
3 Institute of Information Engineering, Chinese Academy of Sciences,  

Beijing, P.R. China 
{luxiao,wangbin,wangshuxin}@ict.ac.cn,  

lipeng@iie.ac.cn 

Abstract. As one of the most popular social networks, microblog has been an 
important way for people to obtain information, meanwhile, the information 
overload problem is getting worse, which makes microblog recommendation 
become very important. Moreover, traditional recommendation methods cannot 
offer a good solution to this problem for the timeliness of microblog. Many re-
searchers have make contributes to this problem, based on kinds of information, 
including users' interest, the history of users' behavior, and social relationships. 
However, most of these methods only use the positive feedbacks in users' beha-
vior and treat these feedbacks independently. We consider that users' behavior 
should be persistent in a particular time range, which we called the activity  
session, then we define the passive feedbacks in sessions, and propose various 
contextual features for the activity session, and integrate these features to mi-
croblog recommendation by using both positive and passive feedbacks. Expe-
rimental results based on the real data of Sina Weibo show that, compared with 
the current popular recommendation methods, our method can achieve better 
performance. 

1 Introduction 

With the development of social networks, microblog has become one of the most 
popular Internet applications in recent years, and the information overload problem is 
getting worse along with the increase of users.. 

As we know, users’ behavior can reflect their preferences. In traditional informa-
tion retrieval area, users’ feedbacks fetched from their browsing behaviors have been 
treated as useful information to optimize the effectiveness of system. These behaviors 
contain not only click, but also read, stick. By using browsing model, search engines 
could judge what users like and what they don’t like. 

                                                           
* This work is supported by the Strategic Priority Research Program of Chinese Academy of 

Sciences under Grant No. XDA06030200. 
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Inspired by this opinion, we assume that in recommendation system, it is necessary 
to find out not only users’ positive feedbacks, but also their passive feedbacks. By 
comparing these passive feedbacks with positive feedbacks, we can predict users’ 
preferences more accurately. It’s difficult to fetch passive feedbacks directly, because 
users rarely tag what they don’t like. However, while in microblog, users’ browsing 
behavior provides the possibility to find out what they don’t like – they retweet a 
small amount of what they’ve read, so the unretweeted contents could be seemed as 
passive feedbacks. 

The remainder of this paper is organized as follows. In Section 2, we introduce related 
works. In Section 3, we define the users’ behavior session in microblog, and indicate the 
restricted browsing data which users could receive during each session. Section 4 de-
scribe the pair-wise collaborative ranking method, and introduce the inner session fea-
tures and session contextual features incorporated in our model. We present the detailed 
experimental results in Section 5 and finally conclude the paper in Section 6. 

2 Related Works 

Collaborative filtering is one of the most popular techniques for recommendation, and 
can be categorized to memory-based methods and model-based methods[6]. The us-
ers-based[7] and item-based[8] algorithms are common memory-based methods. Dif-
ferent from memory-based methods, model-based methods train the parameters by 
machine learning, and could relieve the data sparsity problem to a certain extent. The 
Single Value Decomposition[9] (SVD)  algorithm is one of the most popular models. 

With the development of social networks, many social recommendation methods 
have been investigated. Konstas et al. [10] proposed a random walk model RWR to 
integrate friendship and social tags. Ma et al. [11] proposed two social regularization 
methods which constrain the matrix factorization objective function with user social 
regularization terms. On this basis, Mohsen et al. [12] further proposed SocialMF 
model，which introduce the propagation of user trust relationship, the feature vector 
of each user is dependent on the feature vector of his direct neighbors. 

However, most of these methods only use the user-item dyads data with explicit 
user actions while the context dyads are typically treated missing values. Yang et al. 
[13] describe a similar method to our approach, they take into account the contexts in 
which user decisions are made, and propose two competitive models to integrate these 
context. Different from this work, our approach is proposed in microblog senior, in 
which users’ behavior session is not defined, we propose the method to fetch out  
users’ behavior context, and integrate them into feature-based matrix factorization 
model by distinguishing the positive feedbacks and passive feedbacks. 

3 Users’ Browsing Behavior in Microblog 

3.1 Session Definition 

In this paper, we consider users’ consistent behaviors in microblog to form a session. 
During one session, users would keep browsing microblogs and do some activities ca-
sually, such as posting, commenting or retweeting. However, only these activities could 
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be observed, users’ browsing behavior could be seemed as “silent” interaction [1], and 
for this reason, it’s difficult to identify the time point when users leave to stop browsing. 

We assume that users’ activities should be relatively close in time during the same 
session, and the users who haven’t make any activities for a long time should be con-
sidered already left, so we propose “maximum interval” to split users’ visible activi-
ties, and choose 30 minutes to be the threshold, if the interval between two activities 
exceed this threshold, they should be seem to be in two different sessions. 

Assumption: For microblogs which users have read but choose not to retweet or 
comment, we assume these microblogs can provide passive feedbacks which are use-
ful to indicate what users don’t like. 

It’s worth noting that all the positive and passive feedbacks are restricted in inde-
pendent sessions. To find out the passive feedback microblogs, we need to identify 
what users have read during each session.  

Firstly, we suppose that users wouldn’t read duplicate contents which they’ve ex-
amined before. Thus, we consider that contents which users read during current ses-
sion should not exceed the time point of the last session. And then, because the last 
activity of current session is sign of users’ leaving, so we can generate users’ re-
stricted reading range by the end time point of the last session and current session. 
This method is shown in figure 1: 

 

Fig. 1. Users’ restricted browsing data during session  

Through the above method, we identify what users could receive during each ses-
sion, and then, we can obtain the passive feedbacks by excluding these positive feed-
backs in session. This is practical under the hypothesis that users would examine all 
contents they received during each session. 

3.2 Feature-Based Matrix Factorization 

Matrix Factorization models have been popular in recommendation, Chen[3] propose 
a feature-based matrix factorization model, in which explicit features are integrated as 
a linear regression term: ̃ , ∑ ·               (1) 
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Where  is an explicit feature, and  is the weight parameter for this feature. In 
this paper, we use feature-based MF model, and train this model by pair-wise learning 
method with using positive and passive feedbacks in each session. Similar to Chen[4], 
we use maximization of log-likelihood to estimate parameters, the loss function could 
be described as follow: min ∑ 1 , ,, , , ∈ ·      (2) 

Where  denotes parameters in this model, this is the regularization term to avoid 
over fitting. 

3.3 Inner Session Features 

Inner session features are supposed to distinguish different contents in the same ses-
sion. In microblog, there are plenty of features in content, many studies[4,5] have 
make effort s on this problem, we choose some useful features as follows: 

Table 1. Inner Session Features 

Content-based Features 

Retweet Count 
Comment Count 

Length of Content 
TF-IDF 

Topic Distribution 

Author Features 
Follower Count 

Fans Count 

Relationship Features 

Is Friends 
Co-Follower 

Co-Retweeted Count 
Interaction Count 

3.4 Session Contextual Features 

It is known that users’ historical activities can reflect their preferences, and affect 
their new activities. We measure this relevance with the topic similarity between the 
current activity and historical activities, and compute it by using symmetric Kullback-
Leibler (KL) divergence.  

In this paper, we choose 4 time range to examine the topic similarity: 

• last day: the last day’s activities are the most close to current activity, which could 
describe some momentary interests of users. 

• last week: a relative longer time range than one day, which could be useful to 
identify users’ new focusing interest. 

• last month: a quite long time range, which could describe users’ long interest 
without too much old data. 

• all: describe users’ all interests. 
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Through these four time range definition, we can get four contextual features of 
sessions, each feature has a weight value expressed by their topic KL divergences. 

4 Experiments 

4.1 Experimental Setting 

We use the dataset proposed by Zhang et al. [11], which is crawled from Sina Weibo1, 
the most popular social network website in China. We filter some active users as our 
experimental subjects, the filter criteria are shown in Table 2: 

Table 2. User filter criteria 

fans 200~10000 

follows 100~1000 

co-follows 50~500 
post records 

(including original and forwards) 
1000~10000 

post records in crawled dataset >0 

Following the criteria, we choose 538 users and 26271 followers, and make all 
posts of them as the total experimental dataset.  

Then we split these dataset into different sessions by the time point of users’ activi-
ties including posting and retweeting. It is worth noting that, if there is no retweet 
activity in one session, then we cannot judge whether users have read any content in 
this session, which make the session useless to do training or test, therefore, we only 
keep sessions which have at least one retweet activity. 

After that, we split the dataset into training dataset and test dataset based on ses-
sions’ timeline. We keep the last 1/5 sessions as test dataset, and others as training 
dataset. 

In this paper, we make microblog recommendation by using ranking-based me-
thod, and their relevances are considered to be binary in our scenario. We user P@n, 
MAP, NDCG@n and MRR to evaluate our approach. We also perform a significance 
test using Wilconxon signed rank test (p<0.05). 

4.2 Methods Comparison 

Comparison among Overall Data and Restricted Data 
We want to inspect the effect of passive feedbacks in restricted sessions, so we choose 
some classic recommendation methods - ItemCF and Feature-based SVD (called 
FSVD) to make comparison. 

It is worth noting that all results are measured in sessions, the test dataset has been 
sorted by time and split into different sessions, therefore, for ItemCF and FSVD 

                                                           
1 http://www.weibo.com 
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which are trained on overall data, we need to firstly train models on non-split training 
dataset, and then test them in split session data. On the other side, for rFSVD, both of 
training and test data have been split already, so we can train models and measure 
results directly on these data.  

During the training process, we use 5-fold cross validation to search parameters. 
For FSVD, we choose 50 as the latent factor dimensionality.  

All of these results are shown in Table 3, “*” indicates statistically significant im-
provements on FSVD (p < 0.05 using Wilconxon test). 

Table 3. Results comparison among overall data and restricted data 

 
ItemCF FSVD rFSVD 

P@5 0.0532 0.0917 0.2578* 

P@10 0.0319 0.0604 0.2203* 

P@20 0.0128 0.0514 0.1517* 

P@50 0.0086 0.0283 0.1201* 

NDCG@5 0.0812 0.1205 0.2101* 

NDCG@10 0.0492 0.1053 0.1854* 

NDCG@20 0.0175 0.0782 0.1677* 

NDCG@50 0.0096 0.0531 0.1215* 

MAP 0.1127 0.1789 0.4628* 

MRR 0.1321 0.1102 0.3927* 

The results in Table 3 show that ItemCF performs badly, the possible reason is data 
sparsity in microblog is very serious, which make it difficult to compute similar items. 
In comparison, FSVD make a little progress, for its large number of features and la-
tent factors. However, rFSVD can significantly outperform ItemCF and FSVD in all 
metrics, such as being up to 1.59 times on MAP and 2.56 times on MRR over FSVD. 
This could indicate that passive feedbacks can be useful to improve the effect of  
recommendation.  

Comparison among Different Methods 
In this part, we add a classic pair-wise learning models – RankSVM as comparison 
method, to examine the validity of our method. It’s close to our approach, we employ 
the explicit features proposed in this paper. To examine the effect of data restriction, 
we firstly train and test RankSVM on ono-restrict data, then we train and test it on 
restrict data, called it as “rRankSVM” to underline its training on restricted data. 

As shown in Figure 2, we measure these models’ results in P@n and NDCG@n, 
and choose positions at 5, 10, 20, 50.  
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sessions. Experiments on real-world data show that, passive feedbacks could help 
predict users’ preference and improve recommendation performance, and  

Our future research will focus on the users’ browsing behaviors, try to extract more 
useful features to achieve better performance. We also consider to employ more learn-
ing methods to train our model, including list-wise methods.  
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Abstract. The scalability and flexibility of Resource Description Frame-
work(RDF) model make it ideally suited for representing Online Social
Networks(OSN). One basic operation in OSN is to find chains of rela-
tions, such as k-Hop friends. Property path query in SPARQL can express
this type of operation, but its implementation suffers from performance
problem considering the ever growing data size and complexity of OSN.

In this paper, we present a main memory/disk based hybrid RDF data
management framework for efficient property path query. This hybrid
framework realizes an efficient in-memory algebra operator for property
path query using graph traversal, and estimates the cost of this opera-
tor to cooperate with existing cost-based optimization. Experiments on
benchmark and real dataset demonstrated that our approach achieves a
good tradeoff between data load expense and online query performance.

1 Introduction

In the age of Web 2.0, OSN have gained pervasive interests in both research
communities and industries. There is a trend to model OSN using Semantic
Web technologies, especially the vocabularies from FOAF1 and SIOC2 project.
RDF, originally designed for the Semantic Web, have been wildly adopted for
representing such kind of linked data. SPARQL3 as the de-facto RDF query lan-
guage is used for Basic Graph Pattern(BGP) query with bounded or unbounded
variables. The scalable graph representation and flexible query capability make
RDF model suited for large-scale complex OSN management and analysis.

Figure 1 illustrated a snippet of large social graph representing relations be-
tween four users and three User Generated Contents(UGC). Query which Find
pair of users in a path of friend relationship which user2 has a job and like the
documents created by user1 is expressed in SPARQL as:
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ment Program of China (Grant No. 2012AA011002), Natural Science Foundation of
China (Grant No. 61300003), Specialized Research Fund for the Doctoral Program
of Higher Education(Grant No. 20130001120001).
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2 http://rdfs.org/sioc/spec/
3 http://www.w3.org/TR/rdf-sparql-query/
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Fig. 1. Examples for a fraction of social network

SELECT DISTINCT ?user1 , ?user2 WHERE {

?user1 knows* ?user2 .

?user1 creatorOf ?doc1 .

?user2 worksFor ?organization .

?doc1 likedBy ?user2 }

For RDF graph in Figure 1, this query returns the result set R(q)={<P1, P3>}.
The pattern ?user1 knows* ?user2 states the path consist of zero or more knows
predicates, it is a property path query pattern.

Challenges. Path queries are of common interest in OSN analysis for discover
complex relations among entities. Despite the scalability and flexibility provided
by RDF model, Path queries performs poorly and lack of efficient implementation
in existing RDF management. Current researches in graph analysis domain are
mainly based on pre-constructed reachability indices. Building such indices are
both time and memory consuming, especially when dealing with large complex
graph. From RDF management point of view, due to costly join for triple pattern
matching, there lacks efficient implementation of property path query. Although
property path query is recommended by newest SPARQL 1.1 standard, to the
best of our knowledge Jena4, Virtuoso5 and Sesame6 are the only three off-the-
shelf RDF stores that support standardized path query. They all suffer from
performance problems when dealing with path query on large-scale data.

Overview of Our Approach. Our approach is motivated by three observa-
tions. First, current off-the-shelf RDF store performs well only on join-based star
queries. Second, the search space of property path query is restricted to triples
representing relations among entities. Third, due to the rich semantics in OSN,
most triples are for entities attributes not for relations. Based on these observa-
tions, we argue that manage graph topology-related triples into main memory
is feasible, and this will greatly enhance the online query performance of prop-
erty path related sophisticate SPARQL queries. We propose a hybrid framework
that has in-memory management of graph topology-related RDF data along with

4 https://jena.apache.org/
5 http://virtuoso.openlinksw.com/
6 http://www.openrdf.org/

https://jena.apache.org/
http://virtuoso.openlinksw.com/
http://www.openrdf.org/
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disk-based Jena TDB7 native triple store. In our approach, while loading and
indexing triples into TDB, graph topology-related triples are identified and du-
plicated in main memory. For an online query, we implement a graph traversal
based algebra operators for property path pattern, which is more efficient than
traditional join-based operator.

Contributions. We summarized our contribution in this paper as:

1. We propose a main memory/disk based hybrid framework for efficient prop-
erty path query. While leverage the functionality of existing well-established
RDF store for BGP query, it specialized in property path pattern query
through manage graph topology related data in main memory.

2. We present an algebra operator for property path pattern query. Its realiza-
tion based on in-memory graph traversal instead of costly join. Using the
characteristics of OSN, heuristics for estimating the execution cost of this
operator is given that can be used for cost-base optimization.

Organization of the Paper. The rest of the paper is organized as follows.
Section 2 presents the basic design of our hybrid RDF management framework.
Section 3 shows the evaluation results. We conclude in Section 5.

2 Hybrid RDF Data Management

Given vocabulary Σ = VE ∪ VA ∪EEE ∪EEA ∪ LE ∪ LA defined in Table 2, an
OSN is represented as a triple set TOSN = TG ∪ TA, where the graph-topology
set TG ⊆ VE × LE × VE holds triples representing social entities and relations
among them, and the attributes set TA ⊆ VE×LA×VA holds triples representing
attributes and theirs relations to social entities.

Table 1. Notations for social graph representation

Notations Refers to the set of Instance of Figure 1

VE Nodes for social entities. {P1, D1, . . .}
VA Nodes for attributes values. {”John”, ”London”, ”abcde”, . . .}
EEE Edges among VE . {(P1, P2), (P1, D1), . . .}
EEA Edges between VE and VA. {(P1, ”Sam”), (D1, ”abcde”), . . .}
LE Labels for EEE. {< knows >,< likeBy >, . . .}
LA Labels for EEA. {< hasName >,< ns#type >, . . .}

2.1 Architectural Design

In this paper, we focus on efficient implementation of property path query. Con-
sider that path query only related to Triples in TG (In Figure 1, TG is represented
as dashline-encircled part), one direct motivation is that manage TG in memory

7 https://svn.apache.org/repos/asf/jena/

https://svn.apache.org/repos/asf/jena/
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Fig. 2. Hybird RDF management architecture of our approach

will greatly enhance the overall query performance. Based on this motivation, we
implement a hybrid RDF data management architecture that manage different
query-prone data respectively. This architecture is shown in Figure 2.

Our approach can be thought as a plugin component which override the func-
tionality of corresponding part in TDB. At data loading stage, ∀ti ∈ TOSN is
loaded into Jena TDB (step 1© in Figure 2). At the same time, ∃ti ∈ TG is
filtered out based on two kinds of rules:

1. The type of Objects. If Objects for ti is a literal, then ti ∈ TA .

2. The semantic meaning of Predicate. Such as foaf:knows defined in FOAF
project which state the relation that Subject User know Object User.

TG is stored in main memory with subject index(PSO) for forward traversal
and object index(POS)for backward traversal(step 2©).These indices can be con-
structed incrementally when topology-related data is extracted and loaded into
main memory.

When an online query is submitted, SPARQL parser translates query strings
into patterns based on standard abstract syntax tree recommended by W3C
(step 3©). Analyzer translates these patterns into predefined SPARQL algebra
operators and construct execution plan (step 4©).An algebra operator generates
designated result set from given input (step 5©). In our approach we implemented
a special operator named OpPath which only uses in-memory data as input. If
a query string in WHERE clause is analyzed as property path pattern, OpPath
operator is added to the query plan. (step 6©) We explain the design of OpPath
operator in detail in Section 2.2. Result set of algebra operator is joined to
get the final result set. The join order of operators is optimized using cost and
selectivity estimation (step 7©).

2.2 Property Path Algebra Operator

Definition 1 (OpPath Operator). OpPath is a ternary algebra operator that
can be defined as OpPath(O,S,PP ). S,O ⊆ VEE can be either bounded or un-
bounded variables, |S| = s, |O| = o . PP is a regular pattern expression defining
the property path. OpPath(O,S,PP ) operator find existing path from set S to set
O, and return all triple sets that each paths is consist of as result set.
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Based on research [9] which have testified that graph explorations is extremely
efficient and more easy to implement than costly joins, the OpPath operator
is realized as in-memory Breadth-First Search(BFS). The OpPath operator has
time complexity O(|VE |+ |EEE |) and space complexity O(|TG|). It is much less
than tradition nested-loop join that has time complexity O(|VE | · |EEE |).

The cost of OpPath operator is the cardinality of result set R(q) for path
query pattern q. Existing researches such as G-SPARQL [7] using predefined
heuristics which always take |R(q)| as the largest, this is far from optimal. Spar-
qling Kleene [2] using pre-computed reachability path indices which affects data
load efficiency. We consider three factors that affects |R(q)|, the average nodes
out-degree, the path length l and the pathes that fits for the given pattern. In
our approach, we leverages the graph generation model [4] which expects the
average out-degree as dout = |VEE |1−ln c, 1 < c ≤ 2. We also assumes that nodes
in TG has the same probability of being added to the path, thus the modify-
ing factor of out-degree follows the binomial distribution. For all considerations
above, |R(q)| can be approximately estimated as:

|Rq| = s · o ·
l∑

i=1

(|VEE |(1−ln c)·i · (
l∑

i=1

l!

i!(l − i)!
· pi · (1 − p)l−i)) (1)

where p = |EEE |−|VEE|
|VEE| . |VEE | and |EEE | can be got from the metadata in RDF

store. We performs preliminary testing to measure the accuracy of Equation 1
with real all-pair cardinality of dataset in Table 2. For SNIB TG with average

dout = 12, c = 1.75, relative error = max(real cardinality,estimate cardinality)
min(real cardinality,estimate cardinality) −

1 is about 27%. For DBLP TG with dout = 7, c = 1.81, and error = 32%.
This preliminary testing shows that the heuristic defined in Equation 1 is with
acceptable cardinality estimation error.

3 Evaluation

We used one machine with Debian 7.4 in 64-bit Linux kernel, two Intel Xeon
E5-2640 2.0GHz processor and 64 GB RAM for our evaluation. Our approach
is compared with Jena(version 2.11.1), Sesame(version 2.7.10) and competitive
research G-SPARQL [8]. Jena implements path query based on join while Sesame
is based on graph traversal. We also implements our approach with no cost
estimation and treats path query as the most costly(denoted as NoCE ). All
evaluations were done 10 times and the results are the averages.

We adopted two datasets, the Social Network Intelligence Benchmark (SNIB)8

as synthetic dataset, and DBLP as real dataset, all in RDF N-Triples format9.
SNIB dataset is generated using S3G2 [6]. Considering G-SPARQL uses ACM
digital library dataset which is not publicly available, we uses the DBLP dataset

8 Social Network Intelligence Benchmark(SNIB),
http://www.w3.org/wiki/Social_Network_Intelligence_BenchMark/

9 http://www.w3.org/TR/n-triples/

http://www.w3.org/wiki/Social_Network_Intelligence_BenchMark/
http://www.w3.org/TR/n-triples/
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instead10. Statistics of datasets are shown in Table 2. The DBLP dataset has
approximately the same characteristics as the Large Graph Size experiment in
G-SPARQL.

Table 2. Statistics for SNIB and DBLP datasets

Dataset Vertices(|VEE|) Edges (|EEE|) Attributes (|TA|) |TG|/|TOSN |
SNIB 566, 472 2,001,333 7,273,177 26%
DBLP 900, 440 2,243,827 9,363,166 25%

For offline data loading time and memory expenses, we compare our approach
with four competitors, Sesame and Jena in-memory store which store and index
data only in memory, Sesame native store and Jena TDB which use disk as triple
storage. Results of data loading time is represented in Figure 3(a),and disk usage
in Figure 3(b), memory usage in Figure3(c). For our approach only load graph
topological data into main memory, it need fewer memory than that of Jena and
Sesame in-memory store, but with a little overhead of the data loading time.

(a) Data loading time (b) Disk usage (c) Memory usage

Fig. 3. Offline performance evaluation

For online query performance, in SNIB benchmark only Q3 and Q5 are path
query related, while for DBLP we chosen 7 out of total 12 queries in G-SPARQL
experiments(denoted as Q g). In order for comparison, we had to rewrite these
queries on DBLP dataset. Figure 4(a) shows that our approach achieved the
best performance for SNIB Q3. As for SNIB Q5, the 3-HOP which expressed
in UNION clause is explicitly parsed into six joins. This causes an expensive
join expenses. Results in Figure 4(b) show that our approach works better than
G-SPARQL(got directly from the Large Graph Size result in [7]), while NoCE
has approximately the same performance as that of G-SPARQL. This shows that
cost estimation for optimal join order can enhance the overall query performance.

10 DBLP dataset can be download from http://sw.deri.org/ aharth/2004/07/dblp/

dblp-2006-02-06.rdf. Same as stated in G-SPARQL, we manually created the co-
author relationships between author nodes, which originally recorded as < creator >
tag in raw dataset.

http://sw.deri.org/~aharth/2004/07/dblp/dblp-2006-02-06.rdf
http://sw.deri.org/~aharth/2004/07/dblp/dblp-2006-02-06.rdf
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(a) SNIB query (b) DBLP query performance

Fig. 4. Online Query Performance

4 Related Works

Most existing RDF stores uses a relational model to manage data, either in a
traditional RDBMS or using a native triple store. They all processes SPARQL
queries as sets of join operations using disk-based indices, which are costly for
sophisticated joins. Some researches have focused on compressing and managing
RDFs in main memory, Trinity RDF [9] is the most prominent among them. It
uses graph exploration instead of join operations and greatly boosts SPARQL
query performance. But manages all data in memory is not trivial, distributed
shared memory increases the complexity for maintenance.

From graph analysis perspective, Property path can be viewed as the label-
constraint reachability problem on labeled graph. Though reachability on graph
is a further investigated problem, few literatures [1, 10] considered its usage in
property graph, which is more common in nature. These researches are mainly
focus on building reachability indices in advance, which is time or space con-
suming and not adequate for large-scale data management.

Besides Jena and Sesame, several frameworks and prototypes have been pro-
posed for path queries [2,3,7]. BRAHMS [3] only supports query on paths with
predefined length. Sparqling Kleene [2] realizes join based on pre-constructed
reachability indices which are space consuming. Our work is mainly motivated
by G-SPARQL [7] which use the same hybrid storage and manage graph topo-
logical data in memory. Our work different from G-SPARQL in that, first, we
are not design a new query language but uses standard SPARQL 1.1 instead,
this makes our work more general. Second, G-SPARQL uses index-free pointer-
based data structure to representing the graph topological data in memory, in
order to suit for most graph algorithms. Our work only cares about path pat-
terns which BFS algorithm is used to answer such reachability queries. We build
simple indices only for facilitating BFS.
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5 Conclusion

In this paper we addressed the problem of property path query in RDF data,
presented a step towards incorporation of in-memory storage. In our approach
we are not trying to invent new wheels, but managed to combine existing effec-
tive approaches as well as some technical enhancements. Contrast to traditional
RDF management and graph query method, we used in-memory graph traversal
instead of costly join to realize path query operator, used simple graph indices
other than RDF permutation indices and complex graph reachability indices for
efficient graph traversal. Evaluations have shown that our approach is feasible
and efficient for process SPARQL property path queries.
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Abstract. A unique column combination is one important kind of struc-
tural information in relations. From a data management perspective, dis-
covering unique column combinations is a crucial step in understanding
and utilizing the data. It will benefit data modeling, data integration,
anomaly detection, query optimization and indexing. Nevertheless, dis-
covering all unique column combinations is a NP-hard problem. There-
fore, efficiency is a tremendous challenge.

In this paper, we propose MRUCC, which is an efficient algorithm to
discover unique column combinations in large-scale data sets on Hadoop.
Existing algorithms mainly focus on datasets of normal size, which can-
not be adapted to large data sets. In contrast, we discover unique column
combinations in parallel and implement MRUCC on Hadoop. Further-
more, we use column-based and row-based pruning to improve efficiency.
Finally, we compare MRUCC with state-of-the-art approaches using
both real and synthetic data sets. The experiment shows that MRUCC
has a better performance.

Keywords: unique column combination, MRUCC, pruning, Hadoop.

1 Introduction

A unique column combination is one important kind of structural information
in relations. A unique refers to a column or a column combination whose values
uniquely identify a tuple in the collection. In other words, no two rows in a unique
have identical values. Discovering uniques is a crucial step in many areas of
modern data management, but the uniques are often incomplete in complex and
large-scale data set. Since uniques represent a lot of valuable information, DBAs
and developers are eager for an effective unique discovery method. However, it is
impractical to manually detect all uniques in a large and complex data set. Thus,
discovering uniques automatically and efficiently is very important in practice.

We focus on the discovery of non-redundant uniques instead of all unique col-
umn combinations. The non-redundant unique is a minimal column combination
whose subsets are not uniques. It is worth noting that a column combination is
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a unique as long as one of its subsets is unique. Discovery of all unique combi-
nations is especially difficult, because the combination number increases expo-
nentially as attributes increase. Gunopulos et al.[1] pointed out that discovering
a non-redundant unique is an NP-hard problem.

This paper proposes a parallel algorithm MRUCC (MapReduce based Unique
Column Combination detection) for automatical discovery of non-redundant
unique. There are two basic ideas behind MRUCC. We detect uniques that
include the same number of columns in parallel. For example, we detect column
combinations {A,B} and {A,C} simultaneously after verifying {A}, {B} and
{C}. In addition, we use both column-based and row-based pruning to improve
efficiency. Our pruning rules are: (1)if column combination {A} is a unique, any
combination including {A} is a redundant unique; (2)if the count of identical
tuples projected on {A} is 1, then we can ignore this tuple when verify the col-
umn combinations including {A}. We implement our algorithm on Hadoop. The
experiments on both real and synthetic data sets show that MRUCC is better
than other state-of-art approaches.

In general, we make three contributions.

1. To the best of our knowledge, we are the first to propose a parallel algo-
rithm to discover unique column combinations on Hadoop. With the help of
Hadoop, we can deal with large-scale data sets. Furthermore, our algorithm
has a good scalability which is easily expanded to large-scale cluster.

2. We utilize column-based and row-based pruning techniques to accelerate our
algorithm.

3. We demonstrate the efficiency of MRUCC on real and synthetic data sets.

The remainder of this paper is organized as follows. In section 2, We review
the related work. Then we discuss two important pruning techniques in section
3. Section 4 contains the description of the MRUCC algorithm. Section 5 shows
the results of an empirical evaluation ofMRUCC. At last, we conclude this paper
in section 6.

2 Related Work

Currently, only a few of research work aimed to solve unique discovery problem
for its complexity. [2,3,4,5] are devoted to detecting uniques of single column,
instead of composite uniques. Most existing work can only be used for small-
scale data sets due to the limitation of CPU and memory capacity. In general,
there are two different kinds of solutions: column-based and row-based.

BruteForce is a column-based algorithm. It needs to traverse all column com-
binations of a relational table, and verifies each of them by the method of ’projec-
tion and count’. Then it removes redundant combinations and eventually gets all
non-redundant uniques. In conclusion, the BruteForce algorithm consists of two
phases: a unique verification phase and a redundancy removal phase. Assuming
that a data table has 50 attributes, thus there is 250 − 1 column combinations
altogether to be verified. Therefore, BruteForce can only be used for small-scale
data set with a few columns.
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The typical row-based algorithm is GORDIAN [6], which is based on the in-
tuition that non-uniques can be detected without traversing all rows in a table.
GORDIAN firstly reorganizes the data table as a prefix-tree to fit into mem-
ory, and computes maximal non-uniques by traversing the prefix-tree. Then, it
computes minimal uniques from maximal non-uniques. However, it needs the
prefix-tree to be fully loaded into memory, which is difficult when the data set is
very large. What’s more, generating minimal uniques from maximal non-uniques
is also the bottleneck of GORDIAN.

HCA[7] is an algorithm based on bottom-up apriori technique. HCA uses an
efficient candidate generation strategy and applies statistical pruning with value
histograms. Besides, it takes advantage of functional dependencies and combines
the maximal non-unique discovery with HCA. However, there is no optimization
with regard to early identification of non-uniques in a row-based manner as HCA
is based on histograms and value-counting.

3 Pruning Methods of Unique Discovery

In section 3, we introduce two important pruning methods used in MRUCC,
which improve the efficiency of unique discovery. Column-based pruning is de-
signed to prune unique candidates. Row-based pruning can be used to accelerate
the verification of a column combination.

In order to verify a column combination, we need to project the data table
onto this combination and get a new table S. It proves that combination K is a
unique only if there is no duplicate tuples in S.

3.1 Basic Concepts

Unique column combinations are sets of columns of a relational database that
fulfill the uniqueness constraint. Uniqueness of a column combination K within
a table can be defined as follows[7]:

Definition 1. Unique Given a relational database schema R = {C1,C2,...,Cm}
with columns Ci and instance r ⊆ C1 × ...Cm, a column combination K ⊆ R is
a unique iff ∀t1, t2 ∈ r : (t1 
= t2)⇒ (t1[K] 
= t2[K]).

Minimality is an important property of unique. Minimal uniques are uniques
of which no strict subsets hold the property.

Definition 2. Minimal Unique An unique K ⊆ R is minimal, iff ∀K ′ ⊂
K : (∃t1, t2 ∈ R : (t1[K ′] = t2[K ′]) ∧ (t1 
= t2)).

3.2 Column-Based Pruning

If both K and K ′ are uniques of schema R, and K ⊂ K ′ , then we remark K ′ as
the redundancy of K. As shown in Figure 1, a schema R has 4 columns a, b, c, d
and its uniques are {b} and {a, c}. If we use BruteForce algorithm to find all non-
redundant uniques, we need to verify all combinations in the column combination
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Fig. 1. Column combination tree(CC-Tree)

tree(CC-Tree for short), which has 15 candidates altogether. Heuristically, we
can apply column-based pruning to avoid unnecessary verification. For example,
we should check every column combination showed in figure 1 in breadth-first
order. After confirming that {b} is a unique, we can omit the verification of {b, c},
{b, d} and {b, c, d} since that they are all redundancies of {b}. With column-based
pruning, it only takes seven verification to find all non-redundant uniques rather
than 15 times. The benefits of column-based pruning get more considerable when
the table has more attributes.

3.3 Row-Based Pruning

Row-based pruning is used to shrink computational cost of verifying a column
combination. Recall that we verify candidates in bread-first order(Figure 1).
If a tuple appears only once in the projection of a column combination K,
we can ignore this tuple when verify the subtree of K. For example, when
we verify column combination {Major} showed in Table 1, we can obtain that
{Major} is not a unique. Next it needs to verify combinations that are consti-
tuted by {Major} and another attribute, namely {Major,Name}, {Major,Grade}
and {Major,StudentID}.

Table 1. Data set sample

Name Major Grade StudentID

Lucy Computer freshman 1210368

John Math freshman 1210422

Lucy English Junior 1010232

Lucy Computer Sophomore 1110223

There is only one record whose value is Math in the projection on {Major},
so there must be only one record whose Major is Math in the projection on
{Major,Name}, {Major,Grade} and {Major,StudentID}. It is obvious that the
second tuple will not affect the verification of these three column combinations,
and the same as the third tuple. Therefore, we can prune the data table by
removing the tuples that appear only once in the projection and we get a and
smaller table shown in Table 2.
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Table 2. Pruned data set

Name Major Grade StudentID

Lucy Computer freshman 1210368

Lucy Computer Sophomore 1110223

4 MRUCC Algorithm

In this section, we introduce our unique discovery algorithm MRUCC. It is pro-
posed to deal with large-scale data set on Hadoop with column-based and row-
based pruning.

The core of MRUCC algorithm is to verify all column combinations located in
the same layer of the CC-tree simultaneously. Assume that MRUCC is to verify
the column combination set of {C1, C2, ... Cn}. Firstly it traverses this set and
checks redundancy for each combination Ci. If Ci is not redundant, MRUCC
adds Ci into a set named CandidateList, which is used to maintain combinations
that need further verification. Otherwise, if Ci is a redundant unique, all the
descendant nodes of Ci will be pruned. After traversing, all combinations in
CandidateList will be verified simultaneously. If Ci is a unique, MRUCC would
add Ci into Unique-Set and prune its subtree. Then, MRUCC processes next
level of the CC-Tree.

The MRUCC algorithm(Algorithm 1) takes ContextInfoList as its input.
ContextInfoList is a list constituted by ContextInfo objects, which is a data
structure used to build candidate column combinations. MRCheck is a unique
verification algorithm that contains a Mapper class and a Reducer class. The
former is responsible for the projection of each column combination, and the
latter is in charge of aggregation. We materialize the new table after row-based
pruning, in order to accelerate the verification of subtree.

Consider a data table with four attributes a, b, c and d, where {b} and {a,c}
constitute its Unique-Set. The corresponding CC-Tree is shown in Figure 1. The
MRUCC algorithm first finds uniques from the first layer of CC-Tree: it checks
redundancy of {a}, {b}, {c}, {d} and finds that all of them are not redundant,
so it sends these four candidates to MRCheck for unique verification. Then it
prunes the subtree of {b} since candidate {b} is a unique. Next, the algorithm
is processed to the second layer of the CC-Tree, where column combinations are
{a,b}, {a,c}, {a,d}, {c,d}. Combination {b,c} and {b,d} are not be processed
because they have been pruned before. Since {a,b} is redundant for {b}, the
MRUCC prunes its subtree analogously. It then passes {a,c}, {a,d}, {c,d} to
MRUCC and finds that {a,c} is a key, so it performs pruning similarly. At last,
the algorithm is processed to the third layer of the CC-tree and it comes to the
end since no combinations left in this layer.
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Algorithm 1. MRUCC

Input: ContextInfoList
Output: Unique collection UniqueSet
1: if ContextInfoList is null then
2: return UniqueSet
3: end if
4: for each info in ContextInfoList do
5: Construct Candidate using info and insert it into CandidateList;
6: end for
7: if CandidateList is not null then
8: Invoke MRCheck(CandidateList) for unique verification concurrently
9: end if
10: clear ContextInfoList;
11: for all Candidate ∈ CandidateList do
12: if Candidate is a unique then
13: Insert Candidate into UniqueSet
14: else
15: Construct new ContextInfo node and insert it into ContextInfoList
16: end if
17: end for
18: invoke MRUCC(ContextInfoList)

5 Experiment

We use a series of experiments to demonstrate that MRUCC has better perfor-
mance than the state-of-art algorithms on large scale data set. In addition, it
also proves that MRUCC algorithm has a good scalability.

5.1 Setup

Cluster: Our Hadoop environment has totally 6 nodes: one master and 5 slaves.

Data Sets: We use one synthetic and two real-world data sets in our experi-
ments. TPC-E is a data set which is used to simulate the OLTP workload of
a brokerage firm. FinancialData and MovieLens are real-word data sets. The
former is from the economic field while the latter is from the film industry. The
statistics of each data set are shown in Table 3.

Table 3. Statistics of data sets

Data Set Table Avg Col Max Col Avg Row Max Row

TPC-E 32 6 24 19285770 207407310
FinancialData 8 7 16 134288 1056320
MovieLens 12 6 15 130084 855599
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5.2 Scaling the Number of Columns

In this section we run MRUCC and GORDIAN on data sets with different
column numbers to compare their run time with the same computer. To thor-
oughly evaluate their performances, different column numbers and different data
set sizes are utilized. The experimental results are reported in Figure 2, Figure 3
and Figure 4 respectively. The cost of GORDIAN increases exponentially with
the growth of column number, while the curve of MRUCC is relatively flat. In
addition, MRUCC has a better performance when the data set gets lager, which
proves that MRUCC is efficient.

5.3 Scaling the Number of Rows

To analyze the effect of row number, we run MRUCC, BruteForce and GOR-
DIAN on data sets with different size on a single computer. Figure 5 shows the
execution time of these three algorithms.

As can be seen from Figure 5 that the cost of the MRUCC increases nearly
in a linear fashion as the data set size grows. Besides, MRUCC is much better
than BruteForce all the time. When the data size is small, GORDIAN has a
better performance than MRUCC, since the parallel overhead account for a large
percentage; but when the size gets larger, MRUCC is superior to GORDIAN. In
conclusion, MRUCC algorithm is more suitable for dealing with large data sets.

5.4 Speed-Up Ratio of Cluster

Speedup ratio is an important criterion to measure the performance of parallel
algorithms. The speedup ratio is defined as S = Ts/Tp, where Ts is the serialize
execution time and Tp denotes the run time of parallel algorithm with p nodes. In
this section, we randomly select 1/64, 1/32, 1/16, 1/8, 1/4, 1/2, and the entirety
of a 6GB data table as the sample sets. Then we evaluate speed-up ratio with
these sets on different number of nodes. As shown in Figure 6, the MRUCC
algorithm increases in a linear fashion when the data set is large, which proves
that MRUCC has a good speedup ratio.

5.5 Expansion Rate of Cluster

Expansion rate, which is defined as E = S/P , is used to assess the utilization
of cluster. S is the speedup ratio, while P denotes node number. Figure 7 shows
that MRUCC has a good scalability. The expansion rate is gradually decreased
with the growth of node number, since the cost of communication between nodes
increases. As the number of nodes grows, the expansion rate curve becomes
smooth gradually. It can give full play to its computing ability for each node
when the data size is large.
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6 Conclusion

A unique is the basis of understanding a data table, but it is often incomplete in
large data set. This paper proposes a distributed non-redundant unique discovery
method named MRUCC, which is based on Hadoop platform. Additionally, We
use column-based as well as row-based pruning to improve its efficiency.

There are some works to be done in future. Firstly, we can cache intermediate
results of MRUCC to avoid unnecessary I/O cost. Furthermore, we can apply
data partitioning to find as many non-uniques as possible on these subsets, so
as to improve column-based pruning.

Acknowledgments. This work is supported by NSF of China under Grant
No. 61170184, and Tianjin Municipal Science and Technology Commission un-
der Grant No. 13ZCZDGX02200, 13ZCZDGX01098, 13JCQNJC0100 and 14JC-
QNJC00200.



Discovery of Unique Column Combinations with Hadoop 541

References

1. Gunopulos, D., Khardon, R., Mannila, H., Saluja, S., Toivonen, H., Sharma, R.S.:
Discovering all most specific sentences. ACM Trans. Database Syst. 28(2), 140–174
(2003)

2. Brown, P., Haas, P.J., Myllymaki, J., Pirahesh, H., Reinwald, B., Sismanis, Y.:
Toward automated large-scale information integration and discovery. In: Härder,
T., Lehner, W., et al. (eds.) Data Management in a Connected World. LNCS,
vol. 3551, pp. 161–180. Springer, Heidelberg (2005)

3. Bell, S., Brockhausen, P.: Discovery of constraints and data dependencies in
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Abstract. Graph is a useful tool to model complicated data structures.
One important task in graph analysis is assessing node proximity based
on graph topology. Recently, RandomWalk with Restart (RWR) tends to
pop up as a promising measure of node proximity, due to its proliferative
applications in e.g. recommender systems, and image segmentation. How-
ever, the best-known algorithm for computing RWR resorts to a large
LU matrix factorization on an entire graph, which is cost-inhibitive. In
this paper, we propose hybrid techniques to efficiently compute RWR.
First, a novel divide-and-conquer paradigm is designed, aiming to con-
vert the large LU decomposition into small triangular matrix operations
recursively on several partitioned subgraphs. Then, on every subgraph,
a “sparse accelerator” is devised to further reduce the time of RWR
without any sacrifice in accuracy. Our experimental results on real and
synthetic datasets show that our approach outperforms the baseline al-
gorithms by at least one constant factor without loss of exactness.

1 Introduction

Finding proximities between objects based on graph topology is an important
task in web data management. It has a wide range of applications, e.g. near-
est neighbor search, image segmentation, and collaborative filtering. With the
growing quantities of complex structured data, many fundamental problems have
been naturally arising in graph analysis: How closely connected are two nodes
in a graph? How to efficiently assess the closeness between two nodes?

To tackle these questions, recent years have witnessed growing attention to
node-to-node proximities (e.g. [5,6,4,8,10,11,9]). Among them, Random Walk
with Restart (RWR) has become a very popular one, which is originally patented
by Tong et al. [5]. RWR is a PageRank-like node proximity based on a random
surfer model. In comparison with other relevance measures, RWR has the follow-
ing two benefits [5]: (1) it can globally capture the entire topology of a graph; (2)
its proximity values can be used for ranking objects with respects to a certain
query, as opposed to PageRank that is query-independent.

Prior Approaches. However, existing methods to compute RWR are less de-
sirable. To the best of our knowledge, there exist two noteworthy methods for

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 542–549, 2014.
c© Springer International Publishing Switzerland 2014
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RWR computation: Tong et al. [5] developed a closed form of RWR, convert-
ing the computation of RWR into a matrix inversion problem, which requires
O(n3) time for assessing all RWR proximities for n2 pairs of nodes in a graph.
Very recently, for top-K search, Fujiwara et al. [1] has proposed an excellent
algorithm called k-dash, which can be regarded as the state-of-the-art one for
computing RWR. Unfortunately, their strategy involves a large LU matrix de-
composition over an entire graph, which is still time-consuming. Therefore, it is
very imperative to devise novel techniques for accelerating RWR computation.

Our Contributions. In this paper, hybrid optimization techniques are pro-
posed for optimizing RWR computation. Different to the framework of [1] that
performs large LU decomposition on an entire graph, we utilize a novel divide-
and-conquer method, with the aim to convert large LU decomposition into small
triangular matrix operations on some partitioned subgraphs in a recursive man-
ner. This enables a substantial improvement on the computational time of RWR.
Besides, we take advantage of the sparsity of triangular matrix multiplications
with a node prioritizing strategy, and apply a fast matrix multiplication algo-
rithm, to further accelerate RWR computation. Finally, we conduct extensive
experiments on real and synthetic datasets to verify the high efficiency of our
proposed algorithms against other baselines.

Organization. The rest of this paper is structured as follows. Section 2 re-
visits the related work. Section 3 overviews the background of RWR. Section
4 proposes our divide-and-conquer method, k-LU-RWR, for RWR acceleration,
followed by some improved strategies in Section 4.3. Experiment results are re-
ported in Section 5. Section 6 concludes the paper.

2 Related Work

RWR has been widely accepted as a useful measure of node proximity based
on graph topology since the pioneering work of Tong et al. [5]. In that work, a
singular vector decomposition (SVD) based algorithm, B LIN, was also proposed
for computing RWR, by taking advantage of block structure of a graph. However,
this method still involves an matrix inversion on very dense matrices, which is
rather expensive, requiring cubic time in the number of nodes.

Later, Fujiwara et al. [1] proposed a fast top-K search based on RWR prox-
imities. Their algorithm involves two strategies: first, they deployed a large LU
decomposition on an entire graph for computing RWR; second, they used BFS
tree estimation and devised a pruning technique to skip unnecessary scanning
of nodes for top-K results. However, after LU decomposition, matrix inversions
of L and U on the entire graph are still costly. In contrast, our work deploys a
divide-and-conquer method to invert L and U recursively on small subgraphs,
therefore achieving high computational efficiency.

Most recently, Yu et al. [7] have developed an incremental algorithm that
supports link incremental updates for RWR on dynamical graphs. In comparison,
our work focuses on efficient computations of RWR on static graphs.
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3 Preliminaries

Notations. Table 1 lists the notations used throughout this paper.

Table 1. Symbols and Definitions

Symbols Definitions

n total number of nodes in a graph

c restarting probability, 0 ≤ c ≤ 1

A = [ai,j ] column-normalized adjacency matrix

pi = [pi,j ] n× 1 RWR vector for query i, with pi,j the proximity of node j w.r.t. i

W W := I− (1− c)A

vi n× 1 vector, whose ith element is 1, and 0 otherwise

L lower triangular matrix

U upper triangular matrix

I identity matrix

RWR Overview. The formal definition of RWR is as follows [5]:

pi = cApi + (1− c)vi. (1)

Intuitively, Equation (1) suggests that a random particle starts to walk from a
given query node i, and the particle iteratively transmits to its neighbor with
the transition possibility in proportion to the edge weight between them. At
each step, it has a probability c to return to the original node i until it reaches a
steady state. The element pi,j in vector pi refers to the probability of the particle
finally stays at node j.

Based on Equation (1), we have the following closed-form of pi:

pi = (1− c)(I− cA)−1vi = (1− c)W−1vi. (2)

The straightforward way of solving pi in Equation (1) is to adopt an iterative
paradigm: pi

(k+1) = cApi
(k) + (1− c)vi, where pi

(k) is the k-th iterative RWR
vector w.r.t. query node i. There are two stopping criteria for this iterative
method: one is, given a threshold ε, to check whether the norm of the difference of
two consecutive iterative RWR vectors is below ε, i.e., ‖pi

(k+1)−pi
(k)‖ ≤ ε; the

other is, given the total number of iterations K, to check whether the number of
iterations increasingly reaches K. However, both of these criteria may sacrifice a
little accuracy, as compared with non-iterative methods. Therefore, in this paper
our optimization techniques for RWR are based on non-iterative framework.

LU Factorization. Regarding the non-iterative methods for RWR, LU decom-
position is the best-known method, which is based on a closed-form of pi, as
shown in Equation (2). However, directly calculating W−1 requires high com-
putation time as the inversion matrix could be dense even though W is sparse
in most cases. To deal with this problem, we take advantage of the Crout’s algo-
rithm [2] to do LU decomposition. Consequently, we can compute the inversions
of L and U instead, namely, W−1 = U−1L−1.
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Algorithm 1. k-LU-RWR Algorithm

Input:
A : the normalized adjacency matrix
n : total number of nodes
i : query node
c : restarting probability
k : partitioning times

Output:
pi: ranking vector of node i

1: Compute W = I− cA
2: Do LU decomposition for W = LU according to Crout’s algorithm
3: L−1=recInvLU(L, n, k)
4: U−1=recInvLU(U, n, k)
5: pi = (1− c)U−1L−1vi

6: return pi

4 Our Solution

4.1 A Divide-and-Conquer Strategy for RWR

To meet the challenges raised by RWR, we propose an algorithm named
k-LU-RWR shown in Algorithm 1. In consideration of Equation (2), we pre-
compute and store W−1 offline which is from step 1 to step 4 in the algorithm.
When a query node i comes, we simply calculate the proximities pi online by
only two multiplication operations of matrix-vector according to step 5.

Now let us concentrate on step 3 and step 4. As we have decided in Section 3,
we take advantage of LU decomposition on W. However, directly utilizing LU
decomposition still requires to compute inversion matrices for both L and U, so
we apply following optimization strategies. We partition L and U into four parts,
as presented in Figure 1. After that, we compute the matrix inversions of L and
U according to Equation (3). Specifically, we do matrix inversions on L1,1, L2,2,
U1,1 and U2,2, referred to as triangle inversion, and matrix multiplications on
L2,1, U1,2 part, referred to as rectangle multiplication. When finished, we merge
the block matrices into L−1 and U−1.

L−1 =

[
L−1
1,1 0

−L−1
2,2L2,1L

−1
1,1 L−1

2,2

]
U−1 =

[
U−1

1,1 −U−1
1,1U1,2U

−1
2,2

0 U−1
2,2

]
(3)

From Figure 1, it is clear that L1,1, L2,2 remain to be lower triangular matri-
ces, and U1,1, U1,2 remain to be upper triangular matrices. This inspires us to
do the partition and inversion procedures recursively, as represented in Figure 2.
So we further devise a recursive algorithm recInvLU in Algorithm 2 to calculate
triangle matrix inversions in step 3 and step 4 of Algorithm 1.

4.2 Time Complexity of k-LU-RWR

In the pre-computation stage, i.e. step 1 to step 4, the main time cost includes
LU decomposition and matrix inversion. In LU decomposition part, we adopt
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Fig. 1. L and U Partitions

L1,1

L2,1 L2,2
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Fig. 2. Recursive L and U Partitions

Algorithm 2. recInvLU(M, n, k)

Input:
M : the lower or upper triangular matrix after LU factorization
n : size of matrix M
k : partitioning times

Output:
M−1: the inversion matrix of M

1: if k = 0 then
2: M−1 = inverse(M)
3: return M−1

4: else
5: Partition M into M1,1, M1,2, M2,1, and M2,2

6: M−1
1,1=recInvLU(M1,1,

⌊
n
2

⌋
, k − 1)

7: M−1
2,2=recInvLU(M2,2,

⌈
n
2

⌉
, k − 1)

8: if M is lower triangular matrix then
9: M−1

2,1 = −M−1
2,2M2,1M

−1
1,1

10: Merge M−1
1,1, M

−1
2,2 and M−1

2,1 into M−1

11: else
12: M−1

1,2 = −M−1
1,1M1,2M

−1
2,2

13: Merge M−1
1,1, M

−1
2,2 and M−1

1,2 into M−1

14: end if
15: end if

Crout’s algorithm, whose theoretical time complexity is O(n3). Similarly, in the
inversion part, if we inverse L and U directly, the time complexity is O(n3) too.
However, we applied partitioning strategy and the time complexity is given by
Equation (4), where T (MM(n2 )) represents the cost of rectangle multiplication
part in Algorithm 2.

T (recInvLU(n)) = 2T (recInvLU(
n

2
)) + 2T (MM(

n

2
))

= n log(n) + 2T (MM(
n

2
)) (4)

In the query stage, we simply do two multiplications of matrix-vector. For this
reason, the query response is nearly real-time.

4.3 Further Improvement of k-LU-RWR

From Equation (4), we know that the time of RWRmainly depends on the matrix
multiplications. A straightforward implementation of the matrix multiplications
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needs cubic time in the number of nodes. We now introduce two enhanced ver-
sions for accelerating the matrix multiplications: (1) We can adopt sparse matrix
storage data structure. Since the adjacency matrix A is often sparse, we can use
the reordering strategy [1] to keep the sparsity of LU decomposition. This re-
ordering strategy has a good performance in practice. However, when matrices
are becoming dense, the worst case time is still O(n3). (2) We can also ap-
ply Strassen’s algorithm [3] to reduce the time of the matrix multiplications to
O(nlog2 7). Combining these two methods together, it requires O(nlog2 7) time
in total for computing RWR, while eliminating unnecessary multiplications by
filtering zero entries.

5 Performance Evaluation

5.1 Experiments Settings

We set the restart probability c = 0.9, as previously used in [5].
We conduct a set of experiments on the value of partition times k, to see

how it effects on the experiment performance. To verify the effect of the reorder
strategy, we also do experiments on k-LU-RWR without reorder procedure called
Un-LU-RWR, compared with k-LU-RWR. The ratio of the number of nonzero
entries in L−1 and U−1 to the edges in matrices is introduced to indicate the time
and storage costs we preserve. Moreover, the proposed algorithm is compared
with NB LIN [5] and k-dash [1] in terms of pre-computation time to show the
efficiency of our algorithm. In k-dash, we compute proximities of top-n nodes for
fair comparison. Besides, we do experiments to show the high response time on
queries of k-LU-RWR.

We use real and synthetic datasets. All experiments were conducted on the
machine with 2.5GHz CPU and 4.00GB main memory. Our algorithms are im-
plemented in C++. The details of datasets are listed in Table 2.

Table 2. Datasets

Datasets Number of nodes Number of edges Type

bcsstk25 ≈ 15K ≈ 252K real

bcsstk31 ≈ 36K ≈ 1, 181K binary

bauru5727 ≈ 40K ≈ 145K binary

crystm03 ≈ 25K ≈ 584K real

pcrystk03 ≈ 25K ≈ 1, 751K binary

synthetic10000 10k 200k real

synthetic15000 15k 250k real

synthetic20000 20k 1000k real

5.2 Experiment Results

We first conduct experiments on how the value of k influences on the efficiency
of k-LU-RWR. The results are shown in Figure 3. When k varies from 0 to 10,
we see the time costs decrease gradually on both real datasets and synthetic
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datasets. For the case k = 0, we directly calculate the inversions of L and U
without partition technique. When k increases, the falling speeds differ on each
dataset due to the different architectures, but the performance changes little
when k grows to a certain degree. When k = 10, it preserves about 50% pre-
computation cost with regard to k = 0.

To demonstrate the sparsity of matrices after applying Reorder strategy, we
show the ratio of non-zero element numbers to matrix edges in Figure 4. From
the figure, we can see almost 70% storage costs are saved by reordering the ele-
ments. It also indicates the storages and computation costs we saved by adopting
Reorder strategy and sparse storage.

We compare pre-computation costs between k-LU-RWR, NB LIN and k-dash.
The results on real datasets are shown in Figure 5 and the results on synthetic
datasets are shown in Figure 6. Figure 5 demonstrates that our algorithm pre-
serves about 50% pre-computation w.r.t NB LIN and about 70% pre-computation
w.r.t k-dash. Figure 6 shows our algorithm saves over 50% pre-computation cost
w.r.t NB LIN and k-dash. There are mainly two reasons for the enhancements:
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(1) our algorithm adopts the idea of divide and conquer and takes advantage of a
sparse manner so that it skips unnecessary calculations by ignoring zero entries;
(2) by utilizing a fast matrix multiplication algorithm Strassen’s Algorithm we
saved one multiplication operation in each iteration by partitioning k times and
reduce the time complexity.

We also do experiments to verify the efficiency of the query stage, in which
we perform two matrix-vector multiplications. The query time on each datasets
is a few hundred milliseconds, as expected.

6 Conclusion

This paper addressed the problem of efficiently computing RWR proximities
based on graph topology. We first devised a divide-and-conquer paradigm to re-
cursively do LU factorization over small subgraphs. Then, by taking advantage
of sparsity of triangular matrix structure, we further accelerated RWR compu-
tation via fast matrix multiplication. Finally, we conducted extensive empirical
results using real and synthetic dataset, showing the superiority of our proposed
algorithm against the baselines in terms of computational time.

Acknowledgement. Thework is supported byNSFC61232006,NSFC61021004.
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Abstract. The last decade has witnessed tremendous growths of Internet of
Things(IoT). Numerous condition monitoring systems(CMS) are widely applied
to monitor equipments simultaneously. With the help of CMS, a large variety of
monitor data from a large number of equipments can be collected in a very short
time. However, it is a non-trivial task to take full advantage of such large amounts
of monitor data in the context of anomaly detection. In this paper, we propose an
approach called Latent Correlation based Anomaly Detection(LCAD) that can
quickly detect potential anomalies from a large amount of monitor data, which
posits that abnormal ones are a small portion in a mass of similar individuals.
Instead of focusing on each single monitor data series, we identify the abnormal
pattern by modeling the latent correlation among multiple correlative monitor
data series using the Latent Correlation Probabilistic Model(LCPM), a proba-
bilistic distribution model which can help to detect anomalies depending on their
relations with LCPM. In order to validate our approach, we conduct experiments
on the real-world datasets and the experimental results show that when facing a
large amount of correlative monitor data series LCAD has a better performance
as compared to the previous anomaly detection approaches.

Keywords: Anomaly Detection, Monitor Data, Condition Monitoring System.

1 Introduction

Nowadays, with the rapid development of the Internet of Things(IoT)[1,4] technology,
condition monitoring systems(CMS) have been widely applied to monitor varieties of
equipments. For example, KOMTRAX1 and IEM2 both are well-known CMS, which
monitor equipments through the Internet, GPS and so on. By means of CMS, a wide
variety of monitor data from a large number of equipments are widely collected within a
very short period of time, e.g., the data size of monitor data from equipments collected
by IEM exceeding 30G in a normal workday. If we can detect potential anomalies
from these monitor data efficiently, it will enhance the efficiency of maintenance task
scheduling, reduce the loss of failing and improve the design of equipments.

1 KOMTRAX: http://www.komatsuamerica.com/komtrax
2 IEM: http://www.sanygroup.com/group/en-us/

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 550–558, 2014.
c© Springer International Publishing Switzerland 2014
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Unlike most of the previous studies on anomaly detection, we focus on the latent rela-
tions of multiple correlative monitor data series but not each single monitor data series.
For instance, there are two sensors in an equipment, which collect the engine tempera-
ture and the engine speed respectively. Since the engine temperature varies along with
the variation of the engine speed, there exists a relation between the two corresponding
monitor data series. During the normal work time this relation varies within a normal
range. When anomalies occur, this relation may exceed the normal range. We define this
relation as Latent Correlation, which depicts dependencies among multiple correlative
monitor data series.

However, based on the latent correlation of correlative monitor data series, detecting
potential anomalies from a large amount of monitor data faces a set of challenges. First,
during design and manufacture phases, most of potential anomalies of equipments in
real work circumstances are not easily foreseen and identified. For example, in the
field of construction machinery, there are a variety of unforeseen issues like illegal
operations and poor working circumstances, which lead to all kinds of anomalies that
are not identified in the design phase. Furthermore, we analyze more than 5000 real
maintenance records from one kind of construction machinery and confirm that most
of equipments’ anomalies are indeed not recorded or identified. Second, the amount of
monitor data is too large to quickly detect anomalies. As it is not easy to foresee what
kind of anomaly will happen on the equipment in real work circumstances, CMS have to
collect a vast variety of monitor data as much as possible. This blind collection strategy
makes the volume of collected monitor data increase dramatically. For example, our
experimental datasets are collected from less than 300 equipments over a half year
period, which have more than 50, 000, 000 records.

In this paper, we address the above challenges by positing that abnormal ones are a
small portion in a large number of similar individuals. We present Latent Correlation
based Anomaly Detection(LCAD) that can quickly detect potential anomalies from a
large amount of monitor data. In LCAD, we use Latent Correlation Vector(LCV) to
represent the latent correlation among multiple correlative monitor data series. Thus we
model these LCVs using Latent Correlation Probabilistic Model(LCPM), a probabilis-
tic distribution model which depicts the probabilistic distribution of LCVs. Based on
the LCPM, we can detect anomalies according to their relations with the LCPM. The
anomalies detected by LCAD are defined as Abnormal Patterns. In order to validate our
approach, we conduct experiments on real-world datasets and the experimental results
illustrate that LCAD outperforms the previous approaches when facing a large amount
of correlative monitor data series.

We believe that this paper mainly makes three contributions as. Firstly, we define
the relation of multiple correlative monitor data series as the latent correlation. Fur-
thermore, we formulate the latent correlation as the LCV, which depicts the pairwise
relations of these monitor data series. Secondly, based on LCVs of multiple correlative
monitor data series, we model these LCVs using LCPM, a probabilistic distribution
model which depicts the variation range of LCVs. Thirdly, based on LCPM, we present
LCAD, an anomaly detection approach which can quickly detect abnormal patterns
from a large amount of monitor data.



552 J. Ding et al.

The rest of this paper is organized as follows. Section 2 reviews the related work. In
Section 3 we talk about the details of LCAD. Section 4 shows the results of experiments
to validate our approach. Section 5 gives a summary about this study.

2 Related Work

Most of the previous studies on anomaly detection(also called outlier detection)
focused on individual time series. Figure 1 illustrates a hierarchy of individual time
series for anomaly detection in the literature. There are mainly four categories in taxon-
omy: (1) Classification based. Classification based anomaly detection consists of rules
based[10], neural networks based[8,7] and SVM based[13]. (2) Nearest neighbor based.
Nearest neighbor based anomaly detection consists of density based[2] and distance
based[12,14]. (3) Cluster based. Cluster based anomaly detection like FindOut[15] and
CBLOF[6], which assumes that normal data records belong to large and dense clusters
while anomalies do not belong to any of the clusters or form very small clusters. (4) Sta-
tistical. Eskin et al.[5] also used stochastic distribution to detect anomalies depending
on their relations with this model.

Fig. 1. A hierarchy of individual time series for anomaly detection in the literature

There are some existing methods proposed for anomaly detection of multiple time
series. Zhang[16] et al. detected abnormal trend evolution from multiple data streams.
However, it could not manage a large amount of time series, e.g. the monitor data se-
ries in this paper. Papadimitriou[11] et al. proposed SPIRIT that is a streaming pattern
discovery approach in multiple time series data streams. Chan[3] et al. proposed box
modeling for multiple training series. Although both approaches are able to efficiently
mine multiple homogeneous time series, they are not suitable to directly mine multiple
correlative time series in different dimensions. For instance, there are two categories
of time series: one represents the engine temperature(temperature series) and the other
time series represents the engine revolving speed(revolving series). Since the engine
temperature rises with the increase of the engine revolving speed, there exists a latent
positive correlation between the two time series. However, the above methods such as
SPIRIT just model multiple temperature series or revolving series and lose sight of the
latent correlation between two time series. Generally, existing works can not well ad-
dress anomaly detection for multiple time series based on a large amount of correlative
time series.
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3 LCAD: Our Anomaly Detection Approach

Latent Correlation based Anomaly Detection(LCAD) focuses on the latent correla-
tion among multiple correlative monitor data series. For definiteness and without loss
of generality, we first give some notations to help us explain our anomaly approach
LCAD. Given there is a number of equipments of the same category denoted as E =
{E1, E2, ..., EM}, where Em represents an equipment. For the equipment Em, there
exist a sequence of sensors denoted as S = {S1, S2, ..., SK}, intended to monitor dif-
ferent components of equipments that produce K categories of monitor data series de-
noted as Wm = {Wm

1 ,Wm
2 , ...,Wm

K }. Specially Wm
k = {vmk (1), vmk (2), ..., vmk (N)}

represents a monitor data series corresponding to the k-th sensor of them-th equipment,
where vmk (n) is denoted as the collected values at time Tn.

3.1 Segmentation of Monitor Data Series

Definition 1 (Work Cycle Series). A work cycle of equipment Em is a complete work
process, a complete usage of the equipment which is from the starting up to the shut-
down of the equipment. A work cycle series is a segment of monitor data series in a
work cycle, which is corresponding to a work cycle of an equipment. Illustrated in Fig-
ure 2, there are three work cycles shown in a monitor data series(values collected with
lines). Hence, this monitor data series consists of three work cycle series.
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Fig. 2. Illustration of work cycle series

Since different equipments are operated in different work circumstances, the monitor
data series collected from different equipments are entirely different. As a consequence,
it is not suitable to compare the monitor data series along all the collection time directly.
However, no matter what kind of work circumstances and operations, the work cycle se-
ries is more suitable for comparisons than the original monitor data series because work
cycle series have similar behaviors in a work cycle in spite of different equipments.
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3.2 Latent Correlation Extraction

Given there are a number of work cycle series in a work cycle denoted as D =
{D1, D2, ..., DK} where Dk means a work cycle series of one sensor denoted as
Dk =

{
vk1 , v

k
2 , ..., v

k
T

}
. For K correlative work cycle series, we define a Latent Corre-

lation Matrix(LCM) to represent the latent correlations of work cycle series. We denote
the LCM of K work cycle series as LCM = {Cij}KK , where the element Cij means
the Latent Correlation Parameter(LCP) between the i-th work cycle series Di and j-th
work cycle series Dj , hence the LCP is calculated as follows:

Cij =

∑T
n=1(v

i
n − vi)(vjn − vj)

T − 1
(1)

In Formula 1, vi =
∑T

n=1 vi
n

T and vj =
∑T

n=1 vj
n

T . Since the LCM is a symmetric
matrix, where if i 
= j, the LCP Cij is the covariance of the i-th work cycle series and
the j-th work cycle series, if i = j, the LCP Cij (diagonal element) is the variance. In
order to ease the difficulty of modeling, we compress the LCM to the Latent Correlation
Vector(LCV) denoted as LCV = {λ1, λ2, ..., λK} illustrated as Formula 2. The element
λk of LCV is the k-th eigenvalue of LCM.

U − λkLCM = 0 (2)

In formula 2, U is an unit matrix. Hence, we conduct the LCVs of these work cycle
series to depict the latent correlations among these work cycle series in a work cycle.

3.3 Latent Correlation Probabilistic Model

In each work cycle, there are a corresponding LCV to represent the latent correlation
of these correlative work cycle series. Hence, let LCV1,LCV2, ...,LCVM denote as
a sequence of LCVs, where LCVm = {λm1 , λm2 , ..., λmT }. Central Limit Theorem3 in
statistic also tells us that most similar individuals have similar behaviors and abnormal
ones behave differently from the others. Similarly there is a conclusion: abnormal LCVs
are a small portion in the sequence of LCVs, which is corresponding to abnormal pat-
terns. According to Central Limit Theorem, we choose the Multidimensional Normal
Distribution to formulate these LCVs.

(LCV1,LCV2, ...,LCVM ) ∼ N (x|Σ,μ) = 1

(2π)
M
2 |Σ| 12

e−
(x−μ)T Σ−1(x−μ)

2 (3)

In Formula 3, Σ and μ represent the covariance matrix and the average vector of
the multivariate gaussian distribution respectively, which determine the LCPM of this
sequence of LCVs. We apply the maximum likelihood estimation(MLE) to calculate
these parameters.

3 http://en.wikipedia.org/wiki/Central_Limit_Theorem

http://en.wikipedia.org/wiki/Central_Limit_Theorem
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3.4 Abnormal Pattern Detection

Based on the LCPM, we define Abnormal Pattern Detection Function(APDF) of the
LCVs denoted as follows:

D (LCV ;Σ,μ, α) =

{
1, if cw,s > μ+ αΣ or cw,s < μ− αΣ

0, if μ− αΣ ≤ cw,s ≤ μ+ αΣ
(4)

In the APDF, parametersΣ and μ mean the covariance matrix and the average vector
of LCPM calculated as shown in Formula 3. In the experiment the parameter α is equal
to 3. The input of APDF is an LCV or a sequence of LCVs. The output of APDF is a
boolean value, 1 means that the input LCV is an anomaly corresponding to an abnormal
pattern of equipments and 0 means the input LCV is normal.

4 Experimental Evaluation

4.1 Data Preparation

We conduct experiments on real-world datasets which come from a Chinese well-
known construction machinery manufacturer. The original datasets contains three
sub-datasets, corresponding to the three main components of pump concrete trucks:
pumping system(Pump-sys), cantilever system(Can-sys) and underpan system(Under-
sys) of pump concrete trucks. The statistics of the three sub-datasets from pump con-
crete trucks are shown in Table 1.

Table 1. The statistics of three sub-datasets collected from pump concrete trucks

Sub-dataset

Number of
monitor data

records

Number of
monitor data

series categories
Number of work

cycles
Number of work

cycle series

Pump-sys 35,807,982 177 32,632 5,775,864
Can-sys 11,456,724 136 32,632 4,437,952

Under-sys 5,572,806 63 32,632 2,055,816
total 52,837,512 376 32,632 12,269,632

As shown in Table 1, we apply 52, 837, 512 monitor data records to the real ex-
periments collected from 279 pump concrete trucks. There are 376 sensors in each
equipment that produce 376 monitor data series over half a year period. Further-
more, there are 12, 269, 632 work cycle series(32, 632 work cycle multiplies 376 types
of monitor data series.). The three sub-datasets Pump-sys, Can-sys and Under-sys
have 5, 775, 864, 4, 437, 952 and 2, 055, 816 work cycle series respectively. Each sub-
datasets has its corresponding LCPM, as there are too much parameters, we will not
illustrate the three LCPMs in the experiment.
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4.2 Baselines and Evaluation Methodology

Baselines. We consider our proposed LCPM for anomaly detection on the three sub-
datasets: Pump-sys,Can-sys and Under-sys. Actually there are not relative approaches
for anomaly detection, LCPM focuses on a sequence of work cycle series but the previ-
ous focus on one single work cycle series. In the experiments we compare our proposed
LCPM with three baseline approaches: (1) Local Outlier Factor (LOF) approach[2].
For each work cycle series Dk =

{
vk1 , v

k
2 , ..., v

k
T

}
, compute LOF (Dk) as ratio of

average local reachability density of Dk k-nearest neighbors and local reachability
density of this work cycle series. (2) Connectivity Outlier Factor approach[14]. For
each work cycle series Dk =

{
vk1 , v

k
2 , ..., v

k
T

}
, calculate COF (Dk) to identify out-

liers as points whose neighborhoods is sparser than the neighborhoods of their neigh-
bors. (3) Cluster based Local Outlier Factor (CBLOF)[9]. For each work cycle series
Dk =

{
vk1 , v

k
2 , ..., v

k
T

}
, we use squeezer clustering algorithm to conduct clustering and

determine CBLOF for each work cycle series measured by both the size of the cluster
and the distance to the cluster.

Evaluation Metrics. We evaluate the prediction performance of the above algorithms
using 3 metrics: Recall (detection rate), Precision and AUC(area under the ROC curve).
Generally, Recall measures the ratio between the number of correctly detected anoma-
lies and the total number of anomalies, Precision measures the ratio between the number
of correctly detected anomalies and the total number of detected anomalies, and AUC
measures the tradeoff between Recall and Precision.

4.3 Experimental Results and Analysis

We present the evaluation results in Table 2. As highlighted in bold, latent correlation
anomaly detection(LCAD) consistently outperforms other approaches on most sub-
datasets and most metrics. The performances of LCAD far exceeds that of the other
approaches on most metrics, demonstrating the importance and effectiveness of latent
correlations among condition data series in LCAD and extracting the latent correlation
vector in LCPM.

Table 2. The performance of various approaches on the three sub-datasets

Dataset Metric LOF COF CBLOF LCAD

Pump-sys
Recall 0.420 0.527 0.505 0.721

Precision 0.469 0.601 0.532 0.623
AUC 0.536 0.761 0.659 0.854

Can-sys
Recall 0.559 0.517 0.542 0.819

Precision 0.583 0.681 0.702 0.697
AUC 0.633 0.598 0.721 0.783

Under-sys
Recall 0.542 0.452 0.821 0.819

Precision 0.461 0.574 0.583 0.791
AUC 0.514 0.563 0.639 0.684



LCAD: A Correlation Based Abnormal Pattern Detection Approach 557

LOF is a nearest neighbor approach based on the reachability distance, another work
which calculates the local reachability density to determine the LOF of data records.
COF almost achieves better performances as compared to LOF, which is based on
the average chain distance. Furthermore, CBLOF outperforms than the two KNN ap-
proaches LOF and COF on Can-sys and Under-sys, which is a cluster approach for
anomaly detection based on LOF. However, it fails on Pump-sys because data are sparse
and distances between any two data records may become quite similar in high dimen-
sional spaces.

Though the precision ratio of LCPM on Can-sys is 0.005 less than that of CBLOF,
the recall ratio and AUC of LCPM both are much higher than that of CBLOF. There
are similar experimental results on Under-sys. As a whole, LCAD is not only accurate
but also stable than others. This convinces us that the latent relation among work cycle
series can help detect more potential anomalies.

4.4 Implementation and Discussion

In real detecting circumstances, there are two ways to implement LCAD: offline detec-
tion and online detection. Offline detection focuses on the pre-existing monitor data and
ignores the real time incremental monitor data. It detects all the monitor data in batch
at regular intervals. This paper’s experiments are based on offline detection. Online de-
tection focuses on the real time monitor data only. It detects the real-time incremental
monitor data in real time. We have also applied this type of detection method in a real
CMS.

5 Summary

Quickly detecting potential anomalies from a large amount of monitor data is very im-
portant for us to better know the working condition of equipments. In this paper, we
model the latent correlations of monitor data using LCPM, a probabilistic distribution
which assumes that abnormal ones are a small portion in most of similar individu-
als. Based on LCPM, we proposed LCAD, an anomaly detection approach which can
quickly detect potential anomalies from a large amount of monitor data. Our approach
achieves promising performances in experimental studies, which leads us to draw the
conclusion that our proposed LCAD indeed detect more potential anomalies as com-
pared to the previous approaches.

Our future work mainly includes the model selection, the model training and the
conduction experiments on different datasets. Furthermore, the further analysis of the
abnormal patterns detected by LCAD is also an interesting question.
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Abstract. Recently, Hadoop has become a common programming
framework for big data analysis on a cluster of commodity machines.
To optimize queries on a large amount of data managed by the Hadoop
Distributed File System (HDFS), it is particularly important to optimize
the reading of the data. Previous works either designed file formats to
cluster data belonging to the same column, or proposed to place corre-
lated data onto the same physical nodes. In query-workload aware sit-
uation, a possible optimization strategy is to place data that may not
be used by the same query into different logical partitions so that not
every partition is needed for a query, while physically distribute the data
in each partition evenly across the compute nodes. This paper proposes
a condition-based partitioning scheme to implement this optimization
strategy. Experiments show that the proposed scheme not only reduces
the I/O cost, but also maintains the workload of the compute nodes
balanced across the cluster.

Keywords: Hadoop, Data Analysis, Data Partition, Query Workload,
Cost-based Optimization.

1 Introduction

Over the past few years, Hadoop [1] has been widely used for data mining and
data analysis due to its two advantages. First, the Hadoop parallel programming
framework allows users to comfortably write MapReduce [4] jobs on a big cluster
of commodity machines. Second, with the help of Hadoop distributed file system
(HDFS) to distribute input files across the clustered machines, the MapReduce
jobs can then process local file chunks with very low communication cost.

The main processing mode in using HDFS to evaluate queries is to scan the
entire data. For an efficient use of the cluster of machines, the HDFS splits large
data files into data blocks and then distributes the blocks randomly and evenly
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across the machines. This policy can balance the workload of the machines when
the scan is done. When all the data needs to be scanned, this is indeed a very
effective method.

Optimization over the above basic scanning method has been introduced in the
literature, especially for data in a relational table form. RCFile [7] was designed
as a data format that stores the column-wise compressed data in order to reduce
the I/O cost. However, often a query does not need to use all the data in a data
file. For example, a select-project query may only need to access a small portion
of the rows and a few of the columns in a relation. A general approach in the
literature (e.g. CoHadoop [5]) is to put the data needed by the same query onto
the same physical machines to reduce data shuffling. However, this approach
may lead to unbalanced workload across the cluster, reducing the efficiency of
the whole cluster.

In this paper, we propose a novel approach, namely a condition based partition
scheme (CPS). The main idea of CPS is to analyze the query workload and
then to place correlated data into the same logical partitions, and each logical
partition is instead physically stored in clustered machines. Here, “correlated
data” means the data that are used by the same query. In detail, by analysing
the queries, we divide correlated rows of input tables into the logical partitions.
When the raw table data is uploaded to HDFS, the HDFS policy then still
randomly and evenly distributes the data across the cluster, without incurring
unbalanced workload across the cluster. When the queries are processed, only
those logical partitions needed by the queries are accessed. In this way, we can
avoid the full scan of the whole input data and access only the needed partitions,
and yet do not introduce any imbalance in processing tasks among the cluster
nodes. Consequently, the CPS greatly optimizes the query processing time.

In summary, in this paper, we make the following contributions:

1. We introduce a logical partitioning approach to avoid full scan of data, yet
to keep the physical workload balanced across the cluster.

2. We design a method that does the logical partitioning correctly and auto-
matically in an optimized manner, given a query workload.

3. We design a prototype to implement (based on Hive [2]) the logically par-
titioning scheme so that only the related partitions are scanned without
changing Hadoop internals.

4. We conduct experiments to compare the implemented prototype with the
state of art approaches, using the benchmark data from TPC-H [3]. The
experimental results show that our prototype implementation outperforms
RCFile by 20% to 40% on query processing time.

The rest of the paper is organized as follows. First we introduce the background
and motivation of our work in Section 2 and Section 3, respectively. Next, we
present the design of our partitioning scheme in Section 4.After that, we evaluate
the performance of the developed prototype in Section 5, and review the related
works in Section 6. Finally Section 7 concludes the paper.
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2 Background

To provide a technical background of this paper, we give an overview of two
systems, namely Hadoop and Hive, and an important concept used in this paper:
logical partition.

2.1 Hadoop and Hive

The Hadoop systemmainly contains two components, namely HDFS andMapRe-
duce. Before processing the input files, Hadoop needs to distribute the files ran-
domly and evenly across a cluster of commodity machines. The files are then
maintained on HDFS with data blocks of 64 MB by default. Next, to initiate a
data query task, Hadoop starts map tasks (mappers) and reduce tasks (reduc-
ers) concurrently on the clustered machines. The mappers sequentially read the
input files from HDFS with each data block as a unit and shuffle the interme-
diate results to the reducers. When the jobs are finished, the reducers write the
output back to HDFS.

To support queries, Hive provided an open-source data warehousing solution
atop Hadoop. To process the queries written by an SQL alike declarative lan-
guage, Hive compiles the queries into MapReduce jobs that are executed by
Hadoop. Besides, Hive provides commands and third party application inter-
faces, such that users can execute queries in a flexible way.

2.2 Logical Partition

Hive supports the concept of logical partition. That is, for a given table, the data
belonging to the same logical partition is placed into one directory on HDFS.
However, the files are physically distributed onto multiple nodes in a cluster. For
example, Hive uploads the table raw files onto HDFS by executing MapReduce
jobs, and then splits the raw files into N partitions. Next, the N partitions are
evenly placed onto M datanodes of a Hadoop cluster.

3 Motivation

For a given table T in data warehouse, in the simplest case, we assume that
only one selection query refers to T . We can directly select all rows from T
satisfying the query condition into a partition, and let all remaining rows into
another partition. Intuitively, by treating the query condition as a sub-range R
in the universe U , the partitioning scheme is to separate the universe U into the
sub-range R and the opposite U \R.

In the general case, there instead could exist multiple queries referring to the
table T . As an example of the general case, three following queries refer to the
table Lineitem in the TPC-H [3] benchmark (we will use the queries throughout
this paper).
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Q1: SELECT l_returnflag, count(1), sum(l_extendedprice*(1-l_discount))
FROM Lineitem
WHERE l_shipdate>‘1997-09-02’
GROUP BY l_returnflag;

Q2: SELECT sum(l_extendedprice*l_discount) as revenue
FROM Lineitem
WHERE l_shipdate >= ‘1994-01-01’ AND l_shipdate < ‘1995-01-01’ AND

l_discount >= 0.05 AND l_discount <= 0.07;

Q3: SELECT l_shipmode, count(1)
FROM Lineitem
WHERE l_shipmode = ‘MAIL’ OR l_shipmode = ‘SHIP’
GROUP BY l_shipmode;

Given the general case, the key of the proposed partitioning scheme is to
generate a best partition plan with the minimal query processing time. Therefore,
we may independently consider each of the queries, and then follow the above
simplest case (with only one query) to partition the input table T . However,
the approach could lead to too many partitions and MapReduce jobs during
processing queries and still cannot guarantee the minimal query processing time.

To this end, we need to carefully find a best way to partition the table T for the
minimal query processing time. Here, we will define a partition plan that is used
to partition T (Section 4.1). Given multiple queries, each of the queries might
involve an associated plan to partition the table T , and the whole queries involve
the various combinations of such plans (Sections 4.2). Consequently, based on a
cost model, we find the best one with the least cost among all possible candidates
for the minimal processing time (Section 4.3).

4 Design of CPS Partitioning Scheme

4.1 Definition of Partition Plan

For a given table T with schema T s, we consider a set of queries over T . Such
queries involve the number n of query conditions θi with 1 ≤ i ≤ n. Based on such
n conditions, we then define a partition plan P = {p1, p2, ..., pn} if and only if the
conditions θi associated with pi satisfies the requirement θ1∨θ2∨ ...∨θn = True.
In general, partition pi is determined by an associated condition θi, such that the
data of pi satisfies the condition θi = True. When pi are ready, to process a query
having multiple conditions, we will consider only those partitions corresponding
to such conditions for query evaluation.

Based on the three queries Q1, Q2 and Q3, we give an example of a valid
partition plan in Table 1. Just for simplicity, we only consider the predicate
conditions referring to the attribute l shipdate. As shown in this table, each
partition has an unique ID, and the data in each of the partitions is determined
by selecting the rows from Lineitem satisfying the associated conditions.
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Table 1. Example of Partition Plan for Lineitem

UID Associated Conditions

0 l shipdate < ‘1994-01-01’

1 l shipdate ≥ ‘1994-01-01’ and l shipdate < ‘1995-01-01’

2 l shipdate ≥ ‘1995-01-01’ and l shipdate ≤ ‘1997-09-02’

3 l shipdate > ‘1997-09-02’

4.2 Generate Candidate Plans

We note that the query conditions could involve disjunctive and (or) conjunctive
forms of individual predicates. Thus, we need to transform the disjunctive and
(or) conjunctive combinations of such predicates. The purpose of such transfor-
mations is to simply the query combinations and meanwhile should not falsely
miss any query results needed by the queries (and thus should correctly answer
the queries without falsely missing any results).

With equivalent transformations in logical theory, we can transform query
conditions into their the major conjunctive normal form (CNF), and each ele-
ment in CNF refers to one attribute. Based on all such elements, we then use
the algorithm in Section 4.2 to generate the candidates of partition plans.

Before transforming the predict conditions in queries, we first formally define
the candidate partition plan as follows. For the table schema T s, the candidate
partition plan about an attribute a contains all selective conditions involving a
and their corresponding negative conditions. To avoid overlapping conditions, a
candidate plan satisfies ∀θi, θj ∈ Θ, θi ∧ θj = ∅.

Next, we consider the following typical data warehouse query, and would like
to find out all the candidate plans.

SELECT A FROM T WHERE P

where A denotes an aggregate function over attributes of table T , and P denotes
a set of predicates in the query conditions. Denote π(P) to be the attributes
appearing in the conditions. For each query in given workload, we can extract
the attributes set and union all the sets to figure out the attributes appearing in
the queries. Then, for every attribute, we combine the query conditions refer to
it. Finally, we figure out a candidate plan for each attribute as shown in Table 2.

4.3 Cost Model of Partition Plan

In this section, we give a cost model to measure the cost of each plan. Consider
table T = (a1, a2, ..., ak) where ai with 1 ≤ i ≤ k is the i-th attribute of T and
M(T ) is the size of T . Suppose we have a candidate plan P = {p1, p2, ..., pn} de-
termined by attribute a and the corresponding condition set φa

T = {θ1, θ2, ..., θn}.
Denote r(θ) is the selective ratio of T , when filtering T according to θ. Then,
the size of the i-th partition of table T is

S(T, i) = r(θi)×M(T ) (1)
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Table 2. Candidate Partition Plans of Demo Workload

Attribute UID Corresponding Condition

l shipdate

0 l shipdate > ‘1997-09-02’

1 l shipdate <= ‘1997-09-02’ AND l shipdate >= ‘1995-01-01’

2 l shipdate >= ‘1994-01-01’ AND l shipdate < ‘1995-01-01’

3 l shipdate < ‘1994-01-01’

l discount

0 l discount < 0.05

1 l discount >= 0.05 AND l discount <= 0.07

2 l discount > 0.07

l shipmode

0 l shipmode = ‘MAIL’

1 l shipmode = ‘SHIP’

2 l shipmode <> ‘MAIL’ AND l shipmode <> ‘SHIP’

Next, we use the function f(T, i, q) to determine whether or not the i-th partition
is hit by q, where π(q) is the set of attributes in where clause of q and cq is the
where clause of q:

f(T, i, q) =

⎧⎪⎨⎪⎩
1, a /∈ π(q)

1, cq ∩ θi �= ∅
0, otherwise

(2)

In addition, if aggregation operations existing in query, there incurs two MapRe-
duce jobs to figure out query result, the first one executes selection operation
and the other one processes its result for aggregation. We accumulates the input
size and use function g(q) to determine whether q having aggregations:

g(q) =

{
1 + r(q), if q contains aggregation functions

1, otherwise
(3)

Then, given the query set Q(T ) contains all the queries refer to T in current
workload, the cost of fetching input data of T is

C(T ) =
∑
∀q∈Q

∑
1≤i≤n

S(T, i)× g(q)× f(T, i, q) (4)

With the above cost model, we then can calculate the cost of each candidate
plan, and the one with the least cost is chosen as the final plan.

5 Experiments

We evaluate the performance of CPS on three aspects: (i) the usefulness of our
cost model, (ii) the advantages of CPS over previous works.

We conduct our experiments on a Hadoop cluster with one master node and 5
slave nodes. Each node has the same hardware and software configuration with
64-bit Linux and 750 GB hard disk. We implement CPS service atop Hadoop
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1.2.1 and Hive 0.11.0. Each mapper/reducer task uses 1024 MB memory and
the block size is 64 MB by default. We use dbgen in TPC-H to generate the
synthetic dataset and the scale factor is 30.

5.1 Usefulness of the Proposed Cost Model

In section 4.1, we generate 3 candidate partition plans for table Lineitem. Next,
for each of these plans, we first use the cost model to compute the theoretical
cost, and next compute the empirical results based on our experiments. Instead
of precisely computing the theoretical cost, we alternatively use the size of the
data used by the plans. Denote M to be the total size of an input table, and
r ·M then indicates the size of the data used by a plan to process the query.

In Table 3, for each of the candidate plans with respect to the rows l shipdate,
l discount and l shipmode, the 2nd - 4th columns indicate the data size used
by each query from Q1 to Q3 (because of aggregation, the ratio of input size to
table size maybe larger than 1), and the 5th column sums the data size. The
rightmost column instead gives the real query time of executing all three queries.
Though the result given by the proposed cost modal does not precisely indicate
the absolute cost of each candidate plan, this table does verify that the empirical
value (i.e., the real query time) is roughly consistent with the theoretical value
computed by the cost model (i.e., the total cost in the 5-th column).

Table 3. Comparison with Theory Cost Values

Key Attribute Q1 Q2 Q3 Total Value Execution Time(s)

l shipdate 0.33 ·M 0.15 ·M 1.39 ·M 1.87 ·M 101

l discount 1.17 ·M 0.07 ·M 1.39 ·M 2.63 ·M 125

l shipmode 1.17 ·M 1 ·M 0.78 ·M 2.95 ·M 141

5.2 Comparison between CPS and Previous Works

In this experiment, we compare CPS with two alternative approaches (a special
file format RCFile and physically clustering). In detail, we first use RCFile as the
typical example of optimize the design of file format. Second, we purposely move
the data blocks belonging to the same (logical) partitions onto the same physi-
cal nodes, such that we emulate the physical clustering approach (CoHadoop).
Finally, we combine the two techniques (the RCFile and the CPS partitioning
scheme) together in order to provide the utmost performance. In this experiment,
we extract 12 selection queries1 about table Lineitem in TPC-H and processing
queries on those tables. Based on these approaches, we conduct the experiment
by 10 times and then measure the average processing time given in Figure 1(a).

1 We choose all the selections about Lineitem, including the selections in Join query
by ignoring the operations on other tables.
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Fig. 1. Comparison of Different Optimization Policy

As shown in this figure, the case without any partition obviously uses the
longest time. Next, compared with RCFile, the CPS partition scheme saves about
20% time. The physical clustering method has the longer execution time than
RCFile does. Instead, the combination of the two techniques (i.e., RCFile and
CPS) can achieve the best result by saving around 40% time. This experiment
clearly verifies the advantages of CPS over the previous works, and in partic-
ular, the combination of CPS and RCFile achieves the best result among all
approaches.

6 Related Work

First, CoHadoop extended Hadoop by placing data blocks (and their replicas) of
correlated files onto the same data nodes. In this way, the correlated files can be
accessed locally inside the same machine, and the network traffic is reduced. Un-
fortunately, this approach could lead to unbalanced workloads in clustered ma-
chines, in case that the correlated data is associated with very high (or very low)
volume size. Different from CoHadoop, some previous works specially designed
file formats to optimize Hadoop query processing time. The typical examples of
such works include CFile, [6] and RCFile. CFile supported a column-wise file
format based on the entire file level, while RCFile was an in-block column-wise
storage. The column-store allowed faster query processing time by less I/O cost.
However, these data formats do not cluster semantically related data together.

7 Conclusion

In this paper, we proposed a new partition scheme, CPS, to optimize query
processing, based on the Hive data warehouse and the Hadoop distributed file
system. Our experimental results have successfully verified that the CPS scheme
can improve the performance of query processing over the state of the art meth-
ods. As future work, we will extend our partition scheme to support more com-
plex query conditions, such as those having multiple attributes conditions, and
the query operators like Join and Order By.
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Abstract. Collaborative Filtering (CF) techniques are the mostly ap-
plied methods in real world recommender systems. There are two typical
types of CF, which are memory-based and model-based CF algorithms.
However, these two CF methods in fact pay attention to different parts
of ratings data. Memory-based CF methods are adept at finding lo-
cal similar users, while model-based CF algorithms emphasize achieving
global optimization. In this paper, we integrate a neighborhood approach
and Probabilistic Matrix Factorization (PMF) into a hybrid CF model,
DPMFNeg, which combines the advantages of memory-based and model-
based CF algorithms. We explore the performance of our method on two
test datasets – MoiveLens-100K and MoiveLens-1M. The results show
that DPMFNeg performs better than other methods on those datasets
in terms of MAE and RMSE.

Keywords: Collaborative filtering, Recommender Systems, Neighbor-
hood Approach, Probabilistic Matrix Factorization.

1 Introduction

With the vigorous development of electronic commerce, a huge amount of com-
modity information is produced for consumers. In fact, it is not trivial to offer
consumers with appropriate choices. Recommender systems have attracted a
lot of attention to solve the information overload problem. Many related rec-
ommendation techniques have been researched in fields of information retrieval
[1,2], machine learning [3] and data mining [4].

Recommender Systems actively present to users a list of items such as films,
music, books, news and so on, which the users may be interested in. Typically,
the known techniques of recommender systems can be categorized as Collab-
orative Filtering (CF) [5,6] and content-based filtering [7]. CF algorithms are
based on the assumption that if users have rated similar items or have similar
behaviors, activities or preferences, they will rate or act on other items simi-
larly [5]. Meanwhile, researchers also face several challenges that pose danger
[8], which are mainly data sparsity, scalability, diversity and so forth. Some hy-
brid recommender systems [9,10] are studied with unifying advantages of CF and
content-based filtering, which may have better performance and improvements.
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For two categories of CF, memory-based and model-based algorithms can
be mutually complementary in some way to take advantages of two methods.
However, integrated CF algorithms are simply researched by far, and most of
them are only combined with the fixed coefficients. We observe that memory-
based methods need significant relationship and model-based algorithms always
ignore strong correlations, so we propose a dynamically integrated CF model that
individually combines the memory-based and the model-based algorithms. We
study our method with explicit ratings on on two datasets and the experimental
results show that it outperforms other state-of-the-art algorithms.

2 Related Work

2.1 Neighborhood Approaches

Themost representative of memory-basedCFmethods, neighborhood approaches
[11,12] still enjoy a huge amount of popularity. Neighborhood-based CF computes
similarity between users or items, and then uses the weighted sum of ratings or
simple weighted average to make predictions based on the similarity values. We
adopt Pearson Correlation Coefficient (PCC) [13] as similarity function, denoted
by Sim(u, v), which is defined as:

Sim(u, v) =

∑
i∈Iu,v

(ru,i − r̄u)(rv,i − r̄v)√ ∑
i∈Iu,v

(ru,i − r̄u)
2 ∑
i∈Iu,v

(rv,i − r̄v)
2

(1)

where ru,i is the score rated by user u for item i, r̄u represents the average of
ratings by user u and Iu,v is the set of items that co-related by both user u and
user v. To predict ru,i, the user-based neighborhood approach firstly need choose
the top-k most similar users, and then ru,i is calculated by the formula:

r̂u,i = r̄u +

∑
v∈Nk

u

Sim(u, v)(rv,i − r̄v)∑
v∈Nk

u

Sim(u, v)
, (2)

where Nk
u is the set of top-k users which are the most similar to u.

2.2 Probabilistic Matrix Factorization

In [3], Salakhutdinov et al. presented a probabilistic linear model, named as
Probabilistic Matrix Factorization (PMF). PMF seeks to obtain two low-rank
matrices, P and Q, for the user-item rating matrix R. It assumed that attitudes
or preferences of a user are determined by a small number of features. A d-
dimensional column feature vector of use u or item i is respectively denoted as
pu and qi. The rating ru,i can be formulated as follows:

r̂u,i = rm + pTu qi, (3)
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where rm is a global offset value. The user and item latent factors can be learned
by minimizing the sum of squared errors for objective function:

L = min
P,Q

1

2

∑
u∈R

∑
i∈Iu

(ru,i − (rm + puqi))
2
+
λp
2
‖P‖2F +

λq
2
‖Q‖2F , (4)

where Iu is set of items rated by u, the parameters λp and λq are regularization
coefficients to prevent the over-fitting , and ‖•‖ is the Frobenius norm of matrix.

Adopting a stochastic gradient descent technique using observed ratings data,
the following parameters updating rules are gotten to learn latent factors pu, qi:

pu ← pu − η1(λppu −Δu,iqi),

qi ← qi − η2(λqqi −Δu,ipu),

Δu,i = ru,i − (rm + puqi),

(5)

where the parameters η1 and η2 are learning rates to control convergence steps.

3 Our Dynamically Integrated CF Model

In above-mentioned section, we have introduced neighborhood approaches and
PMF algorithm in detail. Despite the fact that neighborhood models and PMF
method have made a great success in collaborative filtering, the two algorithms
have their own disadvantages in the real world application. Neighborhood models
need to compute similarities between users based on their co-rated items, which
often ignores the vast majority of ratings by some users and can not capture the
totality of weak signals encompassed in all of a users ratings [4]. The drawback
of PMF is poor at detecting strong associations among closely related items,
whereas neighborhood model makes better. Hybrid models for neighborhood
approaches and latent factor models may be able to get better performance.

In [4], Koren has proposed a hybrid CF model that combined neighborhood
and latent factor model, which showed that it improves the prediction accuracy
by capturing the advantages of two models. In this paper, the regularized loss
function of simplified hybrid model can be formulated as:

L = min
P,Q

1

2

∑
u∈R

∑
i∈Iu

(ru,i − (
1

2
rN(u,i) +

1

2
(rm + pTu qi)))

2

+
λp
2
‖P‖2F +

λq
2
‖Q‖2F ,

(6)

In above hybrid model, Koren just simply integrated a neighborhood model
and latent factor method. That is, the tradeoff parameters of predicted ratings for
two approaches are fixed as the constant with coequal form. Due to the difference
of values rated by each user, like a user may have few or many ratings, or he
(she) has diverse or focused interests, the prediction accuracy of neighborhood
model and latent factor method should be diverse for each user. In our opinion,
since the two algorithms pay attention to different parts of ratings data and
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every user has their own features, the two methods should have varying degrees
of improvement for each user. In consequence of above motivations, we propose a
dynamically integrated model to predict ratings, which combines a neighborhood
approach and latent factor method with the adaptive trade-off parameters. We
call it DPMFNeg, in which we use PMF as latent factor model. Because our focus
is on the user, so we assume that the effect of user-based neighborhood approach
and PMF algorithm are different for each user. Namely, each user has of ones
own trade-off parameters for two methods. The predicted rating for dynamically
integrated model can be combined with Equation 2 and 3, and then its formula
can be defined as:

r̂u,i = αurN(u,i) + βu(rm + pTu qi), (7)

where αu and βu are tradeoff coefficients to control the neighborhood model and
PMF, rN(u,i) is the predicted rating of user-based neighborhood model.

In our proposed method DPMFNeg, our model can be solved by the regular-
ized least squares problem, which is defined as follows:

L = min
P,Q,α,β

1
2

∑
u∈R

∑
i∈Iu

(ru,i − (αurN(u,i) + βu(rm + pTu qi)))
2

+
λp

2 ‖P‖2F +
λq

2 ‖Q‖
2
F + λα

2 ‖α‖2F +
λβ

2 ‖β‖2F ,
(8)

where αu and βu are trade-off parameters for user u, λp and λq are regularization
parameters respectively for user and item latent factors, λα and λβ are also
regularization parameters of uses trade-off coefficients.

Model parameters for Equation 8 can be learned by moving in the opposite
direction of the gradient, and learning rules are updated by:

pu ← pu − η1(λppu −Δu,iqi),

qi ← qi − η2(λqqi −Δu,ipu),

αu ← αu − η3(λααu −Δu,irN(u,i)),

βu ← βu − η4(λββu −Δu,i(rm + pTu qi)),

(9)

where η1, η2, η3 and η4 are all learning rates to update parameters.

4 Experiments

In this section, we conduct a series of experiments to evaluate our proposed
method DPMFNeg and compare it to some existing approaches on two Movie-
Lens datasets.

4.1 Datasets

TheMoiveLens datasets are publicly available in GroupLens1. We use MovieLens-
100K and MoiveLens-1M to evaluate our proposed method, which are respec-
tively denoted as ML100K and MoiveLens-1M. The detailed statistics of the
datasets are displayed in Table 1.

1 http://www.grouplens.org/datasets/movielens/

http://www.grouplens.org/datasets/movielens/
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Table 1. Statistics of datasets for MoiveLens-100k and MoiveLens-1M

Dataset # of Ratings # of Users # of Items Avg # of rating/suser Sparseness (%)

ML100K 10,0000 943 1682 3.5299 93.7

ML1M 1,000,209 6040 3706 3.5816 95.5

4.2 Evaluation Metrics

In order to measure the prediction accuracy of our experiments, we employ Mean
Absolute Error (MAE) and Root Mean Square Error (RMSE) as evaluation
metrics. MAE, is the average of absolute errors, and the definition is given as:

MAE =
1

|Rtest|
∑

(u,i)∈Rtest

|ru,i − r̂u,i|,

where Rtest is the set of the whole user-item pairs in the test dataset. And RMSE
is defined as:

RMSE =

√√√√ 1

|Rtest|
∑

(u,i)∈Rtest

(ru,i − r̂u,i)
2
,

From the definition, we can know that smaller values of MAE and RMSE
indicate better prediction accuracy.

4.3 Methodology

In the experiments, we use differently split training dataset and test dataset
to evaluate the algorithms. For the ML100K dataset, we use 90% of ratings as
train dataset, and the remaining as the test dataset. We also split up ML1M
into training and test set in percentage of 90, 80, 60 and 30 accordingly, which
are respectively to train models and predict the missing values. And the num-
ber of neighbors is set as 50. For two datasets, ML100K and ML1M, we set
regularization parameter for all methods as 0.01 in order to avoid over-fitting.

To evaluate the performance of DPMFNeg, we compare our proposed methods
with several following methods:

– UserAvg: This method uses the average rating of each user to predict the
ratings in the test dataset.

– ItemAvg: Similar to UserAvg. This method uses the average rating of each
item to predict the rating for the items in the test dataset.

– Neighbor: This method computes the similarity between users by PCC and
selects the nearest neighbors to predict the missing values.

– PMF: As a state-of-art rating-oriented CF method, PMF is proposed in [3].
It uses the rating matrix to predict the missing ratings, which is equivalent
to DPMFNeg when αu is set to zeros and βu is set to one.

– HybCF: This approach is a simply integrated CF algorithm, which was
proposed in [4]. It is equivalent to DPMFNeg when αu and βu is set to
one-half for the loss function.
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4.4 Impact of Dynamic Parameters αu and βu

In this subsection, we investigate the impact of dynamic parameters αu and
βu on the performance of our proposed DPMFNeg model. The parameters αu

and βu of the DPMFNeg balance the weight of the users own characteristics on
neighborhood approach and PMF method. In above subsection mentioned, the
DPMFNeg is equivalent to PMF if the trade parameters αu = 0 and βu = 1.
And when αu = 1 and βu = 0, the DPMFNeg can be regard as neighborhood
method, because the loss of function can be directly calculated. HybCF method
is also the special case of the DPMFNeg when Neighbor and PMF are integrated
with equality. Figure 1 show the influence of dynamic parameters αu and βu in
their different situations, i.e., RMSE and MAE here. We can see that dynamic
parameters can improve the performance of predicting accuracy, because they
are learned to adapt to every user by DPMFNeg.
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Fig. 1. Impact of various situations of αu and βu in ML1M

4.5 Performance Comparison

This subsection presents the results of our experiments which made on ML100K
and ML1M datasets, and then we analyze the results concretely in various as-
pects. Table 2 shows the details of MAE and RMSE for our proposed method
DPMFNeg and compared approaches.

We firstly tested whether the number of neighbors for user-based neighbor-
hood model has a heavy influence on methods. Figure 2 shows that the changes of
RMSE are very small for neighborhood model on ML100K and ML1M datasets
when number of neighbors is greater than 20, so we set the number of neighbors
for user-based neighborhood approach, simple hybrid model and DPMFNeg as
50 to predict the missing value in the test datasets.

From the results on the ML100K as shown in the upper part of Table 2, we can
see that the performance of DPMFNeg is better than the other methods both on
MAE and RMSE. HybCF achieves large improvement than other baseline meth-
ods, and it indicates that hybrid model can improve the accuracy in prediction.
And in the results, our proposed method DPMF++ outperforms HybCF. Due
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Table 2. Results of DPMFNeg and other apprpches on ML100K and ML1M

Data Train Metrics UserAvg ItemAvg Neighbor PMF HybCF DPMFNeg

ML100K 90%
MAE 0.8326 0.8354 0.7558 0.7595 0.7486 0.7395
RMSE 1.0431 1.0414 0.9720 0.9651 0.9492 0.9445

ML1M

90%
MAE 0.8285 0.7817 0.7043 0.6700 0.6675 0.6654
RMSE 1.0349 0.9807 0.9055 0.8601 0.8538 0.8528

80%
MAE 0.8302 0.7821 0.7074 0.6762 0.6734 0.6688
RMSE 1.0367 0.9794 0.9092 0.8682 0.8605 0.8558

60%
MAE 0.8303 0.7832 0.7154 0.6934 0.6884 0.6827
RMSE 1.0375 0.9808 0.9197 0.8892 0.8791 0.8720

30%
MAE 0.8345 0.7857 0.7373 0.7383 0.7293 0.7156
RMSE 1.0427 0.9844 0.9460 0.9373 0.9234 0.9107
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Fig. 3. Improvement level on ML1M

to the fact that DPMFNeg integrates memory-based method and model-based
model, it can be applicable to small dataset. The lower part of Table 2 displays
the results of our experiments on ML1M dataset. It shows that our methods
can generate better results than other state-of-the-art CF algorithms on four
kinds of train data and test data, which are all split from ML1M in different
percentages. HybCF also mostly performs better than other methods, and yet
the results of DPMFNeg are better than those of HybCF, which is similar to
that on ML100K. The observations suggest that our method can better take ad-
vantages of two methods than simple hybrid CF. We also analyze the raised level
for ML1M. And in Figure 3, it shows that along with the decrease of training
data, our method DPMFNeg improves more compared with the best results of
other methods.

5 Conclusions

In this paper, we focus on the hybrid Collaborative Filtering problems which
are rarely studied in the literature before. Based on the motivation that two
types of CF pay attention to different parts of ratings data and they can be
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mutually complementary, we propose a dynamically integrated CF model called
DPMFNeg, which combines a neighborhood approach and Probabilistic Matrix
Factorization with the adaptive trade-off parameters on the user-oriented. We
also experimentally test the recommendation performance of DPMFNeg. The
results show that our method outperforms the other state-of-the-art methods in
terms of MAE and RMSE and performance improvements are consistent with
respect to various datasets.
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Abstract. Feature selection employed for dimensionality reduction is an
essential preprocessing task to guarantee high accuracy and efficiency of
data analysis in practical applications. This paper proposes a consistency-
based feature selection method for dimensionality reduction in incom-
plete data. The computational efficiency of the proposed feature
selection method is improved by proposing a quick algorithm of com-
puting the positive region based on the sorting and label techniques.
Compared with the state-of-the-art feature selection methods, the pro-
posed feature selection algorithm achieves less computational time for
dimensionality reduction in incomplete data by the experimental results.

Keywords: Dimensionality reduction, Consistency criterion, Incomplete
data, Feature selection, Rough sets.

1 Introduction

Handling high-dimensional data represents one of the most challenging prob-
lems for learning. Given numbers of features, it is observed that the inclusion of
irrelevant and redundant features will deteriorate the performance of learning
algorithms both in speed and prediction accuracy. Feature selection is an effec-
tive way for dimensionality reduction in knowledge discovery and data mining
applications. It aims to select a subset of the most useful features that produces
the same results as the original entire set of features [2,6,7]. As a result, the data
set quality and data analysis may improve through feature selection.

According to whether combining a machine learning algorithm to evaluate
the feature subset, the feature selection methods can be divided into three cate-
gories: wrapper, filter and embedded methods [6]. The embedded method mainly
combine the advantages of wrapper method and filter method. Compared with
the wrapper method, the filter method has much lower computational complex-
ity. Thus we mainly focus on the filter method. It is noteworthy that among the
filter methods, rough set-based feature selection provides a systematic theoretic

� Corresponding author.
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framework [1, 3], which does not attempt to maximize the class separateness but
rather attempts to retain the discernible ability of original feature set for the
object set. The main advantage of rough set theory is that it requires no human
subjective input other than the given information themselves.

Most existing rough set-based feature selection approaches rely on the com-
plete data, i.e., the data sets without missing data. In fact, it is common to
meet with the data sets with missing feature values in real-world tasks [3-5,
7-9]. Here we introduce some representative feature selection algorithms in the
context of incomplete data. Meng [4] studied the relationships of several types
of feature selection from a theoretical framework in the inconsistent incomplete
data. From the viewpoint of discernibility matrix, Qian [5] presented two approx-
imation feature selections to obtain relative feature subsets in an inconsistent
incomplete data. However, the construction of discernibility matrices is time-
consuming. From the viewpoint of information entropy, Sun [7] developed a
rough entropy-based feature selection algorithm in the incomplete data. Dai [3,
8] provided the conditional entropy measure to evaluate the uncertainty in the
incomplete data, and they presented the conditional entropy-based feature se-
lection to select a feature subset. However, some possible rules can be extracted
from the incomplete data after feature selection. Above all, to improve the ef-
ficiency of feature selection from the incomplete data sets, we will develop an
efficient consistency-based feature selection algorithm in incomplete data. The
key step in the consistency-based feature selection methods is to compute the
positive region.

The remainder of this paper is organized as follows. In Section 2, some pre-
liminary concepts are briefly reviewed. In Section 3, an effective method of com-
puting the positive region is provided. In Section 4, a consistency-based feature
selection algorithm in incomplete data is developed. In Section 5, the experi-
ments are conducted to demonstrate the efficiency of the proposed algorithm.
Finally, Section 6 concludes the paper.

2 Preliminaries

In this section, we briefly review the basic concepts about rough set theory,
which can be found in [1, 3-5, 7-9]. In addition, some definitions involved in this
paper are introduced.

Rough set-based data analysis starts from a data table, also called information
system. If condition features and decision features in an information system
are distinguished, it is called a decision system. Let S = (U,C,D, V, f) be an
incomplete decision system, where U is a non-empty set of objects, C is a non-
empty set of condition features and D is a decision feature set with C ∩D = ∅;
V = VC ∪ VD, where VC is the set of condition feature values and VD is the
set of decision feature values; f is a mapping function from U × (C ∪D) to V .
For P ⊆ C, a tolerance relation TP is defined as follows: TP = {(x, y)|∀a ∈
P, f(x, a) = f(y, a) ∨ f(x, a) = ∗ ∨ f(y, a) = ∗}. For ∀x ∈ U , TP (x) can denote
the maximal set of objects which are possibly indiscernible by P with object x.
i.e., TP (x) = {y ∈ U |TP (x, y)}. The tolerance classes induced by P is defined as
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U//TP = {TP (x)|x ∈ U}. For X ⊆ U , the lower and upper approximations of X
with respect to P are defined as follows, respectively. TP (X) = {x|TP (x) ⊆ X}
and TP (X) = {x|TP (x)∩X 
= ∅}. The lower approximation is called the positive
region, that is POSP (X) = TP (X). The objects in TP (X) belong to X certainly.

Definition 1. Let S = (U,C,D, V, f) be an incomplete decision system,
for any P ⊆ C, a ∈ C − P , the significance measure of feature a is defined as
sig(a, P,D) = |POSP (D)− POSP−{a}(D)|.

From Definition 1, the feature with most significance measure can be selected
in the process of feature selection.

Definition 2. Given an incomplete decision system S = (U,C,D, V, f),
for any P ⊆ C, if POSP (D) = POSC(D) and POSP (D) 
= POSP ′(D) for
any P ′ ⊆ P , then P is a selected feature subset of the incomplete decision system.

From Definition 2, the selected feature subset keeps the consistency of the
incomplete decision system unchanged. In what follows, we give the definition
involved in the design process of the algorithm for computing the positive region
in incomplete data.

Definition 3. Let S = (U,C,D, V, f) be an incomplete decision system, for
P = {a1, a2, · · · , as} ⊆ C, suppose the missing feature value of feature as is a
special known feature value different from other feature values in the system, a
partition induced by P is defined as U/P = {EP

1 , E
P
2 , · · · , EP

k , E
P
k+1, · · · , EP

k+l},
where EP

i = [x]P = {y ∈ U |∀a ∈ P − {as}, f(x, a) = f(y, a) ∧ f(x, as) =
f(y, as) 
= ∗}(1 ≤ i ≤ k), and EP

j = [x]P = {y ∈ U |∀a ∈ P − {as}, f(x, a) =
f(y, a) ∧ f(x, as) = f(y, as)= ∗}(k + 1 ≤ i ≤ k + l).

3 Computing the Positive Region in Incomplete Data

In this section, we develop an efficient algorithm for computing the positive
region in incomplete data.

In Algorithm 1, the key step of computing positive region is to compute the
tolerance classes. if the feature value of an object is missing, then the tolerance
class of the object is equal to the previous tolerance class, which does not need to
recompute. In such case, we can use the label technique to find out the previous
results such that the time is saved. In addition, if the feature value of an object is
not missing, the tolerance classes of the object can be expressed as the union set
of some equivalence classes. In such case, we can use the radix sorting technique
to compute directly such that the computation is simple.

Time Complexity Analysis. The time complexity of Steps 2-9 is O(|U |), the
time complexity of Steps 10-20 is O(|t|) + O(m|TP |), where t is the number of
represented items, m is the maximal cardinality of the tolerance class generated
by the missing objects,where |m| � |U |. |TP | is the cardinality of the generated
tolerance class under feature set P , in the worst case, |TP | is equal to |U |. The
time complexity of Steps 21-26 is O(m|U |), the time complexity of Steps 27-32 is
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Algorithm 1. Computing the positive region in incomplete data

Input: An incomplete decision system S = (U,C,D, V, f), U = {x1, x2, · · · , xn}, C =
{c1, c2, · · · , cr};
Output: positive region POSC(D).

1. Initialize P = ∅,POSC(D) = ∅, i = 1, flag = 1;
2. Allocate and collect the objects U by the radix sorting;
3. Let the objects sequence by Step 2 be x′

1, x
′
2, · · · , x′

n;
4. let P = P ∪ {ci}; t = 1; EP

t = {x′
1};

5. for (j = 2; j ≤ n; j ++)
6. if the value of x′

j is equal to the value of x′
j−1 under feature ci

7. then EP
t = EP

t ∪ {x′
j} and x′

j .flag = t;

8. else let t = t+ 1, EP
t = {x′

j} and x′
j .flag = EP

t .flag = t;
9. endfor

10. Initialize the static arrays a[t] and m = 0;
11. for (v = 1; v ≤ t; v ++)
12. let TP

v = EP
v ; and take out the first object from the EP

v ,
13. if the value of the object is equal to * under feature ci
14. then store the object into the arrays a[m] and m++;
15. end for
16. for (j = 1; j ≤ m; j ++)
17. for (k = 1; k ≤ |TP |; k ++)

18. if (a[j].flag == T
P−{ci}
k .flag)

19. then save the subscript k to a[j];
20. end for
21. // Calculate the corresponding tolerance classes under P

22. if EP
v ⊆ T

P−{ci}
k ∧Ev+1 ⊆ T

P−{ci}
k (1 ≤ v ≤ t; v �= k)

23. then use S(v, v + 1) to save this symmetric sequence;
24. if EP

v ⊆ TP
w (t−m+ 1 ≤ w ≤ t) then TP

v = TP
v ∪EP

w ;
25. if EP

v and EP
v+1 exist the symmetric sequence S(v, v + 1)

26. then TP
v = TP

v ∪EP
v+1 and TP

v+1 = TP
v+1 ∪EP

v ;
27. //Update the labels for all the elements in the tolerance classes
28. Let U//TC = ∅;
29. for (k = 1; k ≤ t;k ++)
30. if ∀x′

j ∈ EP
k , then x′

j .flag = k and TP
k .flag = k;

31. U//TC = U//TC ∪ TP
k ;

32. end for
33. Let i = i+ 1;
34. if i ≤ r, then turn to Step 2;
35. For each tolerance class TC(xi) ∈ U//TC(1 ≤ i ≤ n)
36. If the decision feature values are the same in TC(xi)
37. then POSC(D) = POSC(D) ∪ xi;
38. End if

End
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O(|U |+ |t|). The time complexity of Steps 35-38 is O(
n∑

i=1

|xi||TP (xi)|) < O(t|U |),
where t is the number of represented items. Therefore, the time complexity of
computing the positive region is O(m|U ||C|).

4 A Consistency-Based Dimensionality Reduction
Algorithm

In this section, a consistency-based dimensionality reduction algorithm is devel-
oped by the forward greedy search strategy in incomplete data. At first, some
indispensable features that cannot be deleted from the whole feature set are
selected, and then a forward greedy feature selection approach takes a feature
with the most significance into the feature subset in each loop until this subset
satisfies the stopping condition, finally, some possible redundant features can be
deleted from the whole feature subset.

Algorithm 2. A consistency-based dimensionality reduction algorithm

Input: An incomplete decision system S = (U,C,D, V, f), where C = {c1, c2, . . . , cr};
Output: A selected feature subset Red.
Begin

1. Initialize Red = ∅;
2. Calculate POSC(D); // According to Algorithm 1
3. For i = 1 to r do
4. calculate sig(ci, C,D);
5. if sig(ci, C,D) > 0, then Red = Red ∪ {ci};
6. End for
7. for ∀ci ∈ C −Red, construct a descending sequence by sig(ci, Red ∪ {ci}, D), and

record the result by {c′1, c′2, . . . , c′|C−Red|};
8. Let P = Red;
9. While POSP (D) �= POSC(D) do

10. for j = 1 to |C − P | do
11. select P = P ∪ {c′j} and compute POSP (D);
12. End while
13. For each p ∈ P do
14. compute sig(p, P,D);
15. if sig(p, P,D) = 0, then P = P − {p};
16. End for
17. Red = P , return Red.

End

Time Complexity Analysis. Step 2 is to compute the positive region,the time
complexity is O(m|U ||C|). Steps 3-6 are to add some indispensable features, the
time complexity is O(m|U ||C|2). Step 7 is to construct a descending sequence
of the remaining features, the time complexity is O(m|U ||C − P |). Step 9-12
are to add the most significance features to the selected feature subset, the time
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complexity is O(m|U ||C−P |), Step 13-16 are to delete some redundant features
from the selected feature subset, the time complexity is O(m|U ||P |). Therefore,
the time complexity of Algorithm 2 is O(m|U ||C|2). where m is the maximal
cardinality of the tolerance class generated by the missing objects.

5 Experimental Analysis

In this section, to test and verify the efficiency of the proposed feature selection
algorithm, four real-life data sets are downloaded from UCI Database [10]. The
data sets are described in Table 1. All the data sets are the incomplete data sets.
For the numerical features, we employ the data tool Rosetta [11] to transform
them into categorical ones. All the experiments are run on a PC with Windows
XP, Core2, CPU E7400 and 2GB memory. Algorithms are coded in C++ and
the software being used is Microsoft Visual 2008.

Table 1. The description of incomplete data sets

Data sets Objects Features Classes
Audiology 226 69 24

Soybean-large 307 35 19
Mammographic 961 5 2

Mushroom 8124 22 2

In what follows, we compare the proposed feature selection algorithm with
other three algorithms in terms of the size of feature subset and computational
time. For convenience, we denote the proposed feature selection algorithm as
PFS, the discernibility function-based feature selection algorithm mentioned in
[5] as DFS, the feature selection algorithm with the traditional method of com-
puting positive region as TFS and a rough entropy-based feature selection al-
gorithm in [7] as RFS. Table 2 records the comparative results of the feature
subset size.

Table 2. The size of feature subsets of the four algorithms

Data sets Original features PFS DFS TFS RFS
Audiology 69 15 16 15 14

Soybean-large 35 10 12 10 11
Mammographic 5 5 5 5 5

Mushroom 22 5 6 5 7

From Table 2, we can see that the size of feature subset of Algorithm PFS
is smaller or equal than the other three algorithms in most of the data sets.
Take the Soybean-large data set for example, PFS selects 10 features, which is
the same as that of TFS. DFS and RFS obtain 12 and 11 features, respectively.
Obviously, PFS selects fewer features than both DFS and RFS. The possible
reason is that PFS deletes the redundant features from the selected result, but
DFS and RFS do not have this behavior. The results indicate that PFS can
effectively reduce the dimensionality in incomplete data.
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To distinguish the computational time, each data set is divided into 10 parts
of equal size. The first part is viewed as the first data set, the combination of the
first part and the second part is viewed as the second data set, the combination
of the second part and the third part is viewed as the third data set and so
on. Fig.1 displays the computational time of the four algorithms versus the size
of data sets. The x-coordinate pertains to the size of the data sets, while the
y-coordinate gives the computational time, which is expressed as seconds.

Fig. 1. Computational time of the four algorithms versus the size of different data sets

It is clear from Fig.1 that the curves of the four feature selection algorithms
increases with the increase of the size of the data set. However, this relationship
is not strictly monotonic. Take the Mammographic data set as an example, the
computational time of the RFS algorithm decreases from the fifth data set to
the sixth data set, and the computational time of the TFS algorithm decreases
from the ninth data set to the tenth data set. The same phenomenon can be
observed in other data sets. The underlying reason is that different numbers of
features are selected. In additon, there is an obvious difference that PFS runs
faster than the other three algorithms. And the difference becomes larger and
larger when the size of the data set increases. Take the Mushroom data set as
an example, the computational time of PFS is about 94s at the tenth data set,
while the computational time of DFS, TFS and RFS is about 259s, 197s and
175s. The reason is that our proposed algorithm for computing the tolerance
classes is faster than the traditional method, thus PFS has less time than TFS
for feature selection. Also, we can observe that the worst algorithm is DFS, the
possible reason is that the Boolean operation for the discernibility matrix is
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time-consuming. Comparing PFS and RFS, PFS can select a feature subset in
much shorter time than RFS. The computation of the tolerance classes takes
less time in PFS than that in RFS, and the computation of rough entropy in
RFS takes more time than that of positive region in PFS.

From the experimental results, it should be stressed that the proposed algo-
rithm is more efficient than the existing feature selection algorithms for dimen-
sionality reduction, especially for the incomplete data.

6 Conclusions

In real-world data sets, it often happened that the feature values of an object set
are missing. Although there are some feature selection algorithms to deal with
such data sets, they are usually not computationally costless. The main reason
is that computing the tolerance classes is time-consuming. In this paper, we
firstly provided an effective method of computing the tolerance classes and posi-
tive region, and then we developed a consistency-based dimensionality reduction
algorithm, the experiments are conducted on UCI data sets. The results demon-
strate the proposed algorithm has less computational time for dimensionality
reduction comparing the state-of-the-art methods.

Acknowledgments. This work was supported by the Innovation Funds of Ex-
cellence Doctor of Beijing Jiaotong University (No.2014YJS040), the Natural
Science Foundation of Jiangxi Province(No.20132BAB201045).
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Abstract. Influence maximization aims to identify k nodes from a net-
work such that the expected number of activated nodes by these k nodes
is maximized, which is an important problem in viral marketing and has
been extensively studied by the industrial and academic communities.
We observe that the influence strength between users is diverse on dif-
ferent topics in real-world applications and the topic information plays
a significant role in the influence maximization problem. In this paper,
we study the topic-aware influence maximization problem. We propose a
greedy algorithm with 1−1/e approximate ratio. Extensive experiments
on real datasets show that our method efficiently and effectively finds k
nodes on the given topics and outperforms state-of-the-art algorithms.

1 Introduction

Among all the marketing channels, word-of-mouth marketing (a.k.a. viral mar-
keting) has been widely accepted as people are more likely to believe the infor-
mation obtained from their friends[1], and viral marketing has become as the
most effective marketing strategy. Along with the increasing popularity of social
networks, they provide opportunities for enabling online viral marketing.

In this paper, we study the problem of “influence maximization”[2], especially
the topic-aware influence maximization problem, which aims to identify k nodes
to maximize the influence on the given topics. This problem is proposed by
Barbieri et. al. [3]. However it has two limitations. First, it only considers a
single topic. Second, it focuses on how to define the topic-aware influences and
does not provide effective algorithms to identify the k nodes.

To summarize, we make the following contributions. (1) We study the topic-
aware influence maximization problem and devise an efficient algorithm. (2)
We propose effective techniques to estimate the influence bound and utilize the
bound to do pruning. We also incorporate the topics into our pruning technique
to further improve the pruning power. (3) We have conducted extensive exper-
iments on real datasets and the results show that our method achieves high
performance and significantly outperforms state-of-the-art algorithms.

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 584–592, 2014.
c© Springer International Publishing Switzerland 2014
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Paper Organization. We formulate the problem in Section 2. Section 3 in-
troduces the parameter assignments and the algorithm model and Section 4 il-
lustrates the algorithm. We show the experimental studies in section 5. Related
works are reviewed in Section 6. We conclude in Section 7.

2 Preliminaries

In this section, we first introduce the propagation model, and then formulate
the problem of topic-aware influence maximization.

2.1 Independent Cascade(IC) Model

Given a network G(V,E), for each edge (u, v) ∈ E, p(u,v)(0 ≤ p(u,v) ≤ 1) is
the influence propagation probability from u to v. There are different models
to compute the probability. Independent cascade (IC) model [4,5,6] is the rep-
resentative and widely used influence diffusion model. In the IC model, a node
has two states: active or inactive. The active node is either an initial activated
node (called “seed”) or activated by its in-neighbours, while the inactive state
means the node has not yet had a chance to be activated by its in-neighbours.
Formally, the IC model in graph G works in an inductive way. At the initial
stage 0, a seed set S ∈ V is selected to start the spread. Let At denote the set
of activated nodes at stage t and A0 = S. At stage t+ 1, each node u in At has
only one chance to active its out-neighbours v /∈

⋃t
i=0Ai with probability p(u,v).

The process terminates until At+1 = ∅. The nodes influenced by S are denoted
as σ(S), where σ(S) =

⋃n
i=0Ai and An+1 = ∅.

2.2 Problem Formulation

Formally, consider a query Q = (Z, k) with a query topic set Z = {z1, z2, · · · , zn}
where zi(1 ≤ i ≤ n) is a topic. Let VZ denote the nodes that have interest in any
topics in Z. The influence maximization on topic set is to find a node set S with
k nodes to maximize the influence in VZ . The nodes influenced by S are called
the influence spread. Accordingly, the influence spread of S on Z is denoted as
σ(S,Z), and the topic-aware influence maximization is defined as definition 1.

Definition 1 (Topic-Aware Influence Maximization). Given a directed
graph G = (V,E) and a query Q = (Z, k), the topic-aware influence maximiza-
tion problem aims to find a k-node set S such that for any k-node set K ⊆ V ,
σ(S,Z) ≥ σ(K, Z). S is called the seed set and node in S is called a seed.

The topic-aware influence maximization problem can be proved to be NP-hard
by a reduction from the influence maximization problem[4] and computing the
exact topic-aware influence spread can be proved to be #P-hard by a reduction
from the influence spread problem[5].
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3 Topic-Aware Influence Model

In this section, we first introduce how to assign propagation probability on topics,
and then introduce the tree-based algorithm model.

3.1 Topic-Aware Propagation Probability

In propagation network, an edges’s weight (i.e., propagation probability) is the
probability a node influences another. In previous works[5,2,7], propagation
probability is defined either by the predefined constants or the reverse of the
in-degree. While each user has different interests on different topics. Formally,
each node v ∈ V has a T-dimensional topic distributions θv ∈ RT and θv|zi
represents the probability of v on topic zi.

∑T
i=1 θv|zi = 1.

We combine the topic distribution and influence weight to compute the prop-
agation probability between nodes on different topics, as shown in Formular 1:

p(u,v)|Z =
1

|Z| ·
∑
zi∈Z

w(u,v) · θu|zi · θv|zi∑
j∈INv

(w(j,v) · θj|zi · θv|zi)
=

1

|Z| ·
∑
zi∈Z

w(u,v) · θu|zi∑
j∈INv

(w(j,v) · θj|zi)
(1)

In Equation 1, INv is the in-neighbours of v, and w(u,v) is the original weight
between u and v. The influence from u to v on topic set Z equals to the percentage
that u has taken among the overall influence of v’s neighbours to v. We normalize
the result by dividing the number of topic.

3.2 Tree-Based Approximate Model

In this paper, we extend the tree-based algorithm proposed in [5] to approximate
the influence spread on topic.

Given a network G = (V,E) and a topic set Z, the propagation probability
of path P = (u = n1, n2, · · · , v = nm) is denoted by p(P|Z) where p(P|Z) is

computed as p(P|Z) =
∏m−1

i=1 p(ni,ni+1)|Z . Formally, we denote MPP(u,v)|Z as
the path with maximum propagation probability from u to v on topic set Z.

Given a node set S, the influence of S to node v can not be simply added up,
because the paths with maximum influence probability from each u ∈ S to v
may have intersection. To address this problem,we treat node v as the root, and
construct a tree by combing the path from each u ∈ S to v with MPP(u,v)|Z as
the weight. The influence of S to v on topic set Z can be computed as:

MPP(S,v)|Z =

{
1 v ∈ S
1−

∏
c∈Cv

1−MPP(S,c)|Z ·MPP(c,v)|Z v 
∈ S
(2)

Where Cv is the children of v in the tree, and when v ∈ S, MPP(S,v)|Z = 1.
According to equation 2, σ(S,Z) can be approximately computed as below:

σ(S,Z) =
∑

v∈V |θv|Z>0

MPP(S,v)|Z (3)
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Since σ(S,Z) is submodular and monotone[5], and it satisfies the “diminishing
marginal utility”1 law. By exploiting this law, a simple greedy algorithm can be
used to find k nodes that maximize the influence on the given topic set Z.
However this method is expensive and experimental studies in Section 5 show
that it needs more than 15 hours to find top-100 nodes on a small-scale network.
We introduce an efficient method on this problem in Section 4.

4 Algorithm Design

In this section, we introduce two strategies to reduce the size of candidate nodes
and propose an optimized algorithm to accelerate the seed selection.

4.1 Candidate Seeds Selection

We introduce two strategies to reduce the candidate set (denoted as C, which
contains all the possible seeds) as much as possible.

We use a predefined threshold ϑ to differentiate the influence strength between
nodes, i.e., given a topic set Z, if MPP(u,v)|Z < ϑ, u has weak influence to v on
topic set Z, and if for each v ∈ V \u, MPP(u,v)|Z < ϑ, then u is an insignificant
node, and u won’t be chosen into C.

Let Iu|Z = {v|MPP(u,v)|Z > ϑ, θv|Z > 0} denote a set of nodes that influenced
by u on Z, and Îu|Z = {v|MPP(v,u)|Z > ϑ, θu|Z > 0} denote a set of nodes that
influence u on Z, and u can be added to C only when |Iu|Z | > 0.

Moreover, topic distribution can be used to select candidate nodes. Variable
η(0 ≤ η ≤ 1) is used to differentiate the topic strength. That is if

∑n
i=1 θu|zi > η,

u is a candidate node.

4.2 Seed Selection Optimization

To avoid redundant calculation, we use an upper bound to select the next seed
without recalculating the influence of all nodes that have co-influence with the
selected ones.

We use a max-heap(denoted asH) to maintain the remainder candidate nodes.
For each node u, we record its id, gain and status, where id means node’s
identifier, and gain is its marginal benefit, status records the state when its
gain value has been recalculated.

Given node u and v, if |Iu|Z
⋂
Iv|Z | = 0, they have no co-influenced nodes,

otherwise, they co-influence the node in Iu|Z
⋂
Iv|Z . Since it is costly to compute

σ(u ∪ v, Z), we use an upper bound to approximately compute it.
Considering two node u and v, if they independently influence node s:
MPP(u∪v,s)|Z = 1− (1−MPP(u,s)|Z) · (1−MPP(v,s)|Z), otherwise:
MPP(u∪v,s)|Z ≤ 1− (1−MPP(u,s)|Z) · (1−MPP(v,s)|Z)

1 http://en.wikipedia.org/wiki/Diminishing marginal utility#Diminishing

marginal utility

http://en.wikipedia.org/wiki/Diminishing_marginal_utility#Diminishing_marginal_utility
http://en.wikipedia.org/wiki/Diminishing_marginal_utility#Diminishing_marginal_utility
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We use the condition independence assumption as the upper bound to ap-
proximately calculate their influence spread, denoted as σ̂(u ∪ v, Z):

σ̂(u ∪ v, Z) =
∑

s∈V |θs|Z>0

(1− (1−MPP(u,s)|Z) · (1−MPP(v,s)|Z)) (4)

Given a seed set S, the upper bound of marginal benefit of u on topic set Z
based on S can be approximately computed as:

ĝain(u|Z) = σ̂(S ∪ u, Z)− σ(S,Z) (5)

Algorithm 1. ĝain(u|Z)
1 ĝain(u | Z) ← 0
2 for v ∈ Iu|Z do
3 if v /∈ M then

4 ĝain(u | Z)+ = MPP(u,v)|Z ;

5 else

6 ĝain(u | Z)+ = MPP(u,v)|Z · (1−M[v]) +M[v];

7 return ĝain(u | Z);

To compute the marginal benefit of u based on S, the co-influence of each
node in Iu|Z ∩ IS|Z has to be recomputed, therefore for some nodes in IS|Z , its
co-influence will be still repeatedly computed in the same round. To avoid the
redundant computation, a mapM is used to cache the nodes influenced by S(as
the key) and its co-influence value by S(as the value) on topic set Z. Thus for a
candidate node u, its gain can be calculated as Algorithm 1.

In Algorithm 1, M[v] caches the co-influence of v influenced by the selected
seeds. If v has already been influenced by S, the co-influence of a new node u to
v based on S can be deduced from equation 5 as shown in line 6.

By using the bounds, we describe the seed selection as follow. For each iter-
ation, we take the top element of heap H, if its status equals to 0 (indicates it
is the original value and hasn’t been selected as candidate seed), we set its gain
as computed in Algorithm 1, and update the status as 1; if its status equals to
1, we update its gain according to equation 3 and set status as 2; if its status
equals to 2, we pop it out and add it to S and terminate this iteration. The full
algorithm is illustrated as algorithm 2 (we call it “Heat” for short, since it uses
max Heap and T ree structure to obtain the seeds).

We pre-compute the propagation probability on the given query topic set
Z and the MPP(u,v)|Z for each pair of nodes in the network via a Dijkstra
shortest-path algorithm. We first select the candidate nodes according to the
topic threshold η(line 1), and the Iv|Z and Îv|Z for each node v can be obtained
based on the threshold of ϑ(line 2). The max-heapH is built based on the original
influence spread of each node(line 4), and for each turn, we get the top element



An Efficient Method for Topic-Aware Influence Maximization 589

Algorithm 2. Heat algorithm

Input: G(V, E): graph; (Z,k):query topic set and integer; ϑ: threshold of path
propagation probability; η: threshold of topic probability;

Output: S:k nodes set
1 select node with θv|Z > η as candidate nodes set C
2 pre-compute Iv|Z and Îv|Z for each v ∈ C limited by ϑ
3 initialize seeds set S = ∅ and map M = ∅

4 build H based on σ(v, Z) for v ∈ C
5 for i ← 1 to k do
6 while H �= ∅ do
7 u = H.top();
8 if Iu|Z ∩M.keySet() == ∅ then
9 S = S ∪ u;

10 else
11 if u.status == 0 then

12 update u.gain = ĝain(u|Z); u.status = 1

13 if u.status == 1 then
14 update u.gain = gain(u|Z); u.status = 2

15 else
16 H.pop();
17 S = S ∪ u;

18 H.adjust();

19 update M;

20 return S

of H(line 7), if the node u has no interaction with map M(line 8), we add u to
S and update map M; otherwise, according to its status, we decide whether to
update its gain value(line 11- 13) or pop it out(line 15). This process terminates
until k seeds selected.

5 Experimental Study

In this section, we report our experimental studies, we compare our algorithm
with the state-of-the-art algorithms PMIA and MIA[5]. Besides, we also run the
exact greedy algorithm improved by CELF[6] on the film dataset, which took
more than 15 hours to find the top-100 IM seeds, while our method took only
3.12 seconds on average. For the influence spread, our method(6970.772 ) was
only 2.82% lower than it(7173.53 ). Since the exact greedy algorithm is much
slower than our method, we omit it in the figures.

5.1 Datasets

Experiments are conducted on two real datasets: “DBLP”, a citation network,
the topic distributions of each node are discovered by using the author topic
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model[8], and the original weight of edge is the cite frequency; another one
is a film dataset, which was used in[9], we use the way in[9] to assign the topic
distribution, and the original weight is the link frequency. The propagation prob-
abilities of the two datasets are computed according to part 3.1. Both of the two
datasets are directed graph, details of datasets are shown in Table 1.

Table 1. DataSets

Data sets #Vertices #Edges AvgD MaxD

DBLP 1,031,579 10,717,572 59.86 8,304

Film 8,748 125,336 14.32 725

5.2 Evaluating Different Algorithms

All the algorithms use 2000 Monte Carlo simulations to estimate its influence
spread. In Figure 1 we fix threshold ϑ to evaluate the influence spread under
different k, and in Figure 2 we fix k to evaluate the influence spread under
different ϑ. The experiments show that our algorithm has similar influence spread
with MIA, and higher than PMIA. And with the increase of k or decrease of ϑ ,
the influence spread will increase. Since the bigger ϑ is, the more candidate nodes
will be reduced. And the elapsed time will be reduced as shown in Figure 4(a).
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Fig. 1. Influence Spread on Top-k

In Figure 3 we fix ϑ and compare the elapsed time under different k. In Fig-
ure 4 we fix k and compare the elapsed time under different ϑ. The results
indicate that our algorithm significantly outperforms PMIA and MIA. For ex-
ample, in Figure 3(a) we set ϑ as 0.01, when k is 20, our algorithm took 1.55
seconds while PMIA took 324.83 seconds and MIA took 355.26 seconds, which
means that our method is more than 200 times than PMIA and MIA. Besides,
our method scales well along the network size grows, that’s because our method
avoids redundant calculation by caching the pre-computed results.

6 Related Works

Influence Maximization. The influence maximization problem was proposed
in[2,10]. Kempe et. al.[4] proved the influence maximization problem is NP-hard,
and a greedy algorithm approximated 1 − 1/e ratio of the optimal solution.
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Fig. 2. Influence Spread on different ϑ
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Fig. 3. Efficiency on Top-k
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Fig. 4. Efficiency on different ϑ

Kimura et al.[10] proposed the shortest path to estimate the influence spread.
Leskovec et al.[6] used “lazy-forward” algorithm which faster than the greedy
algorithms. Chen et al.[11] used the property of the independent cascade model;
Wang et al. [12] broke the whole social network into several communities; and
Chen et al.[5] used the local arborescence to estimate the influence of nodes.
Kim et al.[13] proposed independent path algorithm for the IC model and Jung
et al.[7] proposed linear equations to approximate the real influence, Tang et
al.[14] studied the IM problem by taking the relationship into consideration.

Topic-Aware Influence Analysis. To the best of our knowledge, only few pa-
pers have studied the social influence from the topic perspective[9],[15],[16],[17],[3].
Tang et al.[9] used the factor graph to learn user-to-user topic-wise influence
strength. Lu liu et al.[15] proposed a probabilistic model to learn topic-wise in-
fluence strength, Lin et al.[16] studied the joint modeling of influence and topics
by adopting textual models. Weng et al.[17] analyzed the topic-aware influence on
twitter. None of worksmentioned above except[3] studied the influence maximiza-
tion on topic. Barbieri et al.[3] studied the influence maximization on topic-aware,
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they introduced the topic-aware propagationmodel and devised amethod to learn
model parameters from a log of past propagations, however, they did not paymuch
attention on influence maximization study.

7 Conclusion

In this paper, we study the topic-aware influence maximization problem. We
devise an efficient algorithm which extends the tree-based approximate model
to identify k nodes to maximize the influence on a given topic set. To achieve high
performance, we further introduce two strategies to reduce the candidate nodes.
Extensive experiments on real datasets demonstrate our method significantly
outperforms the state-of-art algorithms.
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Abstract. Due to advances in technology, high volumes of valuable data
can be produced at high velocity in many real-life applications. Hence,
efficient data mining techniques for discovering implicit, previously un-
known, and potentially useful frequent itemsets from data streams are
in demand. Many existing stream mining algorithms capture important
stream data and assume that the captured data can fit into main mem-
ory. However, problems arise when the available memory is so limited
that such an assumption does not hold. In this paper, we present a data
structure to capture important data from the streams onto the disk. In
addition, we present two algorithms—which use this data structure—to
mine frequent itemsets from these dense (or sparse) data streams.

1 Introduction and Related Works

Data mining (e.g., classification [1,15], pattern mining [8,9,19,23], social network
mining [26,27,28]) aims to discover implicit, previously unknown and potentially
useful knowledge from data. Numerous studies [7,17,22] have been proposed for
the research problem of frequent itemset mining from traditional large static
databases (DBs). To improve efficiency, the FP-growth algorithm [13] uses an
extended prefix-tree structure called Frequent Pattern tree (FP-tree) to capture
the contents of transaction DBs in memory. Although there are some works [3,12]
that use disk-based structures for mining, they mostly mine frequent itemsets
from static DBs. As a preview, we mine frequent itemsets from dynamic data
streams.

The automation of measurements and data collection, together with the in-
creasing development and usage of a large number of sensors, has produced
streams of valuable data in many real-life application areas. In order to be able
to make sense of the streaming data (e.g., detect outliers from streams [6,11]),
stream mining algorithms are needed [14,20,24,25]. When compared with the
mining from traditional static DBs, mining from dynamic data streams is ob-
served to be more challenging [4,18] because data streams are continuous and
unbounded. Once the streams flow through, we lose them. Hence, we need some
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data structures to capture the important contents of the streams. Moreover, as
data in the streams are not necessarily uniformly distributed, their distributions
are usually changing with time. A currently infrequent itemset may become fre-
quent in the future, and vice versa. Hence, we must be careful not to prune
infrequent itemsets too early; otherwise, we may not be able to get complete
information such as frequencies of certain itemsets (as it is impossible to retract
those pruned itemsets).

To efficiently mine frequent itemsets from data streams, approximate algo-
rithms (e.g., FP-streaming [10]) may find some infrequent itemsets or miss fre-
quency information of some frequent itemsets (i.e., some false positives and
some false negatives). To avoid false positives or false negatives, an exact al-
gorithm mines truly frequent itemsets by (i) constructing a Data Stream Tree
(DSTree) [21] to capture contents of the streaming data in memory and then
(ii) recursively building local FP-trees for projected DBs (containing subsets of
streaming data) based on the information extracted from the DSTree. This al-
gorithm runs well when the global DSTree and subsequent local FP-trees fit into
main memory.

To handle situations where not all local FP-trees can fit into memory, one can
construct a Data Stream Projected tree (DSP-tree) [16] for the projected DB of
every frequent singleton {x}. As all frequent k-itemsets containing x can then
be mined from that tree, it avoids the recursive construction of local FP-trees
for all α-projected DB (where k-itemset α ⊇ {x} for all k ≥ 1).

Along this direction, to handle situations where the global DSTree cannot fit
into memory, an on-disk data structure called Data Stream Table (DSTable) [5]
can be built. Mining with such a DSTable performs well for very sparse streaming
data when not too much information needs to be captured in the DSTable.

As streams of high-volume data can be generated at high velocity, efficient
data structures and algorithms for mining frequent itemsets with limited mem-
ory are in demand. In this paper, we present a simple yet powerful on-disk data
structure—called Data Stream Matrix (DSMatrix)—for capturing and maintain-
ing relevant data found in dense data streams. This structure is designed for
stream mining of frequent itemsets with sliding window models. It captures the
contents of relevant transactions in the streams. When the streams flow through,
a fixed-size window (i.e., a window containing the interesting portion of the
streams—usually, recent data) slides and our structure is properly updated.
Although we design the DSMatrix for dense data streams in limited memory
environments, this on-disk data structure can also be used as an alternative to
(i) the DSTree for stream mining in environments with sufficient memory and/or
(ii) DSTable for mining very sparse data streams.

The remainder of this paper is organized as follows. Section 2 introduces our
DSMatrix for capturing important information from data streams. Sections 3
and 4 describe the use of the DSMatrix in mining frequent itemsets horizon-
tally and vertically. Section 5 shows evaluation results. Finally, conclusions are
presented in Section 6.



Efficient Frequent Itemset Mining from Dense Data Streams 595

2 Data Stream Matrix (DSMatrix)

Given a dense stream of uncertain data with a limited memory environment,
we propose an on-disk Data Stream Matrix (DSMatrix) structure to capture
important contents of transactions in all batches of the streaming data within the
current sliding window. Specifically, the DSMatrix is a two-dimensional binary
matrix, which represents the presence of an item x in transaction ti by a “1”
in the matrix entry (Row x, Column ti) and the absence of an item y from
transaction tj by a “0” in the matrix entry (Row y, Column tj). With this
binary representation of items in each transaction, each column in the DSMatrix
captures a transaction. Each column in the DSMatrix can be considered as a bit
vector.

Our DSMatrix is so flexible that it is applicable to different stream processing
models. For instance, (i) when using the landmark model, DSMatrix just captures
the contents of all transactions after the “landmark”. Alternatively, (ii) when us-
ing the sliding window model, DSMatrix captures the boundary information. By
keeping track of the boundary that marks the end of each batch of streaming data,
when the window slides, transactions in the older batches can be easily removed
and transactions in the newer batches can be easily added. Note that, as the same
boundaries are applied for all rows representing allm domain items, the amount of
boundary information that needs to be kept does not directly depend on the num-
ber of transactions (or the number of columns in the DSMatrix). The amount of
the kept boundary information is proportional to the number of batches, and each
batch can be of equal or variable size. Similarly, (iii) when using the time fading
model, DSMatrix captures the same boundary information as in the sliding window
model. The only difference is that extra work is required to incorporate the fading
factor in the computation of the support of itemsets when using the time fading
model.

Example 1. Consider two recent batches of transactions in a dense data stream
as shown in Fig. 1(a). Fig. 1(b) shows how our DSMatrix captures (i) contents
of these w=2 batches of transactions and (ii) their associated boundary infor-
mation when using a sliding window or time fading model with a window size
w=2 batches. For example, Column 1 shows a transaction containing a, c, d & f .

Batch Transaction Row Content
t1 = {a, c, d, f} a 1 1 1 1 1 0

Batch 1 t2 = {a, d, e, f} b 0 0 1 0 0 1
t3 = {a, b, c} c 1 0 1 1 1 1
t4 = {a, c, f} d 1 1 0 0 1 1

Batch 2 t5 = {a, c, d, f} e 0 1 0 0 0 0
t6 = {b, c, d} f 1 1 0 1 1 0

Boundaries Columns 3, 6

(a) Dense data stream (b) Our DSMatrix

Fig. 1. Our DSMatrix captures important contents from a dense data stream
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The boundary information reveals that (i) the first batch (starts from Column 1
and) ends in Column 3 and (ii) the second batch (starts from Column 3+1=4
and) ends in Column 6. /0

3 Horizontal Stream Mining with the DSMatrix

When data streams flow through, our DSMatrix is constantly updated so that
the mining can be “delayed” until it is needed. To find frequent itemsets from
the updated DSMatrix, we propose a tree-based horizontal mining algorithm. It
first extracts relevant transactions from the DSMatrix to form a local tree for
the {x}-projected DB for every frequent singleton {x}. Each node in such a local
tree contains (i) an item x and (ii) a counter. The value of this counter is initially
set to the support of x on that tree path and is decremented during the mining
process until it reaches 0 (cf. value remains unchanged in the FP-tree). From
the tree for the {x}-projected DB, we get every frequent k-itemset ({x} ∪α) by
traversing the path from leaf node y to the root (where α is formed by some
items along that path). If this k-itemset ({x} ∪ α) has not been generated, its
support is set to the value of the counter of node y; otherwise, its support is
incremented by the value of the counter of node y. After examining node y,
counters along the path from y to the root are decremented by the value of the
counter of y. Any node with a zero counter can be pruned. See Example 2.

Example 2. Continue Example 1 with user-specified minsup threshold = 2. We
start the tree-based horizontal mining process by computing the support of the
m=6 domain items, and find that all except e are frequent. Then, we form the
{f}-projected DB. For every column in Row f with a value “1” (i.e., Columns 1,
2, 4 & 5), we extract its column upwards. Specifically, we extract {a, c, d, f} from
Column 1. We also extract {a, d, e, f}, {a, c, f} & {a, c, d, f} from Columns 2, 4
& 5, respectively. All these form the {f}-projected DB, from which a local tree
can be built as shown in Fig. 2(a). From this tree, we traverse the left path 〈a:4,
c:3, d:2〉 to form (i) 2-itemsets {a, f}, {c, f} & {d, f}, (ii) 3-itemsets {a, c, f},
{a, d, f} & {c, d, f}, and (iii) 4-itemset {a, c, d, f}. The support of these four
itemsets are set to 2 (the value in the counter for d), and the counters of every
node in this tree path are decremented by the same value to become 〈a:2, c:1, d:0〉
(where the zero-counter node d can then be pruned). Based on this path, we form
(i) 2-itemsets {a, f} & {c, f} and (ii) 3-itemset {a, c, f}. As they have previously

Fig. 2. Local trees for {f}-, {d}- and {c}-projected DBs
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been formed, their support are incremented by 1 (the current value in the counter
for c) to become 2+1=3. Again, the counters of every node in this tree path are
decremented by the same value to become 〈a:1, c:0〉 (where the zero-counter
node c can be pruned). Afterwards, we traverse the right path 〈a:1, d:1〉 to form
(i) 2-itemsets {a, f} & {d, f} and (ii) 3-itemset {a, d, f}. As these three itemsets
exist, their support values are incremented by 1. The counters of nodes a and d in
this right path are then decremented by 1 to become 〈a:0, d:0〉 (where both zero-
counter nodes a & d can be pruned). To summarize, we find from {f}-projected
DB the following itemsets with their support: {a, f}:2+1+1=4, {c, f}:2+1=3,
{d, f}:2+1=3, {a, c, f}:2+1=3, {a, d, f}:2+1=3, {c, d, f}:2 & {a, c, d, f}:2. Simi-
lar procedures can be applied to the remaining four frequent domain items a, b, c
& d to find frequent k-itemsets containing these items. /0

4 Vertical Mining with the DSMatrix

Given that the data captured in our DSMatrix can be considered as a collection
of bit vectors, the DSMatrix is also applicable for vertical mining. To mine
frequent 1-itemsets, we examine each row (representing a domain item). The
row sum (i.e., total number of 1s) gives the support of the item represented by
that row. Once the frequent 1-itemsets are found, we intersect the bit vectors for
two items. If the row sum of the resulting intersection ≥ minsup, then we find
a frequent 2-itemset. We repeat these steps by intersecting two bit vectors of
frequent patterns to find frequent itemsets of higher cardinality.

Example 3. Revisit Example 2. We start the vertical mining by first computing
the row sum for each row (i.e., for each domain item). As a result, we find that
items a, b, c, d& f are frequent with support 5, 2, 5, 4& 4, respectively. Afterwards,
we intersect the bit vector of a (i.e., Row a) with any one of the remaining four
bit vectors to find frequent 2-itemsets {a, c}:4, {a, d}:3 & {a, f}:4 because (i) the
intersection of−→a and−→c gives a bit vector 101110, (ii) the intersection of−→a and

−→
d

gives a bit vector 110010, and (iii) the intersection of −→a and
−→
f gives a bit vector

110110. Next, we intersect (i) −→ac with −→ad, (ii) −→ac with −→af and (iii)
−→
ad with

−→
af to

find frequent 3-itemsets {a, c, d}:2, {a, c, f}:3 and {a, d, f}:3.We also intersect
−→
acd

with
−−→
acf to find frequent 4-itemset {a, c, d, f}:2. These are all frequent k-itemsets

containing item a. Similar procedures can be applied to the remaining four frequent
domain items b, c, d & f to find frequent k-itemsets containing these items. /0

5 Evaluation Results

Analytical Results. Similar to mining with the DSTree [21] or DSTable [5],
mining with our DSMatrix also uses a “delayed” mode for mining. So, the actual
mining of frequent itemsets is delayed until it is needed to find frequent itemsets.
Hence, for S=1000 batches, we only need to build a single global DSMatrix on
the disk and update it 995 (= S−w = 1000−5) times. Afterwards, we have an
updated DSMatrix capturing the 996th to the 1000th batches.
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In terms of main memory space, the DSTree [21] is an in-memory structure.
In contrast, as both the DSTable [5] and our DSMatrix are on-disk structures,
they do not take up memory space.

In terms of disk space, the DSTable [5] requires 64N bits (for 32-bit integer
representation) for storing the item ID and its corresponding “next” pointer for
the N entries in the DSTable (i.e., a total ofN occurrences of any domain items).
In contrast, as our DSMatrix consists of m rows (one row for each domain item)
and n columns (one column for each transaction), it requires only m × n bits.
For dense data streams, N is approaching m×n. This implies that the DSTable
requires close to 64 times more than the amount of disk space required by our
DSMatrix. For sparse data streams, the DSTable still requires more disk space
than our DSMatrix (unless the data density in streams is lower than 1.6%).

Mining with the DSTree [21] requires the construction of the in-memory global
DSTree and all subsequent in-memory local trees in memory. The number of
nodes in the DSTree can be as large as the number of item occurrences in the
data stream. Mining with the DSTable [5] requires the construction of the on-disk
global DSTable, but all subsequent local trees need to be in memory. The number
of nodes in the DSTable can be as large as the number of item occurrences
in the data stream. In contrast, mining with our DSMatrix does not require
any construction of global tree in memory. The DSMatrix is stored on disk.
Moreover, as the DSMatrix is a binary matrix, the amount of required disk
space is substantially lower than that for the DSTable. Horizontal mining with
our DSMatrix builds at mostm local trees (one for each projected DB containing
frequent itemsets); vertical mining with our DSMatrix intersects at most 2m pairs
of bit vectors (though usually much fewer than 2m pairs of bit vectors).

Experimental Results. We used many different databases including IBM syn-
thetic data, real-life DBs from the UC Irvine Machine Learning Depository (e.g.,
connect4 data) as well as those from the Frequent Itemset Mining Implemen-
tation (FIMI) Dataset Repository. IBM synthetic data are generated by the
program developed at IBM Almaden Research Centre [2]. The data contain
many records with an average transaction length of 10 items, and a domain
of 1000 items. We set each batch to be 0.1M transactions and the window size
w=5 batches. All experiments were run in a time-sharing environment in a 1 GHz
machine. The reported figures are based on the average of multiple runs. Run-
time includes CPU and I/Os; it includes the time for both tree construction
and frequent itemset mining steps. In the experiments, we mainly evaluated the
accuracy and efficiency of our DSMatrix.

In the first experiment, we measured the accuracy of the three mining options:
(i) 〈global DSTree, local trees〉, (ii) 〈global DSTable, local trees〉, and (iii) 〈global
DSMatrix, local trees〉 options. Experimental results show that mining with any
of these three options give the same mining results.

While these three mining options found the same frequent patterns, their per-
formance varied. In the second and third experiments, we measured the space
and time efficiency of our proposed DSTable and DSMatrix. Results show that
the DSTree option required the largest main memory space as it stores one global
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Fig. 3. Experimental results of our DSMatrix

DSTree and multiple local FP-trees in main memory. The DSTable option re-
quired less space as the global DSTable is a disk-based structure. The DSMatrix
option required the smallest memory space because our proposed DSMatrix is a
disk-based structure and it is a binary matrix. See Fig. 3(a).

Runtime performance of the three options also varied. When compared with
the DSTree, both the DSTable and DSMatrix options just took slightly longer.
This is because they both need to read from disk whereas the former two just
read from main memory. See Fig. 3(b). It is important to note that reading from
disk would be a logical choice in a limited main memory environment.

Moreover, we performed some additional experiments. In the fourth experi-
ment, we tested with the effect of minsup. As shown in Fig. 3(b), the runtime
decreased when minsup increased. In the fifth experiment, we tested scalabil-
ity with the number of transactions. The results show that mining with our
DSMatrix was scalable.

We repeated the above experiments on other dense as well as sparse datasets.

6 Conclusions

This paper provides users with (i) a simple yet powerful on-disk structure (DS-
Matrix) for capturing important information of dense data streams when mem-
ory space is limited, (ii) a tree-based horizontal mining algorithm that extracts
information from our DSMatrix to find frequent itemsets, and (iii) a vertical
mining algorithm that intersects the “bit vectors” stored in our DSMatrix to
find frequent itemsets. Analytical and experimental evaluation show the contri-
butions of DSMatrix in frequent itemset mining from dense data streams.
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Abstract. With the boom of web and social network, the amount of
generated text data has increased enormously. On one hand, although
text clustering methods are applicable to classify text data and facilitate
data mining work such as information retrieval and recommendation,
inadequate aspects are still evident. Especially, most existing text clus-
tering methods provide either a hard partitioned or a hierarchical result,
which cannot describe the data from various perspectives. On the other
hand, multiple clustering approaches, which are proposed to classify data
with various perspectives, meet several challenges such as high time com-
plexity and incomprehensible results while applied to text documents.
In this paper, we propose a frequent term-based multiple clustering ap-
proach for text documents. Our approach classifies text documents with
various perspectives and provides a semantic explanation for each clus-
ter. Through a series of experiments, we prove that our method is more
scalable and provides more comprehensible results than traditional mul-
tiple clustering methods such as OSCLU and ASCLU while applied to
text documents. In addition, we also found that our approach achieves
a better clustering quality than existing text clustering approaches like
FTC.

Keywords: Multiple clustering, Frequent term, Text documents.

1 Introduction

Data mining in database provides data owners with new information and pat-
terns in their data. Clustering is a traditional data mining task for automatically
grouping data. However, groups may be hidden in different perspectives of the
data. An item may belong to different groups with different perspectives. Tra-
ditional clustering approaches only provide either a hard partitioned result or a
hierarchical result. In these clustering results, an item can only belong to one
group. To discover hidden groups in various perspectives, we need to apply mul-
tiple clustering approaches. Multiple clustering methods can assign one item to
different groups with respect to different perspectives. Generally speaking, mul-
tiple clustering approaches have to deal with two challenges including high time
complexity and redundant result.
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On the other hand, as the web continues to grow rapidly, huge number of text
documents have been generated. To organize and do data mining work on these
text documents, text clustering becomes a very important application of clus-
tering algorithms. However, compared to other applications of clustering, three
major challenges including high dimensionality, large data and incomprehensible
results should be addressed for text clustering:

Although applying a multiple clustering approach to text documents can help
us significantly while doing text mining tasks, to our best knowledge there is no
existing feasible multiple clustering approach for text documents since now. The
high dimensionality of text documents makes multiple clustering approaches
not scalable while applied to text documents. In this paper, we propose the
first feasible multiple clustering approach for text documents called FTMTC(
frequent term-based multiple text clustering approach). FTMTC represents a
cluster with a set of terms to deal with the high dimensionality challenge. We
also introduce WordNet[1] to improve the quality of redundancy removal process.

This paper is structured as follows: We review existing text clustering and
multiple clustering approaches in section 2. In section 3, we introduce a series
of notations to define the problem we are going to solve. We describe details
of FTMTC with sequence charts in section4. Then, we prove our approach is
feasible and outstanding with a series of experiments in section 5. Finally, we
make a conclusion and introduce our future work in section 6.

2 Related Work

2.1 Multiple Clustering Approaches

The main difference between multiple clustering approaches and traditional clus-
tering approaches is that multiple clustering’s result contains clusters discovered
with various perspectives. Clusters in multiple clustering result can overlap to
each other while clusters in traditional clustering result can’t. Traditional mul-
tiple clustering approaches tend to generate a quite large amount of clusters.
The result contains a lot of redundant clusters. OSCLU[2] is a recent proposed
non-redundant multiple clustering approach, which is based on the idea that a
pair of clusters which share more than a certain amount of overlapped dimen-
sions and items should be regarded as similar to each other. ASCLU[3] applies
OSCLU to an alternative clustering way.

2.2 Text Clustering Approaches

Most text clustering approaches rely on a vector-space model, in which, each
text document d is represented by a vector of frequencies of all terms: d =
(tf1, tf2, . . . , tfm). Based on this model, standard clustering approaches like k-
means[4] can be applied to text documents directly. But they can’t handel the
high dimensional and incomprehensible result challenges well.

In this paper, we propose a multiple clustering solution for text documents
based on frequent term model. This model can help us get avoid of the high
dimensionality challenge of text documents.
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3 Problem Definition

For consistent notations in the following sections, we define some notations here.
First of all, we make a formal definition of our problem: Given a set of text
documents DS = {d1, d2, . . . , dm} as input, let Tall = {t1, t2, . . . , tk} denote all
the terms that appear in DS and T (d) denote terms that appear in d. Our target
is to generate a set of clusters R = {C1, C2, . . . , Cn}. In this procedure, three
main challenges need to be addressed:

Challenge 1: Incomprehensible Results: Traditional clustering results do
not provide explanations for clusters. To give each cluster a explanation, we
associate each cluster in R with a term set. To associate terms with documents,
we introduce the following definitions: As document d contains a set of terms, a
term t can also “cover” a set of documents. We define the set of documents in
DS that contain term t as Cover(t):

Cover(t) = {d ∈ DS|t ∈ T (d)} (1)

The “cover” of a term set T = {t1, t2, . . . , tk} is defined as the intersection of all
terms in T :

Cover(T ) =

k⋂
i=1

Cover(ti) (2)

So, if Cover(T ) is the documents grouped by a cluster, T will give an explanation
for the cluster.

Challenge 2 High Dimensional Data: To deal with the high dimensional
challenge, we control the number of term sets that are associated to clusters. We
only associate frequent term sets to clusters. We can judge whether a term set
T is a frequent set with Cover(T ), we define the set of all frequent term sets as
FTS(DS):

FTS(DS) = {T ⊆ Tall

∣∣|Cover(T )| ≥ α ∗ |DS|} (3)

Where α is the threshold of frequent term set. So, a cluster is composed with a
frequent term set T as explanation and a document set D as members.

C = (T,D) (4)

Where T ∈ FTS(DS) and D = Cover(T ).

Challenge 3 Redundant Clustering Results: To prevent a redundant clus-
tering result, the size of R should be reasonable. Each cluster in R should bring
novel information. We will introduce a cluster picking algorithm in section 4 to
handle this challenge.

4 Frequent-Term Based Multiple Text Clustering
Approach

Based on the notations above, we propose a multiple clustering approach for
text documents called FTMTC( Frequent-term based multiple text clustering).
Generally speaking, FTMTC is composed of three steps as shown in Fig. 1:
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Documents from the Internet: DS

KT={t1,t2,..tk}
TD={T(d1),T(d2), ,T(dn)}

FTS(DS)={T1,T2,...Tm}
Cand={C1,C2,...Cm}

R={C1,C2,...Cn}

Remove stop words and do stemming with LUCENE
Calculate TFIDF value for each term and generate KT

Generate all document s term set: TD 
Parameter: k

Generate frequent term set FTS(DS) with Aprior
Generate Cand correspondinng to FTS(DS)

Parameter:  

Calculate the quality and redundancy of each cluster in Cand
Pick clusters from Cand and add them to R

Parameter: , , a, b, c

Preprocess step

Candidate generating step

Candidate picking step

Fig. 1. Sequence diagram of FTMTC

4.1 Preprocess Step

To preprocess the document data, we conduct several steps including stop words
removing, stemming and indexing. First of all, a stop word list1 is employed to
remove the stop words. Secondly, we apply Poter stemming algorithm for word
stemming. To process the document efficiently, we apply a tool named Lucene
to build index files for the documents.

For an efficient algorithm, we extract k important words from Tall as key
terms. The key term set is noted as KT . Since nouns with high TFIDF value
tend to be representative in general, we pick nouns with high TFIDF from Tall

and add them to KT .

4.2 Candidate Generating Step

In this step, we generate FTS(DS) with Aprior algorithm[5] algorithm. For each
T in FTS(DS), we build a corresponding cluster C = (T,Cover(T )) and add it
to the candidate set Cand. Since term sets with more terms tend to cover less
documents than those with less terms, we set the document coverage threshold
as follows: Assuming that α is the threshold of frequent term set with one term,
the threshold of a frequent term set with N terms will be α× 0.9(N−1)

4.3 Candidate Picking Step

In this step, we pick clusters from Cand and add them to the result set R grad-
ually. First of all, we rank clusters in Cand based on clusters’ quality. Generally
speaking, clusters with large number of documents or terms tend to have high
quality. Besides, if the terms are closely related to the documents, the clus-
ter’s quality is high. We judge the relationship between terms and documents
with average TFIDF value. Therefore, we define the the quality of a cluster

1 http://www.ranks.nl/stopwords

http://www.ranks.nl/stopwords
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C(T,D) as Quality(C) = |D|a × |T |b × AV GTFIDF (C)c. where a + b + c = 1
and AV GTFIDF (C) denotes the average TFIDF value between documents and
terms.

AV GTFIDF (C) =
1

m× n
∗

m∑
i=1

n∑
j=1

TFIDF (tj, di) (5)

Where m denotes the size of D and n denotes the size of T
As clusters in Cand are sorted by Quality(C) in descending order, we remove

redundant clusters from Cand to deal with challenge 3. Inspired by OSCLU, we
consider clusters either have dissimilar term sets or group dissimilar documents
to be non-redundant to each other.

Obviously we can define the similarity between two term sets with overlap
percentage. However, terms contain semantic meanings. It makes similarity be-
tween term sets more complex than similarity between mathematic vectors. For
example, term set {“USA”, “president”, “history”} and term set {“America”,
“chairman”, “past”} share no term, but they do represent similar concepts.

To adapt the redundancy definition to text clustering, we introduce WordNet
as external knowledge. WordNet is a lexical database which can be used to calcu-
late the similarity between two terms. We use Jiang and Conrath’s word similar-
ity algorithm JNC[6] to judge the similarity between terms. We define semantic
similarity between two term sets T = {t1, t2, . . . , tn} and T̂ = {t̂1, t̂2, . . . , ˆtm} as
Similarity(T, T̂):

Similarity(T, T̂) =
1

2n
×

n∑
i=1

max
t̂j∈T̂

JNC(ti, t̂j) +
1

2m
×

m∑
i=1

max
tj∈T

JNC(t̂i, tj) (6)

With a similarity threshold β, we can get a group of clusters in R that are
similar to a given cluster C. The similar group of C(T,D) in R with threshold
β is defined as:

SimGroupβ(C,R) = {Ci ∈ R\C|Similarity(T, Ti) ≥ β} (7)

Although C has similar term set with clusters in SimGroupβ(C,R), if C
groups dissimilar documents, we also consider C as non-redundant to clusters in
R. Given a cluster set CS = {C1, C2, . . . , Cn}, we define the coverage of CS’s
document as Coverage(CS) =

⋃n
i=1Di, where Di denotes the document set of

Ci

At last, we define an interest value Interest(C,R) to judge whether C is novel
to R. Given a threshold γ, we add C to R if Interest(C,R) is larger than γ.
Since we already sort Cand with regard to cluster’s quality by descending order,
it’s obvious that our algorithm is a greedy algorithm and thus can maximize the
summation of clusters’ qualities under the premise that R is none-redundant.
We define the interest of C = (T,D) to R as Interest(C,R):

Interest(C,R) =
|D\Coverage(SimGroupβ(C,R))|

|D| (8)



A Frequent Term-Based Multiple Clustering Approach for Text Documents 607

5 Experiments

5.1 Experiment Setup

To build a multi-label data set, we download 4505 biography pages from
Wikipedia with two different perspectives. The biography pages are downloaded
from four country categories and three occupation categories.

We measure clustering results with three aspects. First of all, we list the
clustering result to prove it covers categories with different perspectives in section
5.2. Secondly, we evaluate the scalability of our algorithm in section 5.3. At
last, in section 5.4, we evaluate the quality of clustering result with multiple
clustering evaluation measurements introduced in [7], including purity, entropy
and F1-value.

5.2 Experiment Result

Table 1 shows the result of FTMTC. It handles Challenge 1 and Challenge 2
well. The term set associated to a cluster explains the cluster’s topic well. We
mark categories in nationality perspective with black font and mark categories
in occupation perspective with normal font. We found the result covers every
known category in two perspectives. Besides, we are glad to see that FTMTC
also can discover clusters we do not know in advance like“War” and detailed
category like “Swim”. We mark them with italics font.
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5.3 Scalability Evaluation

Multiple clustering approaches that are based on term vector model’s running
time grows fast as the database grows. Since FTMTC applies similar redundancy
removal process with OSCLU and ASCLU, we compare FTMTC with OSCLU,
ASCLU and FTC. We do experiments as the database’s size grows from 100 to
5000 (add 200 documents each time). Each time, we run the clustering algorithms
ten times and calculate the average running time. From Fig.2 and Fig.3, we can
see that FTMTC and FTC’s running time grows linearly as the database’s size
grows while OSCLU and ASCLU’s running time grows exponentially. It’s obvious
that FTMTC outperforms OSCLU and ASCLU with regard to scalability.
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Table 1. Clustering result

ID Term list Size Category

1 [aquatics,champion,Europe,olympics,swim] 169 Athlete, Swim

2 [China,football,league] 298 China, Athlete, Football

3 [football,league,France,nation,team] 217 France, Athlete, Football

4 [Olympics,swim] 331 Athlete, Swim

5 [France,Paris] 741 France

6 [cup,football,Germany,nation,team] 149 Germany, Athlete, Football

7 [China] 858 China

8 [news,publisher] 875 Writer

9 [basketball,champion,coach,season] 129 Athlete, Basketball

10 [Germany] 916 Germany

11 [writer,Europe] 992 Writer

12 [America,gold,summer] 468 USA, Athlete

13 [election,party,state] 153 Politician

14 [book,publisher] 329 Writer

15 [California] 329 USA

16 [Shanghai] 258 China

17 [man] 879 Man

18 [mayor,Paris] 268 France, Politician

19 [president] 384 Politician

20 [war] 266 War

5.4 Clustering Quality Evaluation

Since there is no existing multiple clustering approaches for text documents,
we compare FTMTC with FTC, OSCLU and ASCLU on multi-label text docu-
ments. We choose FTC as the baseline because FTMTC shares the same cluster
definition with it. We choose multi-label text documents as test set to focus on
discovering clusters in various perspectives.

We compare clustering quality with different database sizes. . For a fair com-
parison, we set the FTMTC’s key word number equals to FTC’s. From Fig.4 to
Fig.6 we can see that FTMTC can obviously outperform FTC with regard to
purity, F1 value and entropy.
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6 Conclusion and Future Work

In this paper, we propose a feasible multiple clustering approach for text docu-
ments based on a frequent term model. We also introduce WordNet as external
knowledge to help removing results’ redundancy. With a series of experiments,
we prove that FTMTC can provide an understandable clustering result which
contains clusters in various perspectives. FTMTC can also excavate hidden and
more detailed clusters, which helps many tasks of data mining. With compari-
son, we prove that FTMTC is more scalable than traditional multiple clustering
approaches and achieves a better clustering result than FTC while applied to
multi-label text documents. In the future, we will exploit more external knowl-
edge, such as Cyc Ontology2 and Wikipedia3, to improve our clustering results.
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Abstract. Hashtags are often utilized as metadata tags to mark messages for
user-defined topics in a microblogging environment. However, difficulties in pro-
viding or selecting appropriate hashtags often force users giving up using them.
In this paper, we propose a personalized method for hashtag recommendation that
combines advantages of both topical information and collaborative intelligence.
On one hand, we characterize the topic relevance of hashtags to posts based on
content models. On the other hand, we predict an active user’s hashtag usage
preference in a collaborative filtering manner. Overall, we recommend hashtags
by relevant scores for a specific microblog posted by a specific user. Experimental
results show that our model is an effective solution for hashtag suggestion (MRR
is around 96%) which outperforms the state-of-the-art methods.

Keywords: Hashtag Recommendation, Topic Analysis, Collaborative Filtering,
Social Network Mining.

1 Introduction

Microblogging platforms have become an important information source for late-
breaking news and hot topics[1]. To bring an order to the big and chaotic world of mi-
croblogging, users adopt hashtags to mark key points of their messages. However, diffi-
culties in providing or selecting appropriate hashtags often force users to give up using
them. Researches[2, 3] report that only a few users (much less than 20%) add hashtags
actively. In fact, it would be quite helpful to recommend hashtags. Existing recommen-
dation methods can be roughly divided into two kinds: content-based methods[2–7] and
collaborative filtering methods[8]. The former techniques achieve success by measur-
ing content relevance between a tweet and hashtags, while the latter further consider
user preference based on collaborative filtering. But, a single microblog is too short
to capture the accurate topic semantics and user preference[9]. How to combine effec-
tive topic understanding and user preference modeling for hashtag recommendation is
a challenging task.

! Corresponding author.
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To solve the problems mentioned above, we propose a collaborative hashtag recom-
mendation method that leverages 1) global content information for modeling topical
semantics of messages (topic relevance model) and 2) users’ preference background
from other like-minded users (user preference model). We summarize our contributions
as follows. First, we introduce a novel filtering method that integrates topic semantic
dependency and hashtag usage preference from users seamlessly. Second, we prove that
information integration contributes to content topical discrimination of microblogs and
enhances semantic understanding of hashtags. Third, we explore and discuss three kinds
of user preference on hashtag selection and adoption. Finally, we verify our model on
a real data set collected from microblogging platforms. The experimental results indi-
cate that our model significantly improves recommendation precision (MRR is around
96%), and outperforms the state-of-the-art methods.

The rest of our paper is organized as follows. We discuss related work in Section 2.
Section 3 introduces a clear definition of hashtag recommendation task and shows de-
tails of the recommendation process based on topic analysis and user preference model-
ing. We present experiments and empirical analysis of our models in Section 4. Finally,
conclusions are given in Section 5.

2 Related Work

Many researchers have realized the value and significance of hashtags, and study how
to help users to select hashtags more efficiently (hashtag recommendation). The pro-
posed practical strategies can be roughly divided into two categories: content-based
methods[2–7] and collaborative filtering methods[8]. Content-based methods take dif-
ferent techniques to build semantic bridges between hashtags and messages, such as
the TFIDF scheme[2], Bayes rules[3], WordNet similarity information with the Eu-
clidean distance metric[4] and topic translation methods[5–7]. Collaborative filtering
mechanism is a traditional technique for recommending[10], where Kywe[8] combines
hashtags of similar users and similar messages to propose a more personalized set of
tags to meet both user preference and content information.

Currently, content analysis approaches are dominant strategies for this problem. But
short and unconstrained texts suffer from sparseness of co-occurrence words. For man-
made hashtags, user preference is one of the decisive factors for message description.
Drawing on the experience of predecessors, we take advantages of both local (the
current microblog content and the user) and global (hashtag-related content and like-
minded users’ usage preference) information.

3 Proposed Method

In this section, we introduce our recommendation strategy in details.

3.1 A Framework of Our Hashtag Recommendation Model

Let U = {ui}l
i=1, D = {di}n

i=1, T = {ti}v
i=1, H = {hi}m

i=1 be a set of users, messages,
terms and hashtags that have appeared in datasets separately. A common microblog d
posted by user u contains a set of hashtags hd . We represent a post d as a ”bag of words”



612 Y. Wang et al.

Fig. 1. The Framework of Hashtag Recommendation

with term frequency d = {nd,i}v
i=1. The task of hashtag recommendation is to output a

set of semantic related hashtags Hrec according to a specific microblog d posted by a
specific user u. The framework of our model is shown in Fig. 1.

For a given microblog, recommendation is based on two kinds of off-line processed
profiles: hashtag profiles (constructed by using content of all previous messages con-
taining a specific hashtag) and user profiles (constructed for each user, including all
messages a specific user has posted). The computation framework of recommendation
follows the steps below. Firstly, we get hashtag candidates based on topic analysis be-
tween hashtag profiles and the current microblog ( 1©, details in Section 3.2). Secondly,
we get hashtag candidates according to user preference and collaborative filtering tech-
niques ( 2©, details in Section 3.3). Thirdly, we recommend hashtags from two candidate
sets by a hybrid function ( 3©, details in Section 3.4). Finally, we return the top-K results
to users ( 4©).

3.2 Topic Semantic Modeling

A hashtag shows us topic information in messages, thus it’s vital to model topic se-
mantic relevance between a post and hashtags when recommending. Due to short and
casual texts, we notice that modeling topic relevance information from a single post
probably captures weak semantic description, not the topic representation. In fact, ag-
gregated messages give us more accurate and comprehensive topic illustration of high
quality[9, 11]. So we collect all microblogs containing a specific hashtag h together as
its profile, denoted as Dh = {nh,i}v

i=1, where nh,i is the number of term i in hashtag h’s
profile. So, each hashtag is a distribution vector over terms from related messages. Dif-
ferent distributions reflect different topic semantic information of hashtags. The accu-
mulative representation for each hashtag makes themes more clearly, enhances semantic
signal and decreases the risk of concept or key point drift.

Hence, we measure semantic relevancy score by using the cosine similarity between
the input message d and the hashtag profile ‖Dh‖:

p(h|d) = Dh ·d
‖Dh‖ · ‖d‖ (1)
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In the aspect of content, we get hashtag candidates with semantic relevancy scores.
Each hashtag’s profile can be constructed independently, so it’s easy to be implemented
in parallel and processed in linear time.

3.3 User Preference Modeling

User preference shows personal characteristics when selecting and adopting hashtags.
Users’ historical behaviors reflect degree of their interests. In this part, we focus on se-
lecting hashtags based on user profiles under an improved collaborative filtering scheme.
Due to the concept of user interest groups, we mine near neighbors for discovering a
specific user’s hashtag preference.

We construct each user profile with one’s historical microblogs. And then we take
three user interest description matrices M for user representation, where each row mi

represents the interest vector of user i. MCT , MHT , MT K are a content representation
matrix, a hashtag representation matrix and a topic representation matrix respectively,
where mCT

u,i , mHT
u,i , mT K

u,i refer to number of term i, frequency of hashtag i, probability
distribution of topic i for user u based on information in user profiles respectively. The
topic distribution is trained by a famous topic model called Latent Dirichlet Allocation
(LDA)[12] with words in user u’s profile. For lack of space, topic model parameter
estimation method is not stated here (see more detailed derivation in [13]).

With user interest description matrices mentioned above, we can easily apply a com-
mon measurement to find like-minded users. Here we calculate user pair-wise similarity
by using the cosine value between their representation vectors:

sim(ui,u) =
mui ·mu

‖mui‖ · ‖mu‖
. (2)

We further represent relationships between users and hashtags under one extension
of collaborative filtering schema to find hashtags that are right up their alley. The pref-
erence for hashtags with users’ interest group considered is represented as p(h|u):

p(h|u) = nu +κ ∑k
i=1 sim(ui,u)(nui,h− nui)

‖Hu‖
, (3)

where κ = 1
∑k

i=1 sim(ui,u)
is a normalization factor, Hu is referred as the set of hashtags

that are used by user u, nu,h is frequency of hashtag h used by user u, nu is average
hashtag usage times of user u. Until now, we complete predicting user preference on
hashtags, and get a set of hashtag candidates with user preference degree.

3.4 Fusion Strategy of Topic Relevance and User Preference

As the methods mentioned above, we have already achieved content topic relevance via
topic semantic analysis, denoted as p(h|d), and user preference via considering user
interest groups, denoted as p(h|u). The two scores are both probability value between
0 and 1. The higher the value is, the more relevance the message and hashtag are.
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We apply a linear combination between semantic relations and user preference re-
lations, marked as ”Function-based Hybrid Model”. For a specific post written by a
specific user, the score for a hashtag h is:

Score(h|u,d) = λ · p(h|d)+ (1−λ ) · p(h|u), (4)

where λ is a balance factor for two parts. It represents how great content information
has impact on the final score. So far, the hybrid model integrates topic bias of content
and user preference, which is more suitable and feasible for users to adopt the recom-
mendation.

4 Experimental Results and Discussions

4.1 Data Collection

Our data is drawn from a large snapshot of microblogs generated from August 26th,
2009 to February 9th, 2012 by Chinese users in Sina-Weibo (http://weibo.com).
After removing microblogs with no hashtags, we get 21,992 posts, 2,179 relevant users
and 3,762 distinct hashtags. The average length of one post is 30.34.

We divide our data set into a training set (21,742 posts) and a testing set (250 posts).
The training set is used for constructing user profiles and hashtag profiles. For evalua-
tion, we randomly sample 250 original microblogs as our testing set, posted by 23 users,
marked with 106 distinct hashtags, containing 53.48 available characters on average.

4.2 Evaluation Metrics and Comparison Models

For each microblog, we consider the rate of accurate recommendation and position
related evaluation metrics. We choose Precision, Top-k Accuracy, At-k Accuracy and
MRR to measure the performance of our model. In the testing microblogs, the hashtags
actually used by users serve as our ground truth.

Precision is a positive predictive value, percentage of correctly hashtags among all
hashtags recommended by the model. Top-k Accuracy is percentage of microblogs
correctly marked by at least one of the top k hashtags in the recommended list. At-k
Accuracy is percentage of microblogs correctly marked by the kth hashtags in the rec-
ommended list. MRR stands for Mean Reciprocal Rank. The reciprocal rank of a post
response is the multiplicative inverse of the rank of the first correct hashtag. The Mean
Reciprocal Rank is the average reciprocal rank of all microblogs in testing sets.

In the following sections, we abbreviate our model ”Function-based Hybrid Model”
to FHM. We compare FHM with two state-of-the-art hashtag recommendation mod-
els (Content-based Collaborative Filtering[2] (CCF) and Majority Vote-based Hybrid
Model[8] (MVHM)) and one classical User-based Collaborative Filtering model (UCF)
on the same microblogs collection. Here, MVHM is a hybrid model.

4.3 Experimental Results

We firstly compare FHM with three other recommendation models, and then go through
two major components of the model, recommendation based on topic semantic and
recommendation based on user preference, respectively.

http://weibo.com


Hashtag Recommendation 615

Table 1. Comparison of MRR between Recommendation Methods

Method CCF UCF MVHM FHM
MRR 65.77% 32.09% 79.28% 96.56%

(1) Personalized Hashtag Recommendation Model

For each model, we find optimal parameters by the way of grid search. In CCF, we take
TFIDF hashtag profiles to describe hashtags, use MHT as the user interest description
matrix, and choose 1-nearest neighbor for calculating user hashtag preference. We set
balance factor λ as 0.5, which allows us to best leverage topic semantic relevance and
user preference. For MVHM, we set the number of nearest neighbors as 1 and the
number of similar microblogs as 10.

The MRR of four models is shown in the Table 1. From Table 1, We can draw the fol-
lowing conclusions. (1) Both hybrid models, MVHM and FHM, outperform the single
component models CCF and UCF respectively. (2) Our model with aggregated hash-
tag topic semantic modeling and user near neighbor relevancy modeling achieves the
best performance. Fig. 2 depicts performance of four methods on three position-related
evaluation metrics at position from 1 to 10. It obviously shows that our model has more
notable advantages at the top of the recommendation list and achieves the highest accu-
racy at position 1.

(a) Top-k Accuracy (b) At-k Accuracy (c) Precision

Fig. 2. Recommendation Results of Four Methods

(2) Hashtag Recommendation Based on Topic Semantic

In this part, we discuss two weighing ways of describing profiles (TF and TFIDF) and
two ways of constructing hashtag profiles (MB and HtPro). Here, MB denotes tak-
ing a single microblog as its hashtag profile just like [2] does. While, HtPro denotes
using all historical microblogs containing the same hashtag as profiles as Section 3.2
describes. We suggest hashtags by their Cosine relevance scores to get the recommen-
dation list. According to different representation methods (TF, TFIDF) and different
similarity metrics (MB, HtPro), we get four content-based recommendation methods.
Meanwhile, our method is TFIDF HtPro, and CCF[2] can be denoted as TFIDF MB.
The results are shown in Table 2.
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Table 2. Recommendation Results Using Semantic Topic Modeling

Method MRR
Top-k Accuracy

1 3 5 7
TF MB 0.343 0.308 0.344 0.372 0.4

TFIDF MB (CCF) 0.536 0.484 0.556 0.588 0.62
TF HtPro 0.435 0.368 0.464 0.516 0.564

TFIDF HtPro (Ours) 0.658 0.552 0.728 0.792 0.832

From Table 2, we have following observations. (1) TFIDF representation models
outperform the TF representation models. (2) HtPro models further improve the per-
formance of MB models. (3) Our TFIDF HtPro model can successfully boost other
semantic analysis methods, with a MRR of 65.77%.

(3) Hashtag Recommendation Based on User Preference

In this part, we evaluate how different user representation matrices fulfil the task of
hashtag recommendation. We determine near neighbors by three user information ma-
trices: content representation matrix (CT ), hashtag representation matrix (HT ) and
topic representation matrix (TK). The results are shown in Fig. 3. As Fig. 3 shows,
information from the nearest neighbors has contributed to hashtag recommendation.
We have got the highest MRR when considering the nearest neighbor. The position of
the first accurate recommendation moves backwards as the number of nearest neighbor
increases. Especially, content description shows a preference bias for this task. As to
topic interest representation, we can get a better MRR when latent number of topics is
50 or 400.

Fig. 3. Results Based on User Preference (different color for different number of neighbors)

5 Conclusions

This paper studies how to recommend appropriate hashtags for a specific microblog
written by a specific user. The recommend strategy characterizes topic semantic by
global content information and considers usage preference by the local user interest
group. Besides, our fusion model (named FHM) can seamlessly associate these two
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factors for recommending. The results demonstrate that our proposed method outper-
forms the state-of-the-art approaches with a large margin.

Our work can directly provide at least two benefits. For microbloggers, it helps them
to join topic discussion, to promote interaction activities and to make microblogs eas-
ier to retrieve. For researchers, credible complementary hashtags for microblogs can
promote researches in social media, such as topic detection and tracking, text classifi-
cation, community detection and etc. Under our framework, we will further introduce
explicit social relations for users’ interest group modeling and explore generative topic
modeling techniques for modeling relevance between a short message and hashtags.
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Abstract. Discounting and fusing trust is a fundamental work in trust
inference. Existing trust discounting operators are mainly based on the
structure balance theory but ignoring the distribution of the balanced
triads, and the trust fusion operator for dependent opinions is also not
practical. In order to solve these issues, we propose an adaptive trust
discounting operator based on the structure balance theory taking into
account the distribution regularities of the balanced transitive triads. An
partial dependent trust fusion operator is also given to deal with recom-
menders’ conflicting judgements on the same observations. Comparative
experiments show that the proposed trust discounting and fusion opera-
tors can yield better trust inference accuracy than existing ones.

Keywords: trust discounting operator, trust fusion operator, trust in-
ference, online social network.

1 Introduction

Trust plays a very important role in the Online Social Network (OSN) and E-
commerce applications, especially when the user encounters unfamiliar people
or products. Epinions.com is a such consumer reviews web site that helps users
make informed buying decisions by the Web of Trust. Trust inference based on
trust transitivity considers that people’s trust can be relayed along the trust
propagation paths with the consistent trust scope. How to accurately discount
and fuse the user’s trust along these paths emerges as a question.

Most existing trust discounting operators [1,5,2] actually utilize the structure
balance theory principles, under the assumption that the triangle relationships
in the social network are all balanced. However, the triads in the real world are
not all balanced and it may lead to inaccurate trust discounting. The fusion
of independent and dependent trust are discussed in [5]. However, the recom-
menders’ conflicts on observations are not distinguishable during the trust fusion
operation for dependent opinions in practice, because the observations are al-
ready discounted in the previous trust discounting. In order to solve these issues,
we first illustrate the distribution regularities of the balanced triads and propose
the adaptive trust discounting operator. Then, the situation that different rec-
ommenders have conflicting judgements on the same observations is discussed
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L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 619–626, 2014.
c© Springer International Publishing Switzerland 2014
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and the partial dependent trust fusion operator is proposed to fuse the trust
opinions in a practical way.

2 Related Work

The research on trust discounting and trust fusion attracts much attention. Gol-
beck [1] proposed TidalTrust to personalize applications through integration of
inferred trust. The indirect trust is deduced by a weighted sum of the witnesses’
trusts about the target, taking the source user’s trusts about the witnesses as
the weights. Jøsang et al. [5] analyzed different trust discounting operators and
fusion operators with the subjective logic. The trust fusion operator for depen-
dent and independent opinions are also proposed to deduce the opinion of a
user combination about the target user. But the shared observations can not
be distinguishable in the trust fusion, which leads to the trust fusion operator
unpractical. Based on the subjective logic, Hang et al. [2] proposed the Con-
catenation, Aggregation and Selection operators to propagate and fuse trust in
social networks. The trust discounting operations mentioned above are mainly
consistent with the structure balance theory under the assumption that all triads
are balanced, but they ignore that triads are not all balanced in fact.

There are also novel trust operators based on other theories. Victor et al. [10,9]
built a trust model based on bilattice theory and proposed different trust score
propagation and aggregation operators with t-norms and t-conorms. Zhang et al.
[11] considered that the trust evaluation is similar to the physical measurement,
which increases the measurement accuracy by combining different measurement
methods, or repeating the measurement. They also proposed the trust metrics
and trust operators to propagate and aggregate trust based on measurement
theory and error propagation theory.

3 Trust Discounting and Fusion Operators

This paper follows Jøsang’s work [5] to model trust with the subjective logic and
discusses the trust discounting operator and the trust fusion operator for the
trust opinions.

3.1 Structure Balance Based Adaptive Trust Discounting

The structure balance theory [3] considers that balanced triads are more plausi-
ble and prevalent than the unbalanced triads in social networks. The transitive
triad cases t1, t2, t5 and t6 (shown in Fig.1) are investigated in [7], because they
are consistent with the intuition of recommendation. Based on the structure bal-
ance theory, we can derive A’s relationship with X by the recommender B and
the dashed relation in t1 can be derived as a positive relation, according to the
principle 1)“the friend of my friend is also my friend”. The rest cases correspond
with the principles 2)“the enemy of my friend is my enemy”, 3)“the friend of my
enemy is my enemy”and 4) “the enemy of my enemy is my friend” respectively.
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Fig. 1. Edge sign prediction cases in balanced transitive triads

However, the triads are not all balanced in reality and there is a negative cor-
relation between the distribution of the Balanced Transitive Triad Percentage
(BTTP) and the edge uncertainties of the triads [7]. According to the statistics,
nearly half of the transitive triads for t2, t5 and t6 cases are not balanced, which
means that for example the enemy of my friend is probably my friend. Without
any priori knowledge of the distribution of the balanced transitive triads, the ex-
isting trust discounting operators are risking the misuse of the structure balance
theory for t2, t5 and t6 cases at the probability nearly 50%.
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Fig. 2. Distributions of the balance confidence factors

Definition 1. Adaptive Trust Discounting Operator
Let A, B and X be three users, the trust opinions of A and B about the competence
of B and X be expressed as ωA

B and ωB
X. The adaptive trust discounted opinion

of A on X can be denoted as ωA:B
X = ωA

B ⊗ ωB
X = (bA:B

X , dA:B
X , uA:B

X , aA:B
X ) that
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⎧⎪⎪⎨⎪⎪⎩
bA:B
X = rA:B

X /(rA:B
X + sA:B

X + 2)
dA:B
X = sA:B

X /(rA:B
X + sA:B

X + 2)
uA:B
X = 2/(rA:B

X + sA:B
X + 2)

aA:B
X = aBX

(1)

where the number of the deduced A’s observations about X can be{
rA:B
X = α(bAB + aABu

A
B)r

B
X + β(dAB + (1− aAB)u

A
B)s

B
X

sA:B
X = γ(bAB + aABu

A
B)s

B
X + δ(dAB + (1− aAB)u

A
B)r

B
X

(2)

here α, β, γ and δ are the balance confidence factors of the t1, t6, t2 and t5.

The distributions of the balance confidence factors are obtained by building
linear planes (α = 1, β = 1− 0.5uAB − 0.5uBX , γ = 1−uBX and δ = 1−uAB, shown
in Fig.2) to approach the surfaces of BTTP distribution shown in [7]. For the
given three users (A, B and X), the balance confidence factors vary according
to the edge uncertainties (uAB and uBX) and the proposed ATD operator adjusts
the utilization rate of the mentioned principles for the four cases.

3.2 Trust Fusion for Partial Dependent Opinions

Given the source and target user (S and T ) and multiple recommenders Ri

(1 ≤ i ≤ m) as shown in Fig.3, we want to infer S’s trust opinion about T
by the recommenders. Different recommenders may have different judgements
on the same observation (the shared black dot in Fig.3) and their opinions are
called dependent opinions. Note the set of Ri’s observations on T as O(Ri) and⋃
1≤i≤m

O(Ri) = O. Thus, for each oj ∈ O (1 ≤ j ≤ |O|), si(oj) ∈ {1,−1} which

means that Ri may take oj as a positive response or a negative one.
The observations which share the same recommender(s) are classified into a

new set of observations O′
k and π = {O′

k|1 ≤ k ≤ p} is a partition of O, here p

T

S

R1 R2

T

S

R'1 R'3R'2

O(R1) O(R2)
O'1

O'2 O'3

Fig. 3. Trust Fusion for Partial Dependent Opinions
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is the number of the observation sets. Then each O′
k is assigned with a virtual

recommender R′
k. For the set of observations that share only one recommender,

there is no conflicting judgements on observations and the source user’s opinion
about the corresponding virtual recommender is identical to his opinion about
the recommender. For the example in Fig.3, ωS

R′
1
= ωS

R1
. While, for the set of

observations O′
k that share multiple recommenders {R∗

i |1 ≤ i ≤ n} here n is
the number of the shared recommenders, the source user’s opinion about the
corresponding virtual recommender R′

k, i.e. ω
S
R′

k
, can be obtained by⎧⎪⎪⎪⎨⎪⎪⎪⎩

bSR′
k
=

∑
1≤i≤n (cSRi

bSR∗
i
/
∑

1≤i≤n c
S
R∗

i
)

dSR′
k
=

∑
1≤i≤n (c

S
Ri
dSR∗

i
/
∑

1≤i≤n c
S
R∗

i
)

uSR′
k
= 1− bSR′

k
− dSR′

k

aSR′
k
=

∑
1≤i≤n (c

S
Ri
aSR∗

i
/
∑

1≤i≤n c
S
R∗

i
)

(3)

where cSR∗
i
is S’s confidence about the recommender R∗

i and can be set as: 1)

cSR∗
i
= bSR∗

i
or 2) cSR∗

i
= 1−uSR∗

i
. Considering the example in Fig.3, ωS

R′
2
is obtained

by the weighted average opinion of ωS
R1

and ωS
R2

. Furthermore, the number of
the virtual recommender’s observations about the target can be{

r
R′

k

T = |{oj |
∑

1≤i≤n c
S
Ri
si(oj) ≥ 0, oj ∈ O′

k}|
s
R′

k

T = |{oj|
∑

1≤i≤n c
S
Ri
si(oj) < 0, oj ∈ O′

k}|
(4)

and the corresponding opinion ω
R′

k

T can be obtained by Eq.(1).

Definition 2. Partial Dependent Trust Fusion Operator
Let S and T be the source and target users, {Ri}(1 ≤ i ≤ m) be the set of recom-
menders who have direct observations O(Ri) about T with conflicting judgements
and the opinion of S about recommender Ri be ω

S
Ri

= (bSRi
, dSRi

, uSRi
, aSRi

). The par-
tial dependent trust fused opinion of S aboutT by recommenders {Ri} can be denoted
as ω

S:{Ri}
T = ω

S:R′
1

T ⊕ . . .⊕ ω
S:R′

k

T . Here, {R′
k}(1 ≤ k ≤ p) is the set of virtual rec-

ommenders and ⊕ is the Consensus Operator for Independent Opinions in [5].

The PDTF operator first regards the recommenders who share the same obser-
vation set as a virtual recommender. Then, the source user’s trust opinion about
the virtual recommenders and the virtual recommenders’ trust opinions about
the target user are obtained and concatenated by the trust discounting operator.
Finally, the virtual recommenders share no observations and the trust opinions
of the source user about the target user via multiple virtual recommenders are
fused as independent trust opinions.

4 Experiments and Analysis

Comparative experiments are carried on the Epinions data set [8] to demonstrate
the superiority of the proposed trust discounting and fusion operators over the
representative existing work (Jøsang [4,5], Hang [2], Zhang [11] and Victor [10,9])
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on trust inference accuracy. The random walk based sampling method [6] is used
to scale down the extended Epinions data set (available at trustlet.org) and there
are 33036 users who issued 84141 trust and distrust statements.

4.1 Methodology and Metrics

Given a pair of arbitrary users (A and B), we regard the number of the A’s
ratings on B’s articles as the number of observations (noted as nrating ≥ 0) and
compute the mean rating (noted as mrating ∈ [1, 5]). For each article written by
B, A can rate at most once. Then, ωA

B = (bAB, d
A
B, u

A
B, a

A
B) can be obtained by:⎧⎪⎪⎨⎪⎪⎩

bAB = (mrating − 1) · (1− uAB)/4
dAB = (5−mrating) · (1 − uAB)/4
uAB = 2/(2 + nrating)
aAB = 0.5

(5)

2000 edges are randomly chosen from the data set as samples and each edge
is associated with the source and target users. The cross validation technique
Leave-one-out is utilized. We first remove one sample edge and find multiple
paths connecting the user pair (total number of the paths found is 230089).
Then, 1) infer the source vertex’s opinion about the target ω′ along the trust
inference path with different trust discounting operators⊗ by ω

′S
T = ωS

R1
⊗ωR1

R2
⊗

· · ·⊗ωRm

S ; 2) given the multiple trust inference paths, the same trust discounting
operation but different trust fusion operations ⊕ are applied to deduce ω′ by

ω
′S
T = ω

S:{path1}
T ⊕ω

S:{path2}
T ⊕ · · · ⊕ω

S:{pathn}
T . Here, each witness is associated

with one trust inference path to avoid the mass hysteria [5]. For the both parts,
ω′ is compared with the opinion ω mapped by the ground truth (Eq.(5)) in
terms of E-error (E−error(ω, ω′) = |(b + u · a) − (b′ + u′ · a′)|) and B-error
(B−error(ω, ω′) = |b− b′|) [2] for trust inference accuracy evaluation.

4.2 Results and Analysis

The overall MAEs (Mean Absolute Errors) of E-error and B-error for the trust
inference with different trust operators are given in the Table 1. While, the
partial MAEs are plotted from different perspectives for further analysis.

(1) Trust Discounting Operation. Jøsang(o1) (Uncertainty Favouring Dis-
counting operator in [5]), Jøsang(o2) (Opposite Belief Favouring Discounting op-
erator in [5]), Hang (Concatenation operator in [2]), Zhang (Transitive operator

Table 1. Overall MAEs of E-error and B-error for trust discounting and trust fusion

MAE Jøsang(o1) Jøsang(o2) Hang Zhang Victor ATD

E-error 0.2957 0.3015 0.1902 0.2897 0.2375 0.1048

B-error 0.5833 0.5818 0.3637 0.4574 0.4226 0.1943

MAE Jøsang& Hang Zhang Victor PDTF(belief) PDTF(cert.)

E-error 0.1203 0.1375 0.1553 0.1143 0.1145

B-error 0.2205 0.2342 0.2738 0.2046 0.2041
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Fig. 4. Partial MAEs of trust discounting versus the trust inference path length

in [11]), Victor (Propagation operator in [9] which shows the best performance)
and the proposed ATD operator are compared in terms of MAEs of B-error and
E-error. Fig.4 shows that the trust inference with most trust discounting opera-
tors becomes inaccurate as the path length increases. However, the B-error and
E-error of the proposed ATD are insensitive to the path length and they are
the lowest among the six operators. The overall MAEs of B-error and E-error of
ATD (0.1943 and 0.1048 shown in Table 1 are also the lowest, which are 46.6%
and 44.9% lower than Hang’s 0.3637 and 0.1902.

(2) Trust Fusion Operation. Jøsang&Hang (Consensus operator for indepen-
dent opinions in [5] or Aggregation operator in [2], which are the same), Zhang
(Aggregation operator in [11]), Victor (KAAV2 in [9]), PDTF(belief)(taking be-
lief as confidence) and PDTF(cert.)(taking certainty as confidence) are compared
in terms of MAEs of B-error and E-error. Fig.5 shows that the deviations of the
trust inference float as the number of witness increases. It means that more wit-
nesses do not lead to more accurate trust inference, which is consistent with the
phenomenon in [10]. The main reason is that the trust scopes are coarse grained
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and we even can not differentiate the referral trust and functional trust in the
data set. As shown in Table 1, the proposed PDTF(cert.) and PDTF(belief) op-
erators yield the lowest overall MAEs of B-error and E-error (0.2041 and 0.1143)
among the five trust fusion operators, which are 7.4% and 5.0% lower than the
closest Jøsang&Hang’s 0.2205 and 0.1203.

5 Conclusions and Future Work

The proposed adaptive trust discounting operator can adjust the utilization of
structure balance theory principles according to the distribution of the balanced
transitive triads. The partial dependent trust fusion operator is also given to con-
sider recommenders’ conflicting judgements and it can handle this issue in a prac-
tical way. Comparative experiments on real data set demonstrate the superiority
of the proposed trust operators on trust inference accuracy. For future work, we
will discuss how to efficiently apply the trust operators to multiple trust inference
path with shared edges and avoid the mass hysteria in the trust aggregation.
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Foundation of China under grant No. 61272406 and the Fundamental Research
Funds for the Central Universities, HUST: 2013TS101.
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Abstract. With the popularity of various social media platforms, the
number of people who tend to publish their opinions on the internet
grows dramatically. Discovering the public sentiment towards new top-
ics and events becomes an important and challenging task in sentiment
analysis. Current methods have not considered the effects caused by user
interactions, leading to inaccurate topic and sentiment extractions. In
this paper, we propose a novel probabilistic generative model (TSIUM)
to extract topics and topic-specific sentiments from online comments. We
model the effects between online comments to avoid the error caused by
user interactions. Experimental results show that the proposed model is
able to accurately identify topics and filter spam and outperform other
methods in the sentiment classification task, making a great improve-
ment on both topic and sentiment extraction.

Keywords: topic modeling, topic extraction, sentiment analysis, user
interaction.

1 Introduction

With the development of web2.0, people are more inclined to publish their com-
ments on social media, such as forums, blogs and microblogs. Users have con-
tributed a plenty of online comments, containing user sentiments towards differ-
ent topics and events. It is significant and valuable to extract topic and sentiment
information from these online comments. The governments can detect the public
sentiment toward policies and emergencies, give feedback in time. However, it
is also a job with challenges. The huge amount of data makes it impossible to
complete this job through manual analysis, and the unstructured data increases
the difficulty of the machine analysis.

So far, there are lots of researches on how to extract topic-based sentiment.
However, these algorithms regard comments as independent individuals, ignor-
ing the connections among them. In fact, the socialized characteristic of media

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 627–635, 2014.
c© Springer International Publishing Switzerland 2014
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platform makes it easier for users to interact with each other, which will result
in more connections.

We list some real comments and the interactions between them in Fig. 1. Red
comments represent positive comment, support the policy, while green comments
represent negative.Red arrows represent agreewith previous comment,while green
arrows represent disagree. In such a situation, we find there are some drawbacks
in existing methods. First, for example, in comment “Too stupid, this is pure dis-
crimination”, the existing methods can not extract the corresponding topics un-
less considering the interaction to the original news. Second, the normal sentiment
polarities positive and negative can not describe the sentiment polarities of com-
ments precisely. This makes the sentiment classification results very inaccurate
using existing methods. Therefore, user interaction affects both topics and senti-
ments extraction, which makes the existing methods no longer applicable.

Fig. 1. News comments and the interactions between them

In this paper, we propose a novel probabilistic generative model, called Topic
Sentiment Interaction Union Model(TSIUM), to address this problem. There are
three key advantages in our models.

• We extract the topic information of comments using the topic information of
interactive comments.

• We introduce two special sentiment, AGREEMENT and DISAGREEMENT,
to represent the transformation of user sentiment. Agreement and disagree-
ment enrich the sentiment expression, make the model could adapt to complex
relations between comments.

• Third, we analyze topic-based sentiments in comments with considering the
effects caused by interactions, combine the sentiment polarities in interactive
comments and the relations between them. This characteristic makes the pro-
posed model more accurately in topic-based sentiment classification.

The rest of the paper is organized as follows. Section 2 introduces the related
work. In section 3, we present our new model. We describes the data sets, ex-
periment settings and the prior information we use in section 4. Section 5 shows
our experiment results. Finally, we present the conclusions in Section 6.

2 Related Work

In topic extraction area, the authors in [1,2,3] use frequent-based methods to
extract nouns and noun phrases as topic candidates. However, it is difficult for



Topic-Based Sentiment Analysis Incorporating User Interactions 629

these methods to group related topics together, or extract implicit topics from
the unstructured text. Latent topic modeling in [4] has become very popular
as a completely unsupervised technique for topic extraction in large document
collections. This method can not extract the corresponding topics if the reply
comments only contain sentiment words, makes it hard to extract topic infor-
mation accurately.

In topic-special sentiment extraction area, [5,6,7] applied sequential labeling
techniques to extract topics and sentiments from comments. The massive manual
work for obtaining labeled training data make these supervised methods unsuit-
able for the huge number of online comments. [8] introduced sentiment polarities
into topic modeling, presented a model called JST which can extract mixture
of aspects and different sentiment polarities for products and services. However,
this method are unsuitable for news and events because of the sentiment polarity
transformation caused by user interactions.

Our proposed model TSIUM modifies the generation process of online com-
ments, considering the effects caused by user interactions, makes a great im-
provement on both topics and topic-special sentiment extraction.

3 The TSIUM Model

In this section, we will present our proposed model TSIUM. According to our
observation, there are two points worthy of our attention in user comments. First,
the sentiment of comment do not exist independently, it depends on the comment
it reply to and their relationship. However, the existing models only analyze
the comments independently, leading to wrong outcome. Second, according to
our observation, the reply tweet often omit the topic information, because it
has the same topic with the original tweet. We call this characteristic of user
interaction as “Topic Consistency”. However, the existing models all assume that
the comment itself contains the topic information, which is not correct in fact.
Therefore, the proposed model should be able to correct the mistakes caused by
these two characteristics.

Fig. 2. TSIUM model
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The graphical representation of TSIUM is shown in Fig.3. Let D be the num-
ber of comments, K be the number of topics, S1 be the number of normal
sentiments (positive, negative) S2 be the number of special sentiments (agree-
ment and disagreement), and M = S1 + S2 be the total number of sentiments.
Let nt

d be the number of sentiment words in comment d, ns
d be the number of

topic words in comment d. There are K topic models ϕt
k=1···K . For each topic

k, there are S1 topic-specific normal sentiment models ϕn
k,m=1···S1

. There are S2

special sentiment models ϕs
m=1···S2

. The variable θ denotes the distribution of
topics in comment d, the variable π denotes the distribution of sentiments in
comment d. Let d′ be the comment that d interacts with, then the variable θ′

and π′ denotes the distribution of topics and sentiments in comment d′.
The generative process of TSIUM is as follows:

• For each topic k ∈ {1, . . . ,K}:
1. Choose a distribution ϕt

k ∼ Dir(βt
k)

2. For each normal sentiment m ∈ {1, . . . , S2}:
Choose a distribution ϕn

k,m ∼ Dir(βn
k,m)

• For each special sentiment m ∈ {1, . . . , S1}:
Choose a distribution ϕs

m ∼ Dir(βs
m)

• For each comment d ∈ {1, . . . , D}:
1. Choose a distribution θtemp ∼ Dir(α):

Create a new distribution θd by combining θtemp and θ′d′
2. Choose a distribution πtemp ∼ Dir(γ):

Create a new distribution πd by combining πtemp and π′
d′

3. For each topic word wt
d,i where i ∈ {1, . . . , nt

d}:
(a) Choose a topic zti ∼Mult(θd)
(b) Choose a word wt

d,i from the distribution ϕt over words defined by the

topic zti .
4. For each sentiment word ws

d,j where j ∈ {1, . . . , ns
d}:

(a) Choose a topic zsj ∼Mult(θd)
(b) Choose a sentiment label lj ∼Mult(πd)
(c) If li is a normal sentiment, choose a sentiment word ws

d,j from the
distribution ϕn over words defined by the topic zsj and sentiment lj .
Otherwise, choose a special sentiment word ws

d,j from the distribution
ϕs over words defined by the sentiment mj .

There are some points that we need to explain for this generative process.

• First, in the proposed model, we divide the words into topic words and senti-
ment words. We use sentiment lexicon and POS tagging to identify the senti-
ment words.

• Second, we define two kinds of sentiment in the proposed model, normal and
special. The normal sentiments positive and negative are topic-sensitive, user
use different words to express the same sentiment in different topics. However,
the special sentiments agreement and disagreement are not topic-sensitive, ac-
cording to [9], there are some patterns in agreement and disagreement. There-
fore, we choose distributions of all k topics for each normal sentiment sn, but
only choose one distribution for each special sentiment ss.
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• Third, as we considered, the topics and sentiments of the comment are ef-
fected by the comment user interacted with. To the best of our knowledge,
no existing work deals with this problem in topic modeling. In the proposed
model, we introduce the topics distribution θ′ and sentiments distribution π′

of the interacted comment to reflect this effect. Intuitively, we expect the two
distributions θ and θ′ are linear correlation, θ = pθ′+(1−p)θtemp. The greater
p value means better topic consistency, depends on the data set. We also ex-
pect π = qπ′+(1− q)πtemp. Approximatively, larger q represents more weight
on user interactions, The setting for p and q was determined empirically. We
leave the estimation of p and q in a more principled way as future work.

We use collapsed Gibbs Sampling [10] to inference the model. We only show
the sampling formulas without detailed derivations because of the space limit.
We can estimate the model parameters θ, π, ϕt, ϕn and ϕs as:

θd,k =
nt
d,k + ns

d,k + αk∑K
k=1(n

t
d,k + ns

d,k + αk)
(1)

πd,m =
ns
d,m + γm∑M

m=1(n
s
d,m + γm)

(2)

ϕt
k,v =

nt
k,v + βt

k,v∑V
v=1(n

t
k,v + βt

k,v)
(3)

ϕn
k,m,v =

nn
k,m,v + βn

k,m,v∑V
v=1(n

n
k,m,v + βn

k,m,v)
(4)

ϕs
m,v =

ns
m,v + βs

m,v∑V
v=1(n

s
m,v + βs

m,v)
(5)

nt
d,k is the number of topic words assigned to topic k in review d. ns

d,k is the
number of sentiment words assigned to topic k in review d. ns

d,m is the number of
sentiment words assigned to sentiment m in review d. Other variables containing
n are defined similarly.

4 Experimental Setup

4.1 Data Sets

We evaluate our proposed approach on the two data sets. The news comment
data consist of 2000 news comments extracted from Netease News1 including
current affairs, politics, sports and technology. There are about 1400 comments
have interactions with other comments by reply. The microblog data extracted
from Sina Weibo2 contains about 4000 microblogs, including the original mi-
croblogs, forward microblogs and comments. We labeled 1000 items with topics

1 http://www.163.com/
2 http://www.weibo.com/

http://www.163.com/
http://www.weibo.com/
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and sentiment polarities for both data sets. We use ICTCLAS3 for word seg-
mentation and POS tagging.

4.2 Prior Information

We did not introduce any prior knowledge for topic detection. For normal senti-
ment positive and negative, we use the sentiment lexicon NTUSD4 to incorporate
prior information into TSIUM. The sentiment lexicon is also used to distinguish
between topic words and sentiment words. For special sentiment agreement and
disagreement, we use some seed words as prior information for agreement, such
as “praise”, “agree”, “support”, and we use the question mark and swear words
as prior information for disagreement.

4.3 Experiment Settings

In our experiments, the number of topics K is set to be 20, the number of special
sentiments S1 is set to be 2, the number of normal sentiments S2 is set to be 2.
We set the Gibbs sampling iterations to be 5000. We fix α = 50/K, β = 0.01,
γ = 50/(S1 + S2).

5 Experiments

In this section, we evaluate the performances of our proposed models with three
experiments. In the first experiment, we show the topics and topic-based senti-
ments extracted by TSIUM with some qualitative analysis. In the second exper-
iment, we apply a comment-level topic classification task to analyze the topic
sensitivity of our models. In the third experiment, we apply a comment-level
sentiment classification task to compare our models with several baselines.

5.1 Qualitative Results

In the first experiment, we show some sample topics and topic-specific sentiments
extracted by TSIUM by using the Netease News data set. Table 1 lists the top
5 topic words of five topics discovered by TSIUM. For each topic, top 5 positive
and top 5 negative sentiment words are also listed.

We can see from Table 1 that TSIUM can extract topics and topic-based
sentiments well. The biggest improvement is that the proposed model could
automatically adjust the polarity of sentiment words. For example, in topic 1,
the word “fear” become positive while it is negative in lexicon. In the comment
“Why don’t you understand? We just fear to be infected!”, “fear” should have
labeled this comment negative, but the prior information question mark “?”
makes this comment labeled as disagreement. And because this comment is

3 http://www.ictclas.org/
4 http://nlg.csie.ntu.edu.tw/

http://www.ictclas.org/
http://nlg.csie.ntu.edu.tw/
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a reply to a comment which is disagree with the new policy, we change the
sentiment distribution of this comments to very tend to support the policy, makes
“fear” become positive words. This characteristic makes the prior information
used flexibly based on topic, avoid the error in sentiment classification caused
by prior information.

Table 1. Example Topics and Sentiments Extracted by TSIUM

News
TSIUM

Topic Senti(p) Senti(n)

1. The state council plan to
forbid AIDS patients

entering into public bathroom
(Policy News)

AIDS
patient
blood
society

bathroom

infect
fear

extreme
sick

dangerous

discriminate
infect

dangerous
ignorant

sick

2. Tsinghua professor:
Examination is needed
to get Beijing hukou

(Policy News)

hukou
Beijing

examination
quality

Shanghai

low
rogue
jealous
expel
high

stupid
discriminate

low
parochialism

pig

3. Bell join Real Madrid
with one hundred million

transfer fee
(Sports News)

Bale
Real

Madrid
million
Ronaldo

strong
worth

handsome
reliable
powerful

worthless
expensive

weak
ridiculous

sick

4. 100000 Xiaomi phone 3
all sold out

in 86 seconds
(Technology News)

phone
Xiaomi

marketing
snag
Lei

cheap
domestic
worth
good
high

unbelievable
dupe
bad
low

domestic

Table 2. Example Topic Classification Results

Topic Precision Recall

Bale 78.0% 86.5%
AIDS Patient 89.5% 97.5%
ALL News 85.7% 95.5%

All News (LDA) 74.2% 77.5%

5.2 Topic Sensitivity

In this section, we present some experiment results to discuss the topic sensitivity
of TSIUM. We merged the topic labels based on the similarity between topics.
The table 2 shows some example topic classification results using merged topics.
The example topics are chosen from table 1, the news names are in short.

The existing LDA model only extract topic information from comment itself,
making the result very incomplete. As we can see, compare to LDA, which
did not consider the “Topic Consistency” in user interactions, the proposed
model greatly improved the precision and recall. That is because the proposed
model could distinguish the similar comments of different topics using the “Topic
Consistency” in user interactions. The TSIUM adjusts the topic distribution of
these comments to their interactive comments, makes the similar comments have
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different topic distribution. However, LDA could only extract topic information
form the words in comments, leading to aggregating these similar comments as
a new topic.

5.3 Sentiment Classification

In this section, we present the results of sentiment classification. We compare
the performance of our models with lexicon-based method, JST [11] and su-
pervised method [12]. We introduce the two special sentiments to JST, making
the new model called JST+ could identify agreement and disagreement. The
experimental results for all these methods are shown in Table 3.

As we can see, the Supervised Classification method works not well on both
data sets, because it is impossible to obtain a training set containing all of
the situations. Compare to JST, JST+ introduce agreement and disagreement,
significantly improved the accuracy of sentiment classification on both data sets.
This suggests that the agreement and disagreement have a significant impact to
the sentiment classification result. The TSIUM consistently outperforms JST+
on both data sets. JST+ could detect the user interactions, but dose not use the
user interactions to modify the topic and sentiment distribution of comments,
makes them can not avoid the error caused by user interaction on both topic and
sentiment. This suggests that we need to not only detect the user interactions,
but also use them wisely.

These results show that the TSIUM outperforms other methods very signifi-
cantly. It can not only detect the user interactions, but also use the information
already analyzed to adjust the results, and make a great improvement on both
topic and sentiment extractions.

Table 3. Sentiment Classification Results

Method News Data Microblog Data

Supervised Classification 55.1% 70.2%
Lexicon-based Method 50.3% 69.5%

JST 55.6% 71.1%
JST+ 74.7% 75.4%
TSIUM 80.1% 79.2%

6 Conclusion

In this paper, we proposed a generative model TSIUM to solve the topic-based
sentiment analysis problem of online comments. Our model introduced the ef-
fects between online comments to avoid the error caused by user interactions.
We compared our model against existing approaches using three different exper-
iments. The experiments show that the proposed model greatly improved the
accuracy in both topic and sentiment extractions.
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Abstract. Recently, there is a surge of heterogeneous information net-
work analysis, where network includes multiple types of objects or links.
Many data mining tasks have been studied on it, among which sim-
ilarity measure is a basic and important function. Several similarity
measures have been proposed in heterogeneous information network.
However, they suffer from high computation and memory demand. In this
paper, we propose a novel measure, called AvgSim, which can measure
similarity of same or different-typed object pairs in a uniform framework
and has some good properties. AvgSim value of two objects is evaluated
through two random walk processes along the given meta-path and the
reverse meta-path, respectively. In addition, we implement AvgSim using
MapReduce parallel model in order to enable the application in large-
scale networks. Experiments on real data sets verify the effectiveness and
efficiency of AvgSim.

Keywords: Heterogeneous information network, Similarity search,
Random walk, MapReduce.

1 Introduction

In recent years, heterogeneous information network analysis has become a hot
research topic in data mining field. Different from widely used homogeneous
networks which include only same-typed objects or links, Heterogeneous Infor-
mation Network (HIN) organizes the networked data as a network including
different-typed objects and links. For example, in the case of bibliographic net-
work, the object types include authors, papers, venues and links between ob-
jects correspond to different relations, such as write relation between authors
and papers, and citation relation between papers. Fig.1(a) and Fig.1(b) shows
two bibliographic information network schemas which are ACM dataset and
DBLP dataset. Combination of different-typed objects and links results in more
comprehensive structure information and rich semantics information. Thus, het-
erogeneous information network analysis will mine more interesting patterns.

Many data mining tasks have been exploited in heterogeneous information
network, such as clustering [1], classification [2]. Among these data mining tasks,
similarity measure is a basic and important function, which evaluate the simi-
larity of object pairs on networks. Although similarity measure on homogeneous

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 636–643, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. Bibliographic network schema

networks have been extensively studied in the past decades, such as PageR-
ank [3] and SimRank [4], the similarity measure in heterogeneous network is
just beginning now and several measures have been proposed including PathSim
[5], PCRW [6] and HeteSim [7]. All the three methods are based on Meta-
Path whose definition can be found in the related work [7]. Specially, HeteSim,
proposed by Shi et al., has the ability to measure relatedness of objects with
the same or different types in a uniform framework. HeteSim has some good
properties (e.g., self-maximum and symmetric), and has shown its potential in
several data mining tasks. However, we can also find that it has several disadvan-
tages. (1) HeteSim has relatively high computational complexity, in particular,
the adoption of path decomposition approach while measuring the relevance on
odd-length path further increases complexity of calculation. (2) Besides, Het-
eSim cannot be extended to large-scale network with massive data, since its
calculation process is based on memory computing. Therefore, it is desired to
design a new similarity measure, which not only contains some good properties
of HeteSim but also overcomes the disadvantages on computation.

In this paper, we propose a new relevance measure method -AvgSim, which is
a symmetric and uniform measure to evaluate the relevance of same or different-
typed objects. Since AvgSim can also measure the relevance of different-typed
objects, we use the relevance measure instead of similarity measure in the fol-
lowing section. AvgSim value of two objects is the average of reachable prob-
ability under the given path and the reverse path. It guarantees that AvgSim
can measure relevance of same or different-typed objects and it has symmetric
property. In addition, we take parallelization of this new algorithm on MapRe-
duce in order to eliminate restriction of memory size and deal with massive data
more efficiently in practical applications. Experiments on real dataset show that
AvgSim can achieve comparative performances with high efficiency and effective-
ness, compared with other methods including HeteSim, PathSim and PCRW.
Moreover, experiments on large-scale dataset also validate the effectiveness of
parallelized AvgSim.

The rest of this paper is organized as follows: Section 2 describes AvgSim
in detail. And the method of parallelization of AvgSim is explained in Section
3. Section 4 analyzes performance experiment results of AvgSim to validate its
effectiveness and efficiency. And some matrix parallelization experiments are also
in this section. Finally we conclude this paper in Section 5.
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2 AvgSim: A Novel Relevance Measure

In this section, we will introduce you a new meta-path based relevance measure
which is called AvgSim and the definition of it is as follows.

Definition 1 AvgSim: Given a meta-path P which is defined on the composite
relation R = R1 ◦ R2 ◦ . . . ◦ Rl, AvgSim between two objects s and t (s is the
source object and t is the target object) is:

AvgSim(s, t|P ) =
1

2
[RW (s, t|P ) +RW (t, s|P−1)] (1)

RW (s, t|R1 ◦R2 ◦ . . . ◦Rl) =
1

|O(s|R1)|
|O(s|R1)|∑

i=1

RW (Oi(s|R1), t|R2 ◦ . . . ◦Rl) (2)

Equation (1) shows the relevance of source object and target object based on
meta-path P is the arithmetic mean value of random walk result from s to t
along P and reversed random walk result from t to s along P−1. Equation (2)
shows the decomposed step of AvgSim, namely the measure of random walk. The
measure takes a random walk step by step from starting point s to end point
t along path P using iterative method, where |O(s|R1)| is the out-neighbors
of s based on relation R1. If there is no out-neighbors of s on R1, then the
relevance value of s and t is 0 because s cannot reach t. We need to calculate
random walk probabilities for each out-neighbor of s to t iteratively, and then
sum them up. Finally the summation should be normalized by the number of
out-neighbors to get average relatedness. The stop sign of iteration is that s
meets t at t node along P . In contrast to simple random work method, AvgSim
shows its comprehensiveness and the effectiveness reflected in later experiments
verifies its advantages.

Author Paper Subject

Mike

Bob

Kitty

Jerry

Data Mining

Pattern Recognition

Artificial Intelligence

P1

P2

P3

P4

P5

write has

Fig. 2. Heterogeneous relation network example

We take the simple network showed in Fig.2 as an example to calculate the
relevance between Mike and the subject DataMining (DM for short) based on
path APS (“Author-Paper-Subject ”).

AvgSim(Mike,DM |APS) =
1

2
[RW (Mike,DM |APS) +RW (DM,Mike|SPA)] (3)
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RW (Mike,DM |APS) =
1

|O(Mike|AP )|
|O(Mike|AP )|∑

i=1

RW (Oi(Mike|AP ), DM |PS)

(4)

We notice from Fig.2 that O(Mike|AP ) = {P1, P2, P3}, thus we need
to calculate relatedness between each out-neighbor of Mike and DM , like
RW (P1, DM |PS).

RW (P1, DM |PS) =
1

|O(P1|PS)|
|O(P1|PS)|∑

i=1

RW (Oi(P1|PS), DM) (5)

Since that O(P1|PS) = {DM}, out-neighbors of P1 based on relation PS will
meet with DM , thus RW (P1, DM |PS) = 1. Finally, we can easily calculate the
relatedness value of random walk from Mike to DM along path APS is 2/3.
Likewise, relatedness value of reverse random walk along path SPA is 2/3. Thus
the relevance value (i.e. AvgSim) between authorMike and subjectDataMining
is 0.67 (2/3).

The example above shows the operation process of AvgSim measuring rele-
vance of two arbitrary objects along a meta-path. Next we will study on how to
calculate AvgSim generally using matrices.

Given a simple directed meta-path A
R−→ B, where object A and B are linked

though relation R. The relationship between A and B can be expressed by ad-
jacent matrix, denoted as MAB. Two normalized matrix RAB and CAB are
generated by normalizing MAB according to row vector and column vector re-
spectively. RAB and CAB are transition probability matrix which represent

A
R−→ B and B

R−1

−−−→ A respectively. According to properties of matrix, we can
derive relations RAB = C

′
BA and CAB = R

′
BA, where R

′
AB is the transpose of

RAB.

If we extend the simple meta-path to P = A1
R1−−→ A2

R2−−→ . . .
Rl−→ Al+1 where

R is a composite relation R = R1 ◦ R2 ◦ . . . ◦ Rl, then the relationship between
A1 and Al+1 is expressed as reachable probability matrix which is obtained
by computation on the basis of transition probability matrix. The reachable
probability matrix of P is defined as RWP = RA1A2RA2A3 . . . RAlAl+1

, where
RW suggests RWP is the random walk relatedness matrix from object A1 to
Al+1 along path P .

Then we can rewrite AvgSim using reachable probability matrix according to
equation (1) and (2) as follows.

AvgSim(A1, Al+1|P )

=
1

2
[RW (A1, Al+1|P ) +RW (Al+1, A1|P−1)] =

1

2
[RWP +RW

′
P−1 ]

(6)

Applied relation CAB = R
′
BA, equation (8) is derived below. We notice that

the calculation of AvgSim is unified as two chain matrix multiplication of tran-
sition probability matrices. The only difference between two chains is the nor-
malization form of original adjacent matrix.
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AvgSim(A1, Al+1|P ) =
1

2
[RA1A2RA2A3 . . . RAlAl+1 + (RAl+1AlRAlAl−1 . . . RA2A1)

′
]

=
1

2
[RA1A2RA2A3 . . . RAlAl+1 + CA1A2CA2A3 . . . CAlAl+1 ]

(7)

AvgSim can measure relevance of any heterogeneous or homogeneous objects
based on symmetrical path (e.g.APCPA) or asymmetrical path (e.g.APS). Be-
sides, the method has symmetric property, which can be verified easily from the
definition equation of AvgSim and the symmetric property has a positive effect
on clustering. However, the calculation of AvgSim mainly the chain matrix mul-
tiplication is time-consuming and restricted of memory size. In order to apply
our algorithm in real large-scale heterogeneous information network, we have to
consider how to improve the efficiency of AvgSim.

3 Parallelization of AvgSim

Parallelism is an effective method for processing of massive data and improving
algorithm’s efficiency. According to the features and application scenarios of
AvgSim, we will realize it using parallelization method and the specific steps are
as follows.

1. Since the core calculation of AvgSim is the chain matrix multiplication, we
firstly change the order of matrix multiplication operations applying Dy-
namic Programming strategy.

2. After step 1, we turn to focus on single large-scale matrix multiplication
and it can be parallelized on Hadoop distributed system using MapReduce
programming model.

As we know, different orders of operations in chain matrix multiplication leads
to different time of computation. There exists an optimal order of chain ma-
trix multiplication using Dynamic Programming, which consumes the shortest
computation time. Thus, we can apply Dynamic Programming to improve the
efficiency of parallelized AvgSim. And the parallelization of AvgSim is mainly
the parallelization of matrix multiplication after Dynamic Programming process.
Here we use “block matrix multiplication ”method on MapReduce to transform
multiplication of two large matrices into several multiplications of smaller matri-
ces. This method is flexible with selecting dimensions of block matrix according
to the configuration of Hadoop cluster and avoids exceeding the memory size.

Applying “block matrix multiplication ”iteratively to the chain matrix mul-
tiplication which is re-ordered by Dynamic Programming, we can get one of the
two reachable probability matrices of AvgSim (e.g., RWP , which is measured
in the given meta-path P ), and the other probability matrix (RW

′
P−1) can be

obtained in exactly the same procedure. Finally, the relevance matrix is derived
by taking arithmetic mean of these two reachable probability matrices.
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4 Experiments

4.1 Data Sets

Twodata sets,DBLPdataset andMatrix dataset, are used in experiments and
the previous network schema is shown in Fig. 1(b). In detail, the DBLP dataset
contains 14K papers, 14K authors, 20 conferences and 8.9K terms. And we la-
bel 20 conferences, 100 papers, and 4057 authors in the dataset with four research
areas including database, data mining, information retrieval and artificial intelli-
gence for experiments use. And the Matrix dataset (40 matrices in total) contains
several artificially generated large-scale sparse square matrices, whose dimensions
are 1000 × 1000, 5000 × 5000, 10000 × 10000, 20000 × 20000, 40000 × 40000,
80000× 80000, 100000× 100000 and 150000× 150000 respectively. And the spar-
sity of each matrix includes 0.0001, 0.0003, 0.0005, 0.0007 and 0.001.

4.2 Performance of AvgSim

Performance on Query Task and Clustering Task. In the query task,
we compare the performance of AvgSim with both HeteSim and PCRW though
measuring the relevance of heterogeneous objects on DBLP dataset. Based on
labels of the dataset, we calculate the AUC (Area Under ROC Curve) score to
evaluate the performance of the results which are the related authors ranked by
relevance scores for each conference on meta-path CPA. We evaluated 9 out of
20 marked conferences, whose AUC values are shown in Table 1. We notice that
AvgSim gets the highest value on 8 conferences, which means AvgSim performs
better than other two methods in the query task.

Table 1. AUC values for relevance search of conferences and authors based on CPA
path on DBLP dataset

KDD ICDM SDM SIGMOD VLDB ICDE AAAI IJCAI SIGIR

HeteSim 0.8111 0.6752 0.6132 0.7662 0.8262 0.7322 0.8110 0.8754 0.9504

PCRW 0.8030 0.6731 0.6068 0.7588 0.8200 0.7263 0.8067 0.8712 0.9390

AvgSim 0.8117 0.6753 0.6072 0.7668 0.8274 0.7286 0.8114 0.8764 0.9525

Table 2. Clustering accuracy results for path-based relevance measures on DBLP
dataset

Venue NMI Author NMI Paper NMI

PathSim 0.8162 0.6725 0.3833

HeteSim 0.7683 0.7288 0.4989

AvgSim 0.8977 0.7556 0.5101

In the clustering task, we compare the performance of AvgSim with both
HeteSim and PathSim though measuring the relevance of homogeneous ob-
jects on DBLP dataset. We firstly apply three algorithms respectively to derive
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the relevance matrices on three meta-paths including CPAPC, APCPA and
PAPCPAP . Based on the result matrices and applied Normalized Cut, we per-
form clustering task and then evaluate the performances on conferences, authors,
and papers using NMI criterion (Normalized Mutual Information). The clus-
tering accuracy result is shown in Table 2 and AvgSim gets the highest NMI
value in all the three tasks. The results of query task and clustering task suggest
that AvgSim performs well in effectiveness.

Performance of Parallelized Matrix Multiplication. All parallelized ma-
trix multiplication experiments are conducted on Matrix dataset in a cluster
composed of 7 machines with 4-cores E3-1220 V2 CPUs of 3.10GHz and 32 GB
RAM running on RedHat 4 operating system. The experiments will measure sev-
eral factors affecting block matrix multiplication, including matrix dimensions,
matrix sparsity and partition strategy (i.e. dimensions of blocks).
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Fig. 3. Factors affecting parallelized block matrix multiplication

Fig.3(a) shows the relationship among matrix dimensions, matrix sparsity and
running time of parallelized block matrix multiplication together with the com-
parison between stand-alone and parallelized matrix multiplication. We notice
that the larger dimensions or sparsity of matrix are, the more time in matrix
multiplication is required. And the stand-alone algorithm costs shorter time for
quite small matrix dimension because parallelized algorithm spends lots of time
in starting task nodes of Hadoop cluster and resources of cluster are not fully
utilized for small amount of calculations. However, efficiency of parallelized al-
gorithm is much better as matrix dimension increasing. Besides, stand-alone
algorithm is restricted of memory size for there are no results derived in the last
three large-scale matrix multiplications.

Fig.3(b) shows the relationship among running time, intermediate data
amount and partition strategy of block matrix multiplication. There are 11
kinds of partition strategies with square block matrix dimensions of 300× 300,
500×500, 700×700, 900×900, 1000×1000, 1100×1100, 1300×1300, 1500×1500,
2000 × 2000, 4000 × 4000 and 6000 × 6000 respectively applying in the square
matrix with dimension of 100000×100000 and a sparsity of 0.0001 in the experi-
ment. We notice that intermediate data amount of matrix multiplication decrease
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gradually with the increase of block dimension. In contrast, running time reaches
its minimum value at 5-th data point shown in figure. Smaller intermediate data
amount results in less disk IO operations and data amount transmitted by shuf-
fle, which also means shorter time and better performance to a certain extent
as front several data points reflected. However, excessive large block dimension
will reduce the concurrent granularity and increase the amount of calculations
for single node, which conversely results in longer time of computation as several
data points behind reflected.

In conclusion, appropriate partition strategy and sufficient sizes of cluster
greatly affect the efficiency in parallelized block matrix multiplications. Applying
parallelization method, AvgSim gains the ability to measure relevance in larger-
scale networks with massive data efficiently.

5 Conclusions

In this paper, we introduced a novel algorithm with symmetrical features named
AvgSim for measuring relevance of arbitrary objects in heterogeneous informa-
tion network. In addition, using Dynamic Programming and “block matrix mul-
tiplication ”methods, parallelized AvgSim is able to be applied to actual large-
scale networks. Experiments given in the paper verified the effectiveness and
efficiency of AvgSim while measuring the relevance of heterogeneous or homo-
geneous objects based on meta-paths.
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Abstract. Previous works show that one main difference between web
search and microblog search is that most microblog queries are time-
sensitive. Therefore, many existing works based on one straightforward
temporal assumption have tried to incorporate the temporal factors into
ranking model to improve the retrieval effectiveness. However, our study
show that temporal role in ranking is complicated and hard to be summa-
rized into one straightforward assumption. In addition, temporal influ-
ence is different among queries. To address these problems, we propose
a query-dependent time-sensitive microblog ranking model, which use
learning to rank to combine both temporal and entity evidences into the
ranking process as the basic ranking model. In order to leverage the query
difference, the k most similar training queries are used to train the rank-
ing model. Experimental results on the public TrecMicroblog2011 data
set show that comparing with the existing time-sensitive models, our
models can significantly improve the performance of microblog search.

Keywords: Time-sensitive, Query dependent ranking, Microblog
search.

1 Introduction

Microblog is a user-generated content system, which allows its users to publish
and share short messages. Microblog search has become a hot research topic
in recent years. Related works [1] show that microblog search queries are time
sensitive. User’s motivation of microblog search is time sensitive, whether event
searches including keep up with what was happening and understanding trends
or real-time information searches. Hence, incorporating temporal information in
relevance judgement has been studied by many researchers. Based on different
assumptions of temporal role played in ranking, different methods are proposed
to incorporate temporal information to the ranking process [6, 7]. However, the
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temporal influence in ranking of microblog search is very complicated, and hard
to be summarized into one simple straightforward assumption.

In this paper, we first analyze the temporal influence over ranking in microblog
search, and come up with two important hypotheses. Then, in order to capture
the complex pattern of the temporal influence, we propose to employ learning
to rank framework to combine both temporal and entity evidences into ranking
process. Experimental result shows that time-sensitive learning to rank model
improves the retrieval effectiveness. Moreover, in order to leverage the query
difference information, the k nearest neighbors with the most similar temporal
distribution patterns are found to build a query dependent model. Experimental
results show that the query dependent model discriminates different queries in
the temporal influence, and achieve the best performance.

2 Related Works

Previous works have tried to incorporate temporal information into the ranking
process. An important temporal assumption is how fresh the results are, also
known as “the newer the document, the more important”, [6] and [8] tried to
retrieve not only relevant but also fresh documents. [9] and [7] considered the
other important temporal assumption, i.e., the event’s peak time point. [7] pro-
posed a method to give more weight to these documents around peak points. [9]
tried to combine query expansion on temporal variation with recency in order to
improve the retrieval performance. However, these studies have strong assump-
tion on the temporal influence over ranking, which in fact, the influence could
be complex, and it’s inaccurate to be summarized into one simple assumption.

[10] proposed to use learning to rank for time-sensitive web search, however,
there’re different specialties in microblog search, and most of their features are
not applicable in the microblog search any more.

The problem of the large differences among different queries can be addressed
by query dependent ranking approaches. There’re different loss functions to be
employed to leverage the query difference to improve the retrieval effectiveness,
such as query-classification-based approach [11], query clustering-based approach
[12] and nearest neighbor-based approach [13]. As for web search, queries can be
navigational, informational or transactional [15]. However, the queries in time-
sensitive microblog search may have different patterns.

3 Our Methods

In this section, we first analyze the temporal distributions of query relevant
documents and pseudo relevant documents, and come up with two hypotheses,
which are the cornerstones of this paper, and then introduce our methods.

3.1 Query Temporal Distribution Analysis

We study the queries released by TREC Microblog Track 2011-2012. The corpus
consists of microblogs between January 23rd and February 7th 2011, in total 17
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days. Given a query, we want to find out the temporal distributions of relevant
documents and pseudo relevant documents. Regard ground-truth labeled docu-
ments as relevant collection, and the top 500 documents retrieved by the query
likelihood model as pseudo relevant collection1.For a collection, the temporal
distribution is computed as follows: Firstly, we divide the relevant documents by
different days, then we count the ratio of documents fallen into each day.

Fig. 1. Temporal Distribution of Queries

To demonstrate the temporal property of microblog, we take four queries
used in the TREC 2011 Microblog Track as examples. Temporal distributions
are plotted in the Fig. 1 using the method mentioned above.

To interpret this figure, we need to pay attention to the trends of pseudo
relevant documents comparing with the relevant documents. We can see in this
figure every subfigure’s trend of pseudo relevant documents coordinate with rel-
evant documents curve respectively. This phenomenon implies that the temporal
feature between pseudo relevant is quite similar. Its obvious that queries may
vary in temporal distribution.

1 For the real time ad-hoc queries, the documents returned newer than the time when
query is issued are removed.
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When the curve of relevant documents is higher than that of the pseudo
relevant documents, this means the ranking model should give more weight to
the documents at that point. From the figure, we can see every subfigure implies
different weighting schema. For query MB001, the document around peak point
should be weight more, While for query MB078, the newer document should be
weighed more. The situation of MB060 and MB045 are complex situations.

Consider if a querys temporal distribution is similar to the query MB001, it
implies the pattern of temporal influence over ranking is the same with MB001.
To sum up:

Hypothesis 1. The temporal features between relevant documents set and
pseudo relevant documents set are quite similar. A query can be projected in
the temporal feature space of its relevant or pseudo relevant documents set.

Hypothesis 2. Temporal influence over ranking is complicated and it’s inaccu-
rate to summarize into one straightforward assumption. The temporal influence
is different among queries, and similar temporal distribution of query imply sim-
ilar pattern of temporal influence.

3.2 Query Temporal Distribution Dependent Ranking Method

Query Dependent Learning to Rank Model. It will be beneficial to com-
bine temporal information into the learning to rank framework. We utilize a
simple linear score function which can be adopted to the point-wise, pair-wise
or list-wise learning to rank process. In this paper, we use listnet[14] as a basic
learning to rank model, the typical list-wise learning to rank model whose loss
function is defined by the probability distribution over permutations.

In[13], Geng et al. performed query-dependent ranking using K Nearest Neigh-
bor method. In our study, according to Hypothesis 1, query can be projected
into as a temporal distribution. Since the most similar temporal distribution
implies the similar impact of temporal information in ranking, k nearest neigh-
bors used to training ranking models would leverage the useful information of
similar training queries, and avoid the negative effects from dissimilar ones. The
similarity is computed by the distance of two queries’ temporal distributions.
The distance of two distributions can be computed by Kullback-Leibler Diver-
gence(KLD). Given two arbitrary queries qi and qj , The KLD of two queries can
be defined as:

KLD(qi, qj) =

n∑
k

log
Pqi

k

Pqj
k
. (1)

where Pqi
k, Pqj

k indicate temporal distribution probability of query qi, query qj
on kth time unit separately.

For queries in training set, the temporal distribution can be calculated by
relevant documents with ground-truth labels. For queries in test set, according
to Hypothesis 1, the pseudo relevant documents’ distribution is quite similar
to relevant documents’ for a given query, therefore, pseudo relevant documents’
temporal distribution are used to represent this query.
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Features. As we know, the quality of features is vital to the learning to rank
framework. We divide the features into two categories: the first one is entity
related, the other one is temporal related.

Entity based features are aimed at measuring the textual similarity between
a query and a document. Since our study focus on time-sensitive problem, we
only choose representative entity features. The proposed features include qlSim,
tfSim, hashTagSim, senLen and hashTagLen. The qlSim measures the query like-
lihood probability, which is calculated by log (p(Q|MD)). The tfSim measures the
tf-idf similarity of query-document pair in vector space model. hashTagSim mea-
sures the similarity between query and hashtags, which is calculated by word
Jaccard distance after stemmed. senLen is the length of tweet after removing
the hashtags, hasTagLen is the length of hashtags. Among these features, hash-
TagSim, SenLen and hashTagLen can be computed offline, while the qlSim and
tfSim were computed by the retrieval system (E.g., lemur).

Temporal features try to capture temporal influence over ranking. In our
work, we extract two types of temporal features. The global features including
h, tc, ta and tp indicate the feature extracted from whole collection. While
the local features including ti, tde,tai and tpi denote the current document’s
characteristics.
h indicates whether the temporal distribution is concentrated or uniform. The

probability distribution is calculated by the ratio of documents fallen into a time
unit. p(x)i stands for the distribution probability of the ith time unit.

h(x) = −
n∑

i=0

p(x)ilogp(x)i. (2)

ta indicates the average time of the whole collection. tdi stands for the time
of document i.

ta =

∑m
i tdi
m

. (3)

tp is the peak point of whole collection[7], is computed by finding the highest
ratio in the distributions of the whole collection in different days. c(i) stands for
the count of documents on the ith day.

tp = argmaxi||c(i)||. (4)

tc indicates the newest time of the whole collection.

tc = argmaxitdi. (5)

ti measures the time interval between the query and the current document.
tq stands for query time.

ti = |tq − tdi|. (6)

tde is exponential decay to indicate the time decay from the newest document’s
time stamp to the current document’s time stamp. λ is parameter to be tuned.

tde = λλ(tc−tdi). (7)
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The interval between the average time of pseudo relevant documents and the
time of current document is defined as tai.

tai = |tdi − ta|. (8)

The interval between the peak point and the current document’s time stamp is
defined as thi.

thi = |tdi − th|. (9)

The combined feature could be meaningful in linear formed score function
in learning to rank, this enlarges the dimension of feature space, and make the
score function non-linear. We combine ti, tde, tmi, thi with h to a series of new
features as ti ∗ h, tde ∗ h, tai ∗ h, thi ∗ h.

4 Experiments

To empirically evaluate our proposed hypotheses and approaches, we conduct a
series of experiments on public data set TrecMicroblog2011 in this section.

4.1 Experimental Setup

The experimental corpus is distributed by TREC 2011 Microblog Track2. After
preprocessing(remove the mentions, url information, delete non-english tweets
and repost tweets), the documents set size is 9,679,710. The query set contains
110 queries. The evaluation metrics include precision at 30 (P@30) and mean
average precision(MAP), the same as in the TREC Microblog Track [2].

In our two approaches, the first one combines a series of our proposed features
into the learning to rank framework, which is named as TLTR model. The other
one is the query-dependent ranking model(QDLTR). We use the basic query
likelyhood model (QLM) as the baseline model, and also evaluate the methods
proposed in [6](TLM) and [7] (HTLM-AdaptiveMultiML).

In our experiments, the QLM is smoothed by Jelinek-Mercery, and all the
parameters are tuned using 5-fold cross validation one by one based on P@30
metric. The parameters are shown in Tab.1.

Table 1. Parameters in experiments of best performance

Model Parameter Description Value

QL λ JK smooth parameter 0.4

TLM λ exponential decay parameter 0.3

HTLM-AdaptiveMultiML
α threshold of peak point 0.1
λ exponential decay parameters 0.5

TLTR&QDTLTR λ exponential decay parameter 0.8

2 http://sites.google.com/site/microblogtrack/

http://sites.google.com/site/microblogtrack/
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4.2 Experimental Results

The experimental results are shown in Tab.2. Statistical significant tests are
performed using paired T-test at 0.05 level of significance. From the table, we
can see that:

Table 2. Experimental Results(The significance of QDLTD compare with QLM is
marked as ∗, and with TLTR is marked as �)

model MAP P@30

QLM 0.2283 0.3019
TLM 0.2344 0.2972
HTLM-AdaptiveMulitiML 0.2358 0.3062
TLTR 0.2415 0.3327

QDLTR(K=20)3 0.2463∗� 0.3428∗�

As a baseline and benchmark of this evaluation, QLM model only measures
textual similarity, and performs the worst on both metrics. Then TLM uses re-
cency information as document’s prior which ranks the newer documents higher.
The results reflect that TLM has a little improvement on the MAP compar-
ing QLM. After leveraging the temporal specialty of microblog, where lots of
queries are event-related and the documents around peak point are more favor-
able. HTLM-AdaptiveMultiML brings positively effect on the P@30 and MAP,
while the improvement is still limited. This reflects that the queries in microblog
search is time-sensitive and very complex, although incorporating the tempo-
ral feature can bring a little improvement, it is limited if we only rely a simple
assumption.

Through incorporating a series of features including the temporal features
and entity features to the learning to rank framework, we can see that TLTR
effectively improves the performance on both of evaluation metrics compared
with TLM and HTLM-AdaptiveMultiML. It shows without any assumption of
temporal influence, learning to rank is powerful to combine temporal evidence
into ranking process.Furthermore, we can see QDLTR shows the best perfor-
mance on both of evaluation metrics. Comparing with the baseline models, it
outperforms QLM by 7.88% on the MAP score. Moreover, it shows even more
significant improvement on the P@30 score which increases by 13.55%. Through
considering the differences among different queries, the QDLTR model signifi-
cantly outperforms the other methods.

Through the experiments, we can see that by combining temporal informa-
tion into ranking can effectively improve retrieval effectiveness, and by further
considering the query dependent will have much better performance. Therefore,
our two hypotheses are very meaningful in the time-sensitive microblog retrieval
tasks.

3 K is chosen by 5-fold cross validation.



Query Dependent Time-Sensitive Ranking Model for Microblog Search 651

5 Conclusion and Future Work
In this paper, we propose a query dependent learning to rank model to address
the time-sensitive problem in microblog search. First, we extract the temporal
and entity features from microblogs, and use learning to rank framework to com-
bine these diverse temporal evidences which are able to capture the temporal
influence in ranking. Second, to leverage the query difference over time distribu-
tion, we employ k-nearest neighbor algorithm to find temporal patterns similar
to given query, and use this model to rank the documents for a given query. Ex-
perimental results show that our models can significantly improve the retrieval
effectiveness of microblog search.

As for future work, there’re lots of words in microblog indicates time, such as
“yesterday”, “last week” and ”Jan 5th”. These temporal information can also
be extracted as temporal evidence used for ranking.
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Abstract. Online Social Network (OSN) is becoming increasingly popular and
being used as the means for a variety of activities, where trust is one of the most
important factors for participants decision making. This demands the evaluation
of the trustworthiness between two unknown participants along a certain social
path between them in OSNs. This paper presents a social trust path recommenda-
tion system which allows a user to find the optimal social trust path between two
participants in OSN with the state-of-the-art path selection method. In addition,
users could specify their preferences of social contexts including social relation-
ships and social trust between participants and social positions of participants in
path selection. This recommendation system provides three types of social trust
paths to evaluate the trustworthiness of the unknown participants effectively. i.e.,
the shortest path, the path with the maximal trust values (denoted as Max T) and
the optimal social trust path, which can be used in many applications like to help
an employee find potential trustworthy employees or to help a retailer to find
trustworthy loyal customers.

Keywords: OSN, trust, social trust path recommendation.

1 Introduction

In recent years, Online Social Network (OSN) has been used in variety of activities,
such as employment and CRM systems [1], etc , requiring evaluating the trustworthiness
between two unknown participants as trust is one of the most important impact factors
for participants decision making [1]. In a Contextual Online Social Network (COSN)
[1] depicted in Fig. 1 , each node represents a participant and each link corresponds to
real world interactions or online interactions between participants. Some social contexts
like social trust (T ∈ [0, 1]) and social intimacy degree (r ∈ [0, 1]) could be computed
between two participants to illustrate the intimacy relationship between them. In addi-
tion, role impact factor (Rou ∈ [0, 1]) could be computed to illustrate the impact of
a participant in a specific domain [1]. As each participant usually interacts with many
other participants, multiple paths may exist between two participants (i.e., a source and
a target) without any direct link between them, such as the pathA→ B → C → E, and
A → B → D → E in Fig. 1. These paths are called social trust paths which can help

L. Chen et al. (Eds.): APWeb 2014, LNCS 8709, pp. 652–656, 2014.
c© Springer International Publishing Switzerland 2014
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Fig. 1. A contextual online social networks

evaluate the trust between two unknown participants. It is computationally impossible
to evaluate the trust based on all the social trust paths as it is an NP-Complete problem
[1]. Therefore, it is necessary to select the optimal social trust path that can deliver the
most trustworthy trust evaluation result.

In this social trust path recommendation system, we provide three types of social
path selection methods. They are (1) the shortest path between a pair of source and
target, (2) the path with the maximum T value based on the method proposed in [2],
and (3) the optimal social trust path based on the state-of-the-art method proposed in
[1] which is based on the Monte Carlo method [3]. This method considers the social
contexts like T , r and Rou, and and users’ preferences. These three different types of
social paths provide different angles of trust path connection, which can effectively help
evaluate the trustworthiness of participants.

Fig. 2. The user interface of the system

2 System Overview

Our system is based on Struts and Hibernate, and the server runtime is Tomcat 7 and
JDK 7. We use MySQL database and Mxgraph1 to display the social network structure.

1 http://www.mxgraph.com

http://www.mxgraph.com
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Fig. 2 shows the user interface of the system, which is divided into three areas: (1) The
Source-Target selection area allows an user to view the head images of participants
and selects two of them as a source and the target in trust path selection. (2) The in-
formation display area initially shows the whole social network structure and can also
display users information and trust path selection results based on different the user’s
operations. (3) The input area allows an user to input parameter values to select differ-
ent types of social trust path.

2.1 The Source-Target Selection Area

This area mainly shows the information of the participant in the social network. When
an user clicks a node from the social network displayed in information display area, the
corresponding participant’s head image will be added in this area. In addition, users can
view the details personal information by clicking the head images, and can add one of
them as a source or a target by clicking the corresponding buttons.

2.2 The Information Display Area

When loading the system, initially, this area displays the social network structure as
shown in Fig. 1. In addition, by clicking the head image in Source-Target selection
area, the detailed personal information of the participant like, node ID, name, age, so-
cial position, address and the friends of the participant will be shown in this area. Fig.
3 shows the personal information by clicking the head image of the participant with
ID=14. Furthermore, this area can also display the final path selection results as the
example shown in Fig. 4.

Fig. 3. The information of the participant with ID=14

2.3 Input Area

This area is divided into three parts. The top of the area is for users to set the simulation
times of the Monte Carlo method [3] and the multiple end-to-end constraints for T , r
and Rou as the requirements of the optimal social trust path selection. For example,
an user can set T-constraint> 0.5, r-constraint> 0.05 and Rou-constraint> 0.5 in the
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domain of employment or set r-constraint> 0.4 in the domain of product introduction,
where T-constraint, r-constraint and Rou-constraint are the constraints of T , r and Rou
respectively. In addition, the middle part is a checkbox list, which is used for users to
determine which type of path they would like to find. Under the checkbox list, there is
a range control for user to control the maximal length of the selected social trust path.
Furthermore, at the bottom of the input area, there are two range controls for indegree
and outdegree of the social network. This can help users to filter those nodes with small
indegree and outdegree, and then select the social trust path in the filtered social network
based on their preferences.

Fig. 4. The three types of social trust paths between ID=18 and ID=41

3 Demo

Users can visit this system via the web link http://ada.suda.edu.cn:8080/social/. After
opening the user interface, an user could select a source and a target by clicking the
nodes from the social network displayed in the information display area, and the cor-
responding head images will be displayed in the Source-Target area. Then the user can
input parameter information to select certain social trust paths based on his/her prefer-
ences. The path selection results will be displayed in the information display area. Fig.
4 shows the three different types of social trust paths between a source (ID=18) and the
target (ID=41), where T and r values are displayed on path links, and Rou values are
displayed on the top of the head images. If TAB = 0, it indicates that A completely
distrusts B while TAB = 1 is just the reverse. rAB = 0 indicates that A and B have
no social relationship while rAB = 1 indicates they have the most intimate social rela-
tionship. RouA = 1 indicates A is a domain expert while RouA = 0 indicates that A
has no knowledge in the domain. All these factor values can be computed by using data
mining technique [4].
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4 Conclusion

In this paper, we have introduced a novel recommendation system to find the social trust
path in COSNs. Our system has provided three main path selection methods for users,
i.e., the shortest path, the Max T path and the optimal social trust path. Our system
could recommend diverse social trust paths to help users evaluate the trustworthiness of
two unknown participants, and can be used in may applications. For example, it can be
used in employment systems to help an employer find trustworthy potential employees
or be used in CRM systems to help a retailer introduce products to trustworthy loyal
customers.
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Abstract. As data in real life is often dirty, data cleaning is a natural way to 
improve the data quality. However, due to the lack of human knowledge, exist-
ing automatic data cleaning systems cannot find the proper values for dirty data. 
Thus we propose an online data cleaning system CrowdCleaner based on 
Crowdsourcing. CrowdCleaner provides a friendly interface for users dealing 
with different data quality problems. In this demonstration, we show the archi-
tecture of CrowdCleaner and highlight a few of its key features. We will show 
the process of the CrowdCleaner to clean data. 

Keywords: Data cleaning, crowdsourcing, truth discovery. 

1 Introduction 

As in many applications, dirty data cause serious problems [5, 6]. Due to its impor-
tance, notable research efforts have been made to improve the quality of data.  
Currently, a natural way to deal with dirty data is data cleaning. Many data cleaning 
systems have been proposed, such as Potter’s Wheel [4], AJAX [3].  

A problem of current systems is the lack of sufficient knowledge. In many cases, 
without knowledge, machine could not tell how to revise the data. Even though expert 
efforts are involved in the data cleaning for some systems, recruiting experts are ex-
pensive for cleaning large data set. Another problem is that some data cleaning me-
thods are difficult to compute, which are NP-hard problems or even non-computable. 

Since crowdsourcing [1] integrates the efforts of non-experts and could achieve the 
goal with low cost, we attempt to clean the data with crowdsourcing to balance the cost 
and quality of data cleaning. Additionally, with crowdsourcing, some problems that 
are difficult for machine could be easily solved by human. For example, for automatic 
approaches, the repairing for inconsistency detected with CFD is NP-Complete [10]. 

With these advantages, we develop CrowdCleaner which use crowdsourcing to 
clean data that are difficult to repair with automatic approaches. Comparing with cur-
rent systems, our system has following benefits. 

High Accuracy but Low Costs. CrowdCleaner makes human answer the questions 
through Crowdsourcing. To reduce the cost and ensure the cleaning quality, we 
choose a small share of data that are most difficult to be cleaned with automatic  
methods for crowdsourcing, and choose a few reliable workers. 
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Fig. 1. System architecture 

Simpleness. CrowdCleaner uses human to input answers via crowdsourcing to clean 
data, neither complex machine-calculation nor extra knowledge base is needed.  

Flexibility. CrowdCleaner can deal with different data quality problems to meet dif-
ferent requirements of users, such as incompleteness, inconsistency or conflicts. 

Friendly User Interface. CrowdCleaner provides users with interfaces to upload the 
dirty data files and downloaded the cleaning data files according to different data 
problems. We also design questions forms to make workers answer easily.  

The remaining parts of the paper are organized as follows. Section 2 shows the ar-
chitecture of our system. Section 3 describes the algorithms used in our system 
CrowdCleaner. Demo scenarios are introduced in the Section 4. We draw conclusions 
in Section 5.  

2 System Architecture 

In this section, we introduce the architecture of our system which is shown in Figure 1. 
We use a flexible architecture to solve different data quality problems. In our system, 
we can deal with three data quality problems named incompleteness, inconsistency and 
conflicts which are the most common among data quality problems.  

When a user uploads a dirty data file through the user interface, the system scans the 
data set to check if there exists incompleteness, inconsistency or conflicts. The detec-
tion of incompleteness is trivial by scanning all tuples for missing attributes. The 
inconsistency is detected by rules such as FD and CFD [9]. Conflicts could be found 
by entity resolution [7].  

The dirty records are automatic cleaned preliminarily. An uncertainty is attached for 
each automatic cleaned tuple to show whether it is reliable. Then according to users’ 
selection and machine’s selection in the selection module, crowdsourcing module is  
invoked to generate questions for workers and send them to the crowdsourcing platform.  
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Result filtration module generates the final clean results according to the answers 
from workers. Then combining with the cleaning results of automatic and crowd-
sourcing cleaning approaches, the results review module show the whole results to 
users. 

3 Data Cleaning Methods 

In this section, we will introduce the techniques used in our system. Since error detection 
and automatic cleaning could be accomplished with existing methods [1, 3, 4, 7, 11],  
in this section, we focus on crowdsourcing-related techniques.  

 

(a) After automatic cleaning 

 

 
(b)  Manual crowdsourcing choices 

  

 
 (c)  Result review 

Fig. 2. Interfaces of CrowdCleaner  
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Crowdsourcing Tuple Selection. Since it is costly to send all dirty data for crowd-
sourcing, we select the records with the most uncertainty in automatic cleaning. For 
inconsistency and conflicts, we use entropy on the fraction of tuples to calculate the 
uncertain score of a record [8]. For missing attribute imputation, we compute the un-
certainty of the filling value according to the Bayesian network [2] and select the 
tuples with uncertainty larger than a given threshold.  

Question Generation. For missing attribute imputation, we give the candidate value 
which calculated by automatic method to workers. For inconsistency and conflicts, we 
provide several candidate options with their frequency of occurrence as a reference, so 
that workers can achieve enough information to make a choice. 

Result Filtration. Answers from different workers are sent to result filtration module. 
We calculate the confidence degree of each answer according to the quality of work-
ers who provide the answer. The quality of workers are maintained based on history 
information [8]. To choose the proper answer and reduce the cost, we design a model 
to evaluate the confidence degree of each answer and make decision once the  
evidence is sufficient. 

4 Demonstration 

To demonstrate the features of our system, we download the name clusters of city, 
animal, school on the web. Since data sources may contain errors or inconsistency, we 
use them as our experimental data. With the consideration that crowdsourcing the 
tasks to the public platform such as AMT1 may take long time and not suitable for 
demonstration, we develop a crowdsourcing platform special for data cleaning. 

We plan to demonstrate features of CrowdCleaner in following 4 parts. 

Basic Concepts. We demonstrate basic concepts of data cleaning and crowdsourcing in 
CrowdCleaner with a poster, where the system architecture and the flow of algorithms 
are shown. 

Standard Data Cleaning. Our system provides users a default interface for data 
cleaning. CrowdCleaner provides a simple interface to upload the file for cleaning. 
After cleaning, the user can download the clean results as a flat file. 

Crowdsourcing Data Selection. As the interface shown in Figure 2(a), we provide 
three methods for users to choice if continue to clean data with crowdsourcing. In 
addition, we give the automatic selection estimated cost to workers for reference. If 
the users choose manual crowdsourcing method, we will show the detail of dirty 
records for workers to decide which one is sent to crowdsourcing and estimate the 
cost in Figure 2(b). 

Data Cleaning Result Review. As the interface shown in Figure 2(c), CrowdCleaner 
provides an interface for the detail of different data problems and the records we have 
corrected by automatic cleaning or crowdsourcing.  
                                                           
1 https://www.mturk.com/mturk/welcome 
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5 Conclusion 

To deal with the problems of lack of knowledge and computation difficulty in current 
data cleaning systems, we develop CrowdCleaner, a data cleaning system based on 
crowdsourcing. The system balances the cost and result quality by selecting a small 
share of data for crowdsourcing and choosing proper answers from workers. Friendly 
interfaces are provided by the system to both users and workers. This demonstration 
will show these features of the system. Further work includes scaling the system for 
big data and integrating more data quality types in the system such as currency and 
accuracy. 
 
Acknowledgement. This paper was partially supported by NGFR 973 grant 2012C 
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Abstract. We propose a system that can score online reputation text
for a given attribute, e.g., design and portability, in a certain category,
e.g., mp3 players and laptops. Additionally, we visualize scored results
as an interactive system. The scoring system has evaluative expression
dictionaries created in advance using reviews. They comprise evaluative
values that determine the attribute-wise polarity of evaluative expres-
sions: good or bad. Our system analyzes online reputation using the
evaluative expression dictionaries, and then outputs the scores of the
reputation. The system helps users to ascertain a reputation easier than
merely by reading through textual information.

Keywords: visualization, review, reputation, evaluative expression dic-
tionary.

1 Introduction

Online reputation in blogs, customer reviews of products, and SNS, such as
Twitter, has become an important information source for both potential buyers
and sellers. However, it is not realistic to expect someone in a transaction to
read all the reputation information because of the rapid growth of its volume.
Actually, only the top ranked or latest reputation is used in the buyer decision
processes.

This study examines a proposed review visualization system that performs a
reputation search and then visualizes the reputation. Many researchers[1,2] have
proposed the classification of evaluative expressions into positive or negative ones
based on which they calculated the polarity scores of reviews. The difference be-
tween our research and other earlier studies is the method of calculating the
scores. Our system extracts evaluative expressions from review text and calcu-
lates their polarity scores associated with individual evaluative attributes. Few
reports in the literature describe direct transformation of evaluative expressions
into numerical scores for the respective evaluative attributes, as our system does.

Figure 1 portrays a screenshot of our system, which is still under development.
Here, category mp3 is selected and ipod is input as the product name. It is also
specified that 10 reviews are retrieved from local cached data. The stars beside
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Fig. 1. Screenshot of the review visualization system under development

each review represent the ratings for individual evaluative attributes, which are
determined by averaging the weighted polarity scores of evaluative expressions
extracted from the review. The radar chart presents the averages of all ratings
over analyzed review text for each evaluative attribute. This layout is fairly
common among review sites. These ratings indicated by the stars and the radar
chart are useful for users to ascertain the reputation quickly. Our research was
undertaken to transform review text into appropriate ratings for each evaluative
attribute.

2 Proposed System

The proposed system has two parts.

– creation of evaluative expression dictionaries and
– visualization of a textual reputation.

Evaluative expressions are expressions referring to evaluation of items or prod-
ucts. Evaluative expression dictionaries store these expressions. In [3], we provide
more details to define evaluative expressions further. Using the dictionaries, our
system visualizes a textual reputation. In this section, we first explain the evalua-
tive expression dictionaries. Then we present a method of scoring and visualizing
a reputation.

2.1 Evaluative Expression Dictionary

The evaluative expression dictionaries have tree-structured data. The root node
represents the category. Other nodes represent evaluative attributes and have
evaluative values and polarity scores (Fig. 2). In Fig. 2, the root node is MP3
Player and has child nodes design and portability, which we designate as main
attributes. The design node has three evaluative values, good, very good and not
good. Their respective polarity scores are 0.5, 0.8, and −0.2. The design node
also has two child nodes: shape and appearance.
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Fig. 2. Example of tree-structured evaluative expression dictionary

Evaluative expression dictionaries such as this are constructed automatically
using Japanese reviews in Kakaku.com[5]. We use the Japanese dependency an-
alyzer, CaboCha[4], to parse each review. We defined adjectives and adjective
verbs as candidates of the evaluative values and nouns as candidates of the
evaluative attributes. For dictionary construction, we first add main attribute
nodes as children of the root node. These main attributes are determined at
Kakaku.com. We then assign the evaluative values that modify the main at-
tributes to the modified main attribute nodes and calculate their polarity scores
using user-posted ratings with reviews. Evaluative attributes which frequently
co-occur with a main attribute in the same review text are added to the dictio-
nary tree as child nodes of the main attribute node. The child nodes of the child
nodes, i.e., the descendant nodes of the main attribute nodes, are added to the
dictionary tree similarly.

2.2 Scoring and Visualizing Reputation

When using our system, users first specify a product by name. Users can also
specify the number of reviews to be retrieved and the category. Next, the system
collects a set of reviews using Web search service API and analyzes each text.
We use the Japanese dependency analyzer, CaboCha, to extract pairs of an
evaluative attribute and value from the review text. Then, the system calculates
the score of each pair by searching the evaluative expression dictionary for the
pair.

Presuming the pair of design and good is extracted from the review text in
Fig. 1, then using the dictionary as shown in Fig. 2, it is possible to assign a
score of 0.5 to the pair because the identical pair can be found in the dictionary.
However, we also propose calculation of the score of a pair of, say, design and
nice, using the neighboring nodes such as shape, which has the same evaluative
value of nice, because we cannot find the identical pair in the dictionary. When
we find more than one nice in the descendant nodes of the main attribute node
design, we average each score, which is weighted in accordance with the length
of the path from the node of design.
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Finally, the averaged scores of the pairs extracted from a review are normalized
into five grades corresponding to the number of stars displayed in the GUI of
our system as shown in Fig. 1. The average 0.75 is the polarity score for the
attribute of design if we extract a pair of design and very good with the score of
0.8 and a pair of shape and nice with the score of 0.7 in one review text.

3 Demonstration Scenario

In our demo, we show the visualized online reputation of some products such as
mp3 players and laptops. The attendees can specify a product name, a category,
the number of reviews, and the site to be retrieved with the GUI. Moreover,
attendees can browse a visualized result along with retrieved review text. The
attendees can select the site from Kakaku.com and local cached data.

4 Conclusion

In this article, we proposed a review visualization system that used our tree-
structured evaluative expression dictionaries. Our system can transform tex-
tual information of reviews into ratings that are readily comprehensible visually.
Moreover, our system helps users to find the reviews of products in which they
are interested. Some review sites such as Amazon.com do not give scores for
individual attributes. They merely assign an overall score for individual reviews.
Our system can calculate attribute-wise scores from review text.

In the current version, the selectable categories for reviews are limited to a
few particular domains. Exploring other categories is a main concern. Another
concern is the quantitative evaluation of the propriety of the calculated scores,
which has been improved constantly.
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Abstract. This paper describes and demonstrates MOOD, a system
for detecting outliers from moving objects data. In particular, we demon-
strate a continuous distance-based outlier detection approach for moving
objects’ data streams. We assume that the moving objects are uncertain,
as the state of a moving object can not be known precisely, and this
uncertainty is given by the Gaussian distribution. The MOOD system
provides an interface which takes moving objects’ states streams and
some parameters as input and continuously produces the distance-based
outliers along with some graphs comparing the efficiency and accuracy
of the underlying algorithms.

Keywords: Outlier Detection, Moving Objects, Uncertain Data, Data
Streams.

1 Introduction

Outlier detection is a fundamental problem in data mining. It has applications
in many domains including credit card fraud detection, network intrusion de-
tection, environment monitoring, medical sciences, moving objects monitoring
etc. Several definitions of outlier have been given in past, but there exists no
universally agreed definition. Hawkins [1] defined an outlier as an observation
that deviates so much from other observations as to arouse suspicion that it was
generated by a different mechanism.

Recently, with the advancement in data collection technologies, e.g., wireless
sensor networks (WSN), data arrive continuously and contain certain degree of
inherent uncertainty [2]. The causes of uncertainty may include but are not lim-
ited to limitation of equipments, inconsistent supply voltage and delay or loss
of data in transfer [2]. Detection of outliers from such data is a challenging re-
search problem in data mining. Hence this paper describes and demonstrates
the MOOD system, to detect outliers from moving objects’ streams, where the
moving objects are uncertain and this uncertainty is given by the Gaussian dis-
tribution. In addition, the MOOD system generates dynamic graphs comparing
the efficiency and accuracy of the underlying algorithms.

The problem of outlier detection on uncertain datasets was first studied by
Aggarwal et al. [3]. However, their work was given for static data and cannot han-
dle moving objects data or data streams. In [4], Wang et al. proposed an outlier
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Table 1. State sets

Time State set o1 o2 ... oN

t1 S1
−→A1

1

−→A1
2 . . .

−→A1
N

t2 S2
−→A2

1

−→A2
2 . . .

−→A2
N

t3 S3
−→A3

1

−→A3
2 . . .

−→A3
N

...
...

...
...

...
...

detection approach for probabilistic data streams. However, their work focuses
on tuple-level uncertainty. In contrast, in this work, attribute level uncertainty
is considered.

2 Moving Objects Outlier Detection

This section describes the distance-based outlier detection approach for moving
objects’ data steams. In this paper, oi denotes a k-dimensional uncertain object
with attributes vector

−→Ai = (xi1, ..., xik) following the Gaussian distribution
with mean −→μi = (μi1, ..., μik) and co-variance matrix Σi = diag(σ2

i1, ..., σ
2
ik).

Namely,
−→Ai is a random variable that follows the Gaussian distribution

−→Ai ∼
N (−→μi , Σi). Assuming that there are N objects whose states may change over

time, Sj = {
−→
Aj

1, ...,
−−→
Aj

N} denotes a state set of N objects at time tj. Note that

the
−→
μj
i denotes the observed coordinates (attribute values) of an object oi at

time tj . Hence streams are the sequences of moving objects’ states (locations)
generated over time. We assume that the states of all the objects are generated
synchronously and the set of states at a timestamp tj is called a state set Sj as
shown in table 1. We now present the definition of distance-based outliers for
uncertain data streams, originally proposed in our previous work [6], as follows.

Definition 1. An uncertain object oi is a distance-based outlier at time tj, if
the expected number of objects in Sj lying within D-distance of oi are less than
or equal to threshold θ = N(1 − p), where p is the fraction of objects that lie
farther than D-distance of oi ∈ Sj.

The straightforward approach to detect outliers from each state set is to use
the cell-based approach of uncertain distance-based outlier detection (UDB) for
every timestamp, presented in our previous work [5]. However, the duration be-
tween two consecutive timestamps is usually very short and the state of all the
objects may not change much in this duration. Hence, we proposed an incre-
mental approach of outlier detection (denoted by CUDB in this work), which
makes use of outlier detection results obtained from previous state set Sj−1 at
timestamp tj−1 to detect outliers in current state set Sj at timestamp tj [6].
This eliminates the need to process all the objects’ states at every timestamp
and saves a lot of computation time.
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3 The MOOD System Overview

In the following, we present an overview of the MOOD system, its interface and
functionalities and the underlying algorithms.

3.1 The MOOD System Interface

The main interface of the MOOD system is shown in Fig. 1. The MOOD sys-
tem accepts moving objects’ streams. In addition, the system takes as input
some parameters, as shown in the top-left corner of the MOOD system interface
in Fig. 1. These parameters are required by the underlying algorithms for the
computation of continuous outliers.

The MOOD system computes outliers for three algorithms. Namely UDB,
CUDB and Knorr. In the MOOD system interface, the circles represent the
objects at current timestamp while the squares represent the objects in the pre-
vious timestamp. The black bordered circles/squares represent the inliers. The
red circles/squares represent the outliers identified by both the algorithms (i.e.,
CUDB and Knorr), while the pink and blue circles/squares represent the out-
liers identified by only CUDB algorithm and only Knorr algorithm, respectively.
Moreover, the movement of objects is represented by green arrows as can be seen
from Fig. 1.

3.2 The Underlying Algorithms

The UDB algorithm is proposed in our previous work [5] and can only detects
distance-based outliers from uncertain static data. In order to make this algo-
rithm work for continuous moving objects’ data or streaming data, the UDB
algorithm is executed for every timestamp. The CUDB is an incremental algo-
rithm for distance-based outlier detection from uncertain data streams, proposed
in our work [6]. The CUDB makes use of outlier detection results obtained from
previous state set Sj−1 at timestamp tj−1 to detect outliers from current state
set Sj at timestamp tj . This eliminates the need to process all the objects’ states
at every timestamp and saves a lot of computation time. The graph on the top-
right corner of the MOOD interface (see Fig. 1) shows the difference in execution
times of the UDB and the CUDB algorithms for moving objects data streams.

The Knorr algorithm is proposed by E.M.Knorr et al. [7] for distance-based
outlier detection from deterministic static data. In the MOOD system, the Knorr
outlier detection algorithm is used as a baseline to compare the accuracy of
the CUDB algorithm. The graphs on the mid-right and the bottom-right of
the MOOD interface (see Fig. 1) shows the comparison of precision and recall
respectively. The precision is defined as the ability of the algorithms to present
only true outliers. The recall is defined as the ability of the algorithms to present
all true outliers. The precision and recall of the algorithms are measured on
the perturbed dataset in the MOOD system. The perturbations are added to
simulate the noise in moving objects’ data. The perturbed dataset is obtained
by adding normal random numbers with zero mean and standard deviation 15
to each of the tuple values of the original dataset.
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Fig. 1. The MOOD System Interface
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Abstract. Wikipedia maintains a linear record of edit history with article content 
and meta-information for each article, which conceals precious information on 
how each article has evolved. This demo describes the motivation and features of 
WikiReviz, a visualization system for analyzing edit history in Wikipedia and 
other Wiki systems. From the official exported edit history of a single Wikipedia 
article, WikiReviz reconstructs the derivation relationships among revisions 
precisely and efficiently by revision graph extraction and indicate meaningful 
article evolution progress by edit summarization.  

Keywords: Wikipedia, Mass Collaboration, Visualization. 

1 Introduction 

As a collaborative project, online encyclopedia Wikipedia receives contribution from 
all over the world [13] and its content is well accepted by those who want reliable 
social news and knowledge. Guided by the fundamental principle of “Neutral Point of 
View”, Wikipedia articles need plenty of extra editorial efforts other than simply 
content expanding and fact updating. Users can choose to edit on an existing revision 
and override the current one or revert to a previous revision. However, there is no 
explicit mechanism in Wikipedia to trace such derivation relationship among 
revisions, while the trajectories how such collaboration appears in Wikipedia articles 
in terms of revisions are valuable for group dynamics and social media research [4]. 
Also, research exploiting revision history for term weighting [1] requires clean history 
without astray, which can be accomplished by such trajectories.  

Wikipedia and other Wiki systems generally keep all revisions’ texts for each 
article and make the edit history publicly available. The meta-data of the edit history, 
such as timestamps, contributors, and edit comments are also recorded. We propose 
WikiReviz to model the article evolution process as revision graph. Here ReViz 
stands for “Revision Visualization”. A revision graph is a DAG (directed acyclic 
graph) where each node represents one revision and each directed edge represents  
a derivation relationship from the origin node to the destination node [6]. Users create 
a new revision by editing either the current revision, or one of past revisions. Also, a 
completely new input may replace the current revision. Most existing research 
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modeling Wikipedia’s revision history choose tree [4][5] or graphs [2] to represent 
the relationship, but few of them concern about the accuracy. 

2 WikiReviz Overview 

WikiReviz takes the original XML file of edit history dump as an input, and 
automatically generates the revision graph with edit summaries in the GraphML 
format [9]. It is intended for English Wikipedia and other languages that have inter-
word separation. WikiReviz is implemented in Java and currently consists of two 
functional parts: the Revision Graph Extraction [6] Unit, which reconstructs the graph 
structure from original edit history; and Edit Summarization [7] Unit, where we 
generate supergram summaries on revision graph. 

2.1 Revision Graph Extraction (RGE) 

For a given revision r, at least one parent revision rp should be identified from r’s 
previous revisions, which involves comparison between those revisions. The best 
candidate is decided by a certain similarity measure as well as the characteristics of 
Wikipedia editing. In WikiReviz, revisions are split into supergrams, which are 
maximal-length phrases and retrieved by word transition graph and path contraction. 
After comparing with others’ supergrams, supergram diff score can be computed for 
each revision pair in the comparison scope. The whole process is shown in Fig. 1. 

 

 

Fig. 1. RGE Process Fig. 2. Part of result graph “PhpBB”, 
from revision #76 to #113 
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The output of the RGE part is a GraphML file illustrating the revision graph, which 
can be viewed by existing software such as yEd graph editor. Fig. 2 shows a part of 
the graph of article “PhpBB” about an Internet forum package written in the PHP 
scripting language [8], where each node’s id represents a revision number. Since the 
whole revision graph is too large, we only capture a close look at a small portion of it.  

2.2 Edit Summarization 

In the process of edit summarization, WikiReviz automatically summarizes contributed 
contents during a specified edit period in the revision graph of a Wikipedia article, into a 
group of maximal-length phrases, i.e. supergrams, and attaches to the original revision 
graph. From the supergram generated in previous RGE part, two supergram selection 
algorithms, TF-IDF and Extended LDA ranking are developed to pick up representative 
supergrams.  

 

Fig. 3. Revision graph of article “Nazi Germany”, first 1000 revisions, compact layout 

The scopes upon which summaries would be applied are determined based on the 
type of topics. In a revision graph, one revision usually contains multiple topics, and 
the amount of topics will increase over time. We classify these topics based on which 
context in the revision graph the topics represent: 

1. Popular topic is a topic that is most prominent among all the revisions in a view. 
We can discover such topics by LDA from the revision graph. 

2. Surviving topic is a topic that appears at a revision, and continues to appear until 
the latest (current) revision. It can also be described as a surviving topic in the 
mainstream. After a period of edits, certain topics become stable and survive to the 
latest. 
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3. Extinct topic is a topic that is not surviving to the current revision. The definition 
of surviving topics is relative to the current revision, so if there are large amount of 
deletes after the current revision, several topics may be lost and surviving topics 
can be changed to extinct. 
 
Fig. 3 shows an example, the whole revision graph of the first 1000 revisions of 

article “Nazi Germany”, where scopes are divided by orange nodes. The blue nodes 
represent revisions that contain the surviving topics and the grey nodes are for extinct 
topics. 

3 Conclusion 

In this demo, we describe the motivation and features of our edit history visualization 
system WikiReviz, with visualization of revision graphs representing evolution 
processes of Wikipedia articles. 
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Abstract. Difficulty of truth judgment is the lack of knowledge. Motivated by 
this, we develop TruthOrRumer, which uses the information from web to judge 
the truth of a statement. In our system, we make sufficient use of search en-
gines. To increase the accuracy, we also integrate web reliability computation 
and currency determination in our system. For the convenience for users to in-
put the statement and review the judgment results with reasons, we design ele-
gant interfaces. In this demonstration, we will show how the user interacts with 
our system and the accuracy of the system. 

1 Introduction 

The determination of whether a claim is a truth or a rumor has widely applications such 
as the judgment of the news media’s speech, making sure uncertain statements, elimi-
nating the bad impact of false information. Such techniques are called truth judgment. 
Some truth judgment methods have been proposed [1]. A difficulty in truth judgment is 
the lack of knowledge, especially for the truth judgment on open-field claims.  

Since web is a very large knowledge base, it is a promising way to extract the 
knowledge from web for truth judgment. Web-based truth judgment brings following 
technical challenges.  

(1). The information provided by multiple data sources may conflict. We may see 
completely different comments in different sites. For example, floods may be said on 
some blogs in 2012 (the end of the world), while CNN did not report it. 

(2). The web may contain out-of-date information, which will misleading the judg-
ment. For example, a news report there will be a hurricane recently, but this is a matter of 
a month ago. A concert had changed the time, but we still arrive at the old time.  

(3). The description of a claim may have various form in different data sources. 
Due to the difficulty in nature language processing, it is difficult to make the comput-
er recognize the different meanings we speak. 

For these challenges, some techniques have been proposed such as a truthfulness 
determination approach for fact statements [2],[3]. Even though they could judge 
truths for many cases, they are not usable for many real applications. On one hand, 
they rely on the evaluation of multiple factors of data sources, which is inefficient in 
practice. On the other hand, they ignore the currency of information and copying rela-
tionship between data sources. For this reason, no end-to-end web-based truth judg-
ment system for open field has been proposed.  
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To support practical truth judgment, we develop TruthOrRumer, a web-based truth 
judgment system. Our system has following features.  

(1). In contrast of crawling web pages, we use search engine to obtain sufficient re-
lated web pages for truth discovery efficiently. With the support of sufficient web 
pages, our system gains high accuracy in truth judgment. Additionally, with the help 
of search engine, our system could judge claims in open fields.  

(2). For the effectiveness issues, we consider both reliability and currency of the 
data sources. We also use the results of truth discovery to evaluate the quality of data 
sources. Thus, the accuracy of our system keeps on increasing with more usages.  

(3). The reasons for truth judgment are shown in our system. With this feature, us-
ers could explore the background and related information for the truth judgment. This 
makes the judgment results more trustable.  

(4). We provide a single graphical interface. Even a preliminary user could use the 
system easily.  

This paper is organized as follows. In Section 2, we briefly discuss the system over-
view to detect the principle. Then, we introduce key techniques in Section 3 before 
demonstrations are discussed in Section 4. The conclusions are drawn in Section 5. 

2 System Overview 

The organization of the system is shown in Figure 1. Then we describe these modules 
are follows. 

 

Fig. 1. System Overview 

• Input Interface Module: This module collects users’ input. 
• Formation of Antisense Sentence: This module the system finds words such as 

verbs, adjectives, etc and matches thesaurus we established corresponding antonyms. 
As the result, the antisense statement of the input statement is generated.  
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• Search Engine Interaction: This module utilizes the search engine to obtain 
search results of the input statement and the antisense statement respectively. After 
that the system uses the results of our analysis to combine the search terms.  

• Knowledge Base: To improve efficiency and increase accuracy, we use a know-
ledge base in the system. Based on the knowledge base, the relevant contents are ob-
tained. We stored knowledge prior that we have to admit. When users use the system, 
it will first call the knowledge base. If the knowledge base has no relevant content, 
and then use the Google search engines. The advantage of this system is to improve 
the speed and accuracy of speech. 

• Decision Making: This module makes decisions for the truth statement accord-
ing to the search results. Search results are analysis is to parse the search results to 
draw the conclusion. The details of this part will be discussed in Section 3.1.  

• Result Showing Interface: This module shows the judgment results to the users. 
• Tracking: This module shows users the reasons for the judgment. With this 

module, users could review the websites that support or oppose the statement to make 
their own decisions.  

3 Web-Based Truth Judgement 

In this section, we discuss the techniques used in our system including search result anal-
ysis for truth judgment strategy, website weight computation and currency determination.  

3.1 Search Results Analysis  

The truth could be judged by trivially comparing the numbers of search results of the two 
statements. Unfortunately, this way will not work well. Consider an example. We believe 
that the extent of the authority of the well-known large websites comments on something 
is higher than the level of websites with low authority. However, for a case, with 5 true 
statement on CNN, but 1000 false statements on tweet, the comparison of search result 
numbers will draw wrong conclusions. Additionally, if some web sites copy each other, 
the count of the search result could not show the real popular degree. Thus the analysis 
takes both the reliability and the copy between data sources into consideration. 

We use a weighted voting strategy for truth judgment. To reduce the affects of re-
sult numbers, we choose top-n search results for each statement. Then by analyzing 
the content of the web pages, irrelevant pages are filtered. The votes are from remain-
ing pages. Each page contributes w votes for corresponding statement, where w is the 
weight of the page. w=ar+(1-a)c, where r is the reliability of the website and c is the 
currency factor. The computation of these parameters will be discussed in Section 3.2 
and 3.3, respectively, and a is the reliability importance. a is obtained by learning 
from history judgment records in period.  

3.2 Reliability Computation 

We compute the reliability of the web page from two aspects. The first is its accuracy 
in history record and the second is the copying relationship.  
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The judgment of the statement is shown as Figure 4. For a better interaction with 
users, we provide the tracking function to make users review the reasons to make the 
decision. Figure 5 shows that our system provides the URLs to support users to find a 
related site. 

5 Conclusions and Ongoing Work 

Internet provides plenty of information to judge the truth of a statement. To make 
sufficient use of the information on the web, we develop TruthOrRumer. This system 
permits a user to input a statement. Then the negative statement of the statement is 
generated. These two statements are sent to the search engine. From the obtained 
search results, the truth is determined. To make the judgment accurate, we also take 
the reliability and the currency into consideration. In this demonstration, we will show 
the functions and benefits of our system. Our future work includes web-based inter-
face and involving larger knowledge base in our system. 
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