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Preface

Cognitive radios have become a vital solution that allows sharing of the scarce 
frequency spectrum available for wireless systems. It has been demonstrated 
that it can be used for future wireless systems as well as integrated into 4G/5G  
wireless systems. Although there is a great amount of literature in the design of 
cognitive radios from a system and networking point of view, there has been very 
limited available literature detailing the circuit implementation of such systems. 
Our textbook, Radio Frequency Integrated Circuit Design for Cognitive Radios, is 
the first book to fill a disconnect in the literature between Cognitive Radio systems 
and a detailed account of the circuit implementation and architectures required to 
implement such systems. In addition, this book describes several novel concepts 
that advance state-of-the-art cognitive radio systems.
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Chapter 1
Introduction

© Springer International Publishing Switzerland 2015
A. Fahim, Radio Frequency Integrated Circuit Design for Cognitive Radio Systems, 
DOI 10.1007/978-3-319-11011-0_1

The demand for energy and spectrum-efficient, low-cost portable devices has been 
one of the central focuses of wireless communications development. One technol-
ogy that promises to deliver new levels of spectral efficiency is cognitive radios. 
In essence, cognitive radio is a system whereby wireless devices are aware of the 
spectrum usage and environment around them and are able to make intelligent deci-
sions on how to most efficiently use and share the spectrum with other devices in 
the wireless network. Cognitive radios were first applied in military applications as 
a means of providing a two-way jamming-proof radio communications. It has since 
found its way to commercial applications as a means of more efficiently utilizing 
the frequency spectrum.

1.1 � What Is Cognitive Radio?

One of the barriers to achieve higher data rates in wireless devices is the scarce 
availability of frequency spectrum. Figure 1.1 shows frequency spectrum allocation 
in the USA from 30MHz to 3 GHz [1]. As the figure shows, the available unallocat-
ed spectrum is extremely scarce. Higher operating frequencies are usually avoided 
due to worse atmospheric attenuation of radio frequency (RF) signals.

The truth of the matter is that although much of the usable frequency spectrum is 
already allocated, it is very poorly utilized. If a technology can be devised where the 
frequency spectrum allocation is dynamic instead of static, it can more efficiently 
utilize the available spectrum. One such technology is called cognitive radios.

Cognitive radio was first defined by Mitola as a “system where users are capable 
of intelligently share spectrum with other users by dynamically allocating resourc-
es” [2]. The resource that is typically shared is the frequency spectrum itself. This 
class of cognitive radios is known as “spectrum-sensing cognitive radios” (SSCR). 
The term “intelligently” implies that one must be able to first sense the surrounding 
environment before taking a specific action to yield a certain desirable result. In 
the context of a cognitive radio system, it must be aware of the frequency spectrum 



2 1  Introduction

usage and quality around it. This is usually accomplished by having a dedicated 
unit called a “spectrum-sensing unit.” Once the spectrum is sensed, an intelligent 
decision would be made on what frequency to transmit the data on and at what am-
plitude level. Figure 1.2 shows the basic components of a wireless cognitive radio 
system. In this system, the customer premise equipment (CPE) is capable of sensing 
the environment around it. This information is sent to a base station (BS) where an 
intelligent decision is made regarding what frequency and amplitude the CPE can 
transmit data. The advantage of this approach is that the BS can collect data from 
several CPE and make a globally optimal decision for each CPE.

The cognitive radio must also be able to be sufficiently reconfigurable, espe-
cially in RF center frequency and channel bandwidth to accommodate the time-
varying and dynamic nature of the wireless frequency spectrum. This quality is 
similar to another concept called software-defined radio (SDR) [3]. Although a nec-
essary component of a cognitive radio, a cognitive radio encompasses the aware-
ness, or cognition, of the wireless frequency spectrum it is immersed in. Figure 1.3 
illustrates the relationship between a cognitive radio, SSCR, and an SDR. As the 
figure shows, an SDR is a component of a cognitive radio, but it can also be used in 
conventional wireless radios.

Receiver

Transmitter

Spectrum
Sensing

Receiver

Transmitter
Spectrum
Manager

Base Station
(BS)

Customer Premise
Equipment

(CPE)

Fig. 1.2   Wireless cognitive 
radio device
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In summary, there are three types of radios to be distinguished here: cognitive 
radio, SSCR, and SDR. The definition of each is summarized in Table 1.1. Through-
out the rest of this textbook, the term “cognitive radio” will be used to describe a 
SSCR.

1.2 � Brief History of Cognitive Radio

Cognitive radios were in use even before the term describing them was invented. 
As early as the 1980s, cognitive radios were used by the US military as a means of 
transmitting signals onto a secure frequency spectrum to avoid frequency jamming 
by the enemy.

The first studies for non-military use of cognitive radios appeared for disaster 
relief operations. For example, in 2000, a fireworks factory exploded killing 23 
people in a small town in the Netherlands. This accident destroyed 400 homes and 
15 streets and injured thousands of people [4]. Emergency relief services were not 
able to communicate with one another effectively due to limited frequency spec-
trum allocated to the emergency services, while spectrum in commercial cellular 
services was available. The ability to dynamically allocating such resource during 
emergency periods would have been advantageous.

It was not until 1999 when Mitola first published his paper where the term cog-
nitive radio was coined. Since then, there has been significant research activity 
on how to build a cognitive radio system. The first major breakthrough for com-
mercial cognitive radios came when analog television broadcast was being phased 
out from North America and much of Europe. This freed-up bandwidth was fought 
over vigorously by data transmission providers, while the television broadcast enti-

Table 1.1   Summary of radio definitions
Cognitive radio (CR) Intelligently share spectrum with other users 

by dynamically allocating resources
Spectrum-sensing cognitive radio (SSCR) Intelligently share the spectrum with other 

users by dynamically allocating frequency 
spectrum resources

Software-defined radio (SDR) Radio device that has sufficient flexibility to 
set its radio parameters through software

Cognitive Radio

Spectrum Sensing
Cognitive Radio

Softw are-
Defined Radio

Fig. 1.3   Relationship 
between cognitive radio and 
software-defined radio (SDR)
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ties fought to keep control of this bandwidth for future use. This is nearly 1 GHz of 
bandwidth spanning from 48 to 860 MHz, or more in some parts of the world. The 
compromise solution reached is that data transmission would be allowed in the tele-
vision band as long as it does not interfere with broadcast television transmission. 
The technology of choice to implement this system was cognitive radio. More spe-
cifically, the application of cognitive radio to the television band has been coined 
television white space (TVWS) technology [5].

Several standardizing bodies throughout the globe rushed to define a new stan-
dard to implement TVWS; some are listed in Table 1.2. There has been some limited 
deployment through much of the world using the different standards listed below. 
One development that is promising to take TVWS, or cognitive radios in general, to 
the next level is the widespread proliferation of Internet of things (IoT) devices [6]. 
Many IoT devices have the unique feature of having purely machine-to-machine 
(M2M) type of communication. M2M communications is characterized by short 
communication bursts that are very infrequent. There have already been several 
deployments of IoT devices equipped with cognitive radios in the market [7].

Another promising development is the use of cognitive radio concepts in main-
stream cellular standards such as long-term evolution-advanced (LTE-A). Such 
schemes have recently been investigated and the results seem promising [8]–[10]. 
More specifically, the application of cognitive radio to such cellular systems is 
known as opportunistic spectrum access (OSA) [11]. In such systems, idle frequen-
cy bands are identified, thus allowing opportunistic and interference-free transmis-
sion with the primary system. In [12], a variant of LTE-A was proposed using OSA 
for the TVWS spectrum.

Table 1.2   Standardizing bodies for TVWS
IEEE 802.22 US standard that defines TVWS operation 

within the TV band
IEEE 802.11af PHY and MAC layer for Wi-Fi operation in 

TVWS
ICogNeA/ECM392 European standard specifying PHY and MAC, 

mainly for home network applications in 
TVWS (HDTV streaming)

IEEE 802.15.4m Amendments to the 802.15.4 to support 
TVWS in wireless personal area network 
(WPAN)

Infocomm Development Authority TVWS task force in Singapore
OfCom TVWS development in UK

IEEE Institute of Electrical and Electronics Engineers, PHY physical, MAC media access control, 
TVWS television white space, HDTV high-definition television
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Chapter 2
Cognitive Radio Primer

© Springer International Publishing Switzerland 2015
A. Fahim, Radio Frequency Integrated Circuit Design for Cognitive Radio Systems, 
DOI 10.1007/978-3-319-11011-0_2

In this chapter, wireless communication technologies relevant to cognitive radi-
os are reviewed. This includes a discussion of some of the capacity limitations in 
wireless systems, nonideal effects in radio systems, and an overview of orthogo-
nal frequency-division multiplexing (OFDM) encoding methods. Cognitive radios 
are detailed in this chapter. The architectural components as well as algorithms for 
frequency sensing and spectrum management are reviewed. Finally, some recent 
standardizations that are based on cognitive radios are reviewed along with a survey 
of some recent deployments of TV white space (TVWS) technologies, which is an 
implementation of cognitive radio.

2.1 � Wireless Communication Technologies

One of the areas that has seen explosive growth over the past two decades is wire-
less communication technology. It took nearly a century of research and develop-
ment to finally invent the radio in 1910. Research in this area started from the early 
works of electricity and magnetism that began in 1820 with the work of Hans Oer-
sted [1]. It finally culminated in the practical invention of the wireless telegraphy 
in 1907 from the work of several people, including Guglielmo Marconi [2]. It took 
nearly another century to take this invention and provide true wireless connectivity 
between people where voice and data can be exchanged. The global launch of the 
Global System for Mobile Communications (GSM) in 1987 [3] marked the begin-
ning of true wireless connectivity between people.

2.1.1 � Wireless Connectivity Networks

A typical wireless connectivity network is shown in Fig. 2.1. This system is com-
posed of two types of devices. A base station (BS) and a user premise equipment 
(PE). Both types of devices are capable of two-way communication. There is 
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typically one BS per wireless communication area, called a cell unit. The PE typi-
cally only communicates with the BS, whereas the BS can communicate to any or 
all of the PEs in the network. The BS is responsible for allocating frequency spec-
trum to each PE. One way to increase coverage area is to increase the transmission 
power of the BS. Another way to increase coverage area is to add more BS units, 
each with a dedicated coverage area. To provide wireless communication to an en-
tire area, the BS nodes are added to the network in such a way as to create adjacent 
but minimally overlapping wireless cell areas. Wireless communication in each cell 
area is regulated by the BS associated with that cell area. The size of the cell area 
depends on the physical terrain, maximum output transmission power of both the 
BS and the PE, and the receiver sensitivity of both the BS and PE.

In earlier cellular networks, a high-power BS would be used to cover a large 
cell area. It was noticed early on, however, that such networks suffer from several 
impairments. First, PE close to the BS can have their receivers saturated by the high 
output transmit power of the BS, thereby significantly reducing their sensitivity. 
The other major impairment is that the overall network capacity per unit area is 
limited since no wireless frequency spectrum can be reused within the cellular area. 
If the transmit power of the BS is reduced and the cell unit is broken up into several 
smaller cell units, then the wireless frequency spectrum can be reused and network 
capacity is significantly enhanced. This concept has been one of the driving tech-
nologies in the development of the next-generation wireless technologies, namely 
the migration of macro BS to small cells (pico BS and femto BS development) [4]. 
This concept is pictorially shown in Fig. 2.2.

There are other types of wireless networks that have received a significant 
amount of attention in both the academic and industrial circles. One such type of 
network is the unstructured wireless network. In this type of wireless network, the 
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location of a BS can be arbitrarily chosen or even mobile. An example of such a 
network is a wireless local area network (LAN, Wi-Fi) [5]. Another type of network 
is a distributed wireless network [6]. In this type of network, all nodes are typically 
identical and communicate with one another directly. In other words, they are self-
configurable. Wireless sensor networks are an example of a distributed wireless 
network [7].

2.1.2 � Wireless Channel Impairments

There are several impairments that a typical wireless channel suffers. A compre-
hensive treatment of all wireless channel impairments is beyond the scope of this 
book [8–11]. Only the more important impairments relevant to the discussion of 
cognitive radios are reviewed. The first such impairment is caused by the fact when 
a wireless signal is transmitted from an antenna; it is radiated outward in a spheri-
cal shape. This means that the received signal is a fraction of the transmitted signal 
and is proportional to the fraction of the surface area of the spherical wavefront that 
reaches the receiver. Assuming the receiver is represented as a point, the received 
power in mathematical terms is given as

� (2.1)

where Pr is the received power, Pt is the transmitted power, Gt and Gr are the trans-
mitted and received antenna gains, respectively, and λ is the wavelength of the elec-
tromagnetic signal, and d is the separation between the transmitter and receiver. 
Equation (2.1) is known as Friis formula, or the “path loss” formula, and is valid 
only for free space [12]. When atmospheric conditions are taken into account, the 
attenuation can become more severe and is frequency dependent. Figure 2.3 below 
shows the atmospheric attenuation as a function of frequency [13].
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Another important impairment is known as multipath fading. This is caused 
when the received signal at the antenna arrives from multiple paths, as shown in 
Fig. 2.4. The received signals arrive at the antenna at different times, and hence are 
offset from one another in phase, which can also be a time-varying phase change. 
In the worst case, two received signals are exactly 180° out of phase and hence per-
fectly cancel each other at the antenna. In practice, there may be a condition where 
several reflections of the same signal arrive at the antenna from different angles that 
cause the signal to be severely attenuated. This attenuation can be as much as 40 dB. 
Moreover, this attenuation can be time-varying, causing the signal to fade. This ef-
fect is known as multipath fading.

Another effect that can occur in a wireless channel is known as shadowing, 
shown in Fig. 2.5. This usually occurs in an urban environment, where there is a 
clear path of sight between the BS and the user, which is periodically blocked by 
moving objects, usually a truck or large vehicle. When the large object blocks the 
main path between the BS and the user, the user relies on secondary reflected paths, 
which are usually much less in amplitude, causing severe and sudden attenuation 
in received signal.

One important phenomenon that occurs in wireless communication is known as 
intersymbol interference (ISI). ISI can be caused by multipath propagation, where 
reflected versions of the signal undergo different phase distortions, causing certain 
symbols to smear together, as shown in Fig. 2.6. ISI can also be caused by band-
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limited channels, whereby the high-end of the signal band receives more attenuation 
than lower-frequency components.

There are other impairments that result from sharing the frequency spectrum 
with other users. Blocker desensitization, shown in Fig.  2.7, is an important ef-
fect that occurs in wireless channels, especially in wireless cellular networks. It is 
caused when a nearby user is transmitting on a nearby channel with a large signal. 
The receiver detects the desired channel, but is also unable to completely filter out 
the high power transmission on the nearby channel. The undesired signal ends up 
saturating the receiver, reducing its sensitivity. Reduced receiver sensitivity reduc-
tion, in this scenario, is usually caused by the receiver, automatically reducing the 
gain in its front-end amplifiers to avoid the high power blocker from saturating the 
receiver. Figure 2.7a illustrates this scenario and Fig. 2.7b shows its effect on the 
receiver.
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Fig. 2.5   Shadowing in a 
wireless channel
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Another impairment that is caused by sharing the frequency spectrum with other 
users is the co-channel interference, shown in Fig. 2.8. As stated earlier, one advan-
tage of a cellular network is that a specific channel frequency can be reused by a 
different cell. This can result in a cellular network, where the same channel in the 
frequency spectrum is reused in another cell. Since, it can be seen from (2.1), the 
signal attenuation is finite, a small residual signal from one cell will leak into an-
other cell. This signal leakage is worst if one cell is operating at maximum transmit 
power and the other cell is attempting to detect a very weak signal. Co-channel at-
tenuation is usually minimized by disallowing two adjacent cellular areas to use the 
same channel. In other words, there is at least a two cellular area separation before 
the same channel is used, as illustrated in Fig. 2.8.

2.1.3 � OFDM Primer

In order for two nodes to transmit digital data, the data must be encoded in a spec-
trally efficient method. One such method that has received widespread acceptance 
in many modern wireless communication networks is known as OFDM [14]. 
OFDM has been adopted by Digital Video Broadcasting (DVB)-T/T2 (terrestrial 
television), Institute of Electrical and Electronics Engineers (IEEE) 802.11a, g, n, 
ac, ad (wireless LAN), and Long-Term Evolution/Long-Term Evolution-Advanced 
(LTE/LTE-A, 4G cellular) standards, and many more [15–19]. OFDM has the ad-
vantages of high spectral efficiency, robustness to ISI, fading, and co-channel in-
terference.

OFDM is a method of encoding digital data on multiple carrier frequencies, as 
shown in Fig. 2.9. The carriers are closely spaced and orthogonal to one another. 
Each carrier is modulated with the digital data to be transmitted. The encoding 
method on each carrier is quadrature amplitude modulated (QAM) for high data 
rates or phase-shift keying (PSK) for lower data rates. The close spacing of the car-
riers allows the transmitted signals to be treated as slowly modulated narrowband 
signals, which makes it possible to eliminate ISI [20].

In mathematical terms, the OFDM signal is given as
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where Xk is the data to be transmitted, k is the number of carriers, and T is the period 
of the data symbol. It is important to note that 1/T is the frequency separation of the 
carriers in an OFDM signal. Recognizing that (2.2) is the in the form of a discrete 
inverse Fourier transform and restricting k to be a power of 2, an OFDM signal can 
be generated by simply running that data stream through an inverse fast Fourier 
transform (IFFT) operation. To guarantee orthogonality between all the carriers in 
an OFDM signal, the following condition must be satisfied:

� (2.3)

which can be easily shown to be the case for any m≠n.
Each carrier can be modulated by a QAM signal. A 16-QAM signal is shown in 

Fig. 2.10. A total of 16 symbols can be generated in the signal constellation, each 
symbol containing 4bits. In mathematical terms, a QAM signal is given as

� (2.4)

where I( t) and Q( t) are amplitude modulated signals. For the 16-QAM example, I( t) 
and Q( t) would take one of four values, each.

One of the most important disadvantages of OFDM is the stringent linearity 
requirements on transceiver, due to the high peak-to-average power ratio (PAPR) 
in OFDM signals [21]. The gain of the receiver (and transmitter) is typically ad-
justed to track the average power of the signal. In order to accommodate the sudden 
peaks in amplitude, the transceiver must have high linearity. In order to understand 
why OFDM exhibits high PAPR, consider the two scenarios. In the first scenario, 
the data modulated on the carriers are entirely uncorrelated. Under this condition, 
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signal power at any given time is equal to the expected average power. In the other 
scenario, the data modulated on the carriers exhibit high correlation. Under the 
worst-case condition, all the carriers in the OFDM signal have the same phase and 
add up coherently. For this instance in time, the amplitude increases by 10 log N, 
where N is the number of carriers. Typically, a more statistical approach is taken to 
determining the PAPR of an OFDM signal. For example, if the data is considered 
random and has a Gaussian distribution, the 3σ peak number is usually used. The 
maximum peaking of the signal is known as the crest factor. In general, the crest 
factor of an OFDM signal is given as

� (2.5)

where Cfc is the crest factor of each carrier individually, and N is the number of car-
riers in the OFDM signal.

2.2 � Cognitive Radio Systems

Maximizing network capacity is one of the key goals of any network engineering 
exercise. In a cellular network, the cell size is reduced to maximize the frequency 
spectrum reuse. In a cognitive radio system, an alternative method of frequency 
spectrum reuse is used. As was shown earlier in this chapter, the frequency alloca-
tion spectrum is extremely congested, not allowing any new standards to emerge in 
the conventional radio frequency (RF) range of 30 MHz–3 GHz. The utilization of 
this allocated spectrum, however, is very poor. Better utilization of the frequency 
spectrum can be achieved if an incumbent user is allowed to temporarily use a spec-
trum that is already allocated to a different user. The incumbent user, however, must 
be able to continuously sense the frequency spectrum to detect when the primary 
user is present. At this point, the incumbent user must give priority to the original 
frequency spectrum owner and cease transmission. A wireless system whereby us-
ers have this cognitive ability is known as a cognitive radio system [22].

Cognitive radio systems are distinguished from conventional radio system in 
that they have the ability to sense the frequency spectrum around them and make 
intelligent decisions on how to best use the spectrum to maximize network capacity. 
Figure 2.11 shows the key components in a cognitive radio. Managing the spec-
trum in a dynamic fashion as well as the spectrum-sensing unit (SSU), shown in 
Fig. 2.11, are the distinguishing features of a cognitive radio. The figure shows that 
the spectrum managing is done by the BS [9]; although this is usually the case for 
most practical networks, in general, the customer PE can also be allowed to manage 
the spectrum.

CF N C fc= +10log     (in dB)
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2.3 � Spectrum Management Techniques

A key issue in cognitive radio systems is how to reuse the frequency spectrum while 
not disturbing current transmissions. In other words, how can a cognitive radio sys-
tem coexist with conventional static radio systems? There are three main methods 
that allow for this coexistence.

The first is known as a non-cooperative technique, shown in Fig.  2.12. Sev-
eral types of PE are shown in this diagram, including fixed PE devices as well as 
portable PE devices. In this technique, each PE uses as much available spectrum as 
possible. Communication is only interrupted if the primary channel owner begins a 
transmission burst. The advantage of this approach is simplicity. The only type of 
channel analysis needed is if a channel is being used or not. Needless to say, this 
type of communication protocol is seldom used as it does not lead to the most ef-
ficient use of channel capacity.

Another more practical class of spectrum management method is known as a 
rule-based technique, shown in Fig. 2.13. In rule-based techniques, some central-
ized decision-making unit, usually the BS, is employed. Each PE would send its 
request for data bandwidth that is required as well as the PE’s assessment of the 
frequency spectrum in its vicinity to the BS. Based on a set of rules, the BS would 
allocate frequency spectrum and instruct each PE to transmit at a certain level. Such 
rules may consist of static rules, such as maximum allowed bandwidth per user, lim-
ited transmit power levels, and checking with an online database to verify if a cer-
tain user is allowed to use the requested bandwidth (subscription fee-based). Other 
rule-based decisions may be dynamic, such as increasing the permitted power level 
when operating in a noisy channel, or decreasing the user’s allowed bandwidth if 
several consecutive high bandwidth requests are made. Other rules are necessary to 
give the system a cognitive ability, such as following a listen-before-talk protocol. 
The advantage of rule-based techniques is that it provides relatively efficient use of 
the frequency spectrum with a small overhead in terms of decision making of how 
to efficiently use the spectrum. The disadvantage is that this system requires a cen-
tralized unit to allocate the frequency spectrum, namely the BS. Since the spectrum 
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conditions near the BS may be different from the PE, the PE is required to send its 
analysis of the frequency spectrum. In other words, there is a centralized decision 
maker and all the PE can be thought of as frequency spectrum sensors without any 
decision-making capability.

The third category of spectrum management techniques is known as message-
based techniques (Fig. 2.14). In message-based techniques, each PE is capable of 
making a decision on what frequency to transmit and with what power level. This 
decision, however, is made in coordination with nearby PE cells as well as the BS. 
This unique quality of the PE being able to make a decision independent of the BS 
can give a rise in spectrum usage efficiency (Fig. 2.14).
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Fig. 2.12   Non-cooperative spectrum management technique
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2.4 � Spectrum Sensing

From a hardware perspective, the SSU is the distinguishing feature of a cognitive 
radio. As was discussed earlier, the PE should be able to sense its local frequency 
spectrum to detect if the channel owner is using its allocated frequency spectrum. 
The PE should also be able to detect if any other channels are available. To this end, 
the PE must be able to sense the entire frequency spectrum, also known as channel 
scanning, in addition to the channel that is currently used.

Sensing the current channel may be challenging. The obvious method of sens-
ing the current channel is to require the PE unit to first cease transmission, then 
sense the current channel for the primary channel owner. This protocol is known 
as a blocking sensing method [23], as demonstrated in Fig. 2.15. In the first step, 
the transmission ceases on channel A, and instead the channel is sensed. The sec-
ond step involves a decision process. If the primary channel owner is detected 
on channel A, then transmission is stopped and another channel is requested for 
transmission.
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Fig. 2.13   Rule-based spectrum management technique
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Depending on the standard adopted, there is a minimum wait time where the 
channel must be vacant before the PE is allowed to transmit on the channel. For 
example, the IEEE802.22 standard (discussed in the next section) specifies a 30 s 
minimum time in which the channel must be vacant before used by the PE. Also, 
after the channel is used, it must stop periodically to ensure that the primary channel 
owner did not start transmitting on the channel.

The type of sensing algorithm used affects two important performance metrics: 
throughput penalty and latency penalty. Throughput penalty is the ratio of all the 
sensing times to the total transmission time plus the sense time. Latency penalty is 
the maximum duration of the sense operation. One way to minimize latency is to 
break up the sensing operation in to fast (and less accurate) sensing and slow (and 
more accurate) sensing [23]. If a signal is detected on the channel during the fast 
sense operation, then there is no need for an accurate sensing operation. If no signal 
is detected during a fast sense operation, then a more accurate, and slower, sense 
operation is required. This is illustrated in Fig. 2.16. To illustrate the effectiveness 
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of this approach, consider a numerical example. If, for example, 500 ms of quiet 
time is required for the sense operation to complete, and the standard requires a 
channel sense every minute, the throughput penalty is calculated to be 0.5 %, but the 
latency penalty is 500 ms, a large number. If the sensing operation is broken up into 
50 faster sense operations, the throughput penalty is unaffected (at 0.5 %). However, 
the latency penalty now is only 10 ms.

As was shown in Fig. 2.15, step 2 involves a decision process. If the primary 
channel owner is detected, then the PE must send a request for another channel to 
use. This means that the communication must be interrupted, thereby reducing the 
system throughput and increasing its latency. One method of avoiding this is by 
using a frequency-hopping technique [24, 25], shown in Fig. 2.17. This technique 
starts by transmitting and receiving on channel A, while simultaneously scanning 
for another available channel B. During the next sense operation, step 2, communi-
cation on channel A is stopped and resumed on channel B. While transmitting and 

Receive on ch A

Transmit on ch A

Step 1. Stop transmitting on
channel A, sense if anyone

else is transmitting on
channel A

Receive on ch A

Transmit on ch A

Step 2. If channel A is being
used, request new channel;

otherwise continue using
channel A.

?

?
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receiving on channel B, yet another available channel C is detected, and prepared 
for use at the next sense time. This technique avoids requiring scanning the used 
channel for the primary channel owner, since the channel is given up at the next 
sense time iteration. For clarity, the status of each channel over time is shown in 
Fig. 2.18.

2.5 � Signal Detection in Cognitive Radios

One of the primary functions of a SSU is to search for the primary user in the entire 
frequency spectrum [26, 27]. If the sensed signal is large, the detection operation 
is relatively simple. If the sensed signal is weak, however, the SSU must be able to 
distinguish a primary owner signal from random noise.

The simplest method of detecting whether a channel is used or not is to measure 
the energy in a given channel. This is particularly effective for signals that have 
signal-to-noise ratio (SNR) > 0dB. The energy of the channel is computed as

� (2.6)

where s( t) is the signal over a channel, with bandwidth 1/T, and s*( t) is the complex 
conjugate of the received signal. If the signal is very small, this operation must be 
repeated several times and averaged over several samples, in order to average out 
the random noise components. If the signal is weak, this operation can be very time 
consuming. In general, if N iterations of energy computations are performed, then 
10 log N reduction of the signal detector’s noise floor is possible [28].

Since the type of signal of the primary channel owner is known a priori, the sig-
nal detection operation can be made more intelligent. The class of techniques that 
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use distinguishing features of the primary channel owner in order to make a deci-
sion as what whether a channel is used or not is known as feature-based techniques.

To illustrate the feature-based technique approach, consider television (TV) sig-
nals, shown in Fig. 2.19. A digital TV signal, Advanced Television Systems Com-
mittee (ATSC, Fig. 2.19a), has the distinguishing feature of having a pilot carrier 
at 310 KHz away from the band edge and 7 % of the total power of the signal is 
contained in that carrier. The analog TV signal (Fig. 2.19b) has a distinguishing fea-
ture of having a large luminance carrier tone at 1.25 MHz away from the band edge. 
Since these features are narrowband, their power level can be measured accurately 
in a time-efficient manner.

A third type of signal detection method that has recently received widespread 
attention is based on measuring second-order signal statistics. The main assumption 
here is that any signals that are man-made are periodic and random signals are likely 
to be caused by natural phenomena. In other words, if the cross-correlation func-
tion of a given channel is computed, it should reveal any periodicity in the signal. 
If periodicity is detected, then it is assumed that the channel is being used; other-
wise, the detected signal is random noise and the channel is available for use. As in 
energy-based detection, the noise floor of the detector can be improved by summing 
several cross-correlation measurements of the channel. The improvement in noise 
floor, however, is 20 log N, where N is the number of iterations [29]. A diagram of 
a cross-correlation-based signal detector is shown in Fig. 2.20.
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2.6 � Cognitive Radio Standardization

2.6.1 � IEEE 802.22 and TVWS Technology

One of the first standardizations of cognitive radio was the IEEE 802.22 standard 
[30–33]. This standard describes how to apply a cognitive radio system to the TV 
broadcast band and is mainly applied in the USA. On June 12, 2009, high-power 
analog TV broadcasting was ceased in the USA and was replaced by digital TV 
broadcast. Several lower-power analog TV towers were allowed to operate until 
September 1, 2015. Wireless data providers, anxious to use this newly freed spec-
trum, attempted to lobby that two-way data communications is far more valuable 
to the public than digital TV broadcast. The result was a compromise solution, 
whereby data communication was allowed over the TV spectrum without any loss 
of TV signal quality and priority was given to TV broadcasters over the use of the 
spectrum. In addition to TV broadcasters, low-power wireless microphone users 
were allowed to transmit over the TV spectrum.

The relationship between cognitive radio, TVWS, and IEEE 802.22 is shown in 
Fig. 2.21. TVWS is an implementation of cognitive radio of the TV band, namely 
40–860 MHz [34–43]. The IEEE 802.22 standard is not the only standardization of 
TVWS. There are others that have been adopted in Europe and Asia [44–47].

In terms of a data communication protocol, the IEEE 802.22 implementation 
of cognitive radio can be thought of as a long-range high data rate communication 
standard. The long range comes from the fact that the carrier frequencies in the TV 
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Fig. 2.21   Relationship between cognitive radio, TVWS, and IEEE 802.22. TVWS TV white space, 
IEEE Institute of Electrical and Electronics Engineers
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band extend from 40 to 860 MHz. As was shown in (2.1), the received power is a 
function of the square of the carrier wavelength. Recognizing that c = λf, where c is 
the speed of light constant and f is the carrier frequency, (2.1) can be rewritten as

� (2.7)

This demonstrates that the received power is inversely proportional to the carrier 
frequency. In other words, if the carrier frequency is reduced by a factor of 10, the 
received input power level is increased by a factor of 20, for the same antenna and 
receiver gain factors.

Figure 2.22 shows the IEEE 802.22 standard’s relationship to other IEEE wire-
less standards. The ZigBee standard, IEEE 802.15, is a small-range low data rate 
standard, meant for applications such as wireless metering. The familiar Wi-Fi stan-
dard, IEEE802.11, is meant for higher data rates but limited range. The WiMAX 
standard, IEEE 802.16, which had limited success as a 4G wireless cellular stan-
dard, is meant for longer-range communication, up to 2 km, with high data rates of 
up to 54 Mb/s. Finally, the IEEE 802.22, TVWS, standard is meant for very high 
data rates over ranges up to 100 km.
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The IEEE 802.22 standard is meant to address several types of applications. The 
most obvious would be to use IEEE 802.22 as a form of long-range “Wi-Fi-like” 
for rural areas. Given the fact that TV broadcasting does not reach many rural areas 
in the USA, the unused frequency spectrum in the TV band can be shared between 
many cognitive PE. Data rates as high as 400–800 Mbps are possible.

Another application of IEEE 802.22 is for wireless metering [48]. The ZigBee 
standard (IEEE 802.15) is already being used for wireless metering. Wireless me-
tering is characterized as having very low data rates and usually involves commu-
nication between wireless metering devices and an operator nearby. IEEE 802.22 
standard would extend the range of wireless metering devices in such a way that 
the portable wireless metering devices can operate with a faraway BS directly, 
as shown in Fig. 2.23. The BS would then communicate to a database directly or 
an operator, if necessary. In other words, IEEE 802.22 applied to wireless meter-
ing offers the possibility of machine-to-machine (M2M) communication directly 
[49]. M2M communication is characterized as being very sporadic and bursty, 
ideal for TVWS technology, where cognitive PE devices transmit in bursts where 
the allocated frequency spectrum is not being used. TVWS devices optimized for 
wireless metering applications are currently available on the market have battery 
lifetimes measured in years [50].

Another application of IEEE 802.22 is for remote monitoring and supervisor 
control and data acquisition (SCADA), as shown in Fig. 2.24. This type of network 
would be applied to a limited urban area, such as a university campus or shopping 
center. The added value of an IEEE 802.22 standard is the direct connection of 

Fig. 2.23   IEEE 802.22 network applied to wireless metering
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SCADA devices to a BS device. As shown in Fig. 2.24, the communication in a 
SCADA network can be man to machine, machine to man, or machine to machine. 
In general, M2M type of communication is possible where remote machinery can 
be activated depending on analysis from remote video surveillance or based on data 
from a remote database.

Related to SCADA networks, remote medical patient monitor is possible with 
IEEE 802.22 networks, as shown in Fig.  2.25. Low-power patient monitoring 
equipment can transmit to the TV band directly. The BS has access to a patient da-
tabase as well as the doctor or hospital monitoring equipment. In case of a medical 
emergency, the patient monitoring equipment would send a signal directly to the 
doctor/hospital monitoring equipment.

In general, it is possible to have a heterogeneous IEEE 802.22 network that 
serves multiple applications, as shown in Fig. 2.26. This figure shows that “Wi-
Fi”-like users (both portable and fixed) can share a network along with long-range 
wireless metering and remote surveillance devices. The radius coverage of the IEEE 
802.22 network is typically 30 km and can be as long as 100 km.

There are other competing standards for TVWS. Some of the most important are 
listed in Table 2.1 below. As the table shows, some of the standards are an exten-
sion of existing IEEE standards. Other standards, such as the European ECMA392 
standard recognizes that cognitive radios are still in their infancy and limit the 

Remote video
surveillance Inform user of

device status

Fig. 2.24   IEEE 802.22 standard for SCADA application
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application of cognitive radios to a very specific application. Yet others, such as the 
Infocomm Development Authority (IDA), target very specific applications in very 
specific regions.

2.6.2 � TVWS Deployments

There have been many recent TVWS deployments worldwide. In February 2012, 
the first Federal Communications Commission (FCC)-approved IEEE 802.22 radio 
system was deployed in Wilmington, NC, in the USA. Wireless video cameras and 
remote sensors were installed for public utilities. Also, there were plans to provide 
public wireless access in public parks.

In September 2012, Singapore White Spaces Pilot Group (SWSPG), a consor-
tium consisting of Microsoft, StarHub, and Institute for InfoComm Research, start-
ed a commercial pilot deployment of TVWS smart radio. The deployment was in 
the 700-MHz band and is marketed as a super-Wi-Fi access. The network extends to 
several nearby islands, providing a low-cost Wi-Fi access to the islands. The range 
per cell is 5 km, which is defined by the operating channel frequency.

Patient
monitoring

Doctor/Hospital monitors
patient remotely

Patient
monitoring

Patient
monitoring

Data can be stored
remotely

Fig. 2.25   IEEE 802.22 network for wireless medical sensing
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(up to 100km)

Long-range
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long-range high-

bandwidth
data communication

Remote video
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Portable
“Wi-Fi”-like

data transfers

Fig. 2.26   Heterogeneous IEEE 802.22 network

 

Table 2.1   TVWS standards competing with IEEE 802.22
TVWS standard Description
IEEE 802.11af PHY and MAC for Wi-Fi operators in TVWS
ICogNeA/ECMA392 This is a European standard specifying the PHY and 

MAC, mainly for home network application in TVWS 
(HDTV streaming)

IEEE 802.15.4m Amendments to the IEEE 802.15.4 support for TVWS 
in personal area network (WPAN)

Infocomm Development Authority 
(IDA)

TVWS task force in Singapore

TVWS TV white space, IEEE Institute of Electrical and Electronics Engineers, PHY physical, 
MAC media access control
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In December 2012, a TVWS deployment was initiated in CapeTown, South 
Africa. Ten channels were made available for 2-Mbps internet access for schools 
over 10 km distances. Partners for this effort include Google, TENET, CSIR Meraka 
Institute, and e-Schools’ Network and WAPA. It is also important to note that this is 
not an IEEE 802.22 compliant deployment.

�Summary

In this chapter, wireless communication technologies relevant to cognitive radios 
were reviewed. This includes some of the capacity limitations in wireless systems, 
nonideal effects in radio systems, and an overview of OFDM encoding methods. 
Frequency reuse was identified as one key method of enhancing the network ca-
pacity of a wireless system. Cognitive radios were detailed in this chapter. It was 
shown how cognitive radios enhance network capacity by reusing time-sharing fre-
quency spectrum with a priority rule-based algorithm. The architectural compo-
nents as well as algorithms for frequency sensing and spectrum management were 
reviewed. Finally, some recent standardizations that are based on cognitive radios 
were reviewed. Although still in their infancy, the limited adoption these cognitive 
radio systems is creating valuable experimental data which will be used to further 
enhance cognitive radio systems.
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Chapter 3
Wideband Receiver Design
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An important element of cognitive radios is to be able to receive data signals from 
a wide frequency spectrum range. The wider the range, the more efficient use of 
spectrum becomes. In this chapter, techniques for wideband receiver design are 
discussed. The main components of a wideband receiver are detailed. This includes 
a discussion of wideband low-noise amplifiers (LNAs), high-performance radio fre-
quency (RF) tracking filters, and image and harmonic reject mixers.

3.1 � Receiver Metrics

Before approaching wideband receiver design, a few key metrics must first be dis-
cussed. The key metrics used to quantify the quality of a receiver design are signal 
dynamic range, frequency bandwidth, power consumption, and area. As Fig. 3.1 
shows, all these metrics are interrelated and are usually traded-off with one another. 
For example, an increase in dynamic range (DR) may entail a reduction of band-
width or an increase in power consumption, and vice versa. It is up to the radio fre-
quency integrated circuits (RFIC) designer to select the optimal trade-off depending 
on the system being implemented.

To coexist with cellular and TV bands, the cognitive radio receiver must have a 
tuning range over the entire radio frequency (RF) range of such bands. Figure 3.2 
shows the frequency allocation of the 44 bands that are used from universal mobile 
telecommunications system (UMTS) and long-term evolution (LTE) [31]. As the 
figure shows, the RF range is from nearly 450 MHz to 4.5 GHz. The TV bands 
around the world can range from 40 MHz to 1 GHz. This gives nearly two decades 
of frequency range of 40 MHz to 4.5 GHz, which is quite challenging. The receiver 
must have a wide-enough DR to be able to handle large blockers over a wideband, 
while still being able to receive a weak desired signal. Such requirements are usually 
specified by regulatory constraints such as spectral mask requirements and receiver 
sensitivity requirements as well as transmitter power constrains such as equivalent 
isotropically radiated power (EIRP) and other regulatory requirements for white 
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spaces devices that are specified by organizations such as the Federal Communica-
tions Commission (FCC) and the Office of Communication (OfCom) [27, 34].

Two important specifications that affect the receiver DR are the blocker profiles 
and sensitivity requirement. The sensitivity of an RF receiver is defined as the mini-
mum detectable signal with an acceptable signal-to-noise ratio (SNR). A measure 
of noise of the receiver system can be given as a ratio of input-to-output SNR [64]:

�
(3.1)

where F is the noise factor. Noise figure (NF) is equal to 10 · log10( F). If the receiver 
is impedance matched to a source resistance of Rs, (3.1) can be rewritten by expand-
ing SNRin to Psig/Pn,Rs, where Psig is the input signal power and Pn,Rs is the noise 
power of a source resistor Rs. The available noise power of the source resistor Rs to 
the receiver can be given as:

F
SNR

SNR
= in

out

Fig. 3.2   Frequency band allocation for universal mobile telecommunications system ( UMTS)  
and long-term evolution ( LTE)
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�
(3.2)

where Rin is the input impedance (= Rs), k is Boltzmann’s constant, T is temperature 
(in Kelvin). Using (3.2), (3.1) can be rewritten (in a decibel scale) as:

� (3.3)

where BW is the noise integration bandwidth, which in the context of a receiver 
system is one-channel bandwidth. Computing kT at room temperature, 290 K, (3.3) 
can be re-written as:

� (3.4)

where SNRmin is the minimum SNR to detect the signal with an acceptable bit er-
ror rate (BER) and Smin is the minimum sensitivity of the receiver. As (3.4) shows, 
the receiver sensitivity depends directly on the NF, which is a parameter under the 
control of the circuit designer.

In wireless systems, a variety of blocker profiles are specified, which then pri-
marily determine the DR requirements of the receiver. One such requirement is 
the adjacent channel selection (ACS) [50], which is specified as shown in Fig. 3.3. 
In this scenario, strong undesired blocker signals are only one channel away from 
a weak desired signal, which is marked by “CH” in Fig. 3.3. The receiver signal 
is smaller than the adjacent channels by an amount specified as an undesired-to-
desired (U/D) ratio, usually expressed in a decibel scale. In conventional receiver 
design, the adjacent channel cannot be sufficiently filtered at the RF. This means 
that any RF amplifiers in the receiver chain must be able to handle such large block-
ers without producing nonlinear intermodulation tones that can interfere with the 
desired signal. When a blocker results in intermodulation terms that rise above the 
desired signal, the blocker is said to desensitize the receiver. The noise floor must 
also be kept sufficiently low for proper reception of the desired signal, as specified 
by (3.4).

Another blocking profile, which is an extension of ACS, is known as narrowband 
blocking [14]. In this scenario, the U/D ratios of several channels near the desired 
signal are specified, as shown in Fig.  3.4. The further away the channel is, the 
higher the U/D ratio specification becomes. As before, the intermodulation terms 
resulting from the blocker must not interfere with the desired signal reception.

Another important blocker profile receiver system is known as receiver cross-
modulation distortion (XMOD) [9]. This modulation scenario, shown in Fig. 3.5, 

P
kTR

R
kTRs av

s

in
, = ⋅ =

4

4

1

P P NF SNR BWsig tot Rs av out, , log( )= + + + ⋅10

S dBm Hz NF SNR BWmin min= − + + + ⋅174 10/ log( )

CH-1 CH CH+1

U/
D Fig. 3.3   Adjacent channel 

selection ( ACS) specification



34 3  Wideband Receiver Design

involves a single-tone carrier wave (CW) blocker, along with one or two modulated 
blocker signals (denoted here as CH + k, CH −  r). As with the other scenarios, the de-
sired signal is the weak desired signal at frequency CH. Due to a third-order distor-
tion, the CW can modulate with one or both of the blockers to produce tones within 
the band of interest, CH. This scenario is especially important in standards where 
duplex communication is allowed, such as code division multiple access (CDMA), 
UMTS, and some modes of LTE [29]. In duplex systems, one of the modulated 
blockers can be the transmitted signal from the same device where the receiver is 
located.

A typical front-end wireless receiver, a direct conversion receiver [61], is shown 
in Fig. 3.6. As the figure shows, the first block in the receiver is the low-noise ampli-
fier (LNA) followed by an RF filter. This is followed by a pair of quadrature mixers 
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Fig. 3.6   Typical direct conversion front-end wireless receiver
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that downconvert the desired signal into a complex (I/Q) signal. The baseband (BB) 
chain then further filters the undesired blockers and changes the gain of the received 
signal such as to fit the DR performance of the analog-to-digital converter (ADC).

The position of the LNA and RF filter may be interchanged depending on the 
system requirements of the receiver. The main trade-off is that an LNA first system 
results in a low-noise receiver, but may be susceptible to desensitization due to 
large blockers. An RF filter first system provides better immunity to blockers fur-
ther away from the desired signal, but on the expense of the receiver’s minimum 
sensitivity.

3.2 � Receiver Gain Control

The concept of variable gain control in a receiver is central to maximizing the per-
formance of the receiver. The receiver must be able to maximize its sensitivity for 
the weak faraway signals. In the presence of strong nearby transmitters, however, 
the sensitivity requirement of the receiver is somewhat relaxed. This means that the 
gain of each block in the receiver should be maximized in such a way that it does 
not desensitize the receiver. Consider a conceptual receiver shown in Fig. 3.7. There 
are three main components in each stage in the receiver: a variable gain amplifier 
(VGA), a filter, and an amplitude detector. Each VGA is followed by a filter block. 
The output of the VGA is fed into an amplitude detector, which then sets the optimal 
VGA gain in such a way that its output amplitude is maximized while avoiding in-
band intermodulation terms. The bandwidth of the gain control loop is selected in 
such a way that it introduces no significant abrupt amplitude shift in the received 
signal. After the downconversion mixer, the BB filters have sufficiently sharp re-
sponses to filter out adjacent blockers.

The above analysis assumes a continuous gain range in the VGAs. As will be 
seen in the next section, the penalty of continuous gain control range is the added 
noise and nonlinearity to the amplifier stage (i.e., worse dynamic range). This issue 
is especially pronounced for RF amplifiers. For this reason, wireless receivers also 
make use of discretely controlled amplifier gain settings, known as programmable 
gain amplifiers (PGAs). Although PGAs have superior dynamic range, abrupt gain 
shifts can cause system-level issues in the receiver. To illustrate this point, consider, 
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Fig. 3.7   Conceptual diagram of an receiver with optimal gain stages
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for example, a system where the RF amplifier shown in Fig. 3.7 is a PGA with 6 dB 
step sizes. This means that if the gain of the amplifier is abruptly increased, subse-
quent amplifiers would be required to handle a 6-dB-higher signal level before the 
downstream VGAs have sufficient time to respond. Conversely, if the gain of the 
amplifier is abruptly lowered, the noise of the subsequent stages would be more 
pronounced. Ultimately, the step size in a PGA would determine the trade-off be-
tween the overall complexity of the PGA versus the linearity and noise requirement 
of subsequent stages. Also, depending on the modulation scheme, abrupt amplitude 
changes may not be tolerated [49]. For example, in a high-order quadrature ampli-
tude modulation (QAM) signaling scheme (such as 64-QAM and higher), the step 
size must be limited to less than 1 dB. Moreover, analog television reception does 
not tolerate any abrupt amplitude changes, mandating the use of VGAs only [36].

Typical narrowband receivers have one or two automatic gain control loops: 
typically one for RF and another for the BB filters. In some receivers, only a BB 
AGC is used, where the detection is done after the ADC and the filtering of the adja-
cent blockers. The justification here is that the problematic blockers for the system 
are nearby blockers and cannot be filtered by an RF filter anyways. For these types 
of systems, the RF amplifier gain is adjusted depending only on the desired signal 
strength.

In wideband receivers for cognitive radios, however, multiple loop may be re-
quired, depending on the activity in the spectrum. If the user is in a metropolitan 
area, where the spectrum is reasonably used, the LNA gain must be lowered due to 
potentially problematic faraway blockers. In this case, the sense point for the au-
tomatic gain control has to be at the LNA and must control the LNA directly. LNA 
gain control is discussed in more detail in the next section.

The remainder of this chapter concentrates on detailed design trade-offs in a 
wideband receiver design as it pertains to cognitive radios. Wideband LNA topolo-
gies are discussed and compared. A wide variety of techniques for tunable RF filters 
are detailed. Finally, image rejection and harmonic rejection issues of downconver-
sion mixers are reviewed.

3.3 � Wideband LNA Design

The LNA is the central block in the receiver that has the strongest weight on the 
overall receiver NF. Before the wideband LNA design can be detailed, a few impor-
tant RF design concepts must first be reviewed.

Input Matching and Noise  One important assumption in deriving (3.4) was 
that the receiver is impedance matched to the source resistance. As can be seen in 
Fig. 3.6, the source impedance of the LNA is the antenna. In wireless systems, the 
antenna is assumed to have a 50-Ω impedance. In order to minimize the losses from 
the antenna to the LNA, the LNA input impedance must be tuned to facilitate the 
maximum power transfer from the antenna to the LNA. For maximum power trans-
fer, the LNA input impedance must be matched to the antenna impedance for the 
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desired signal bandwidth [43]. Consider a simple common-source (CS) amplifier 
with a resistor load as shown in Fig. 3.8. One way to guarantee wideband matching 
is to resistively terminate the amplifier with resistor R1 such that R1 = Rs. Although, 
conceptually, this would provide proper termination for the amplifier, it is impracti-
cal for low-noise designs. To understand why this is the case, the noise factor of the 
amplifier in Fig. 3.8 can be computed as:

�
(3.5)

As (3.5) shows, the minimum NF achievable is more than 3 dB if R1 = Rs, which is 
too high for the LNA design for cellular and television systems.

One common method for termination is to use passive reactive components, such 
as a degeneration inductor as shown in Fig. 3.9 [16]. The input impedance can be 
shown to be:

� (3.6)

where Cgs is the negative-channel field-effect transistor (NFET) gate-to-source ca-
pacitance, Ls is the degeneration inductance, and gm is the NFET transconductance. 

For an operating frequency of ω0
1

=
L Cs gs

, the reactive components of the imped-

F
R

R

R

g R R R g
s s

m s L m

= + + +






⋅ +








1

1 1 1

1 1

2

γ

Z s sL
sC

g L

Cin s
gs

m s

gs

( ) = + +
1

RL

Cgs

RS

VS
LS

ZIN 

RL

R1

RS

VS

 Fig. 3.8   Common-source 
amplifier with resistor input 
termination

Fig. 3.9   Narrowband 
low-noise amplifier ( LNA) 
matching using inductive 
degeneration



38 3  Wideband Receiver Design

ance cancel out and only the third term in (3.6), the real component, remains. This 
means that with proper choice of the degeneration inductance and NFET device 
size, a 50-Ω match at resonance frequency is possible.

An analysis of the schematic shown in Fig. 3.9, shows that the NF can be given as:

�
(3.7)

where ωT = 2πfT and fT is the NFET unity gain frequency in Hertz (Hz). As (3.7) 
shows, a NF of less than 3 dB is now possible, and would improve as the device fT is 
improved. The disadvantage of using inductor source degeneration is that the LNA 
bandwidth is now limited by the inductor–capacitor circuit (LC) tank formed by Ls 
and Cgs. Other parasitic effects such as the wire trace resistance and the parasitic 
NFET gate resistance must be included for a more accurate description of the NF.

Linearity  There are four main metrics that are used to quantify the linearity of a 
LNA. The first of these metrics is known as input-referred intercept point for the 
third-order distortion (IIP3). As its name implies, this metric is used to measure the 
third-order intermodulation (IM3) terms produced by two large tones, as shown in 
Fig. 3.10. The IIP3 metric itself is given as [23]:

�
(3.8)

where PBL is the rms power of the blocker, PIM3 is the power level of the third-order 
intermodulation terms. As shown in Fig. 3.10, this type of distortion is problematic 
if there are blockers PBL1 and PBL2 located at center frequencies of f1 and f2, respec-
tively, such that the desired signal is at a frequency 2f1 − f2 or 2f2 − f1. Typical values 
of IIP3 for a LNA are from − 5 to + 5 dBm.

The second of these metrics is known as input-referred intercept point for sec-
ond-order distortion (IIP2). As its name implies, this metric is used to measure the 
second-order intermodulation (IM2) terms produced by two large tones, as shown 
in Fig. 3.11. The IIP2 metric is given as [23]:

� (3.9)
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where PBL is the rms power of the blocker, PIM2 is the power level of the second-or-
der intermodulation terms. As Fig. 3.11 shows, if the two blockers are adjacent, the 
intermodulation terms are produced either at a very low frequency, or nearly double 
the blocker frequencies. This shows that blockers in the cellular band can result in 
distortion terms in the low-frequency television bands, for example. Alternately, 
two television signals and intermodulate at the receiver and produce a problematic 
IM2 term in the cellular band. For a conventional receiver, this is usually avoided by 
an external band-select filter, which filters blockers from other transmission stan-
dards. For a cognitive radio to make use of the maximum available spectrum, such 
external band-select filters should be avoided in favor of a tunable integrated filter.

The third common metric used to quantify the linearity of a receiver is known 
as the 1-dB compression point, or P1dB. The P1dB is defined as the input power level 
at which the gain of the amplifier drops by 1 dB due to nonlinear compression. 
This quantity is sometimes also used to define the DR of a receiver, as shown in 
Fig. 3.12. More specifically, DR is defined as

�
(3.10)

where Smin is the minimum detectable signal and the units are in decibels.
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The final metric that is commonly used to quantify linearity is known as XMOD, 
which is shown in Fig. 3.13. An amplitude-modulated (AM) blocker near the de-
sired signal results in distortion such that the sidebands at the modulated frequency 
appear next to the desired signal. The AM modulation can reach up to 100 %. This 
scenario emulates the condition when the blocker is a QAM-modulated signal. 
When a nearby blocker is AM modulated, it produces XMOD terms at frequency 
offsets equal to the AM modulation frequency. The amplitude of the cross-modula-
tion term is given as [48]:

� (3.11)

where m is the modulation index.

3.3.1 � Wideband Circuit Topologies

After introducing the critical metrics in LNA design, this section now focuses on 
wideband LNA circuit topologies. Figure 3.14 shows a survey of recent wideband 
(> 1 GHz bandwidth) LNA implementations [6–8, 17, 35, 38, 42, 45, 47, 51, 67, 71, 
72]. The NF and normalized IIP3 numbers are shown, where the normalization is 
with a unit gain value. As the figure shows, the NF varies from nearly 2–5 dB and 
IIP3 from − 15 to + 5 dBm.

The wideband LNA techniques can be broken into two categories. The first cat-
egory is the common gate (CG) LNA topology [33]. A differential version of the 
standard CG LNA is shown in Fig. 3.15. Note that an inductive bias circuit is chosen 
here to minimize noise, but is not necessary. The resistor Rin shown is an equivalent 
resistance to show where the input resistance is measured, and is not a physical 
resistor.

A summary of the voltage gain, input resistance, and noise factor for the CG 
LNA is shown in Table 3.1. The main salient feature of this topology is that the input 
matching can be adjusted by choice of gm1. The main drawback is high NF. For large 
channel lengths, the NF can reach a value of 3–4 dB. The NF significantly degrades 
as technology is scaled due to the significant increase of the noise parameter, γ. 
Linearity can also be problematic if the main source of nonlinearity is variation of 
the device VGS.
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The CG LNA topology can be improved through the use of negative feedback, as 
shown in Fig. 3.16 [33]. The cross-coupled capacitors C1 shown form a negative 
feedback value of − 1. As with Fig. 3.15, the Rin resistor element is an equivalent 
resistance denoting how the equivalent input resistance is measured, and is not a 
physical resistor.
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Fig. 3.14   Noise figure ( NF) versus normalized input-referred intercept point for the third-order 
distortion ( IIP3)
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A summary of the voltage gain, input resistance, and noise factor of the improved 
CG LNA is shown in Table 3.2. Comparing the performance with that of a conven-
tional CG LNA, the gain is increased by a factor of 2, but more importantly the main 
noise component, γ/α, is reduced by a factor of 2 as well. NF values of around 3 dB 
are possible with this topology.

One interesting variant of the CG LNA topology is to merge it with a CS stage 
in order to cancel the LNA noise [18]. Such a configuration is shown in Fig. 3.17 
below. A portion of the noise flowing through M1 to R1 is sensed as amplified by 
the M2–R2 branch. This produces an in-phase amplified noise component in the 
M2–R2 branch. By adjusting the M2 transconductance and the R2 resistor, the LNA 
can be tuned to cancel out the noise produced by the CG stage. This, of course, 
would result in an imbalance of common mode and swing between the two output 
differential nodes. This cancellation effect also excludes any kind of phase shifts 
that can result from parasitic capacitance along the CS and CG paths, which would 
be more pronounced at higher frequencies. There are several other variants on this 
topology that reduce the noise even further [2, 11, 15, 21, 59, 75]. A NF of at least 
3 dB is possible with this configuration over a very wideband of operation.
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Table 3.3 shows the performance summary of the CG–CS wideband LNA. The first 
term shows the noise-cancellation effect in the CG stage. The second term shows 
the noise of the CS stage, and the third stage is the noise due to the load. The table 
also shows that the input match is the same as a conventional CG wideband LNA.

The other category of wideband LNA techniques relies on feedback principles. 
One such commonly used topology is the resistive shunt feedback LNA [19, 20], 
shown in Fig. 3.18. The capacitor Cf helps in separating the direct current (DC) 
input bias from the output DC bias. It also helps to stabilize the gain over a wider 
frequency band. The capacitor Cgs is the gate-to-source capacitance of the NFET 
device.

One interesting feature of this topology is that the feedback mechanism has the 
positive effect of partially cancelling the input noise. Consider an input voltage 
noise to the LNA field-effect transistor (FET) device. The polarity of this input 
voltage noise is flipped when it appears at current drain noise. A fraction of that 
noise then travels along the feedback network and is multiplied by the source im-
pedance, Rs, to appear as voltage noise back into the FET input. Since the polarity 
of this noise is the opposite of the original voltage input noise source, it is partially 
canceled out depending on the transfer function along the feedback network back 
into the FET gate input. The degree of cancellation depends on the open loop gain 
of the amplifier as well as the feedback gain.

Table 3.3   Performance summary of common gate (CG) low-noise amplifier (LNA) topology with 
common-source (CS) stage for noise cancellation
Voltage gain

A
g R g R

g Rv
m m

m s

=
+

+
2

1
1 1 2 2

1

( )

Input resistance
R

gin
m

=
1

1

Noise factor
F

g R g R

A

g R R

A

R R R

A

m m

v

m s

v

v

= +
−

+

+
+

1
4

4

1 1 2 2
2

2
2 2

2

2

1 2 2
2

γ γ( ) /

( ) /

Vi

Vo
RL

Rs

Rf

Cgs1

Cf

 Fig. 3.18   Resistive shunt feed-
back low-noise amplifier ( LNA) 
circuit topology



44 3  Wideband Receiver Design

A summary of the performance of the resistive shunt feedback LNA is summarized 
in Table 3.4. The gain is negative for a large gm · Rf product, as expected. The input 
match is degraded by the Cgs, which is also expected. It is important to note that the 
input match is dependent on the feedback resistor as well as the load resistor. The 
NF improves for larger gm Rf products, but degrades as Rf is increased alone (second 
term of the expression dominates in that case). Sub-3 dB NF is possible with this 
topology.

Another common feedback LNA topology is the shunt–shunt feedback configu-
ration shown in Fig. 3.19 [13]. In this configuration, the input impedance is set by 
the feedback loop formed by M2 and Rf. The matching network effectiveness is 
limited by the closed loop bandwidth of the loop. The dominant pole is at the output 
LNA node. Transistor MCASC is a cascode transistor used to avoid the Miller effect 
of M1 [66]. The performance of the shunt–shunt feedback LNA is summarized in 
Table 3.5. One advantage of this topology over the resistive feedback LNA is that 
it offers a larger degree of freedom in that the matching is primarily determined by 
the feedback element M2 and Rf. The NF is inversely related to 1 + gm2Rf, whereas 
the input matching is directly related to the same quantity, introducing an interde-
pendence between the two.
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3.3.2 � LNA Gain Control

In order for a receiver to maximize performance given a spectrum environment, it 
is desirable to adjust the gain of the LNA to trade-off NF for linearity, as was illus-
trated in Sect. 3.2. There are two classes of LNA gain control: continuous (VGA) 
and discrete (PGA).

Discrete gain control can be applied to either CG LNA topologies or feedback 
type of topologies. Figure 3.20 shows a conceptual diagram of how a PGA can be 
applied to either type of wideband LNA topology. The first part of the PGA con-
sists of a programmable attenuator, with 6 dB of attenuation per stage. The second 
part of the PGA consists of the wideband amplifier, which can be a CG LNA or a 
feedback type LNA. The PGA shown would have a gain range of A-6 (dB) down 
to A-24 (dB). An extra programmable stage (not shown) to bypass the attenuator 
altogether can be used to maximize the gain of the LNA. In theory, an arbitrary 
number attenuation stages can be used to maximize the attenuation as desired. In 
practice, however, the parasitic coupling between the input and output nodes of 
the LNA would limit the achievable attenuation to around 50–60 dB for a fully 
integrated solution. Such coupling can be due to parasitic capacitance due to wire 
traces or due to substrate coupling between the input and output terminals of the 
attenuator.
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The programmable attenuator maintains a fixed input impedance of R0 if R = R0 
for all gain values. Also note that in the case of a CG amplifier, an extra degree of 
the freedom in the design space is offered. The input impedance of the CG stage no 
longer needs to be R0. Instead the parallel combination of the 2R resistor enabled 
and the input impedance of the CG has to be 2R. This allows a reduction of the 
required gm for matching, which can lead to lower power consumption. Similar 
optimizations can be done in the feedback LNA topologies when combining them 
with a variable attenuator.

The optimization of the switches in the PGA is also critical. On one hand, the on-
resistance of the switches must be minimized in order to reduce the noise due to the 
resistors. This is typically accomplished by sizing up the switches. Increased switch 
size, however, reduces the bandwidth of the attenuator. Also, distortion of the at-
tenuator may be introduced, especially for high blocker signals. This may be due 
to the body effect and the switch on-resistance variation with input signal swing. 
Techniques such as inserting a linearizing series resistor to the switch may be used 
on the expense of an increase in noise.

Continuous gain control is also possible. One such implementation is shown in 
Fig. 3.21 [10]. In this implementation, the wideband amplifier is broken into sev-
eral “sub-amplifiers,” each connected to an attenuation stage and a current steering 
differential pair is added to the input of each sub-amplifier, A. At any given gain 
control setting, only two sub-amplifiers are partially current steered. The rest of the 
cells are fully steered and hence the switches do not contribute to noise or linearity 
significantly. In this way, the sub-amplifier gain is effectively “soft switched” de-
pending on the VAGC control voltage.

Further optimizations to the LNA are possible depending on the topology of the 
amplifier. If a CG wideband LNA is considered for the amplifier implementation, 
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the order of the CG stage and the current steering stage can be swapped, as is shown 
in [10]. This helps to reduce the parasitic load to the input of the LNA. Continuous 
variable gain control can be applied to a resistive shunt feedback amplifier using 
the approach shown in Fig. 3.21 by breaking up the NFET shown in Fig. 3.18 into 
“sub-amplifiers” with current steering pairs as cascode devices. This topology is 
shown in Fig. 3.22. This approach, however, also affects the input matching. A simi-
lar technique can be used in the active shunt–shunt feedback amplifier introduced 
in Fig. 3.19.

Although it is possible to use the approach shown in Fig. 3.21 on amplifier to-
pologies other than CG (as shown in Fig. 3.22), alternate approaches may be more 
optimal. One such approach is based on the soft switching of resistors instead of 
transconductors [25], as shown in Fig. 3.23. In this way, the feedback resistor and 
load resistor in a resistive shunt feedback amplifier can be changed in order to affect 
the gain and input matching simultaneously.
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3.3.3 � Comparison and Summary

In this section, we have seen two categories of topologies for wideband LNAs. 
Other topologies exist, including wideband LC matching network techniques [44]. 
These techniques, however, do not lend themselves well for integration. A summary 
comparison of the two categories of techniques discussed above (CG vs. feedback 
topologies) is found in Table 3.6. As the table shows, the main trade-off is power 
consumption requirement versus noise requirement. The shunt feedback LNA to-
pologies offer lower NF, but at the expense of very large power consumption. The 
other trade-off is that the CG LNA only addresses input matching, whereas the 
shunt feedback LNA topology implicitly addresses both input matching as well as 
output matching.

Gain control is an important feature of any practical LNA design. Discrete gain 
control (resulting in PGAs) and continuous gain control (resulting in VGAs) were 
both covered. Design trade-offs in both techniques were discussed. Two topologies 
for continuous gain control were also covered.

3.4 � RF Tracking Filter

Another important RF block in a wideband receiver is an RF tracking filter. Con-
ventional narrowband wireless receivers do not use a tracking filter since they rely 
on an external surface acoustic wave (SAW) filter [58], as shown in Fig. 3.24. The 
external SAW filter guards the receiver from large external out-of-band (OOB) 
blockers.

Table 3.6   Comparison of common gate (CG) and shunt feedback wideband low-noise amplifiers 
(LNAs)

CG LNA Shunt Fdbk LNA
Noise figure 3–5 dB 2–5 dB
Voltage Gain 10–20 dB 10–20 dB
Linearity (IIP3) − 7 to + 7 dBm − 7 to + 7 dBm
Power 1–5 mW > 10 mW
Matching Input Input/output

SAW LNA

LO

Fig. 3.24   Conventional nar-
rowband wireless receiver
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SAW filters are especially important to guard against mixing OOB blockers due to 
higher-order harmonics present in the local oscillator (LO) signal. This scenario is 
illustrated in Fig. 3.25. The LO signal is usually a square wave signal, exhibiting 
strong odd-order harmonics. More specifically, a square wave LO signal can be 
expressed as:

�
(3.12)

From (3.12), it can be readily seen that the third-order harmonic is only 9.5 dB 
lower than the fundamental LO tone. This means that blockers at a frequency near 
3LO would be downconverted by the mixer and possibly distort the desired signal at 
baseband (BB). Similar argument would be true of all the other odd-order harmon-
ics of the LO (with decreasing magnitude with higher-order harmonic).

As stated earlier, narrowband wireless receivers avoid the issue of harmonic 
rejection through the use of an external SAW filter. SAW filters reject any OOB 
blockers, which may be located at the odd-order harmonics of the LO. Wideband 
wireless receivers, on the other hand, cannot make use of such SAW filters and must 
provide harmonic rejection through other means. One such method is through the 
use of an RF tracking filter. In this section, several types of RF tracking filters are 
detailed, each with its own set of trade-offs.

Another benefit of a tracking filter (or even an SAW filter) is that it limits the 
energy going into the LNA. Lower energy means that the LNA is not saturated with 
large blockers and the gain of the LNA can be increased, and hence increasing the 
sensitivity of the receiver.

The third benefit of filtering the RF spectrum before the downconversion mixer 
is enhanced image rejection. This is only important in systems where the signal is 
not converted directly to BB and, instead, is converted to an intermediate frequency 
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(IF). The benefit of converting to an IF frequency includes avoiding low-frequency 
noise (namely flicker noise), which can be quite problematic, especially in CMOS 
implementation of receivers [12].

To illustrate the concept of image rejection, consider the downconversion opera-
tion shown in Fig. 3.26. The image channel is located at LO + IF and the desired 
channel is located at LO −  IF. Since the LO contains both positive and negative 
frequency components, it would downconvert both the image channel at the de-
sired channel to both IF and − IF, thus smearing the desired channel with the image 
channel once downconverted. More specifically, the mixing terms − LO + (LO− IF) 
and LO − (LO + IF) would smear into − IF and the mixing terms LO − (LO − IF) and 
− LO + (LO + IF) would smear into IF. It is important to note that it requires both the 
LO signal and the RF signal to contain both negative and positive frequency com-
ponents (i.e., real signals). The importance and relevance of this point will become 
clear in the following sections. Furthermore, techniques to provide image rejection 
in the mixer are explored in Sect. 3.5.

3.4.1 � High-Q Tunable Passive Discrete Filters

RF tracking filters have historically been built using external discrete inductors, 
capacitors, and varactors as shown in Fig. 3.27 [74]. As the figure shows, a bank of 
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f1 f2

Fig. 3.26   Downconverter illustrating the concept of image folding onto the desired signal
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Fig. 3.27   Radio frequency ( RF) tracking filter using high-Q tunable passive devices
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varactors is usually used to extend the range of the tracking filter. It is important to 
note that a charge pump is required to boost the control voltage on the varactor to 
above the power supply voltage to maximize its tuning range. It is common for the 
tuning voltage to exceed 10 V [41]. This means that the varactor is implemented in 
a specialized technology capable of handling such high voltages. The main design 
challenge of this type of tuning filter is to minimize the insertion loss and maintain 
equal input and output matching over a large frequency tuning range. The insertion 
loss in the filter is due to parasitic resistances in the LC components, varactor, and 
wire trace resistance. Equal input and output matching is desirable for maximum 
power transfer from the antenna to the LNA.

Although the details of filter design is beyond the scope of this book, an over-
view of the design procedure for such filters is presented here to get a glimpse 
of the engineering trade-offs involved in such filters. The filter design starts with 
specifying the passband frequency and ripple, stopband frequency and ripple, as 
shown in Fig. 3.28. The type of filter is then selected. The three types of filters are 
Butterworth filter, Chebyshev filter, and Elliptical filter [70], as listed in Table 3.7. 
Cn

2 ( )ω  and Rn
2 ( )ω  Chebyshev and Elliptical polynomials, respectively. Once the 

filtering profile is selected, the choice between the filter types then becomes a trade-
off between the order of the filter (i.e., complexity and cost) and the group delay 
and ripple introduced by the filter. Transmission zeros may be added to tweak the 
filter design further. For example, adding zeros would alter the group delay of the 
filter, but on the expense of the filtering profile. Once the filter transfer function is 
determined, the LC component values and structures can be determined by partial 
fraction expansion of the filter transfer function [68].

Since it is desirable to have a tunable filter centered around the desired channel, 
a tunable band-pass filter is desired. Once the low-pass filter prototype’s poles and 

Fig. 3.28   Filter specifications
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zeros have been selected, the filter is translated into a band-pass filter using the fol-
lowing frequency translation equation [68]:

�
(3.13)

where w0 is the center frequency of the translated band-pass filter and is given 
by the geometric mean of the frequency passband boundaries of the band-pass re-
sponse ( )ω ω1 2 , and B is the bandwidth of the translated band-pass filter.

3.4.2 � On-Chip Active Tunable RF Filters

Although very low insertion loss filters over a wide tuning range are possible with 
an external LC-based tracking filter, the cost of such a filter may be too prohibitive 
for low-cost portable devices. One possible alternative is to use on-chip active tun-
able RF filters.

The first type of such filters discussed here is a partially integrated filter shown 
in Fig. 3.29 [37, 40]. In this type of filter, only a single external inductor is used 
and a bank of programmable on-chip high-Q capacitors is used. As the figure il-
lustrates, there are two methods of using the inductor. In the first method, shown in 
Fig. 3.29a, it can be used as an inductor load. In this case, the LC band-pass filtering 
occurs after the gain of the CS stage. This approach has two main drawbacks. First, 
the bulk of the nonlinearity of the CS stage is usually due to the Vgs variation of the 
amplifying FET device. Inserting the filter after the amplification stage does not 
protect this device from large blockers. The second drawback is that the inductor is 
inserted at a high impedance node. This means that since the inductor is external, 
there will be significant parasitic capacitance on that line, limiting the bandwidth 
at that node.
The second approach, shown in Fig. 3.29b, has the inductor placed at the source 
node of the FET device. In this configuration, it acts as a degeneration device. 
Moreover, computing the transfer function of the filter becomes:

′ =
+

s
B

s

s

ω0
2 1

Table 3.7   Filter selection
Specification Butterworth Chebyshev Elliptical
Transfer function (w/no 
zeros) T j

n
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ω
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2
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+
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( )
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ω
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2
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1

1
=

+

T j
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( )
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2
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1

1
=

+

Passband ripple + O −
Transition band − O +
Filter order − O +
Group delay + O −
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�
(3.14)

Note that to realize a band-pass filter operation at the output, a notch filter must be 
realized for Z(s). This has significant advantages. Firstly, the desired channel would 
be at the center frequency of that notch filter, maximizing the gain of the amplifier. 
At frequency offsets away from the desired channel, the degeneration impedance is 
high, thereby reducing the gain and linearizing the FET device more and protecting 
it against harmful OOB blockers.

The other approach to on-chip active filters is to have fully integrated filters. 
Active filter design will be discussed in more detail in Sect. 3.6. In this section, 
only two topologies will be discussed that are suitable for operation at RF frequen-
cies. The first is a transconductor-C resonator type of band-pass structure, shown 
in Fig. 3.30. The first transconductance ( gm,RF) stage converts the input RF voltage 
into a current. The back-to-back gm-C stages forms an active LC band-pass filter, or 
a gm-C resonator [1]. The transfer function of this filter is:

� (3.15)
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Fig. 3.29   Partially integrated radio frequency ( RF) tracking filter with a inductor load and b 
inductor degeneration
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where ω0 =
g

C
m  is the center frequency of the band-pass filter. The back-to-back gm 

devices effectively invert the impedance of the capacitor on the right-hand side into 
an active inductor, as seen at RFout. The main drawback of such filters is their high 
noise performance [46]. The center frequency of this gm-C band-pass filter can be 
tuned by tuning the capacitors, C, or the gm of the transconductors.

One alternative to using a gm-C resonator, is to use a source follower (SF)-based 
Sallen-Key (SK) filter biquad structure [63]. A low-pass second-order SK segment 
is shown in Fig. 3.31. This is a modified SK structure, where an additional SF stage 
is added to prevent a transmission zero that shorts the filter at high frequency and 
limits the attenuation that would otherwise be achievable with this filter [76]. Note 
that capacitors C1 and C2 are programmable in order to be able to tune the band-
width of this low-pass filter. The Sallen–Key second-order transfer function is in 
the form of

� (3.16)H s
s
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ω

ω

0
2

2 0
0
2

VDD

M1

M2

VDD

RFin RFout

C1

C2

R1 R2

Fig. 3.31   Second-order 
source follower-based Sal-
len–Key filter
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where ω π0 0 1 2 1 22= =f R R C C  and 
ω0

2

1 2

1 2

1

Q C

R R

R R
=

+







 . The Q-factor, which 

control the peaking of the response of the filter is given as:

�
(3.17)

It is important to stress the fact that this is a low-pass filter and not a band-pass filter. 
Although it is possible to implement a band-pass SK filter, a low-pass filter may be 
more desirable. The reason for this is that for the same filter complexity, a stronger 
roll-off frequency is possible with a low-pass filter, which aids in rejecting problem-
atic high-frequency blockers near the odd-order harmonics of the LO.

3.4.3 � Wideband Passive Sampled Filters

One class of filters that has recently been rediscovered relies on the sampling effect 
of a switch to upconvert a BB impedance. This technique was introduced many 
years ago in [32], but was recently rediscovered and introduced to a wireless re-
ceiver as was demonstrated in [3–5, 22, 35, 39, 52–54, 56, 59, 60]. The basic to-
pology of the circuit proposed in [3] is shown in Fig. 3.32. It relies on quadrature 
mixers to upconvert a complex (I/Q) BB impedance into a real impedance at the RF 
node. The center frequency of the upconverted impedance can be simply adjusted 
by tuning the mixer clock (CLK) frequency. More specifically, the ideal RF imped-
ance transfer function is

� (3.18)

where f0 is the fundamental frequency of the CLK signal.
The BB impedance shown in Fig. 3.32 consists of two capacitors with impedance 

of Z
sCBB I

BB I
,

_

=
1  and Z

sCBB Q
BB Q

,
_

=
1

 for the I and Q quadrature BB channels, 

respectively. Taking into account that the CLK frequency is a square waveform, it 
can be shown that the upconverted impedance can be given as:

�
(3.19)

where Rsw is the on-resistance of the mixer FET devices, ZB is the BB impedance 
which is given by ZB,I or ZB,Q as shown above. Rsw is an equivalent switch resistance 
of higher-order harmonics of the CLK signal aliased to the fundamental CLK fre-
quency, f0. It can be shown [4] that Rsw can be given as:

�
(3.20)
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In this analysis, the quadrature CLK signals are assumed to be nonoverlapping, or 
have a 25 % duty cycle. The helps to minimize the mixer insertion loss, or NF.

As alluded in (3.18), the BB impedance is essentially translated into an arbitrary 
RF frequency. This means that the bandwidth of the filter is ideally preserved, re-
gardless of the RF frequency chosen. This represents a breakthrough in filter selec-
tivity compared to the continuous-time filters discussed in the previous section. To 
understand this, the quality factor ( Q) of a filter is a measure of the sharpness of the 
filter and is given as

�
(3.21)

where f0 is the same as before, the center frequency of the RF filter and BW is the 
bandwidth of the RF filter. Since the bandwidth is preserved, increasing the RF fre-
quency results in higher Q, a feature not normally realizable by a continuous-time 
filter. For example, if a bandwidth of 10 MHz is selected with a center frequency of 
1 GHz, the quality factor is 100. This level of performance is considered difficult 
even if external inductor and capacitor components are used, but can be easily real-
ized by the sampled filter introduced in this section. Another important advantage 
that must be stressed is that the mixers used to upconvert the impedance are also 
used to downconvert the signal to BB, hence no additional downconverter mixers 
are necessary.
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Fig. 3.32   Circuit topology and waveforms shown the BB and upconverted RF impedance
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The sampled filter approach with a passive mixer is not without its drawbacks. 
The first drawback is the limitation of the stopband attenuation. To understand this, 
consider a receiver employing the proposed filter shown in Fig. 3.33. At frequen-
cies at the center of the band of interest, the upconverted impedance may be higher 
than the load resistor, RL. This means that the maximum gain of the RF amplifier is 
gm, RF · RL. At frequencies away from the desired channel, the upconverted imped-
ance shunts the load resistor RL, lowering the RF gain. This continues up until the 
second term in (3.19) becomes much less than the mixer on resistance, Rsw, resulting 
in an RF gain of gm,RF · Rsw. This means that the stopband attenuation is limited to 
the ratio of RL/Rsw, which typically does not exceed 15–20 dB.

Another point to make is that the noise and linearity of the BB impedance affects 
the RF signal directly. Since an RF filter is expected to be used to filter out large 
blockers that can otherwise saturate the receiver, the preferred BB impedance is a 
simple passive low-noise element, such as a capacitor. In theory, however, higher-
order impedances can be realized by active BB filters. One such approach is to use 
a generalized impedance converter (GIC) element [73], as shown in Fig. 3.34a. To 
realize higher-order filters, the impedance Z may be substituted by another GIC 
filter. In order to realize a low-pass filter, ZN is substituted by parallel resistor ca-
pacitor (RC) elements and ZP by a resistor, R1. The impedance of a single generic 
GIC is given as:

�
(3.22)

The input impedance of the schematic shown in Fig. 3.34b can be shown to be

�
(3.23)
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Fig. 3.33   A receiver employing a sampled filter with passive mixers

 



58 3  Wideband Receiver Design

Higher-order filters may be realized, but a third-order response was found suffi-
cient to provide significant filtering of adjacent channel blockers directly at an RF 
frequency.

Figure 3.35 shows the output RF impedance of the GIC filter clocked at 500 MHz 
frequency and compared to a simple capacitor load-based sampled filter. The switch 
on-resistance was near 60 Ω and the mixer on-resistance was nearly 25 Ω. The ra-
tio of the resistances would improve as technology is scaled. As the figure shows, 
the second-order GIC filter (GIC2) provides a significant filtering advantage over 
that of a simple capacitor BB impedance (RC filter). Also, the overshoot found in 
transfer function actually translated into notches around the desired channel, further 
attenuating the adjacent blocker. This, of course, comes at the expense of added 
phase shift to the desired channel. The third-order GIC filter (GIC3) provide even 
tighter filtering, but not as dramatic as the difference between GIC2 and “RC filter.”
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Fig. 3.34   a A generic generalized impedance converter ( GIC) filter and b a third-order GIC filter 
realization by cascading three GIC stages
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Another limitation of the sampled filter using a passive mixer is the harmonic re-
sponse of the filter itself. Although it forms a passband centered around the desired 
signal, it also has smaller passbands around harmonics of the CLK frequency. This 
is illustrated in Fig. 3.36. Notice that the harmonics are less than expected due to 
some attenuation of the harmonics by a passive RC filtering at the RF node.

3.4.4 � Wideband Active Sampled Filters

Another approach to a sample filter is to use active filters. The basic topology of 
such a filter is shown in Fig. 3.37. The k1 and k2 blocks are active downconverter 
and upconverter mixers. Both mixers are assumed to be quadrature mixers. The F(s) 
block is a complex (I and Q) BB transfer function. This topology has some similari-

Fig. 3.36   Harmonic impedance upconversion in a sampled filter

 

Fig. 3.35   Radio frequency ( RF) filtering waveform of a sampling filter with passive mixers and a 
generalized impedance converter ( GIC) baseband active filter
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ties and differences to the sampled filter with passive mixers. In both types of sam-
pled filters, a BB impedance (or transfer function) is upconverted to RF. Since pas-
sive mixers are bidirectional, only one set of quadrature mixers is required. Active 
mixers, on the other hand, are unidirectional, thereby mandating a pair of quadra-
ture mixers. The main advantage of the active sampled filter approach is that it does 
not suffer from the switch on-resistance limitation seen from the passive sampled 
filters. This means that very large stopband attenuation is, in theory, possible. To 
illustrate this point, note that the RF impedance, ZRF(s), in Fig. 3.37 can be given as:

�
(3.24)

This impedance will be in parallel with the RL load impedance as was shown in 
Fig. 3.33. This means that the stopband attenuation is now limited by the loop gain 
of the active sampled filter, which is a design parameter, as opposed to the FET on-
resistance, which is heavily technology dependent. The filter order and implemen-
tation is limited to guarantee stability of the filter. So for instance, if a high-order 
filter is chosen for F(s), a sharp roll-off RF filter would result. However, the loop 
gain may have to be lowered in order to guarantee stability. This would result in 
reduced stopband attenuation. This presents a fundamental trade-off between filter 
sharpness and stopband attenuation.

Another difference that stands out is that instead of upconverting an impedance 
per se, an RF impedance is set depending on the transfer function of a BB filter 
transfer function. The BB filter transfer function, however, is inverted when trans-
lated into an RF impedance, as is implied by (3.24). This is due to the fact that the 
up- and downconverter mixers act to invert the transfer function of the BB filter 
when seen at the RF node. This is similar to the back-to-back gm devices in the ac-
tive continuous-time filter shown in Fig. 3.30. Table 3.8 shows the correspondence 
between the RF impedances to the F(s)-transfer function of an active sampled filter. 
As it can be seen, there is a wide variety of RF transfer functions that are realizable 
using this technique.
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 Fig. 3.37   Wideband active 
sampled filter schematic
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Despite its many advantages, there are some limitations to the active sampled filter 
approach. The first is related to the filtering profile of F(s). For practical imple-
mentation, F(s) cannot contain a passband at high frequency. In order to understand 
why, consider a high-pass filter implementation of F(s). According to Table 3.8, this 
should result in a band-pass filter at RF. The filtering profile at the various stages 
of the filter is shown in Fig. 3.38. The first row shows the input RF signal, which is 
a symmetric real RF signal. The RF spectrum is first downconverted by multiply-

Table 3.8   Radio frequency (RF) impedance relationship with F(s) for active sampled filter
F(s) ZRF(s)
Low-pass filter Notch filter
High-pass filter Band-pass filter
Real band-pass filter Pair of frequency shifted notch filters
Complex band-pass filter Frequency shifted single notch filter
Real bandstop filter Pair of frequency shifted band-pass filters
Complex bandstop filter A single frequency shifted band-pass filter

0 fRF

-fRF-fLO

0 fLO-fLO

fRF-fLOfLO-fRF fLO+fRF

fLO-fLO

-fRF-2fLO fRF-fRF 2fLO+fRF
Fig. 3.38   Scenario where a high-pass filter is selected for F(s) in an active sampled filter
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ing it with the second row, the LO signal. The downconverted signal is then high-
pass filtered, eliminating the low-frequency content, while preserving the content at 
LO + RF and − LO − RF. There lies the first difficulty, which is that the bandwidth of 
the high-pass filter must be twice that of the RF frequency band. This is impractical 
in most cases. The remaining high-frequency signal is then mixed again with the 
upconversion mixer. However, instead of upconverting, the second set of mixers 
mix the LO + RF and − LO − RF back to RF and − RF (in addition to 2LO + RF and 
− 2LO − RF). This means that the desired signal will now be subtracted from the RF 
spectrum! This analysis shows that the only practical choices for F(s) are low-pass, 
real band-pass and complex band-pass filters (i.e., only three of the six choices 
shown in Table 3.8).

Another important point to note is that a separate downconverter mixer is re-
quired to demodulate the desired signal to BB, since the BB and RF filters are 
inverses of one another. This would imply that the signal would be attenuated either 
at RF or BB, if we attempt to use the sampled active filter as a downconverter as 
well. This creates a more complex system, but depending on the overall filtering 
requirements, an active sampled filter may still be feasible from an area and power 
consumption point of view.

This above analysis does not mean that RF band-pass filter implementation based 
on the active sampled approach is not possible. One way to implement a band-pass 
filter is to use a hybrid of an active sampled filter and an active continuous-time 
filter, as shown in Fig. 3.39. The upconverter and downconverter mixers are broken 
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Fig. 3.39   Practical implementation of a band-pass active sampled filter

 



633.4 � RF Tracking Filter�

into gm stages and mixing devices. The gm1 devices operate at RF frequency and 
work to invert the transfer function of the active sampled filter. In other words, 
if the impedance Z, is a low-pass filter, then the RF impedance Zin is a band-pass 
response. This filter does not suffer from the impairment shown in Fig. 3.38. The 
transfer function of this filter then becomes

�
(3.25)

Another issue with the active sampled filter is that of LO feedthrough. If a low-pass 
filter is used to realize a notch filter at the output, the LO tone would appear in cen-
ter of the notch filter, limiting the amount of rejection possible with a notch filter. 
One possible solution is to use a complex band-pass filter (CBPF) to offset the LO 
frequency away from the notch filtering area. This concept is shown in Fig. 3.40. 
The CBPF center frequency is − fc and translated to an RF notch filter centered at 
fclk − fc.

Figure 3.41 shows a sample of a notch filter implemented with a CBPF with a 
center frequency of 10 MHz. A center frequency of 800 MHz is shown. The filter 
was implemented in a 0.35-µm bipolar complementary metal–oxide–semiconduc-
tor (BiCMOS) technology to provide image rejection. The overshoot seen at the 
high-frequency end of the notch filter is due to the interaction of the high-frequency 
poles at the RF node with the poles introduced by the notch filter.

Another important issue in active sampled filter design is with regards to the 
shape of the LO signal. Normally, the LO signal is a square wave exhibiting a strong 
odd-order harmonics as seen before. As with the passive sampled filter approach, 
signal content at a higher-order harmonics can alias into the band of interest. When 
designing a notch filter, the alias terms would limit the notch depth. For example, 
the third-order harmonic is 9.5  dB lower than the fundamental. Given a loss of 
nearly 4 dB in the mixer quadrature switching network, this gives a maximum notch 
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Fig. 3.40   Active sampled filter using a complex band-pass filter F(s)
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depth of around 13.5  dB. In order to reach notch depths higher than this value, 
either the LO harmonics need to be filtered or the RF signal needs to be filtered at 
the harmonics.

Both techniques listed in the previous paragraph of improving the notch depth 
can be used, as shown in Fig. 3.42. A simple tunable RC filter would provide some 
degree of rejecting RF content near the harmonics of the LO. A parallel path to the 
mixer is added clocked at 3LO with one third the amplitude (or 9.5 dB lower). The 
contents of this path subtracted from the output of the mixer. Both downconverter 
and upconverter mixers are equipped with this parallel path. This effectively nulls 
the third harmonic content of the LO. The phase and amplitude matching between 
the two phases is important, but somewhat relaxed since the maximum desired 
notch depth would hardly exceed 30 dB for most applications. The next problem-
atic harmonic is the fifth harmonic, at a maximum strength of nearly 14 dB. Given 
that the RC filter can give at least an additional 6 dB, a notch depth of nearly 24 dB 
is readily achievable.

Another issue with the active harmonic filter is that it cannot be used to reject 
the image frequency if the same CLK signal is used for the LO downconverter. To 
understand this, consider the scenario shown in Fig. 3.43. When using the same LO, 
the CBPF is centered at the image frequency at a distance of IF = IM − LO. Since 
this is the same distance from the channel (LO − CH = IF), a component of the image 
blocker smears the desired signal depending of the I/Q mismatch in the downcon-

Fig. 3.41   Implementation of an active sampled notch filter using a complex band-pass filter 
( CBPF)
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verter mixer. It is important to note that this smearing occurs before the CBPF is 
able to filter the image blocker. Assuming an I/Q matching of 30–40 dB, this means 
that a significant portion of the image may now smear the desired signal. After 
upconversion, the blocker may not be well filtered due to a portion of the signal 
appearing in the blocker; and worse yet, a portion of the blocker may now alias into 
the signal at RF before any downconversion. This shows that if filtering the image 
blocker is desired, then a different LO signal is required to avoid this issue.

The assumption in all the above analysis is that only one LO signal is used. As 
seen above, with the image rejection concern, a different LO may be required. This 
of course, would add complexity to the design not only from a hardware point of 
view but also from a frequency planning point of view. Since both CLK signals can 
contain harmonics, a blocker can now beat with any integer multiple of the filter 
CLK’s harmonics and the main downconverter’s LO harmonics to smear the down-
converted desired signal. Although complex, this analysis is tractable and resembles 
that of frequency planning in heterodyne receivers.

3.4.5 � Wideband Complex Sampled Filters

As we have seen in the last section, the use of complex filters can be advantageous. 
One interesting receiver architecture that has been proposed in the past is called a 
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Fig. 3.42   Practical active sampled filter with third harmonic path
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double quadrature downconverter, shown in Fig. 3.44 [62]. As the figure shows, it 
relies on generating a quadrature RF signal, then using two sets of quadrature down-
converter mixers BB I and Q channels are formed. A polyphase filter then follows 
the mixers. The main purpose of such a receiver is to offer some image rejection 
at RF before downconversion, to augment the image rejection realized by the BB 
polyphase filter.

To understand why converting the RF signal into a complex signal aids in im-
age rejection, recall the discussion in the beginning of Sect. 3.4 when image rejec-
tion was introduced. More specifically, it was mentioned that when an image is 
located at LO + IF and the desired channel is located at LO − IF, the mixing terms 
− LO + (LO − IF) and LO − (LO + IF) would smear together. Essentially, the signal 
from the positive frequency and the image from the negative frequency would smear 
(and vice versa). This means that if a complex RF signal is generated that contains 
only negative (or positive) frequency content, then image smearing is avoided alto-
gether. This is exactly what a polyphase filter attempts to do.

The real RF signal is converted to a complex (I/Q) RF signal through the use 
of a passive polyphase filter, consisting of a network of resistors and capacitors, 
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Fig. 3.43   Image rejection in active sampled filter

 



673.4 � RF Tracking Filter�

as shown in Fig. 3.44. The frequency response of a polyphase filter is asymmetric 
around the frequency axis, rejecting negative frequency content while passing posi-
tive frequency content, or vice versa. This is done by inserting a complex notch at 
only one side of the frequency axis, at center frequency given by the product of RC. 
If wideband image rejection is desired, several polyphase filters can be cascaded, 
each with a different notch location. An illustration of the RF and the resulting IF 
frequency spectrum is shown in Fig. 3.45. Notice the four notches in the negative 
frequency of the RF spectrum, created by a fourth-order polyphase filter.

The main drawback of such a topology is that each polyphase filter stage intro-
duces a loss, hence adding to the receiver NF. Another issue with a passive poly-
phase filter operating at RF frequencies is that tuning the RC center frequency to 
account for process and temperature drifts is difficult to implement without increas-
ing the noise and nonlinearity significantly (by adding FET switches to trim the 
resistor, for example).

Fig. 3.44   Double quadrature downconverter

 

Fig. 3.45   Radio frequency 
( RF) and resulting intermedi-
ate frequency ( IF) spectrum 
of a double quadrature 
receiver
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An alternate method of implementing a double quadrature receiver is through the 
use of a complex sampled filter, as shown in Fig. 3.46 [26]. The proposed wideband 
receiver avoids the use of passive polyphase filters and instead upconverts a com-
plex impedance to convert the RF signal into a complex signal. This can be accom-
plished through the use of a gm-C resonator core operating at a desired IF frequency. 
The phase shift at the resonance frequency between the two resonator nodes is 90°. 
Using passive mixers, each resonator node can be upconverted to two independent 
RF nodes at a frequency selected by the LO, resulting in a quadrature RF signal.

There are a few advantages to this architecture. First, there is no tuning required 
for any RF filters, only the low-frequency gm-C resonator frequency. Secondly, 
since passive mixers are used, the conversion is bidirectional, meaning that the gm-
C resonator and mixers can be used as downconveters as well. Thirdly, the resulting 
CBPF is sharp enough to provide some attenuation of blockers in addition to the 
image rejection.

The proposed double quadrature receiver utilizing a complex sampled filter was 
implemented in a 0.13-µm CMOS technology. The IF selected was 40 MHz. Fig-
ure 3.47 shows a frequency spectrum waveform demonstrating the complex filter-
ing function with a center frequency of 360 MHz (and LO frequency of 400 MHz). 
The negative frequency filtering function was folded on this plot, as shown. An 
image rejection of nearly 20 dB is demonstrated with a fairly wide band-pass filter 
bandwidth of 15 MHz. In addition to image rejection, faraway blockers are also at-
tenuated up to 17 dB.

3.4.6 � Comparison and Summary

In this section, a variety of RF filtering techniques has been introduced. This ranged 
from LC-based RF tracking filters to integrated sampled filters. A comparison 
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Fig. 3.46   Double quadrature receiver utilizing a complex sampled filter
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summary of the different filtering techniques is shown in Table 3.9. As the table 
shows, each filter has its own trade-offs. Although sampled filters are powerful 
tools, there are two words of caution that must be said about them. Firstly, they 
are incapable of rejecting harmonics of the LO (or CLK signal). The reason for 
this should be obvious from their name. They become more powerful when com-
bined with a continuous-time filter. Such an example was demonstrated when a 
continuous-time RC filter was used to augment the active sampled filter to improve 
its notch depth. The second note about sampled filters is that blockers may beat 
or mix with the LO signal to produce tones that smear the desired signal. Another 
possible scenario is that a blocker at a benign frequency can mix with the LO to a 
problematic frequency, which can saturate the receiver. Careful frequency planning 
is always advised when using sampled filters.

Table 3.9   Comparison summary of various radio frequency (RF) filtering techniques
LC + varac LC hybrid 

on-chip
Active RC Passive 

sampled
Active 
sampled

Complex 
sampled

Area Highest High Low/mid Lowest High Low
On-chip No Partial Yes Yes Yes Yes
Power Lowest Low Highest Lowest High Low
Max atten > 60 dB > 40 dB > 60 dB 15–20 dB 15–30 dB 15–20 dB
BW (MHz) 10–20 10–50 10–100 1–20 + 1–20 + 5–20 +
Q 5–20 5–20 < 4 > 100 > 100 > 100

BW bandwidth, RC resistor capacitor

Fig. 3.47   Output frequency spectrum of proposed complex sampled filter
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3.5 � Downconversion Mixers

Once the RF spectrum has been sufficiently preconditioned (filtered and gained 
up/down), the RF spectrum frequency is translated by the downconversion mixer. 
The main purpose of the downconversion mixer is to simplify the requirements on 
the ADC. By translating the frequency down to BB or an IF, the required operat-
ing frequency of the ADC is lowered and as a result its power consumption and 
resolution are enhanced. As technology is scaled, this advantage diminishes. The 
main drawback of downconversion mixers is that the LO signal used to drive mix-
ers is usually polluted with higher-order harmonics causing secondary undesirable 
frequency translations. One such translation that was introduced in the previous 
section is image blocker smearing. Another one that was also introduced earlier is 
harmonic blocker smearing. Adding image and harmonic blocker rejection into the 
downconversion mixer greatly enhances the performance of the receiver.

3.5.1 � Image Reject Mixer

Image rejection in mixers was somewhat introduced in the previous section. A ge-
neric downconverter is shown in Fig. 3.48. The quadrature I/Q signals are combined 
to form a real signal. This is accomplished by first phase-shifting the Q signal by 
90° then subtracted from the I signal.

The detailed steps of how the RF signal is downconverted is shown in Fig. 3.49. 
A sample real signal (labeled 1 and 4) and a real blocker (labeled 2 and 3) are 
shown. The blocker is located at the image frequency. The quadrature LO signals 
are shown in the second and third row. The fourth row is the downconverted signal 
in the I channel. As shown, both the image and the channel occupy the same fre-
quency spectrum with the same polarity. The fifth row is the downconverted signal 
in the Q channel. The main difference here is that the negative frequency content of 
the blocker is inverted. Adding the fourth and fifth row together cancels the image 
blocker, but it also cancels the desired signal. For this reason the fifth row is mul-
tiplied by a 90°, or polyphase shifted first with respect to the I channel. The math-
ematical operation of a polyphase shift, in this case, is that it inverts all negative 
frequency content. So now, we can subtract a 90° phase-shifted Q signal from I and 

Fig. 3.48   Generic downconverter with real signal output
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the image blocker should cancel out and the desired signals add in phase, resulting 
in the spectrum shown in the last row of Fig. 3.49.

As is implied in the last step of Fig. 3.49, two signals need to cancel out perfectly 
in order to eliminate the image. In many applications, image rejection exceeding 
60 dBc is required. The main cause of degradation of image rejection in receivers is 
mismatch in both phase and amplitude in the I and Q channels of the downconver-
sion mixer. More specifically, the image rejection ratio (IRR) can be defined as [57]:

�
(3.26)

where ∆A is the gain mismatch and ∆θ is the phase mismatch between the I and 
Q channels. The gain mismatch results primarily from the mixer devices them-
selves. This mismatch is usually random device mismatch, or systematic mismatch 
due to layout asymmetries. The phase mismatch, however, results primarily from 
phase mismatches in the quadrature LO signals going into the mixer due to different 
parasitic paths. This mismatch component can be systematic and/or frequency de-
pendent. IRR values of 30–50 dB are typically achievable without calibration [24].
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Fig. 3.49   Downconversion steps resulting in a real downconverted signal
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3.5.2 � Harmonic Reject Mixer

Another important feature in downconversion mixers is the ability to avoid block-
ers near the harmonics of the LO from smearing the desired signal at BB. The 
LO is always assumed to be either a square wave signal or a close approximation 
to a square wave, such that the even-order harmonics are small compared to the 
odd-order harmonics of the LO. The harmonic rejection issue is demonstrated in 
Fig. 3.50. The figure demonstrates blockers near the third and fifth harmonics of 
the LO. The desired signal is near LO. After downconversion, the desired signal is 
downconverted and smeared with both blockers.

One popular method of building harmonic rejection into the downconverter mix-
er is to “linearize” the LO signal [28]. This can be done by appropriately weighting 
eight phases of the LO signal as shown in Fig. 3.51. This effectively creates an LO 
waveform that looks more sinusoidal and eliminates the two nearest harmonics, 
namely the third and fifth harmonics.

This concept was extended in [30] by replacing the LO signal with a direct digi-
tal synthesizer (DDS). An input CLK frequency of 3 GHz was used (the maximum 
LO frequency synthesized was 1 GHz). The sine wave is synthesized by binary 
weighting the RF signal before multiplying (or mixing it) with the appropriate bit 
from the DDS. A 10-bit DDS was chosen to guarantee a 60-dB spurious-free dy-
namic range (SFDR). The mixer is now essentially a bank of well-matched and 
weighted transconductor cells with switching devices. The outputs of the switching 
devices is current and are summed by a resistor at BB Fig. 3.52.

�Summary

In this chapter, the components of a wideband receiver have been detailed. First, a 
discussion on the requirements for wideband receivers was given. Wideband LNA 
topologies were then discussed and categorized into either CG techniques or feed-
back techniques. A detailed analysis and trade-off of each was given. The concept 

fLO

RF
spectrum

-fLO 3fLO 5fLO-3fLO-5fLO

fIF

IF spectrum

Fig. 3.50   Demonstration of harmonic blocker issue in receivers
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of variable gain control was discussed. Different techniques for gain control were 
detailed. RF tracking filter techniques were then given. Each technique was detailed 
and the design trade-offs of each was given. Finally, a discussion of image and har-
monic rejection techniques in downconversion mixers was given.

Fig. 3.52   A direct digital 
synthesizer ( DDS) approach 
to harmonic rejection

 

Fig. 3.51   Harmonic reject mixer by eight local oscillator ( LO) phases
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One important concept in receiver design is that of cascaded performance. As 
was discussed earlier, the DR of the receiver is maximized by adjusting the gain 
control of the LNA and possibly BB amplifiers. One possible scenario of a gain 
lineup is shown in Fig. 3.53. The optimization starting point is from the ADC. Giv-
en the ADC performance, the requirements for the BB filters, VGA, gain control 
in LNA, RF filter are all determined. If a high-resolution ADC is designed, then 
the receiver components can be greatly simplified as more of the filtering can be 
accomplished in the digital domain. The two lines shown represent the DR of each 
block. The lower line represents the noise floor of the block and the upper line 
is represents the P1dB of each block. As the figure shows, the LNA has the best 
noise floor, but the worst P1dB performance. On the other hand, the BB filters and 
VGA have the worst noise performance, but the best linearity numbers. This type of 
lineup is typical in receiver design.

The cascaded NF is dominated by the LNA, with each block contributing de-
pending on the gain of the block preceding it. More specifically, the cascaded noise 
factor of a receiver is given by Friis’ formula as [69]:

�
(3.27)

where Fi is the noise factor of an individual block i and Gi is the power gain of an 
individual block i.

Conversely, the cascaded linearity performance is dominated by ADC, with each 
preceding block contributing depending on the gain of the previous block. More 
specifically, the cascaded IIP3 for a receiver is given by [69]:

�
(3.28)

This is a linear scale value. To convert it to decibels, ten times logarithm of (3.28) 
must be taken.
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From a physical standpoint, the distinguishing feature of a cognitive radio (CR) is 
the spectrum sensing unit (SSU). The SSU must be designed in such a way that it can 
scan the entire frequency spectrum and locate unused channels. The location of un-
used channels is not a trivial task for two main reasons. First, the frequency spectrum 
band may be large and hence sensing the entire spectrum may be impractically time 
consuming. Second, the detection of weak signals must be distinguished from noise 
generated by an unlicensed interferer. The second point indicates that a simple en-
ergy metric is not sufficient. In this chapter, sensing requirements for CR are listed. 
This is followed by a set of techniques that can enhance the performance of the SSU.

4.1 � Requirements and Challenges

One central component in any cognitive radio (CR) is the ability to detect if chan-
nels in a frequency spectrum are being used by primary users. As was described 
in Chap. 2, the CR user equipment normally does not have a dedicated channel to 
transmit data. It shares a certain frequency spectrum with the primary user. A spec-
trum sensor must then be able to scan the entire spectrum and check whether there is 
an active user in a given channel or not. In Sect. 2.5, a brief introduction to spectrum 
sensing was given. The remainder of this chapter is dedicated to a more detailed 
discussion of spectrum sensing, its requirements and implementation.

To appreciate challenge of spectrum sensing compared to regular RF signal re-
ception, one must remember the main purpose of spectrum sensing: to reliably de-
termine the vacancy of a certain channel. This is challenging since the spectrum 
sensor must be able to distinguish a weak signal from the noise floor. In other words, 
it must measure the noise with sufficient accuracy to determine it is indeed noise! 
Consider, for example, the sensing requirements as dictated by the IEEE 802.22 
standard, listed in Table 4.1. A receiver noise figure of 6 dB and 0 dBi antenna gain 
were assumed in the calculations of the receiver noise floor and signal-to-noise 
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ratio (SNR)min, respectively. It is important to note that the antenna gain of portable 
devices is usually –3 to –5 dBi. The fact that an SNR < 0 dB is required for detec-
tion illustrates on reason why the spectrum sensing requirements are even more 
stringent than that of a regular wireless receiver.

To understand why SNR < 0 dB must be detected, consider the scenario shown 
in Fig. 4.1, which is known as the hidden incumbent problem [2]. The CR is shown 
to be some distance from the primary transmitter, which is further from a primary 
receiver. The primary receiver is designed to receive the data signal from the trans-
mitter with a specified minimum sensitivity level. By the time the signal from the 
primary transmitter reaches the CR, it will be below the noise floor. If the CR be-
lieves that this channel is not used, it will transmit on that same channel. Wireless 
standards regulate the maximum amplitude of this condition to be below the desired 
channel by a ratio called signal-to-interference (SIR) ratio. For example, analog TV 
specifies an SIR of 34 dB and digital TV an SIR of 23 dB [3]. This means that the 
CR must transmit at a level such that its signal, when received by the primary re-
ceiver, is still below the received primary signal by SIR dB. In mathematical terms, 
the minimum SNR required to be sensed by the CR is [4]:

� (4.1)

where Pp minimum is the transmit power of the primary user, L(D, R) is the path 
loss of the transmitted signal from the primary transmitter (D) to the primary re-
ceiver (R), and N is the worst-case noise floor of the system as seen at the CR. 
Computing (4.1) would yield the last column shown in Table 4.1.

A sense requirements of SNR < 0 dB also implies a long detection time, where 
several samples are required to average out the noise floor. This is difficult due to 
two main reasons. Firstly, there is uncertainty in the channel spectrum. In a wireless 
environment, the channel experiences fading or shadowing as was demonstrated in 
Chap. 2. This can cause a channel to seem unused; when in reality the primary user 
is temporarily blocked or faded. Without using any advanced techniques, as will 
be shown in Sect. 4.3, this would mandate an additional 20–30 dB of sensitivity 
requirements on the spectrum sensor.

SNR
P L D R

Nmin
p=

( , )

Table 4.1   IEEE 802.22 signal sense requirements (FCC 2010 ruling) [1]
Signal type Minimum level 

(dBm)
Bandwidth Rx noise floor 

(dBm)
SNR, min (dB)

ATSC (digital 
TV)

− 114 6 MHz − 100 − 14

NTSC (analog 
TV)

− 114 6 MHz 
(100 KHz)

− 100 − 14

Wireless 
Microphone

− 107 200 KHz − 115   + 8

IEEE Institute of Electrical and Electronics Engineers, SNR signal-to-noise ratio, ATSC Advanced 
Television Systems Committee, NTSC National Television System Committee
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The second difficulty resulting from a long detection time is uncertainty in the 
noise floor. As will be shown in the following sections, an estimate of the noise 
floor in the system is necessary to make an accurate measure of whether a signal 
is present or not. The noise in the system is time varying due to, again, the time-
varying nature of the channel. A nearby blocker, for instance, may be temporarily 
faded, but then appear at full strength a short time later and raise the noise floor of 
the channel being sensed.

Besides from stringent noise requirements, wideband receiver linearity may pre-
vent the detection of unused channels. Consider, for example, the scenario shown 
in Fig. 4.2. In this scenario, large multiple blockers occupy the frequency spectrum. 
These blockers cause intermodulation and cross-modulation terms that may land in 
unused channels. These terms would cause the spectrum sensor to falsely report that 
a channel is used [5].

4.2 � Spectrum Sensing Techniques

There are a wide variety of techniques for spectrum sensing, each with its own 
set of advantages and disadvantages. The issue of spectrum sensing in CRs is still 
an open research area as this issue has not been satisfactorily resolved. There are 

Fig. 4.1   Cognitive radio reception illustration
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many research papers detailing various methods of spectrum sensing showing ex-
cellent performance; however, significant performance degradation is exhibited in 
commercial settings. Consider, for example, a recent study done to evaluate the 
performance of various television white space (TVWS) devices from various ven-
dors, shown in Table 4.2 [6]. As the table shows, it is difficult to balance proper 
detection of various television signals from the false alarm rate. The reason for this 
depends on where the threshold metric for detection is set. If the detection threshold 
is too loose, there will be a high probability of collisions, leading to low numbers 
in columns 2 and 3 of Table 4.2. On the other hand, if the threshold metric is set 
too tight, then there will be a high probability of false alarms and the spectrum is 
wasted. For example, the last row shows an implementation from Philips, which 
is able to have 100 % correct detection rate for both analog and digital TV signals. 
The same device, however, identified signature of television signals in 85 % of the 
unused channels!

The detection problem can be formulated as follows. A given channel is either 
unused or has a primary user active. Let H0 denote the condition that the channel is 
unused and H1 be the condition that the channel is used by a primary user, as shown 
in Fig. 4.3. The noise signal is denoted as W[n], the primary user signal is denoted 
as X[n], and the total received signal at the detector is Y[n]. The averaging window 
is N and the output of the detector is ˆ .H  The two measures that the detector must 
determine is the probability of a false alarm ( PFA) and the probability of missed 
detection ( PMD). The two metrics can be given as:

� (4.2)P P H H HFA = ={ | }�
1 0

Table 4.2   Example of recent study of evaluation of the spectrum sensors of commercial cognitive 
radio implementations
TVWS Device Detection rate of 

ATSC signal (%)
Detection rate of 
NTSC signal (%)

False alarm rate (%)

Adaptrum 91 89 25
I2R 94 25 19
Motorola 90 – 36
Philips 100 100 85

ATSC Advanced Television Systems Committee, NTSC National Television System Committee, 
TVWS television white space

Corrupted spectrum

Input spectrum

 Fig. 4.2   Whitespace not 
detected due to wideband 
receiver nonlinearity
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and

� (4.3)

Assuming that W[n] is additive white noise with a Guassian distribution, (4.2) and 
(4.3) can be expressed as:

� (4.4)

and

� (4.5)

where μ0 and μ1 are the mean values of the noise and noise plus signal, respectively, 
σ0 and σ1 are the standard deviations of the noise and noise plus signal, respectively, 
K is fixed threshold value and Q is the Gaussian distribution given by

� (4.6)

The IEEE 802.22 standard specifies that both the probability of a false alarm ( PFA) 
and the probability of a missed detection ( PMD) must both be less than 10 % for a 
detector sensitivity of better than − 114 dBm (over a 6-MHz channel) [7]. There are 
several detection methods that will be reviewed next. Each detection method dem-
onstrates a trade-off between hardware simplicity and detection sensitivity.

4.2.1 � Energy-Based Sensing

There are three main categories of techniques for spectrum sensing. The first of 
these techniques is known as energy-based sensing. As its name implies, it simply 
senses the total energy in a channel. If the energy is small, then the channel is as-
sumed to be vacant. In mathematical terms, the sense energy can be given as [8]:

� (4.7)

P P H H HMD = ={ | }�
0 1

P Q
K

FA =
−








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Fig. 4.3   Spectrum sensing 
problem formulation
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where N is the number of samples to be averaged and y( m) is the sampled input sig-
nal from the spectrum. For every doubling of N, the detection noise floor is reduced 
by 3 dB. In theory, N can be increased until the noise floor is pushed below the 
signal to be detected. Another way to view this is that if there is some uncertainty 
in detecting the signal, and the uncertainty has a uniformly random distribution, the 
variance will decrease linearly with N, until the variance is 0 as N→∞ and the signal 
can be detected with absolute certainty.

For an energy-based sensing technique, Ĥ  (as shown in Fig. 4.3) can be given 
as [9]:

� (4.8)

where γ  is a fixed threshold. As stated earlier, N can be increased until the noise 
floor is pushed below the signal to be detected. In practice, however, there is a level 
of uncertainty in the noise floor. This can be due to several factors including time-
varying channel conditions as well as variation in the noise figure of the receiver 
over time. The noise figure of the receiver varies due to temperature drifts or dif-
ferent modules near the receiver turning on or off. This level of uncertainty in noise 
can be expressed as:

� (4.9)

where x is the uncertainty in received noise level. This uncertainty places a lower 
bound beyond which the noise cannot be reduced reliably, limiting the usefulness of 
increasing the averaging window. Instead of having absolute mean values, the PMD 
and PFA probability distribution now have mean values m0 and m1, both of which are 
random variables. Two scenarios are illustrated in Fig. 4.4. In Fig. 4.4a, the varia-
tion in m0 and m1 produce a worst-case scenario where the two distributions, PFA 
and PMD, are close to one another. Tightening up the variances to achieve the desired 
PFA and PMD levels is possible by increasing the detection window interval, N. In 
Fig. 4.4b, the variation in m0 and m1 is so large that the mean of the two distribu-
tions overlap, making it impossible to improve the PFA and PMD numbers by simply 
increasing the length of the detection window, N. Note that the means values m0 and 
m1 are close together implies a low SNR scenario.

Figure 4.4 illustrates that there is a lower bound on the minimum SNR that is 
detectable using an energy-based detection caused by uncertainty in the noise level. 
This lower bound is known as the SNR wall [10]. Figure  4.5 illustrates the de-
pendence of the SNR wall on the uncertainty in the noise floor of the receiver. In 
practice, a noise figure variation of less than 0.5 dB is difficult to achieve. As the 
figure shows, a variation of less than 0.1 dB is required to achieve a detection SNR 
level of −14 dB. For an energy-based detection method, it can be shown that the 
SNR wall is given by

� (4.10)
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where x is the uncertainty in the noise floor (in decibels).

4.2.2 � Feature-Based Sensing

As Fig.  4.5 shows, using an energy-based detection alone would not satisfy the 
sensitivity requirement of the IEEE 802.22 standard. Fortunately, there are other 
detection techniques that can reach minimum SNR levels lower than that of energy-
based detection methods.

One such category of techniques is known as feature-based detection. In the 
feature-based detection, certain distinct features of the primary signal are exploited 
to ease the detection. For example, both analog and digital TV signals have pilot 
carriers at fixed frequency offsets from the band edge, as shown in Fig. 4.6 . For 
the Advanced Television Systems Committee (ATSC) (digital TV broadcast), the 

Fig. 4.4.   PFA and PMD distributions for a signal-to-noise ratio ( SNR) where the two distributions 
are far apart and b for lower SNR where distributions are closer together
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pilot carrier is at a 310-KHz offset from the band edge and 7 % of the total energy 
of the signal is concentrated at the pilot carrier. The width of the pilot carrier is 
19.4 KHz (actually, there are two very narrow pilot tones that are 19.4 KHz apart). 
For National Television System Committee (NTSC) (analog TV signal), the lumi-
nance carrier is 1.25 MHz offset from the band edge.

Another distinguishing feature in digital signals is a cyclic prefix code. A cyclic 
prefix code is a sequence that is repeated to help the primary receiver acquire phase 
and frequency lock to the primary transmitter. Cyclic code prefix is used in all prac-
tical digital transmission systems, including digital TV broadcast, WiFi, and cellular 
standards. A CR receiver can exploit this feature by attempting to detect a repeated 
code. This information is usually extracted by means of a spectral correlation func-
tion (SCF) [11].

In the previous section, it was shown that the SNR wall caused by noise floor 
uncertainty limited the minimum detectable signal. It is instructive to determine if 
any such limitation exists with pilot detection. In pilot detection, the pilot frequency 
is downconverted to zero center frequency, then a narrow and sharp low-pass fil-
ter is applied (the bandwidth of the low-pass filter would be slightly more than 
19.4 KHz). In this case, the noise bandwidth is much smaller, significantly raising 
the SNR of the pilot signal. Moreover, since the pilot signal is a deterministic signal, 
with strong correlation between consecutive samples, the noise uncertainty can be 
averaged out over time. This means that unlike the energy-based detection, the SNR 
wall in a pilot-based detection can be lowered with an increased number of samples. 
More specifically, the SNR wall for coherent detection is given by

�
(4.11)SNR SNR log log N dBwall

c
c= + 






 −wall 10

1
10

θ
( )( )

7% of
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energy

Fre

a b

quency (MHz)
Typical ATSC Channel Spectrum

Pilot (carrier)
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luminance carrier

chrominance carrier

FM
carrier

Fig. 4.6   Typical television broadcast signal a digital TV ( ATSC Advanced Television Systems 
Committee) and b analog TV ( NTSC National Television System Committee)
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where the “c” superscript denotes pilot carrier, SNRwall is given by (4.7), θ is the 
percentage of the energy of the carrier is a fraction of the total signal energy, and Nc 
is the number of samples of the carrier signal. As (4.8) clearly shows, the SNR wall 
for pilot carrier detection decreases indefinitely with increased number of samples.

There is, however, a different effect that limits the performance of the pilot-based 
detection. As was stated earlier, the pilot is downconverted to center frequency cen-
tered zero center frequency, then a very sharp and narrow low-pass filter is applied 
in order to determine the energy of the pilot signal. Typically, this filtering and 
downconverting is done without coherently demodulating the channel, since this 
would significantly increase the detection period. This means that frequency offsets 
in the local oscillator (LO) signal can exist and the downconverted pilot signal 
would be centered at an offset frequency away from DC. This, in turn, would mean 
that the low-pass filter would not be centered around the pilot resulting in inaccu-
racy of the estimated energy of the pilot signal. For a numerical example, consider 
a channel centered at 1 GHz and a desired energy estimate accuracy of 1 %. This 
means that the frequency accuracy of the LO has to be 194 Hz (19.4 KHz/100), or 
0.2 ppm (~194 Hz/1 GHz). This level of frequency accuracy is, in general, difficult 
to guarantee for a low-cost receiver design.

Another effect that will limit the achievable accuracy with pilot carrier detection 
is the time-varying nature of multipath fading. If the detection window, Nc, is too 
large, the pilot signal cannot be considered to have a fixed amplitude and will vary 
over time. This, undoubtedly, will limit the achievable accuracy of the pilot carrier 
detection accuracy.

Signal features other than the pilot carrier may be sensed [12–13]. For example, 
the ATSC signal (the US digital TV standard) contains specific pseudo-noise (PN) 
sequences in the Data Sync Field [14], a 511-bit PN sequence and three 63-bit PN 
sequences. The feature detection sensor can contain a correlator that tests the pres-
ence of these sequences as they are repeated over time. Also, as stated earlier, a 
cyclic prefix code, which exists in almost any digital communication standard, can 
be used in feature detection.

An example of a receiver employing feature-based detection is shown in Fig. 4.7. 
In this example, the power spectral density (PSD) of the received signal is first 
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Fig. 4.7   Receiver employing feature-based detection
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computed. The PSD is then processed by dedicated units that attempt to correlate it 
to different types of primary users. In this example, the primary user can either be a 
wireless microphone sensor, analog TV signal, or digital TV signal. The TV sensors 
may implement a pilot detector. One important implementation detail in this receiver 
is that the PSD is scaled by a value that is set from the received signal strength indica-
tor (RSSI) unit. The RSSI determines the broadband amplitude of the received signal, 
which may track any channel fading of the received signal.

4.2.3 � Second-Order Statistics-Based Sensing

One popular category of sensing techniques are based on the second-order statistics. 
In this category of sensing techniques, the noise statistics are always assumed to be 
Gaussian. One measure that is commonly used is the autocorrelation metric. The 
autocorrelation of a signal is given by

� (4.12)

where  is the average value of x(t) and 2 is the variance of x(t). If a signal is com-
pletely random, the autocorrelation function can is equal to:

� (4.13)

The discrete-time autocorrelation function is given as:

� (4.14)

If a signal is periodic, its autocorrelation function will also be periodic (i.e., it will 
contain nonzero values when j ≠ 0). Figure 4.8 shows two cases of the autocorrela-
tion function for a random input (Fig. 4.8a) and a square wave input with zero mean 
and random noise added to it (Fig. 4.8b). As shown in Fig. 4.8a, the autocorrelation 
has a peak at j = 0, which is expected from (4.14). Figure 4.8b, on the other hand, 
shows a periodic autocorrelation waveform that is a triangular wave, which is the 
integration of a square wave, as expected.

The limitation of the autocorrelation signal detection is similar to that of the 
energy detection. Uncertainty in the noise floor limits the achievable sensing and 
represents a minimum SNR wall below which signal detection is not possible. Us-
ing the autocorrelation approach with feature detection, however, can enhance its 
overall sensitivity. Figure 4.9 demonstrates a receiver using an autocorrelation unit 
for spectrum sensing. The delay element adjusts the integration window of the au-
tocorrelation function.
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Another approach to second-order statistical measure is through the use of the 
cross-correlation. In this approach, two identical receive channels are used, as 
shown in Fig. 4.10. The basic idea behind this approach is to cancel out the noise 
variations that result from the receiver noise floor uncertainty. Essentially, the sig-
nal is added constructively (correlated), with the noise of the two receiver paths 
averaging out since the noise is assumed uncorrelated. If all noise uncertainty is 
from the receiver unit, then this approach would completely cancel the SNR wall 
for a sufficiently large sample size. More specifically, the SNR wall for the cross-
correlation-based detection is given as [15]:

� (4.15)

where ε2 and ε1 are the upper and lower bounds on the noise uncertainty, respec-
tively, and ρ is the correlation of the noise in the two receive paths. The superscript x 
in (4.15) denotes cross-correlation. N is the number of samples taken to average the 
cross-correlation estimate. If the noise in the two receive paths are completely un-
correlated, then the correlation coefficient ρ is equal to 0. In this case, the SNR wall 
is completely broken down and there is no limitation on the detector sensitivity. The 
result is still valid in the presence of LO phase uncertainty [15]. Compared to energy 
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detection and autocorrelation detection, cross-correlation detection generally yields 
a 10–30 dB reduction in minimum detectable SNR in a practical implementation. 
This clearly can meet the IEEE 802.22 requirement of − 14  dB SNR (assuming 
6 dB noise figure). The main drawback of the cross-correlation detection technique 
is the extra hardware complexity and power dissipation of the extra receiver path. 
This complexity can be reduced by sharing hardware between the two paths, which 
comes at the expense of increased correlation coefficient, ρ.

4.2.4 � Summary and Comparison

In this section, the various methods of spectrum sensing are summarized and com-
pared as shown in Table 4.3 below. The simplest form is the energy-based tech-
niques, where the average energy of the signal is sensed. This energy estimate is 
enhanced by repeating the measurement several times. The theory behind doing 
so relies on that the noise is Gaussian uniformly distributed additive noise. It also 
assumes that the noise distribution (mean and variance) are fixed. In practice, how-
ever, uncertainty in the noise floor arises due to changes in the receiver circuitry op-
erating conditions (such as temperature) or the channel conditions (such as channel 
fading). This uncertainty limits the detectable signal to levels that are insufficient 
for most standards, including the IEEE 802.22 standard.

Another category of techniques is known as the feature-based detection. In these 
techniques, a distinguishing feature of a signal is searched for to determine if a 
primary user is present. For broadcast TV standards (both ATSC and NTSC, for 
example), a pilot signal is used to synchronize the receiver to the incoming signal. 
Such a signal is located at a fixed frequency offset from the band edge and occupies 
a specific fraction of the total signal energy. Techniques that exploit this feature to 

Fig. 4.10   Spectrum sensor using the cross-correlation operator
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detect the presence of a primary user are called pilot detection techniques. Its pri-
mary drawback is its sensitivity to LO frequency offsets.

Other feature detection techniques rely on the cyclic nature of certain attributes 
of the primary signal. Such signals include a cyclic prefix code or fixed preamble 
signal that occurs periodically. Such periodic signals are known as cyclostationary 
signals and feature-based detection techniques search for these periodic signals. 
Such detection techniques are also sensitive to LO frequency offsets, but less so 
than pilot detection techniques.

Another class of techniques rely on second-order statistics of signals. One such 
technique relies on the autocorrelation function. The advantage of the autocorrela-
tion detection techniques is that its output is quite distinct in the presence of any 
periodic signal, which is an indication of the presence of a signal. Its main drawback 
is that is suffers the same limitations as energy-based detection techniques.

An improvement over the autocorrelation detection technique is the cross-cor-
relation detection technique. It relies on computing the cross-correlation of two 
identical receive paths with the same input signal. The main assumption here is 
that the uncertainty in the noise is primarily caused by the receiver circuitry itself. 
The cross-correlation cancel out these noise components, assuming that the noise is 
independent between the two receive paths. This noise cancellation effect is most 
effective if all the noise variation uncertainty occurs in the receiver itself and the 
noise in the two receive paths are entirely independent. Theoretically, the SNR wall 
for cross-correlation is completely removed. This technique is also robust to phase 
shifts in the LO.

4.3 � Energy-Efficient Spectrum Sensing Techniques

One of the main bottlenecks in spectrum sensors today is their power dissipation. 
The spectrum sensor is required to scan the entire frequency spectrum for available 
channels. As was seen in the previous section, multiple samples per channel are 
required. This can easily increase the detection time per channel to be a significant 
fraction of 100 ms. Given that there may be hundreds of channels in the frequency 

Table 4.3   Comparison of different spectrum sensing techniques
Energy 
detector

Pilot detector Feature 
detector

Autocorrelator Cross-
correlator

N (samples) 1/SNR2 1/ ⋅SNR k/SNR2 1/SNR2 1/SNR2

Theoretical 
limit

SNR wall LO offset 
(0.1 ppm)

LO offset 
(1 ppm)

SNR wall None

Main 
Computation

Noise 
estimator

Pilot energy 
estimator

FFT, correlator Auto-correla-
tion

Cross-corre-
lation

Hardware 
complexity

Low Mid High Mid Highest

SNR signal-to-noise ratio, LO local oscillator, FFT fast Fourier transform

4.3 � Energy-Efficient Spectrum Sensing Techniques�
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bands of interest, the entire spectrum sensing operation may take up to a minute. 
This would mean that the spectrum sensor would be nearly continuously operating, 
reducing transmission throughput and increasing the receiver’s overall energy con-
sumption.

4.3.1 � Adaptive Two-Step Sensing Technique

One method of improving the energy efficiency of spectrum sensors is to employ 
a two-step sensing technique [16]. In many cases, the used channel is occupied by 
a primary user that is easy to detect. In this case, a simple energy-based detection 
technique can be used to detect large primary user signals. If such signal is detected, 
then no further detection is necessary, significantly cutting down on the detection 
time and drastically reducing the number of computations required for the spectrum 
sensing operation for that channel.

If the same channel that is used for transmission is scanned for primary user, then 
using this two-step sensing technique would also reduce the latency in transmission 
time. In this case, the fast sensing operations would be simple energy detection op-
erations. After several transmissions, if no primary user was detected, a longer and 
more accurate sensing operation can be employed. This concept is shown graphi-
cally in Fig. 4.11.

4.3.2 � Cooperative Spectrum Sensing Techniques

Another approach to reducing energy consumption associated with spectrum sens-
ing is to distribute the task over several CR users within a region. Information about 
the availability of the spectrum is shared among several nearby users. This enables 
more accurate spectrum usage information and distributes the heavy burden of sens-
ing the entire frequency spectrum among several users. Techniques based on these 
principles are known as cooperative spectrum sensing [17–19].

Cooperative spectrum sensing techniques have been shown to provide robust 
detection in the face of multipath fading, shadowing, and receiver noise uncertainty. 
This is achieved primarily through spatial diversity between the different nodes in 
the network. Cooperative techniques, however, do incur a penalty in the form com-
munication overhead between the different users. In this section, two cooperative 
sensing techniques are detailed.
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Fig. 4.11   Two-step sensing technique to reduce latency of transmitted signal
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The first of these techniques is known as centralized cooperative spectrum sens-
ing, illustrated in Fig. 4.12. In this illustration, the centralized element is shown to 
be the base station. In general, any network element can be the centralized element, 
not necessarily the base station. The spectrum sensing operation is a three-step pro-
cess. First, the centralized element selects the channel for sensing. This is a critical 
and important step. The criterion used to select which elements to invoke for this 
task greatly affects the trade-off between the energy efficiency and performance 
of the spectrum sensing operation in the network as a whole. If too few elements 
or too many elements are selected, then this can lead to either inefficient spectrum 
sensing or loss of energy efficiency, respectively. Also, suboptimal choice of which 
elements to choose can lead to loss of performance and degraded energy efficiency. 
Once the network elements are chosen, the network elements sense the desired fre-
quency channel and report their results back to the centralized network element. 
In order to reduce the overhead associated with cooperative spectrum sensing, the 
results reported back to the centralized element is usually in a compressed form, 

Spectrum sensing is
coordinated between

different users through
the base station

Sense &
Report

Spectrum

Sense &
Report

Spectrum

Sense &
Report

Spectrum

Sense &
Report

Spectrum

Sense &
Report

Spectrum

Fig. 4.12   Centralized cooperative spectrum
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such as spectrum statistics and a binary decision of whether the channel is used by 
a primary user or not. This communication is done via a dedicated control channel. 
The last step involved in the centralized cooperative spectrum is the centralized 
element processing the information from all the network elements, then making a 
decision of whether or not the channel is indeed available for use. This decision is 
then sent to the network elements via a dedicated reporting channel.

The decision-making process is a critical one. Since the results reported from all 
the other network nodes may, in the simplest case, be a simple binary decision, the 
options of processing of this information are also limited. One decision would be an 
AND operation, whereby all network nodes must agree that a channel does indeed 
have a presence of a primary user to declare that the channel unavailable for the CR. 
Another decision would be an “OR”-based decision, whereby, only one spectrum 
sensor needs to report that the primary user has been detected to declare the channel 
unusable by the CR. The third possible decision would be a weighted decision from 
all users, where a decision of at least k out of N spectrum sensors, declaring a pri-
mary user detected, would end up in a decision that a primary user is indeed using 
the spectrum. If the probability of false alarm ( PFA) and the probability of correctly 
detecting a primary user ( PD) are equal for all spectrum sensors, then the joint prob-
ability of false detection and true detection are given as:

� (4.16)

and

� (4.17)

respectively.
The other cooperative spectrum sensing technique is known as distributed spec-

trum sensing, illustrated in Fig. 4.13. As its name implies, there is no centralized 
network element coordinating the spectrum sensing operation. In this spectrum 
sensing technique, each network node begins by sensing a channel independently. 
Once sensed, the results are then broadcast to other network elements using the 
dedicated control channel. The results are in the form of channel statistics or a 
simple binary decision of whether the channel is used or not. If differing results are 
reported, each network element reexamines its decision given the decision of the 
other network elements and the new decision is reevaluated. This process iterates 
until consensus is reached among all network elements.

In comparison to the centralized scheme listed above, the distributed scheme 
exhibits a much higher communication overhead. Moreover, since there is no cen-
tralized element coordinating the spectrum sensing operation, all network elements 
are involved, which entails high energy consumption overhead. On the other hand, 
since a global solution has been reached by consensus of all network elements, the 
decision is regarded as more robust than the centralized scheme.
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The performance of the two cooperative spectrum sensing techniques are sum-
marized in Table  4.4. As the table shows, centralized spectrum sensing offers a 
low communication overhead, resulting in a higher energy efficiency. Distributed 
spectrum sensing, on the other hand, results in a higher accuracy determination of 
channel availability.
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Fig. 4.13   Distributed spectrum sensing

 

Table 4.4   Energy efficiency of cooperative spectrum sensing techniques
Cooperative method Cooperative gain Cooperative overhead
Centralized High Low
Distributed Higher High
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�Summary

In this chapter, spectrum sensing techniques and implementations have been pre-
sented. The main challenge of spectrum sensing lies in the very low SNR detection 
levels that are required in order to prevent collision with a weak transmitter that is 
outside the reception range of the cognitive user, but not that of the primary receiver. 
Different spectrum sensing techniques have been reviewed. The sensitivity of en-
ergy-based detection has been found to be insufficient and must be supplemented 
with other techniques. Lastly, cooperative spectrum sensing techniques have been 
explored as a method of improving the performance and energy efficiency of the 
spectrum sensors.
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Chapter 5
High-Linearity Wideband Transmitter
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One of the main components of a cognitive radio is the radio frequency (RF) wireless 
transmitter. Similar to the wireless receiver, the main challenge in RF transmitters 
is wideband, linear operation. In this chapter, various wideband linear transmitter 
architectures are reviewed, including direct conversion, polar modulator, and direct 
digital upconversion transmitter architectures. Digital predistortion techniques to 
correct for analog impairments in the RF transmitter are addressed. The issue of 
high linearity and power efficiency in output driver amplifiers is discussed.

5.1 � Requirements

There are three main specifications on the transmitter portion of a wireless trans-
ceiver. The first of these specifications is the adjacent channel power rejection 
(ACPR) [38]. The purpose of any transmitter is to transmit at a certain channel 
frequency with a specified bandwidth. Due to transmitter nonlinearity and noise 
levels, the transmitter may corrupt adjacent channels. The ACPR is a measure of 
how much unwanted transmission occurs on adjacent channels. This effect is shown 
in Fig. 5.1. The undesired tones appearing on adjacent channels are known as spec-
tral regrowth. As the figure implies, the level of spectral regrowth is expected to 
decrease as you move further away from the transmit channel.

One common method in specifying ACPR is to use a spectral mask. A spec-
tral mask is usually specified as shown in Fig. 5.2. In this case, the spectral mask 
requirement as specified by the IEEE 802.22 standard in the ultrahigh frequency 
(UHF) band (for portable devices) is compared to that of the IEEE 802.11 (Wi-
Fi) spectral mask [7]. The television white space transmission (TVWS) channel 
bandwidth is 6 MHz. As shown, the IEEE 802.22 ACPR requirement for the ad-
jacent channel is −55dBr (where the ‘r’ denotes reference level, i.e., referred to 
the transmitted signal). As the figure also shows, a floor requirement of −69dBr is 
specified. This stringent requirement is due to the fact that some channels of the 
UHF frequency band are used for astronomical purposes. Noise injected into these 
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frequencies from cognitive radios must be below the noise floor dictated by astro-
nomical research facilities. For completeness, the IEEE 802.22 spectral mask for 
fixed devices is shown in Fig. 5.3. As the figure shows, the specifications are more 
stringent, especially for channels further away from the transmit channel. The main 
reason for this is that the output power from fixed location cognitive radios is higher 
than that of their portable counterparts.

The second of the transmitter specifications of a wireless transceiver is the error 
vector magnitude (EVM) [9]. The EVM is a measure used to quantify the degrada-
tion of the transmitted signal constellation by measuring how far the points in a 
signal constellation deviate from the ideal location. Mathematically, the EVM can 
be expressed in decibels by

� (5.1)

or as a percentage from the ideal constellation, given by

� (5.2)

EVM log
P

P
dBerror

reference

=
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Fig. 5.2   Spectral mask specification of IEEE 802.22 (UHF band) portable devices compared to 
IEEE 802.11 (Wi-Fi)

 

Fig. 5.1   Spectral regrowth on adjacent channels
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where Perror is the root-mean-square (rms) power of the error vector and Preference 
is the reference constellation average power. An example of a signal constellation 
is shown in Fig. 5.4, which is a signal constellation of a 16-quadrature amplitude 
modulation (QAM) signal. The two-dimensional plane is the complex plane. In the 
presence of signal degradation, the location of the black circles (each representing 
a data codeword, or symbol) moves in a random fashion. This means that there will 
be less effective distance between the symbols in the signal constellation.

There are several sources for degradation in the signal constellation. One such 
degradation is due to the phase noise in the local oscillator (LO) signal, which, as 
we will see in the following sections, is used to upconvert a baseband signal to the 
desired RF channel frequency. This source of degradation manifests itself as ran-
dom rotation of the entire signal constellation.

Another source of degradation is caused by LO feed through in the upconver-
sion mixers. This type of degradation would cause a DC shift (either vertically or 
horizontally) in the signal constellation. This is due to the DC term produced at the 
output of the mixer as a result of mixing the LO with a component of the LO that is 
fed into the signal port of the mixer. This DC shift can be time-varying and depen-
dent on the input data signal.

Other sources of signal constellation degradation can be due to lack of sufficient 
image rejection and insufficient linearity in the transmitter. Lack of sufficient image 

3MHz 9MHz 15MHz Ch 36 Ch 37
(astronomy)

0dBr

-55dBr
-69dBr

-95dBr

Fig. 5.3   Spectral mask specification of the IEEE 802.22 (UHF band) fixed devices

 

 Fig. 5.4   Signal constellation of a 
16-QAM signal
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rejection would create a “shadow” signal that smears the desired signal. Lack of 
sufficient linearity would cause intermodulation terms to rise up and distort the 
signal itself. This is especially problematic in the case of an orthogonal frequen-
cy-division multiplexing (OFDM) signal, where the signal is composed of several 
closely spaced modulated tones. The distortion terms of two of these tones, for 
example, can intermodulate to produce IM2 and IM3 terms that corrupt two other 
tones within the OFDM signal itself.

Another important specification is the equivalent isotropically radiated power 
(EIRP) [54]. This metric quantifies the amount of power that is radiated at the out-
put of the antenna of a wireless transmitter device. Mathematically, the EIRP is 
quantified as

� (5.3)

where PT is the output power of power amplifier (PA; in mW), Ga is the power gain 
of the antenna, and PL is the power loss in the path between the PA and the antenna. 
The EIRP is usually expressed in the decibel scale with units of dBm. Table 5.1 lists 
the maximum EIRP allowed under the IEEE 802.22 standard for various conditions 
and type of devices.

5.2 � Direct UpconversionTransmitter

There are several techniques that can be used to convert the baseband digital signal 
into a modulated RF signal. One such technique that is popular for low-power appli-
cations is the direct-conversion transmitter, shown in Fig. 5.5. The digital baseband 
signal is split into I and Q channels. This is done since most commercial communi-
cation standards rely on quadrature signaling schemes [7]. Two identical digital-to-
analog converters (DACs) are used to convert the pair of digital signals to analog 
form. The DACs are followed by a pair of low-pass anti-alias filters, which are 
necessary to band limit the signal and avoid alias terms. The band-limited analog 
signals are then frequency translated into an RF signal using a pair of upconversion 
mixers clocked by quadrature LO signals. The upconverted RF signal is given as

� (5.4)

10
·

10  ( )T a

L

P G
EIRP log dBm

P

 
=  
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RF BB LO BB LOout I I Q Q= +• • .

Table 5.1   IEEE 802.22 specification on maximum EIRP under various conditions
Device class Mobility EIRP (dBm) Sensing (dBm) Transmitallowed on  

adjacent TV channels (dBm)
Fixed No + 36 N/A No
Portable only Yes + 20 N/A Yes, but < + 16
Sensing only Yes + 17 − 114 Yes, but < + 16
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The main advantage of this topology is low power consumption and low area. 
Its main disadvantages are a result of the nonidealities between the two quadrature 
paths. The first of these nonidealities is the random mismatches between the I and Q 
channel. The mismatches between the DACs can result in an amplitude mismatch, 
∆A

A
. The quadrature LO signals are assumed to be exactly 90° apart. Mismatches 

between the quadrature LO signals can result in phase deviation away from 90°, 
given as ∆θ

θ
. If the mismatches between I and Q channels are referred to the Q 

channel, Eq. (5.4) can be rewritten as

� (5.5)

which can be rewritten as

� (5.6)

The term in parenthesis causes EVM distortion.
Another effect that degrades the performance of direct up conversion transmit-

ters is LO leakage into the baseband signal port. Due to the finite isolation between 
the LO port and the baseband signal port in the upconversion mixer, a small com-
ponent of the LO port will appear in the baseband signal port, as shown in Fig. 5.6. 
This causes the LO signal to mix with itself. This causes a DC shift in the output RF 
signal constellation. The DC shift is in the horizontal or vertical direction, for the I 
and Q channel self-mixing, respectively.
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Another nonideal effect is the noise upconversion. Since the baseband signal 
is centered around DC, the low-frequency flicker noise is upconverted around the 
center of the channel. This can be minimized through careful optimization of the 
noise in the baseband circuitry as well as having symmetric LO signals [15]. Also, 
the noise of the mixer and PA following the baseband filters must satisfy the spectral 
mask requirement of the standard being implemented. If the far-out noise require-
ment cannot be met, then a band-pass filter (BPF) around the RF signal may be 
required, increasing the system complexity.

5.3 � Cartesian Loop Transmitter

One way to meet the spectral mask requirement is to insert the transmitter in a 
feedback loop. One such feedback technique is the Cartesian loop transmitter [20], 
shown in Fig. 5.7. The basic idea of a Cartesian loop is to use the concept of feed-
back in order to linearize the transmitter. This is accomplished by sending a fraction 
of the output power of the PA back into a pair of quadrature downconverters (the LO 
signals are not shown in Fig. 5.7). The downconverted signals are now subtracted 
from the baseband I and Q signals. Mathematically, the RF output signal going into 
the antenna becomes

� (5.7)

where AF is a gain factor inserted into the feedback loop. It should be stated that in 
any feedback system, it is assumed that the nonlinearity is caused by the forward 
path transfer function. In this context of the RF transmitter, this is given by the 
numerator of Eq. (5.7). The linearity of the feedback path is assumed to be much 
higher than that of the open loop transmitter.

Another important feature to mention is that Eq. (5.7) does not explicitly take into 
account the frequency translation of the transmitter. When doing so, the low-pass 
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filter (LPF) immediately following the subtractor is translated into a BPF at the 
output of the PA by the upconversion mixers. This means that there is an inherent 
BPF centered around the transmit channel. This greatly assists in meeting the spec-
tral mask requirement of the transmitter. The stopband attenuation of the filter is 
determined by the open loop gain of the transmitter.

The Cartesian feedback loop transmitter is not without its disadvantages. The 
most obvious is that of stability. Since this is a feedback system that may contain 
several poles, guaranteeing stability without the introduction of zeros or lowering 
the open loop gain is difficult. Lowering the open loop gain both reduces the stop-
band attenuation of the BPF response and degrades the linearity of the transmitter. 
Another issue with the feedback structure is that the signal bandwidth is now lim-
ited to the bandwidth of the Cartesian feedback loop, making it difficult to be used 
for channel bonding or channel aggregation (see Chap. 2).

As shown in Fig. 5.7, the feedback structure consists of quadrature downconvert-
ers as well as quadrature analog subtractors to close the feedback loop. It can rarely 
be guaranteed that the linearity of such components is sufficiently below that of 
the open loop transmitter without burning an excessive amount of current. For this 
reason, the complexity (area) and power consumption of a conventional Cartesian 
feedback loop transmitters are considered to be excessive for low-power portable 
applications.

5.4 � Polar Modulator Transmitter

Another popular transmitter topology that has been used for RF wireless applica-
tions is polar modulator transmitter [29, 33, 41]. A polar modulator aims to increase 
the efficiency of a PA. As will be seen in Sect. 5.8, the PA power efficiency can be 
increased by saturating its input, i.e., operating it in a nonlinear fashion. This allows 
the use of highly nonlinear PAs, which are far more power efficient. A conven-
tional polar modulator transmitter is shown in Fig. 5.8. Unlike the other transmitters 
shown earlier where I and Q baseband signals were used, the polar modulator splits 
the baseband modulated signal into its phase and amplitude components. This can 
be easily derived from the I and Q signals by the following pair of equations:

� (5.8)A BB BBpolar I Q= +2 2

I/Q
to

Polar

Amplitude
Modulator

Phase
Modulator PA
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Fig. 5.8   Conventional polar 
modulator transmitter
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� (5.9)

The phase component can be upconverted by combining the I and Q signals into 
a real signal, then passing the signal through a limiter. A limiter is a device that 
extracts the phase information of a signal by maintaining the zero crossings, but 
saturating the amplitude to either the minimum or maximum supply voltage. The 
phase information from both I and Q channels are then upconverted to RF using a 
pair of mixers, similar to the direct upconversion transmitter. The amplitude path 
is first filtered, then used to modulate the envelope of the PA output by modulating 
its power supply directly. The LPF along the amplitude path may be necessary to 
band limit the signal and to meet the spectral mask specification of the transmitter.

Although the polar modulator presented does help greatly in reducing the overall 
power consumption of the wireless RF transmitter by allowing the use of a power 
efficient PA, it does present some challenges [19]. The first challenge is in balanc-
ing the phase relationship between the amplitude and phase paths. When the signal 
is recombined into a real signal from its amplitude and phase components, the com-
ponents must undergo the same phase shift. If not, it introduces a noticeable error in 
the output spectrum and performance is significantly degraded. To understand why 
this is the case, consider a signal with amplitude A and phase θ. If these components 
are separated, as is the case with a polar modulator, then the phase component is 
added to a time-delayed component of the amplitude, and the resulting signal can 
be expressed as

� (5.10)

where τ is the difference in the propagation delay between the amplitude and the 
phase paths. If τ is as large as one symbol duration, the amplitude of one symbol 
data would be added to the phase of next phase symbol, resulting in a large error in 
the output signal.

Another nonideality that must be dealt with for a polar modulator transmitter is 
the gain and phase variation resulting from process, voltage, and temperature (PVT) 
variation. Namely, the phase path can experience phase variation (PM–PM) as well 
as gain variation translated into phase (AM–PM) noise. The analog path can result 
in AM–AM and AM–PM noise. This can be compensated for by predistorting the 
digital input signal, as will be detailed in Sect. 5.7. This is a one-time calibration 
operation during production test in addition to power supply and temperature sen-
sors to allow the distortion terms to track the amplitude and phase variation due to 
voltage and temperature, respectively.

There are other possible implementations for the polar modulator transmitters. 
In one such implementation, the phase information can be upconverted to an RF 
frequency by means of a phase-locked loop (PLL), as shown in Fig. 5.9. After split-
ting the signal into an amplitude and phase component, the phase information is 

θ polar
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translated into frequency information through a digital differentiator, 1−z−1. This 
frequency information is then fed to the PLL’s feedback division ratio, which is a 
digital word representing the desired output frequency. This frequency information 
is then translated back into phase and upconverted to the desired RF frequency by 
the PLL’s linear-phase response. The advantage of this technique is that the pair of 
DACs and quadrature upconversion mixers associated with the phase path of the 
polar modulator can be eliminated. Another advantage of this approach is that the 
phase upconversion has an inherent BPF around it, which assists in meeting the 
spectral mask requirement of the system. The disadvantage of this approach is that 
the PLL has to be well calibrated precisely to obtain a constant digital-to-phase 
transfer function across all operating conditions. The PLL is an analog system and 
its parameters will vary with PVT variations. Another disadvantage of this approach 
is that the data bandwidth is limited by the PLL bandwidth. Frequency preemphasis 
can be used to enhance the bandwidth, but this requires precise matching of the 
digital preemphasis filter to the analog filter response of the PLL, which is difficult 
in practice [4, 32].

Another method of phase upconversion is through the use of an offset PLL [29], 
shown in Fig. 5.10. The phase component of the baseband signal is extracted after 
upsampling it to an intermediate frequency (IF) passing the signal through a limiter, 
as shown in Fig. 5.10. The phase information of the baseband signal is then com-
pared to a constant phase signal, derived from the PLL. The offset PLL upconverts 
the phase portion of the signal from IF to RF. The choice of the IF and RF frequency 
can be chosen by the divider ratios M and N. More specifically,

�
(5.11)f f
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Fig. 5.10   Polar modulator using an offset PLL
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and

� (5.12)

One major advantage of this technique, in comparison to the PLL technique men-
tioned earlier, is that it does not suffer from the 20logN degradation of noise. This 
greatly enhances the phase noise floor at the desired output RF frequency, which 
reduces the overall EVM. One disadvantage of the offset PLL technique is that it 
requires two voltage-controlled oscillators (VCOs)—one for the PLL and another 
for the offset PLL. This complicates the frequency planning in such a way that one 
must avoid the beating of the two PLL output frequencies, and their divided down 
frequencies (by M and N) in such a way that it corrupts the output RF frequency or 
causes spurious content on other user channels.

The details of the offset PLL are shown in Fig. 5.11. As shown, the offset PLL is 
similar to a conventional PLL, except that the feedback divider is substituted with a 
mixer to translate the RF frequency into an IF frequency. A high-speed phase detec-
tor can be used, such as an XOR gate. The choice of the IF frequency is dictated 
by the frequency planning in order to avoid unwanted spurs as a direct result of 
coupling between the offset PLL and the main PLL. The Fin input is the modulated 
data upconverted into an IF frequency.

The PLL used for phase upconversion can be digitized as shown in Fig. 5.12 
[10, 55]. In this variation, the PLL is replaced with an all-digital PLL (ADPLL), 
thereby easing calibration of the PLL. The VCO is shown as a separate block and 
replaced by a digitally controlled oscillator (DCO). The digital amplitude signal 
is upsampled RF directly, as will be shown in the Sect. 5.5. The phase modulator 
path can be replaced with an upsampler followed by a calibrated delay chain [34]. 
Since the phase path still relies on a PLL, the phase modulation path benefits from 
an implicit BPF.

One last important variation of a polar modulator is the closed-loop polar modu-
lator [44], shown in Fig.  5.13. This particular closed-loop polar modulator uses 
an offset PLL in order to translate the phase information up to the transmit RF 

f
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M NIF
PLL=
•

XOR CP

LO

Fin Fout

Fig. 5.11   An offset PLL used in a polar modulator transmitter
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frequency. In general, any type of phase upconversion can be used. Just as in a Car-
tesian feedback loop transmitter, a fraction of the PA signal is fed back through the 
use of a downconversion mixer. The dowconverter mixer translates the RF signal 
into an IF frequency. Both phase and amplitude information are extracted from the 
IF feedback signal and are subtracted from the input IF phase and amplitude sig-
nals, respectively. The phase information is fed as input to the offset PLL and the 
amplitude information is fed back into the amplitude control loop. An automatic 
gain control (AGC) loop is shown here, which enables control of the gain of both 
the forward and feedback paths of the amplitude loop. In essence, a closed-loop 
polar modulator is a hybrid between a Cartesian feedback loop and a polar modu-
lator transmitter. The advantage of this technique is that it combines the linearity 
advantages of a Cartesian feedback loop transmitter with the power efficiency of 
the closed-loop polar modulator. The added linearity comes from the fact that the 
entire transmitter is connected in a closed-loop feedback system. Since the PA is 
part of the closed-loop response, the PA is also linearized in this system. The power 
efficiency comes from the fact that the input to the PA is from the phase path, which 
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Fig. 5.12   All-digital polar 
modulator transmitter
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hard switches the PA, thereby increasing its power efficiency (as will be seen in 
Sect. 5.8). As with other polar modulators, the amplitude path controls the power 
supply of the PA, thereby enabling envelope modulation of the upconverted phase 
signal.

Although the closed loop nature of both the amplitude and phase loops is able to 
track PVT variations, the overhead needed for this closed loop response is consid-
ered to be very high for low-power handheld applications. Moreover, the calibration 
technology in open-loop polar modulators has significantly advanced to the point 
that its performance is close to that of a well-optimized closed-loop modulator.

5.5 � Direct Digital Upconverter Transmitter

As technology scales, the performance and bandwidth of DACs improve. Fig-
ure 5.14 shows a survey of some recent high-performance DAC designs [2, 3, 8, 
25, 46, 48, 49]. As the figure shows, the bandwidth of modern DAC designs has 
exceeded the 1 GHz mark, enabling the digitization of the transmitter up to the re-
quired RF output frequency. The resolution (number of bits) of the DACs has also 
improved dramatically. Since the resolution of the DAC determines the quantiza-
tion noise floor, it is important that this level be below the ACPR required by the 
standard implemented.

There are many methods to digitize the RF transmitter design. One such method 
is illustrated in Fig. 5.15 [6]. The sampling rate of the digital baseband signal is 
upconverted to a higher frequency by a process known as upsampling, which will 
be detailed in the following paragraphs. It is important to note that the upsampling 
process does not frequently translate the baseband signal. It merely increases the 
sampling rate. This has the effect of spacing out the digital alias terms further out, 
easing the requirements of the analog anti-alias filter following the DAC [40]. Once 
upsampled, the digital data are converted into an analog signal by a pair of high-
speed DACs operating at the desired RF frequency. The outputs of the DACs are 
then summed and sent to the PA. An RF BPF may be required to suppress the 
alias terms from the DAC output. Such high-speed DACs are often referred to as 
RFDACs in the literature [18, 23]. Unfortunately, this term is used loosely in the 
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literature to refer to two different structures. These structures are reviewed and dif-
ferentiated in the following paragraphs.

A high-speed RFDAC is used to simultaneously convert the pair of quadrature 
digital signals into an analog waveform and upconvert the signal to the desired 
RF frequency. When used in this form, the RFDAC is implemented by a structure 
shown in Fig. 5.16. As shown in the figure, the DAC is merged with a Gilbert cell 
mixer. To differentiate from another form of an RFDAC shown later, it is referred 
to here as RFDAC1. It is sometimes referred to in the literature as a mixer-DAC, 
which is more descriptive. The load ZL shown above is usually a resistive load, but 
it can also be an inductive load, or an RF choke. A resistive load is easily integrated 
onchip, but can require a significant amount of headroom, reducing the dynamic 
range of the RFDAC1. An RF choke, on the other hand, has a DC impedance of 
nearly 0 ohms, and hence allows for the maximum possible headroom. Disadvan-
tages of an RF choke include requiring an external load and reliability concerns. 
An external load not only increases cost but also limits the bandwidth of the output 
node of the RFDAC1. Reliability concerns can develop if the output swing of the 
RFDAC1 goes above the supply voltage by an excessive amount (since the DC 
nominal bias of the output node is already at the supply voltage).

Another form of digitizing the transmit path is to use a digital upconverter 
(DUC), shown in Fig. 5.17 [23]. In this case, the frequency translation is performed 
in the digital domain. There are several advantages to this. First, only one RFDAC 
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Fig. 5.16   Circuit-level implementation of the RFDAC1 structure
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is now required. Unlike RFDAC1, shown in Fig. 5.16, this RFDAC does not require 
a built-in mixer operation, alleviating much needed headroom. Instead, a digital 
pair of quadrature mixers (i.e., multipliers) is used. The LO is substituted with a 
direct digital synthesizer (DDS), shown in Fig. 5.18. The direct digital synthesizer 
produces a digital word representing cosine and sine functions given a desired out-
put frequency word. In order to be able to synthesize any desired output frequency 
within the band of interest, the DDS must be clocked at least twice the maximum 
required output frequency. This is done in order to satisfy the Nyquist criterion in 
avoiding smearing caused by digital alias term. In reality, a higher oversampling 
ratio is usually required. This type of RFDAC will be referred to as RFDAC2.

One common choice of upsampled frequency, IF, of the DUC, shown in Fig. 5.17, 
is to choose the IF frequency to be one fourth that of the required RF frequency. In 

this configuration, the output of the DDS is now reduced to cos
π
2

k





 and sin ,

π
2

k
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


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  

where k is an integer. The output of the DDS can be reduced to two levels by phase 

shifting both the sine and cosine terms by 
4

π . In this case, the output of the DDS is 

consistently either 
1

2
 or −

1

2
. This means that the normalized output of the 

DDS 
for the sine and cosine functions can be {+ 1, + 1, −1, −1,…} and {+ 1, −1, −1, 
+ 1,…}, respectively. This allows for significant reduction of hardware by eliminat-
ing the need for a pair of digital multipliers and a full DDS implementation. One 
disadvantage of this approach is that it can potentially downconvert third-order har-
monic distortion terms down to the desired output channel. This third-order distor-
tion harmonic can potentially mix with the 4fIF term and downconverted directly to 
fIF, thereby corrupting the output signal. One potential advantage that a DUC offers, 
which is missed by this simplification in the DDS output signal, is that of implicit 
harmonic rejection. The output spectrum of a pure sine wave is a single pair of 

DDS sin

cos

I

Q

DAC PA
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tones, one at fc and another at −fc. When the DDS approximates this sine wave by 
using only two levels, it approximates the sine wave by a square wave, which, as 
was shown in Chap. 3, contains significant odd-order harmonics. This means that 
any tones at near higher order harmonics may be potentially downconverted to the 
output channel, similar to what was seen in Chap. 3.

One critical component in digitizing the RF transmitter is the upsampler. A typi-
cal upsampler used in an RF transmitter is shown in Fig. 5.19. The interpolation 
function is a two-step process. In the first step, a data sample is followed by L−1 ze-
ros, where L is the integer upsampling factor. Second, an LPF is used to smooth out 
the zeros which were placed between the data samples. Inserting zeros, as opposed 
to holding the previous value, has two major advantages. First, holding the previous 
value implies a zero-order hold (ZOH) operation, which introduces an undesired 
droop to the data signal, due to the implicit sinc filtering associated with the ZOH 
operation. Second, having nonzero values, instead of zero padding between data 
samples, increases the hardware complexity of the interpolator.

The reduction in hardware complexity by zero padding can be seen by analyzing 
the filtering operation of the LPF. In general, a finite impulse response (FIR) filter 
operation can be given by

� (5.13)

where r is an integer, L is the interpolation factor, h[⋅] is the LPF, and x[⋅] is the input 
data signal. If only every Lth data sample is nonzero, then the filtering hardware can 
be reduced by a factor of approximately L. A common implementation for h[⋅] is a 
half-band filter [50]. A half-band filter has the characteristic that every other filter 
coefficient is zero, leading to a very efficient filter implementation. This comes at 
the expense of poor aliasing performance near the Nyquist frequency. To address 
this, an interpolation factor of 2 is associated with every half-band filter segment.

Another popular implementation of the LPF is a cascaded integrator-comb (CIC) 
filter [51]. The structure of the CIC filter is shown in Fig. 5.20. The filter consists of 
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Fig. 5.20   CIC filter for upsampler
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N differentiator segments in cascade, followed by the upsampler and then followed 
by N integrators. The overall resulting transfer function is

� (5.14)

where N is the number of differentiator and integrator stages. Equation (5.14) im-
plements a sinc filter, an LPF. The order of the sinc is determined by the number of 
stages, N.

One important advantage of DUC is that multiple carrier frequencies can be 
supported simultaneously [43, 53]. This is accomplished by having a bank of di-
rect digital synthesizers and digital quadrature upconverters. The output of all the 
digital quadrature upconverters is summed digitally. The final digital word that rep-
resented the sum of the different channels is then converted to analog form by a 
single RFDAC2. This is an important feature since supporting channel bonding and 
channel aggregation is now straightforward with a DUC. Another advantage of the 
RFDAC2 approach is that the same DUC can be used as for multiple wireless stan-
dards by simple digital manipulation of the digital upsamplers, filters, and digital 
quadrature mixers [27, 57].

5.6 � RF Digital-to-Analog Converter

Since a high-speed DAC is the central component of a digital RF transmitter, this 
section concentrates on the design details and trade-offs of such DACs. In order to 
quantify the quality of the DAC design, certain standard metrics are used. One such 
metric is the signal-to-noise ratio (SNR). The SNR is defined as the ratio of the 
rms value of the desired signal, Ps, in comparison to all other spectral components 
integrated over a band of interest [24]. The band of interest is usually defined as the 
Nyquist frequency. The DC term is excluded from this integration band.

Another metric, which is closely related to SNR, is the spurious free dynamic 
range (SFDR). The SFDR is defined as the ratio of the rms value of the desired sig-
nal, Ps, to the second highest spurious signal within a frequency band defined by the 
Nyquist rate. The tones considered part of this test can include spurious signals that 
are injected from external environments as well as harmonic and intermodulation 
distortion caused by the DAC itself. The DC term is excluded from this spurious 
tone search.

The linearity of the DAC is also important. Since most DAC designs are differ-
ential, the second-order distortion term is much smaller than third-order distortion 
terms. Higher-order distortion terms decay rapidly. For this reason, the third-order 
intermodulation distortion (IM3) is an important metric in DAC design.

Static linearity of the DAC is also important. There are two main metrics: the 
integral nonlinearity (INL) and the differential nonlinearity (DNL). The INL is de-
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fined as the maximum deviation of the output of the DAC from an ideal straightline 
as the codewords are incremented sequentially. Since the minimum and maximum 
values of the DAC are considered to be the two end points of the ideal straight line 
representing the range of the DAC, the worst-case deviation usually occurs near the 
mid-codeword. This means that INL is worst near the mid-codeword. This metric is 
usually reported in units of LSB, i.e., the output voltage or current is normalized to 
the ideal size of an LSB voltage or current.

DNL is defined as the ratio of the variation in step size between two adjacent 
codewords to the ideal step size of the DAC. In essence, it is a measure of the 
change in slope between adjacent codewords. This is usually worst when there is a 
structural change as the next most significant bit (MSB) is toggled. For example, if 
a different structure is used to implement the fourth bit in a DAC than the first three 
least significant bits (LSBs), the worst-case DNL may be between codewords 0111 
and 1000. The DNL metric is usually reported in units of LSB, i.e., normalized to 
the ideal size of the LSB.

5.6.1 � DC Matching Requirements

The first requirement of a DAC is to ensure that low-frequency matching require-
ments are satisfied. This usually results from random and systematic mismatches in 
the elements used to implement the DAC. Random mismatches can be a result of 
device matching between the different elements. If a current steering type of DAC 
is employed, for example, then the current matching is given by [36]

� (5.15)

where I

I

∆  is the current mismatch between different current mirror elements in the 
DAC, VGS−VT is the overdrive voltage of the current mirror, WL is the area of the 
current mirror device (width and length), A VT is a process-dependent coefficient 
describing the VT variation, and A. is a process-dependent coefficient describing the 
random area variation. Clearly, Eq. (5.15) demonstrates that the best way to reduce 
the current mismatch is to use larger devices and larger overdrive voltages. There 
are other sources of random mismatches, such as the variation of the value of the 
load device. In practice, however, the dominant source of random static mismatch 
is usually current mismatch due to the VT variation of the current mirror devices.

For modern deep submicron technologies, Eq. (5.15) is accurate only for devices 
with large values of L. In FinFET technologies, for example, the choice in the value 
of L may be limited [47]. The saturation current in a deep submicron technology is 
given by

� (5.16)
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where vsat  is the saturation velocity, which is equal to 107 cm/s. The variation in 
current is then given by

� (5.17)

The specification of the mismatch in the current source determines the maximum 
resolution, in bits, that the DAC can support. More specifically, if a current-based 
N-bit DAC is implemented, the variance of the current due to random mismatches 
of the jth element in the DAC is given as [45]:

� (5.18)

where IREF is the size of an LSB current and I

I

∆  is given by Eq. (5.15) or (5.17). 
This means that the maximum INL (derived from the worse-case accumulated cur-
rent variance of Eq. (5.18)) that can be tolerated in the DAC is given by [5]

� (5.19)

One might believe that increasing the resolution of the DAC by a factor of 2 im-
plies better matching by a factor of 2 as well; however, Eq. (5.19) implies that if 
the required resolution of the DAC increases by 2 bits (4× resolution), the current 
matching only needs to improve by 2×. Here, IREF is assumed to be equal to one 
LSB. This result is true if the mismatch between the DAC cells is truly random, 
i.e., uncorrelated. If there is correlation in the mismatch between the different cells, 
such as a static offset present in only one row of cells of the DAC array, then this 
error is correlated error. Correlated error results in worse INL error than predicted 
by Eq. (5.19).

The matching between cells in a multibit DAC is very layout dependent. In order 
to enhance the matching between the different components, the DAC is composed 
of identical cells that are laid out symmetrically, as shown in Fig. 5.21. As the figure 
shows, the cells of the DAC occupy a symmetric two-dimensional area. Dummy 
devices are inserted around all four sides of the two-dimensional structure. A ther-
mometer decoder is used in order to activate the individual cells sequentially.

Although the layout in Fig.  5.21 is symmetric, a few nonidealities can arise. 
Consider a finite resistance on the power supply and ground lines powering the 
DAC cells. If the main power and ground connections are from the top left-hand 
corner, for example, a gradient voltage would result along the power and ground 
lines, with the worst gradient being the cell furthest away from the main power and 
ground connections. Figure 5.22 shows the effect of this gradient on the linearity of 
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a 10-bit DAC arranged as a 32 × 32 array of identical cells. Figure 5.22a shows the 
INL degradation as the digital codeword is incremented. It is assumed that the cell 
associated with the minimum codeword is closest to the main power and ground 
connection, and the cell associated with the maximum code word is farthest from 
the main power and ground connections. The periodic nature of the INL distortion 
is due to the change in supply and ground gradients as the codewords toggle cells 
in the next row. The periodic nature of the error introduced by gradients results in a 
data-dependent spur in the frequency domain. This is illustrated in Fig. 5.22b as a 
tone due to the supply and ground gradient decreases the SFDR of the DAC.

One method of reducing the effect of gradients is to exploit common centroid 
layout techniques. One such technique is known as symmetrical switching [26]. In 
symmetrical switching, the order of the columns of the DAC elements is randomized 
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as shown in Fig. 5.23. The resulting INL distortion is shown in Fig. 5.24. Although 
not obvious from the time–domain plot, the fast Fourier transform (FFT) plot exhib-
its much smaller high-frequency tones.

In all the above analysis, it was assumed that the main power supply and ground 
connections are located at a corner. If the connections are near the midpoint of any 
of the four borders of the array, as opposed to one of the four corners, the analysis 
becomes different. In this case, instead of a gradient error, the error becomes sym-
metric. Since the error is symmetric, the symmetrical switching technique has no 
effect on correcting this error.

In order to counteract symmetrical errors, a hierarchical symmetrical switching 
technique was developed [30]. In this technique, a different column ordering is 
used, as shown in Fig. 5.25. This ordering is done in such a way that it counteracts 
the effects of both gradient and symmetrical errors. Figure 5.26 shows the result-
ing INL distortion as well as the frequency domain plot showing the resulting tonal 
response with hierarchical symmetrical switching.

Thus far, it has been assumed that rows are decoded sequentially. In reality, 
however, there may be gradients running vertically that would not be corrected for 
by any of the abovementioned techniques. One popular method of accounting for 
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gradient and symmetrical errors in any direction is known as the Q2 random walk 
decoding [52]. In this technique, the elements in a 4 × 4 array are tiled in a random 
fashion, as shown in Fig. 5.27. The disadvantage of this technique is higher de-
coding logic and wiring complexity. Note that each cell must now receive its own 
decoded bit to activate it. In all the previous techniques, a common row decoded bit 
was shared for all cells in a row. Using the Q2 random walk technique, 14-bit resolu-
tion DAC is possible [52]. It is important to note that there are many variations of 
this sequencing reported in the literature that also attempt to reduce gradient errors 
[13, 16, 17, 21, 56].

41 2 3 5 6 7 8

56 2 1 7 3 4 8

Sequential Switching

Hierarchical Symmetrical

Fig. 5.25   Illustration of the 
hierarchical symmetrical 
switching technique
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A common approach to DAC design is to split the DAC array into two (or more) 
segments. Such DACs are called segmented DACs [42]. The main idea behind a 
segmented DAC is to provide a trade-off between linearity and area. If all the DAC 
elements are binary-weighted elements, as opposed to equally sized elements, as 
shown earlier, large area savings are possible. In this case, the worst-case DNL 
would involve the switching of 2N−1 elements. This means that the worst-case DNL 
is now , where σ is the standard deviation of an LSB. Furthermore, no decoding log-
ic is required. For the thermally weighted element arrays seen previously, the DNL 
is always equal to σ. The worst-case INL is the same regardless of the segmentation 
used. A compromise between area and linearity can be reached by allowing a small 
number of LSBs to be binary weighted, thereby limiting the linearity degradation 
while saving area. An example of a segmented 10-bit DAC is shown in Fig. 5.28. A 
6-bit MSB and 4-bit LSB segmentation is shown.

5.6.2 � Transient Effect and Glitches

An important source of nonlinearity for high-speed RFDACs is the glitch energy. 
There are many sources of glitch energy in an RFDAC. Consider a high-speed 
current steering-based DAC element shown in Fig. 5.29. Transistors M1 and M2 
are used as switches to steer the current, Isrc, to either OUT + or OUT −. The Cgd 

Fig. 5.29   High-speed cur-
rent-steering DAC element
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Fig. 5.28   Example of a 10-bit segmented DAC
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capacitance shown in the figure can couple the clock signal to the output, causing a 
glitch. Steering the current from one side to another also causes the current source 
Isrc to glitch due to the fact that the capacitor Cp needs to charge or discharge as its 
voltage shifts from OUT + to OUT −, or vice versa. This transient current is summed 
with the DC current from Isrc, causing a glitch on the output.

The glitch energy can be quantified by examining the AC energy in the signal 
over a sampling period. Figure 5.30 shows the DAC output waveform when switch-
ing from one code word to the adjacent code word. The initial spike in the begin-
ning is due to the glitching in the DAC cell. When calculating the glitch energy, this 
spike is averaged out over a sampling period. In some cases, only the area outside 
a ½ LSB error is integrated when calculating the glitch energy. The glitch energy is 
usually expressed in units of ps⋅V.

5.6.3 � Sampling Effects in DACs

The time-sampled nature of DACs creates effects that are important to understand. 
Figure 5.31 shows a typical output of a DAC with a sine wave input. The output is 
a quantized sine wave. There are two important effects observed in the figure. First, 

 fs/2 fs 1.5fs 2fs

Baseband
signal

Fig. 5.31   Typical DAC output

 

Glitch energy

Tsample

Glitch energy

Tsample

Fig. 5.30   Waveform 
demonstrating glitch energy 
at output of a DAC during 
switching
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alias terms arise around harmonics of fs, the sampling frequency. To understand why 
this is the case, consider the case where only discrete samples are taken of the ideal 
analog signal, x(t), at locations x(nTs). The resulting waveform can be taken as an 
infinite summation of the x(nTs) terms. This is equivalent to convoluting the signal 
x(t) with an impulse train function with period Ts. Since the Fourier transform of 
x(t) is given as

� (5.20)

the output spectrum of the sampled terms can be given as

� (5.21)

Clearly, the output spectrum of Eq. (5.21) is periodic and symmetric around fs.
The second effect seen in Fig. 5.31 is the decrease in amplitude of the alias terms. 

To understand the second term, it is important to realize that the quantized values at 
the output of the DAC arise by sampling the digital word and holding the analog-
converted value for an entire sampling period. This creates a zero-order hold (ZOH) 
function, which is a rectangular pulse of width Ts, where Ts = 1/Fs. The ZOH func-
tion is effectively multiplied by the ideal analog signal. Since the frequency domain 
function of a ZOH is a sinc function, the DAC output spectrum is a convolution 
of a sinc function with the time-sampled analog signal. This is different from the 
previous case, wherein sampling function was an impulse function. Since the ZOH 
function is given by [35]

� (5.22)

where rect is a rectangular function, the Fourier transform of the ZOH function is

� (5.23)

This shows that the frequency spectrum of the sampled signal x(nTs) is convoluted 
with a sinc function in the frequency domain. This accounts for the decreasing am-
plitude of the alias terms observed in Fig. 5.31.

5.7 � Digital Predistortion in RF Transmitters

The concept of digital predistortion (DPD) in RF transmitters covers a very broad 
set of techniques, which all rely on an estimate of the analog-distorted signal, which 
is then used to develop a predistortion correction digital term to compensate for 

X f x t e dtj ft( ) ( )� −
−∞

∞

∫ 2π

X f X f kf T x nT es sk s s
j nTf

k
( ) ( ) • ( )= − =

=−∞
∞ −

=−∞
∞∑ ∑ 2π

x t x nT rect
t

T
nT

TZOH sk

s
s

s

( ) ( )•=
− −















=−∞
∞∑ 2

X f
e

j fT
e sinc fTZOH

j fT

s

j fT
s

s
s( ) • ( )=

−
=

−
−1

2

2
2

π
π

π



1235.7 � Digital Predistortion in RF Transmitters�

this distortion [28, 31, 58]. Figure 5.32 shows the general concept of DPD. The 
nonlinearity of the PA and the transmitter is characterized off-line. A predistortion 
transfer function is then developed in such a way that it counteracts the distortion 
in the transmitter and PA. This is done to cover the different operating frequencies 
and gain settings of the transmitter, as well as the variation in the nonlinearity under 
temperature and power supply variation. On-chip temperature and power supply 
sensors are used as part of this predistortion transfer function. The DPD function is 
usually stored in the form of a look-up table.

There are several types of distortion that can occur in the RF transmitter path. 
The first of kind can be a nonlinear distortion causing intermodulation terms to arise 
in the output spectrum. This can be a result of AM–AM distortion or AM–PM dis-
tortion. It then becomes the objective of the predistortion block to counteract both 
these types of distortion. Mathematically, this can be expressed as [12]

� (5.24)

where rn and φn are the transmitter digital input amplitude and phase, respective-
ly, A(⋅) and φ(⋅) represent the AM–AM and AM–PM distortion, respectively. The 
simplest form of predistortion would be to multiply Eq.  (5.24) with the inverse 
amplitude and phase transfer functions; however, not all nonlinear functions are 
invertible. Moreover, those that are invertible do not always have a one-to-one cor-
respondence between input and output [59]. Direct measurement techniques would 
also require precise phase alignment between the digitized output PA signal sample 
and the digital input signal to estimate the AM–AM and AM–PM distortion.

Another method of obtaining the predistortion function is to use what is known 
as a semi-blind estimation technique [22]. The advantage of such a technique is that 
precise phase alignment between the PA output and the digital input is not required. 
In this technique, the statistics of the digital input signal and the output analog 
signal of the PA are examined. After obtaining the joint probability distribution 
function (PDF) of both the input signal, fX(r,φ) and the PA output signal fY(r,φ), the 
AM–AM distortion function is given as [59]

� (5.25)

y A r en n
j rn n= +( ) ( ( )ϕ ϕ

A r F F rY X( ) • ( )= −1

Digital
Modulator

Pre-distort
Signal Transmitter
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Established through off-line
characterization of transmitter +

PA nonlinearity

Fig. 5.32   Digital predistortion (DPD) in RF transmitters
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where FX(r) and FY(r) are given by

� (5.26)

and

� (5.27)

The AM–PM distortion term can now be given as

� (5.28)

where f rX ( | )φ  and f rY ( | )φ  are the conditional PDFs of phase φ given amplitude 
r associated with f rX ( | )φ  and f rY ( | )φ , respectively.

Another popular method for DPD is to express Eq. (5.24) as a polynomial. More 
specifically, Eq. (5.24) can be rewritten as

�
(5.29)

where ai are polynomial coefficients. Specific known distortions in the transmitter 
can then be simplified to eliminate certain terms from Eq. (5.29). For example, if 
the transmitter is perfectly balanced, the even-order distortion terms can be elimi-
nated. Also, higher-order terms may not have to be well approximated for sufficient 
level of distortion cancellation. Another strong advantage of the polynomial repre-
sentation shown in Eq. (5.29) is that undesired cross-modulation between multicar-
rier outputs (in the case of carrier aggregation) can be digitally compensated for as 
well [14, 39].

In addition to nonlinear distortion cancellation, DPD can also be used to enhance 
harmonic and image rejection. This is done by digitally calibrating and adjusting for 
mismatch in the LO signal and imbalance between I and Q paths. For a fully digi-
tal transmitter, there is no imbalance between I and Q paths since these two paths 
only exist in the digital domain. In a direct upconverter architecture, as was shown 
in Sect. 5.2, there may be I and Q amplitude and phase imbalances, which may 
degrade the transmitter performance. Such imbalances can be digitally calibrated 
off-line by downcoverting the RF signal back into the baseband signal, digitizing 
the signal and defining the inverse transfer function to correct for image rejection.

A popular method of correcting for image blockers is to use a technique known 
as the Churchill’s method [11]. Amplitude and phase errors between I and Q paths 
can be given as

� (5.30)
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� (5.31)

where I1 is the in-phase analog component at RF, Q1 is the quadrature phase analog 
component at RF, α is the gain imbalance between the I and Q paths, ε is the phase 
imbalance between I and Q paths, ADC, I is the DC offset of the I path, ADC, Q is the 
DC offset of the Q path. In order to eliminate the gain and phase imbalance, the 
complex input signal, s I jQ1 1 1= + , must be modified by a complex correction fac-
tor yielding s2 given by

� (5.32)

where E and P are the real and imaginary components of the image-correcting fac-
tor. It can be shown that if E and P are given by

� (5.33)

� (5.34)

the resulting s2 value from Eq. (5.32) is given by

� (5.35)

Note that the real and imaginary components of s2 have no amplitude α or phase Ε 
imbalance.

Generally speaking, the phase and amplitude offset between the I and Q chan-
nels is unknown and must be estimated. Churchill’s method describes a four-point 
discrete Fourier transform (DFT) method to be performed on the data with an input 
at exactly one fourth the sampling rate. More specifically,

� (5.36)

The result is four equally spaced samples over one input period. The first compo-
nent of ��s 1  is the average of the four samples, or the DC estimate of the input signal. 
The second component of ��s 1 is the desired signal and the fourth component is the 
image signal. The third component is also a measure of the DC component. Since it 
is desirable to have no image component, it follows from Eqs. (5.32) and (5.36) that

� (5.37)
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In other words, the image correction terms E and P are given as

� (5.38)

� (5.39)

The DC correction terms can be given as

� (5.40)

� (5.41)

The correction estimates given by E and P can exactly cancel out the image com-
ponent resulting from mismatch between the I and Q channels. Factors such as the 
quantization noise resulting from bit width limitations and noise in the input signal 
itself would limit the degree of possible image rejection. Bit width limitations can 
be easily avoided by design (increasing the bit width such that it is not a limiting 
factor in achieving the desired image rejection). Noise in the signal itself can be a 
result of device noise of any analog component in the transmitter, which includes 
the DAC, the anti-alias filter, and the up-conversion mixer. This noise is usually 
random in nature and difficult to avoid. One method of avoiding this noise com-
ponent is to increase the number of points in the DFT sample. Assuming the noise 
sources are independent, the variance in the error of the image correction terms for 
an N point DFT is given as

� (5.42)

where N is an integer multiple of 4 and σ img ,1
2  is the image correction estimate of a 

four-point DFT. Calibration with a test frequency other than one fourth the sampling 
rate can be used with a simple modification of Churchill’s method [37].
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5.8 � High-Linearity and High-Efficiency PAs

One important block in the transmitter path is the PA. Both the linearity and power-
efficiency of the PA can be the limiting factor for both performance and cost of the 
entire transceiver. In this section, different configurations and classes of PAs are 
detailed.

Before providing a detailed discussion of different classes of PAs, a few basic 
concepts that are used to quantify PA performance are first given. A generic PA is 
shown in Fig. 5.33. As the figure shows, both input and output matching networks 
are provided. This is to ensure the maximum power transfer between the transmit-
ter and the PA at the input node, as well as between the PA and the antenna or T/R 
switch at the output node. In the context of PAs, the output power refers to the total 
available power at the circuit following the PA. The total power gain of the PA in 
Fig. 5.33 can be shown to be

� (5.43)

where s11 is the input reflection coefficient of the PA, s22 is the output reflection 
coefficient, and s21 is the forward transmission coefficient. Equation (5.43) assumes 
that the input and output are matched for maximum power transfer. In the literature, 
the term power gain of a PA usually refers to the GPA = G1⋅Gout product.

The transfer of the input power to the output with a certain power gain, G, is 
performed by powering the PA from a supply source, VD, PA, shown in Fig. 5.33. 
The amount of power dissipated from VD, PA is important since this determines, to a 
large extent, the power dissipation of the entire RF front-end transceiver. A metric 
commonly used to quantify this is the amplifier efficiency, η, which is given as

� (5.44)

where POUT_PA is the output power of the PA and PVD, PA is the power drawn from VD, 

PA. The drawback of this metric is that it does not take into account the input power 
level. Another metric that incorporates the input power level is known as the power-
added efficiency (ηPAE  ), which is given by
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� (5.45)

The PAE can be interpreted as the efficiency of the PA as a ratio of the difference 
between the input and output power of the PA to the power dissipated by the power 
supply of the PA.

The power efficiency and PAE provide a method of comparing the overall ef-
ficiency of the PA. These metrics, however, do not take into account the relative 
output swing (either voltage or current) when expressing efficiency. An alternative 
method of quantifying the output power of a PA is the power output capability, CP, 
which is given as

� (5.46)

This metric is useful in comparing different types of PAs. Note that the peak out-
put current and voltages are measured at the amplifier’s output before the termina-
tion network, whereas the output power is measured after the termination network. 
Other metrics that express linearity, such as P1dB, IIP3, and ACPR are important for 
PAs; however, these metrics have been discussed at length previously in Chap. 3 
and earlier sections of this chapter.

Another important concept for PAs is the concept of conduction angle. The con-
duction angle is defined as the duration (in phase) where the current drawn from VD, 

PA is nonzero. For example, if the current drawn from VD, PA is continuous, then the 
conduction angle, 2θc, is said to be 360°. The ‘2’ term emphasizes the assumption 
that the current waveform is symmetric; meaning that the current waveform from 
[−θc,0] is a mirror image of the current from [0,θc]. Higher power efficiency in a 
PA is achieved by lowering the conduction angle. Lowering the conduction angle, 
however, reduces the linearity of the PA. This effect gives rise to the established 
trade-off between linearity and power efficiency in PA design.

Class-A PA  The simplest PA is a class-A PA. A class-A PA is defined as a PA with 
conduction angle, 2θc, of 360°. Figure 5.34 shows the typical waveforms of a class-
A amplifier for a sine wave input. The current through VD, PA is given as

� (5.47)

where Idc is the DC component of current drawn from VD, PA, Iout is the peak output 
current, and θ is the angular time given as θ π= 2 ft . The output current and voltage 
are then expressed as

� (5.48)

� (5.49)
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where R is the amplifier’s load resistance. Note that the DC power consumption, or 
current drawn from VD, PA, is given as

� (5.50)

Since by definition, a class-A amplifier is always conducting current, this can only 
occur if both the output current and the voltage are less than the DC current and 
voltage, respectively. This means that the maximum output power dissipation can 
now be given as

� (5.51)

The power efficiency, η can now be given as

� (5.52)

This means that if 1W output is required, the power draw of more than 2W is need-
ed from the power supply. Although Eq. (5.51) indicates that a higher power out-
put level would enhance the efficiency of the PA, a certain back-off ratio may be 
required in order to accommodate the bursty nature of the signal amplitude. The 
peak-to-average ratio (PAPR) can typically vary from 7 to 14dB. This means that 
higher PAPR usually implies lower power efficiency. The efficiency of class-A am-
plifiers can be as low as 10–20 % for low output power levels. Figure 5.35 shows 
the power efficiency of a class-A amplifier as a function of the output voltage level, 
Vout.

The power output capability, CP , of a class-A amplifier is given as

� (5.53)
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The peak output voltage and current at the amplifier’s output are twice that of the 
PA power supply voltage.

Class-B Amplifier  Power efficiencies of 10–20 % are impractical for portable low-
power applications. One way to enhance the efficiency of the PA is to saturate the 
PA in such a way that it does not conduct the current for half the duration of the 
input period. In other words, the conduction angle can be lowered to 2θc = 180°. 
Figure 5.36 shows the typical current and voltage waveforms of a class-B amplifier 
for a sine wave input. As the figure shows, class-B operation is enabled by elimi-
nating the negative half of the current swing. Two class-B amplifiers connected in 
parallel are assumed. One amplifier conducts current between 0° and 180° and the 
other conducts current between 180° and 360°.

The output power of the class-B amplifier described above is the same as that of 
a class-A amplifier. The power drawn from VD, PA, on the other hand is now given as

� (5.54)

This means that the peak efficiency occurs when the output swing is equal to the 
power supply voltage of the PA, VD, PA. The power efficiency of the class-B ampli-
fier is given as

� (5.55)

The peak power efficiency of a class-B amplifier is a major improvement over a 
class-A amplifier. The linearity, however, is worse. To understand why, consider the 
waveforms that were shown in Fig. 5.36. It is assumed that there are two indepen-
dent branches that conduct at different times. First, if there is any mismatch result-
ing in a gap where no current is conducted, then this introduces a strong nonlinearity 
near the zero crossing of the amplifier. Second, the absolute value of the current is 
used, which itself also introduces a strong nonlinearity at the zero crossing of the 
amplifier. One way to mitigate this effect is to add a constant current in parallel to 
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the class-B amplifier. Since now less of a fraction of the current comes from the 
nonlinear component, the amplifier is effectively linearized. Such an amplifier is 
called a class-AB amplifier. The power output capability of a class-B amplifier is 
given as

� (5.56)

The output current is half of that of the class-A amplifier case, since the conduction 
angle is half; however, the assumption here is that there are two class-B amplifiers 
working in different conduction phases. This makes the class-B amplifier have the 
same output power capability as a class-A amplifier.

Class-C Amplifier  In a class-B amplifier, it has been demonstrated that limit-
ing the conduction angle can have a large impact on the power efficiency of the 
amplifier. As was demonstrated, this came at the expense of increased nonlinearity. 
Increased nonlinearity implies higher harmonic content. In the context of cogni-
tive radios, a wideband operation is required of the transmitter. This implies that 
harmonic frequencies of the PA can fall onto other users and thereby jamming the 
user’s transmitted signal. This would necessitate the need of an RF BPF or to lower 
the output power to attenuate the harmonic content.
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In a class-C amplifier, higher power efficiencies and better linearity than class-B 
amplifiers are attempted. Higher efficiency is achieved by lowering the conduction 
angle even further. This is accomplished by controlling the DC bias of the main 
PA device such that it only conducts current during a short duration of a period. 
Figure 5.37 shows the typical current and voltage waveforms of a class-C amplifier. 
Although a sinusoidal waveform for the current is shown in Fig. 5.37, it can take 
on any shape. The linearity of a class-C amplifier is improved by providing a shunt 
LC network, as shown in Fig. 5.38. This shunt LC network would pass the signal at 
the operating frequency, but attenuate it at harmonic frequencies of the output RF 
frequency.

One popular method of modeling the current with the small conduction angle 
shown in Fig. 5.37 is to use the following model [1]:

� (5.57)
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This would yield an average, or DC, current of

� (5.58)

and the current flowing to the load of the PA is given as

� (5.59)

which give an average power draw from VDD, PA of

� (5.60)

The power efficiency is then given as

� (5.61)

The output power capability of the class-C PA is given as

� (5.62)

which has a maximum value of Cp = 0.1341 at a conduction angle of 2θc = 245°. Ac-
cording to Eq. (5.59), the power efficiency at this conduction angle is > 60 %. The 
main disadvantage of a class-C amplifier is that it relies on an external LC tank in 
order to boost the linearity of the amplifier. In the context of a wideband transmit-
ter, the BPF must be tunable, which increases complexity and degrades the power 
efficiency of the PA (since the tunable filter would introduce more loss than a fixed 
filter).

Class-D Amplifier  Higher power efficiencies than any of the previous classes of 
PAs is possible by using what is known as a zero-voltage switched (ZVS) amplifier, 
or simply a switched amplifier. A generic class-D PA is shown in Fig. 5.39. Similar 
to a class-C amplifier, a class-D amplifier relies on an LC tank load. The main dif-
ference, however, is how the active devices are used. A pair of high-voltage field 
effect transistor (FET) output devices, MP1 and MN1, is hard switched by the RF 
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input, meaning they act as switches. In the analysis that follows, it is assumed that 
the FETs have zero ON resistance, infinite OFF resistance, zero parasitic capaci-
tance, and the LC tank is a lossless ideal tank.

The typical current and voltage waveforms of a class-D amplifier are shown in 
Fig. 5.40. The voltage at the drain of the NFET, v2, is a square wave, as it follows 
the input voltage. The distinguishing feature of a class-D amplifier is the fact that 
when the v2 voltage is nonzero, the i2 current is zero, and vice versa. In this case, the 
power dissipated by the PA that is not sent to the output is zero. The series resonant 
circuit is tuned to the RF output frequency, and as a result, the output current is 
sinusoidal. Since a square wave can be represented as an infinite sum of odd-order 
harmonic sinusoidal signals, v2 can be given as

� (5.63)

The output current contains no higher order harmonics as is given as

� (5.64)
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The output voltage is

� (5.65)

From Eqs. (5.64) and (5.65), the output power is

� (5.66)

which is the same as the power dissipated by the PA, yielding a power efficiency 
η = 100 %. The maximum power output capability of the class-D amplifier is given 
as

� (5.67)

Practically, losses due to finite FET ON and OFF resistances, losses in the LC tank, 
and parasitic capacitances associated with the FETs will lower the efficiency of the 
amplifier. Class-E and class-F amplifiers are two other variants of switched ampli-
fiers that have the same basic operating principal as a class-D amplifier, but with 
some efficiency enhancements over class-D amplifiers.

Table 5.2 summarizes the different classes of PAs discussed above. As the table 
shows, the amplifier efficiency is well correlated to the conduction angle, 2θc. The 
typical efficiencies depend heavily on the back off required on the PA to accommo-
date the required PAPR. For example, a WCDMA signal may need a PAPR of 7dB, 
while a digital video broadcasting-terrestrial (DVB-T) signal would require a PAPR 
of 14dB, resulting in less power efficiency in the PA.

Summary

In this chapter, design issues in wideband transmitters have been explored. The 
requirements of transmitters including EVM, ACPR, and EIRP have been detailed. 
The simplest transmit architecture, the direct upconverter, has been detailed. The 
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Table 5.2   Summary of PA classes and their performance
Class ηMAX(%) ηTYP(%) Cp Main idea

A 50 30–45 0.125 2θc = 360°
B 78 60–70 0.125 2θc = 180°
C 100 70–90 0.134 2θc < 180°; Voutmin when Iout > 0
D 100 80–90 0.159 V0 min when I0  > 0

Min time overlap when I0 > 0 and V0 > 0
E 100 80–90 0.09 Combine both elements of class-D in LC tank + switch
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Cartesian loop transmitter has been shown to provide better linearity on the expense 
of complexity and data bandwidth. Polar modulator architecture, which has gained 
recent popularity due to its ability to support nonlinear power efficient PAs, has also 
been detailed.

Special attention has been devoted to direct digital upconverter transmit archi-
tectures. This included the digital upconverter filters and upsamplers. It also in-
cluded an in-depth analysis of DAC design. The concept of DPD as a means to cor-
rect for analog impairments has been introduced. Various calibration techniques to 
correct for nonlinearity as well as image rejection have been given. Finally, various 
PA topologies have been explored. This included transconductance-based amplifi-
ers, such as class-A, class-B, class-AB, and class-C amplifiers. Switched amplifiers 
have also been explored, which include class-D, class-E, and class-F amplifiers.
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Frequency synthesizers in cognitive radio play a central role in providing the local 
oscillator (LO) signal for frequency translation and channel scanning. At the heart 
of the frequency synthesizer is the phase-locked loop (PLL). In this chapter, fre-
quency synthesizer design requirements including frequency range and phase noise 
performance are first given. This is followed by detailed analysis of both integer-N 
PLL and ΣΔ fractional-N PLL. Sources of phase noise in PLL design are detailed 
along with a methodology to minimize the phase noise. Design details of important 
PLL components such as the charge pump, the voltage-controlled oscillator (VCO) 
and the feedback frequency divider are given.

6.1 � Jitter and Phase Noise Primer

Before starting a detailed discussion on PLL design and how to optimize its perfor-
mance, a few terms must first be defined. The two most prevalent terms describing 
the performance of PLLs are phase noise and jitter. Jitter can be defined as the 
statistical measure of the deviation of a periodic signal’s actual edges corrupted by 
noise from the ideal periodic signal. The corruption of the edges is due to amplitude 
noise (either external or intrinsic to the PLL circuitry) conversion into phase noise 
(AM–PM conversion of noise), the distinction between amplitude and phase noise 
is shown graphically in Fig. 6.1.

Jitter can be deterministic or random. Deterministic jitter occurs in a predict-
able and periodic fashion. Random jitter at any given time is uncorrelated to any 
other sample. Phase noise is the frequency representation of phase fluctuations of 
a signal. Figure 6.2 illustrates both deterministic and random jitter in both the time 
and frequency domains. As the figure shows, deterministic jitter manifests itself as 
spurious response in the frequency domain. Random jitter manifests itself as a con-
tinuous function. The exact shape of this response is typical of a PLL phase noise 
plot as will be explained in Sect. 6.3.
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There are several definitions of jitter [1]. Absolute jitter is the difference between 
the minimum clock period corrupted by noise from the ideal clock period. This defi-
nition is useful for digital application that requires timing closure. The RMS jitter is 
the root mean square summation of all the phase deviations that occur in each clock 
cycle. This measure is useful for quantifying random jitter. Peak-to-peak jitter is 
the difference between the maximum clock period and minimum clock period; use-
ful when quantifying deterministic jitter. Cycle-to-cycle jitter is the clock variation 
between two clock edges. This metric is useful in serial links applications.

There are many sources of jitter. Some noise sources are generated the by PLL 
itself. This category of noise sources is referred to as intrinsic noise sources. The 
voltage and current noise sources of the individual components of the PLL (transis-
tors and resistors, for example) give rise to amplitude noise. This amplitude noise 
undergoes an amplitude-to-phase (AM–PM) conversion of noise. One such exam-
ple of AM–PM conversion of noise in digital logic (such as frequency dividers) is 
the altering of zero crossings by amplitude shifts as illustrated in Fig. 6.3. In this 
case, amplitude noise occurring during the waveform transitions is translated into 
jitter. There are other mechanisms that translate amplitude noise into jitter as will 
be demonstrated later.

a b

Fig. 6.2   Time domain and frequency domain representation of a deterministic jitter and b random 
jitter

 

a b

Fig. 6.1   Illustration of sine wave corrupted by a amplitude noise and b phase noise
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The other category of noise is due to environmental disturbances around the 
PLL. This is known as extrinsic noise. Power supply and ground bounces that shift 
the internal bias operating points or digital circuit’s zero crossing point can cause 
phase noise. Crosstalk and noise pickup from adjacent circuitry can induce jitter. 
As with the case of intrinsic sources of noise, external noise source also undergo an 
AM–PM conversion of noise which results in jitter. External noise sources can be 
mitigated by improving the power supply rejection of the PLL power supplies as 
well as proper layout shielding.

The relationship between jitter and phase noise is important to understand. A sine 
wave corrupted by jitter can be given as

� (6.1)

where ω0 is the angular frequency of the LO signal. Now, consider the special case 
where n2(t) is a single tone expressed as

�
(6.2)

where θp is the frequency modulation index and ωm is the angular frequency of the 
tone considered for this analysis. Substituting (6.2) into (6.1) and expanding yields

� (6.3)

If it is assumed that θp < < 1 (i.e., small phase noise), then

� (6.4)

and

� (6.5)
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therefore, substituting (6.4) and (6.5) into (6.3) and expanding yields

�
(6.6)

The analysis resulting in (6.6) shows that a frequency-modulated single-tone jitter 
source results in a pair of tones in the frequency domain centered around the LO 
frequency with amplitude 1

2/ pV θ⋅ ⋅ . The single sideband phase noise can now be 
expressed as

�
(6.7)

The above analysis shows the relationship of a single tone in the phase noise plot 
to the jitter. In reality, the phase noise plot is a continuous spectrum, as shown in 
Fig. 6.2b. The tonal analysis resulting in (6.6) can be considered to be the impact of 
phase noise over a 1-Hz bandwidth. The phase noise plot can be integrated over the 
desired bandwidth to yield value for the jitter. Since, by definition, jitter is a statisti-
cal value and it is assumed that jitter from a phase noise plot is the result of random 
noise, the summation must be done in a root-mean-square fashion. This means that 
the rms jitter (in units of seconds), tj, rms, is given as

�
(6.8)

6.2 � Requirements

The phase noise of the PLL is an important parameter in any wireless transceiver. 
It serves as the LO port in both the downconverter mixer or upconverter mixers, af-
fecting the performance of both the transmit and receive paths. The PLL is also used 
as a sampling clock to both the analog-to-digital converter (ADC) in the receive 
path and the digital-to-analog converter (DAC) in the transmit path, affecting the 
performance of both paths.

There are two phenomena that determine the phase noise requirement of the PLL 
when it is used as an LO signal. The first of these is known as reciprocal mixing [2]. It 
has been demonstrated in Chap. 3 that it is possible for two blockers to cross-modu-
late and produce an undesired signal that lands on the receiver channel. Since there is 
a finite amount of phase noise at any frequency offset away from the LO frequency, 
there will be a component of the LO phase noise that mixes with a large blocker back 
into the desired receive channel. This noise translation may limit the noise floor of 
the receiver if the LO phase noise at a certain offset frequency is too high.

The reciprocal mixing effect is shown graphically in Fig. 6.4. The phase noise 
profile is simplified as a triangular shape centered around LO. An IF receiver is 
assumed in this plot, meaning that the desired channel is offset away from the LO 
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frequency by an amount equal to IF, or Δf as shown in Fig. 6.4. An undesired block-
er, located at fbl mixes with the LO phase noise located at Δf away from the blocker 
to downconvert a portion of the blocker set by the phase noise level. In order for the 
phase noise to not cause any degradation, the maximum phase noise level must be

�
(6.9)

where Pch is the channel power level, Pbl is the blocker power level, SNRdesired is 
the SNR required by the standard, the margin is usually set to 10 dB, and BW is 
the bandwidth (in Hertz). The phase noise of (6.9) is expressed in dBc, relative to 
the amplitude of the LO signal. The phase noise is specified at a frequency offset, 
Δf1, away from the LO center frequency. All blocker profiles must be evaluated to 
ensure that the worst case phase noise is specified and met.

Another transceiver requirement that places a specification on the phase noise 
requirement on the PLL is that of the error vector magnitude (EVM) [3]. As stated in 
Chap. 5, the EVM can be stated as a percentage. The EVM can be a result of many 
sources, one being the phase noise of the LO. As a result, the EVM specification 
determines the rms jitter contribution of the PLL, with the phase noise integration 
band being the bandwidth of the output signal to be transmitted.

The PLL can also be used as a sampling clock for the data converters in the wire-
less transceiver. The jitter requirement in this case is called aperture jitter [4]. This 
jitter is also an rms jitter than is integrated over the bandwidth of the output signal 
to be transmitted. The jitter requirement is given as

�

(6.10)

where fBW is the signal bandwidth, SNR is the desired signal-to-noise ratio in dB. 
The aperture jitter requirement can be derived from analyzing how much ampli-
tude variation is due to clock phase variation (PM–AM conversion), as shown in 
Fig. 6.5.

In the case of a radio frequency digital-to-analog converter (RFDAC), the SNR 
requirement is driven by the adjacent channel power ratio (ACPR) specification. 
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Fig. 6.4   The reciprocal mixing effect in a receiver
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The SNR requirement for RFDAC may be in excess of 70 dB. Figure 6.6 shows the 
rms jitter requirement on the sampling clock. As the signal bandwidth approaches 
100 MHz, the jitter requirement approaches the 100 fs barrier. The aperture jitter 
value, however, is a worst case analysis. In reality, the jitter number can be substan-
tially relaxed. Although the worst case bandwidth is used in (6.10), in reality small 
amount of signal power may actually be present at higher frequencies of the data 
signal. This fact has been used extensively in wide data bandwidth applications to 
ease the jitter specification [5]. Realistic jitter specifications are usually obtained 
through simulations with typical data patterns.

6.3 � Phase-Locked Loops (PLL) Primer

The most popular method of generating an on-chip programmable frequency is 
through the use of a PLL. The PLL frequency synthesis is a form of indirect fre-
quency synthesis, where a low-frequency spectrally pure clock source is used to 
generate an intermediate voltage than a higher-frequency clock source. The gener-
ated clock source is frequency and phase locked to the low-frequency clock source 
to maintain its spectral purity.

6.3.1 � Integer PLL

The most popular form of PLLs used today is the single-loop charge-pump-based 
PLL [6], shown in Fig. 6.7. The on-chip clock source is generated by a voltage-
controlled oscillator (VCO). A VCO produces an output frequency that is propor-
tional to its input voltage level. The VCO output signal is frequency divided by a 
feedback divider, L, and brought down to the same frequency as the external low-
frequency spectrally pure clock source. The phases of the two signals are compared 
by a phase-frequency detector (PFD) that generates a pair of signals, UP and DN. 
The UP and DN signals then turn on either a positive or negative current, respec-

Fig. 6.5   Jitter resulting in 
voltage variation in a data 
converter
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tively, for a brief amount of time to adjust the passive loop filter’s voltage. The loop 
filter filters the voltage excursions caused by abruptly turning the current sources 
on and off and loop filter output voltage is then used to control the frequency of the 
VCO directly.

When the PLL is near lock, the phase deviations detected by the PFD are small 
and the loop can be linearized. Such a linear model is called the linear phase model 
of the PLL, where input and output phases, not frequency, are observed. The phase 
transfer function from input REF to the PLL output can be given as

�
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Fig. 6.6   RMS jitter requirement versus input signal bandwidth and SNR

 

Fig. 6.7   An charge-pump integer-N PLL
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where the linear model for the PFD and charge pump is K
I

d
p=

2π
 in units of A/rad. 

The linear model for the VCO gain is K K sv vco= 2π /  in units of rad/V. Note that an 
integrating 1/s in Kv is necessary to translate the output frequency of the VCO into 
phase. F(s) is the linear transfer function of the loop filter, which is given as

�

(6.12)

As implied by Fig. 6.7 and (6.11) and (6.12), the loop contains two integrators: one 
from the VCO and another from the loop filter. This means that the loop is able to 
correct for any phase or frequency steps with no residual error. The H(s) transfer 
function as shown in (6.11) is a low-pass filter response.

The additional poles introduced by C1 and the R3–C3 pair serve to remove any 
voltage ripples, as will be seen in Sect. 6.4. These poles are usually spaced a decade 
apart in order to avoid stability issues [7]. Without these branches, (6.11) becomes 
a second-order system. Reducing the system down to a second-order system has the 
advantage of providing closed-form design equations that can be used to optimize 
the PLL parameters. Two parameters that are used to describe a second-order sys-
tem are the natural frequency and damping ratio, which for a second-order linear 
PLL are given as

�
(6.13)

and

� (6.14)

respectively. The resulting bandwidth of the PLL (ignoring the higher order poles) 
becomes

�
(6.15)

Using (6.14), (6.15) can be approximated as

�
(6.16)

Another important point to note is that the PLL is a time-sampled system. More spe-
cifically, the PFD updates the loop once every reference cycle. The PLL, however, 
can still be treated as a continuous time system if the PFD update rate far exceeds 
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to the loop bandwidth of the PLL. A reference frequency to PLL bandwidth ratio of 
greater than 10 is usually recommended.

6.3.2  �ΣΔ Fractional-N PLL

The integer PLL described above is capable of producing any output frequency that 
is a multiple of the input frequency. The ratio of output frequency to input frequency 
is L. If L is a programmable parameter, then the PLL can, in theory, produce any 
integer multiple of the frequency of the input clock source, REF. In direct conver-
sion receivers, if the LO is set to the desired RF frequency, then minimum step size 
of the LO is equal to one channel frequency. This presents two challenges. First, the 
input frequency to the PLL is restricted to be one channel wide. This can severely 
limit the performance of the PLL especially for narrow bandwidth transmissions, 
as is shown in Sect. 6.4. Second, the RF transceiver may be required to support 
multiple standards, making it nearly impossible to synthesize any output frequency 
from a single crystal source.

One solution to providing LO support to multiple standards is to construct a PLL 
that is capable of generating any output frequency, irrespective of the input frequen-
cy. One method of achieving this goal is to replace the integer-L feedback divider 
with a fractional divider. A fractional divider is actually an integer divider, which 
has a dynamic division ratio that toggles between two (or more) integer values. The 
toggling is performed in such a way that the average division ratio is equal to the 
desired fractional ratio. Consider, for example, a case where a fractional division 
ratio of L = 63.25 is desired. The feedback divider value will be set to {64,63,63,63} 
for four consecutive cycles and the sequence is repeated. The averaging operation is 
approximated by the low-pass response of the PLL. In general, if the denominator 
of the fractional ratio is equal to 2 N, then the PLL closed loop bandwidth must be 
set to less than FREF/2N to filter out the spurious response of the repeated sequence. 
Figure 6.8 shows a simulation plot of the output spectrum of PLL centered around 
2.5075 GHz. The fractional ratio is equal to 3/23 = 3/8 and the reference frequency 

Fig. 6.8   Output spectrum of a fractional-N PLL
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is 20 MHz. As the figure shows fractional spurs occur at 2.5 MHz intervals apart, it 
corresponds to 1/23 times the reference frequency. In this case, the denominator of 
the fractional ratio is small. In a more practical scenario, the value of N can easily 
be 20–30. This results in fractional spurs occurring much closer in frequency to the 
LO carrier signal.

The implementation of a basic fractional-N divider is fairly straightforward. 
Figure 6.9 shows a fractional-N PLL with a fractional divider [8]. The division ratio 
is dithered between two values: L and L + 1. The control signal to change the divi-
sion ratio comes from the “carry out” port of an accumulator. If the bit width of the 
accumulator is N, the denominator of the fractional value is 2N. The numerator is set 
by an external control word, fn. The input clock signal for the accumulator is from 
the output of the feedback divider itself (as opposed to the REF signal directly). 
This is done in order to synchronize the modification of the feedback division ratio 
with the feedback divider itself. This is crucial in order to avoid metastability errors 
in the feedback divider.

An example of how the accumulator control the feedback division ratio is shown 
in Fig. 6.10. In this example, 3-bit accumulator is assumed and fn = 3. In this case, 
the desired fractional value is 3/8. As the figure shows, as the clock is toggled, the 
contents of the accumulator are incremented in a modulo fashion. When the ac-
cumulator overflows, the Carry Out signal is asserted incrementing the feedback 
division ratio by 1. The sequence shown is repeated indefinitely with repetition 
length of 8 cycles. This gives rise to the fractional spurs appearing at intervals of 
fREF/8. The average division ratio then becomes L + 3/8.

As stated earlier, the fractional spurs can occur at very low offset frequencies 
from the carrier. Lowering the bandwidth to filter out the fractional spurs would 
be impractical and the resulting jitter performance of the PLL would be poor. An 
alternative method of generating a fractional divider is to use a sigma–delta (ΣΔ) 
modulator instead of an accumulator, as shown in Fig. 6.11 [9]. Comparing Fig. 6.9 

0 3 6 1 4 7 2 5 0 3

CLK

Sum

Carry Out

Fig. 6.10   Typical waveforms for a fractional ratio of fn = 3/8

 

Fig. 6.9   Basic fractional-N 
PLL architecture
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to Fig. 6.11 shows that the L divider has been replaced by a multi-modulus divider 
(MMD). From a functional point of view, the main difference between an L divider 
and an MMD is that the MMD division ratio is dithered over a wider range. From 
an implementation point of view, the dividers are identical.

A sigma–delta modulator randomizes the fractional sequence shown in Fig. 6.10. 
This randomization is done in such a way that the spurs are translated into high-
frequency noise. The low-pass filter closed-loop response of the PLL then filters the 
high-frequency noise. To understand how this operates, consider a generic first-order 
sigma–delta modulator, shown in Fig. 6.12. The quantizer would be equivalent to 
the Carry Out signal shown in Fig. 6.10. Obtaining a closed-form expression for this 
loop is difficult due to the nonlinear quantizer. If it is assumed that there is sufficient 
activity at the output of the integrator, the toggling of the quantizer output can be ap-
proximated as a random process. In this case, the quantization error can be assumed 
to be a random additive error to the integrator output. This results in the linear model 
shown in Fig. 6.13. The term K is a gain factor associated with the integrator.

The transfer function from x(t) to y(t) is called the signal-transfer function (STF) 
and is given as

�
(6.17)

and the transfer function from the quantization noise, nq(t) to the output is known as 
the noise-transfer function (NTF) and is given by

STF
K

s K
=

+

Fig. 6.13   Linear model of a 
sigma–delta modulator
 

Fig. 6.12   First-order sigma–
delta modulator
 

Fig. 6.11   ΣΔ fractional-N 
PLL architecture
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�
(6.18)

Analysis of (6.17) and (6.18) reveals an interesting fact. The frequency response of 
the STF is a low-pass filter, with a passband gain of 0 dB and cutoff frequency of 
K rad/s. The frequency response of the NTF is a high-pass filter with a passband 
gain of 0 dB and cutoff frequency of K rad/s. Since the final output y(t) is the sum 
of the STF and NTF, the high-frequency content of y(t) is the undesired quantiza-
tion noise; whereas the low-frequency content of y(t) is the desired signal. For this 
reason, a sigma–delta modulator is usually followed by a low-pass filter in order to 
filter out the undesired quantization noise.

As stated earlier, the quantization noise is considered to be a random process that 
is uniformly distributed. Since the probability density function is uniformly distrib-
uted from −Δ/2 to Δ/2 (where Δ is the quantizer step size), summing the pdf over 
this interval yields the quantization noise level, which is given as

�
(6.19)

A popular method of generating a high-resolution sigma–delta modulator is 
to cascade several first-order modulators together, as shown in Fig.  6.14. The 
configuration in Fig. 6.14 is known as a MASH111 sigma–delta modulator [10] and 
is a cascade of three first-order modulators. Several stages are cascaded together to 
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Fig. 6.14   A MASH111 sigma–delta modulator
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improve the quantization noise floor of the sigma–delta modulator. The input fn is 
the input analog signal to the ΣΔ modulator. s1 is the digital output of the first stage 
modulator and can be given as

� (6.20)

where qn1 is the quantization noise and is shaped by a digital high-pass filter 1−z−1. 
The quantization error, qn1, can be extracted by subtracting the output of the quan-
tizer from its input. Since the output is in digital form, it must first be translated 
into an analog signal using a 1-bit digital-to-analog converter (DAC), as shown in 
Fig. 6.14. The quantization error from the first stage is now the input to the second 
stage modulator. The output of the second stage is given as

� (6.21)

A similar expression is derived for s3, the output of the third modulator stage. The 
output of each modulator stage is first differentiated then added to the stage preced-
ing it. The output can then be expressed as

�

(6.22)

which can be simplified to

� (6.23)

As (6.23) shows, what effectively was done with a MASH111 sigma–delta modula-
tor is that the quantization noise is now shaped by a third-order digital high-pass 
filter. This is a general result, where an nth order sigma–delta modulator would have 
nth order shaping of the quantization noise. The quantization noise of a second-order 
modulator is compared to a third order modulator in Fig. 6.15. As the figure shows, 
the low-frequency noise is significantly less for a third order modulator.

In the context of a sigma–delta PLL, the input signal fn is a DC signal represent-
ing the desired fractional frequency value. The low-pass filter following the sigma–
delta modulator is the low-pass closed loop response of the PLL. The quantization 
noise is the dithering of the feedback division ratio. The step size of the quantizer 
is equal to a VCO period.

Figure 6.16 shows a schematic diagram of a digital sigma–delta modulator. Each 
accumulator represents an integrator stage. The “Carry Out” is equivalent to the 
output of the quantizer. The quantization error is then the difference between the 
accumulated value minus the “Carry Out” bit, if the “Carry Out” bit is considered 
to be the MSB of the accumulated value. In other words, if the accumulated value 
is represented as ACC, the quantization error is

� (6.24)
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where SUMi is the sum value of the accumulator of the ith accumulator. In other 
words, a digital sigma–delta modulator does not require an explicit DAC or analog 
subtractor as was needed in the analog equivalent of Fig. 6.14. Instead, the SUM 
output of one accumulator (which is equal to -eq as per (6.24)) can be simply fed 
into the input of the next accumulator. As in the analog equivalent of Fig. 6.14, the 
“Carry Out” terminals of each accumulator stage are first digitally differentiated 
by a 1−z−1 operator before adding to the previous stage, resulting in the expression 
given by (6.23).

Fig. 6.16   A digital sigma–
delta modulator
 

Fig. 6.15   Comparison of noise shaping between a second-order and third-order sigma–delta 
modulator.
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One consequence of using a MASH type of modulator is that the output dither-
ing range of the modulator increases with each cascaded stage. More specifically, 
this can be seen by analyzing Fig. 6.16 more carefully. If the range of the binary 
yi outputs is [0,1], the output of the first differentiator associated with the y3 out-
put is [− 1,0,1]. When added to y2, the dynamic range becomes [− 1,0,1,2]. When 
this output is differentiated, the output dynamic range becomes [− 3,− 2,− 1,0,1,2,3]. 
Finally, when adding the y1 output, the final dynamic range is the integer range of 
[− 3,+ 4], requiring a 3-bit output.

There are wide variety of other higher-order sigma–delta topologies that employ 
feedforward and feedback techniques. One motivation of using such techniques 
is to reduce the output dithering range of the sigma–delta modulator to one bit. 
Table 6.1 summarizes the trade-off between single bit and multibit MASH sigma–
delta modulators.

As stated earlier, a sigma–delta modulator dithers the division ratio of the feed-
back divider. The frequency divider is usually modeled as a 1/L scaling factor in the 
phase domain model of the PLL. This is, however, true if the input is from the VCO. 
The phase domain model from the sigma–delta modulator to the frequency divider 
output is different. The phase deviation at the output of the frequency divider de-
pends on the sum of all previous phase deviations that the frequency divider experi-
enced. This is because the new L count of the feedback frequency divider does not 
start until the previous count has completed. In other words, the phase output of the 
frequency divider depends on the sum of all the phases of all the previous divider 
counts plus the VCO phase. In the case of an integer PLL, the phase deviation at the 
output of the divider is proportional to k L vco• +θ , or k Lvco+θ /  when referred to 
the PLL output. In the case of a sigma–delta modulated frequency divider, the phase 
error (normalized to the PLL output) is equal to [11].

�
(6.25)

where n[m− 1] is the frequency divider value at time step m− 1, which is equal to L 
plus the output of the sigma–delta modulator, and Lnom is the average division ratio 
which is L plus fn. What (6.25) reveals is that the output of the sigma–delta modu-
lator is summed, or integrated, before appearing as phase at the frequency divider 
output. In other words, in the z-domain, the phase output of the frequency divider 
(referred to the PLL output) is given as

θ π θdiv
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Table 6.1   Comparison of multibit and single bit ΣΔ modulators
Multibit ΣΔ Single bit ΣΔ
Unconditionally stable Stable for only a range of inputs
Better in-band performance Lower out-of-band performance
Modular topology Hardware coefficients hand crafted
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�
(6.26)

Another way of validating the presence of an integration term as shown in (6.25) 
and (6.26) is to examine the units at each point. The input to the sigma–delta modu-
lator is the desired fractional frequency. Since the PLL model is a phase domain 
model, the output of the sigma–delta modulator must undergo an integration opera-
tion in order to be compatible with the unit at the output of the frequency divider, 
which is phase.

One final word regarding this point is with regard to using a PLL as a phase path 
in a polar modulator as was shown in Fig. 5.9. The I and Q signals at baseband were 
converted into polar form: amplitude and phase. The digital phase word produced 
by the I/Q-to-polar converter would then be used to modulate the feedback division 
ratio in a PLL. As was shown by (6.26), the phase would undergo an integration 
operation and would lead to incorrect phase modulation of the signal. To counteract 
this effect, the digital phase word must undergo a digital differentiation operation, 
1−z−1, as shown in Fig. 5.9. After the integration operation of the feedback divider, 
this would reproduce the phase signal back into the PLL loop, and the phase is cor-
rectly modulated.

6.4 � PLL Phase Noise Optimization

One critical metric in PLLs is its phase noise performance, or jitter. The jitter per-
formance of the PLL is the weighted sum of the jitter performance of all the various 
components of the PLL. Figure 6.17 shows a linear model of a PLL showing the 
jitter contribution of each PLL. As the figure shows, the jitter component of each 
block is modeled as additive jitter added to the output of each block. Transfer func-
tion from each noise source to the output of the PLL is known as the jitter transfer 
function. Note that the noise contribution of the crystal oscillator (XO) buffer is the 
same as the linear transfer function of the PLL, which was given by (6.11). The only 
noise contribution of the sigma–delta modulator is assumed to be the frequency-
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Fig. 6.17   Linear model of PLL showing jitter contributions
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shaped quantization noise, the rest are assumed to be composed of thermal and 
flicker noise components.

The noise-transfer functions illustrated in Fig. 6.17 are given by (6.27)–(6.33).

�
(6.27)

�
(6.28)

�
(6.29)

�
(6.30)

� (6.31)

�
(6.32)

�
(6.33)

As (6.27)–(6.33) show, the filtering response of the PLL to noise injection differs 
depending on where the noise is injected. Noise generated by the sigma–delta mod-
ulator, feedback divider, crystal oscillator buffer, and PFD and charge pump are all 
low-pass filtered. These noise contributors are often referred to as in-band noise 
contributors. Note that the magnitude of the various low-pass filters vary. Noise in-
jected into the loop filter is bandpass filtered, whereas noise generated by the VCO 
is high-pass filtered. Also, note that the noise-transfer function of the feedback di-
vider and the crystal oscillator buffer are the same.

Special attention must be paid to the noise-transfer function of the sigma–delta 
modulator. Equation (6.33) shows the transfer function of the quantization noise 
shaped by the sigma–delta modulator and the feedback divider integration operation 
as it appears at the final PLL output. This means that (6.33) can be expanded into

�
(6.34)
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Considering the magnitude of (6.34), it can be simplified to

�

(6.35)

where Fref is the reference frequency of the PLL. Since the quantization noise of the 
sigma–delta modulator is assumed to be uniformly distributed over Fref, its phase 
noise contribution as seen at the output is given as

�

(6.36)

The varying filtering characteristics of the PLL noise-transfer functions leads to an op-
timal point for choosing a closed-loop bandwidth for minimum PLL integrated jitter. 
More specifically, a bandwidth is chosen such that the noise contributors of the in-band 
noise sources are equal to that of the VCO noise (and the ΣΔ modulator in the case of 
a fractional-N PLL). The noise contribution of the resistor noise in the loop filter is as-
sumed to be small in this analysis. Mathematically stated, the PLL bandwidth optimi-
zation problem then becomes selecting the PLL loop parameters (namely charge pump 
current, VCO gain and loop filter components) such that the PLL integrated noise is 
minimized. The PLL integrated phase noise function is given as

�
(6.37)

where Hi(f) is given by (6.27)–(6.33) and N fi
2 ( ) is the power spectral density of the 

noise of the ith component in the loop, f1 and f2 are the integration filter ranges (f1 
is the minimum frequency offset from the carrier and f2 is the maximum frequency 
offset over which phase noise is a concern).

The choice of PLL bandwidth can now be viewed as an optimization problem 
where (6.37) is minimized given constraints on the ranges of the PLL parameters: Kv, 
Icp and loop filter values. Figure 6.18 shows the normalized optimal PLL bandwidth 
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as the normalized VCO phase noise is increased for an integer PLL. As the figure 
shows, the optimal PLL bandwidth shrinks as the VCO phase noise is increased.

6.5 � Charge Pump Circuit Implementation

Phase-Frequency Detector (PFD)  Two important components in an analog PLL 
is the phase-frequency detector (PFD) and charge pump. A conventional PFD is 
shown in Fig. 6.19 [12]. The PFD operates as a three-state machine. Although there 
are two digital outputs (UP and DN) and there are theoretically four states, the 
fourth state (UP = DN = 1) is disallowed by the feedback AND gate. The feedback 
AND gate detects this condition and resets both flip-flops to the zero state. The R 
signal is the signal from the clock reference source (typically a crystal oscillator 
buffer) and the V signal is the divided down VCO signal from the feedback divider. 
If the R signal leads the V signal, this means that the VCO phase is too slow and the 
PFD instructs the VCO to advance its phase by asserting the UP signal. On the other 
hand, if the V signal leads the R signal, this means that the VCO phase is faster than 
the reference phase and the PFD instructs the VCO to retard its phase by asserting 
the DN signal. When both the R and V signals are in phase, the UP and DN signals 
remain in the zero-state.

One issue with the three-state phase detector is that it suffers from what is known 
as the dead zone issue [13]. Consider the locked condition where the R signal is 
equal in phase and frequency to the V signal. It is possible, in this case, that the 
path formed by the feedback AND gate along with the reset delay in the flip-flops 
is faster than the time required to fully settle the phase detector, causing partial tog-
gling of the UP and DN signals. In this case, the effective charge pump current may 
be significantly less than what was predicted by from DC simulations. This results 
in a drastic reduction in closed loop bandwidth and can seriously alter the predicted 
overall phase noise performance. This singularity, or dead zone, near zero phase 
of the charge pump versus input phase error is illustrated graphically in Fig. 6.20.

Fig. 6.19   A conventional 
3-state phase-frequency 
detector (PFD)
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One common method of resolving the dead zone issue is to use what is known 
as a 4-state PFD, shown in Fig. 6.21. A fourth state is now allowed in a PFD by 
inserting a delay after the feedback AND gate. This fourth state allows for the UP 
= DN = 1 state. This state allows sufficient time for both the UP and DN currents 
in the charge pump to fully settle to their required values, avoiding the deadzone 
issue discussed above. One on hand, the delay through the AND gate should be 
sufficiently long to allow proper settling of the UP and DN charge pump currents. 
On the other hand, the delay through the AND gate should be minimized in order to 
reduce noise due to the charge pump current (as will be seen later). The remaining 
three states of the 4-state PFD shown in Fig. 6.21 are the same as the 3-state PFD 
shown in Fig. 6.19. The valid states of a 4-state PFD are summarized in Table 6.2.
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Fig. 6.21   A 4-state phase-
frequency detector (PFD)
 

∆θ

Fig. 6.20   Charge pump 
versus input phase error using 
a 3-state PFD

 

Table 6.2   Valid states of a 4-state PFD
State State condition Operation
−1 DN = 1, UP = 0 VCO phase too early
0 DN = 0, UP = 0 PLL is in phase lock
1 DN = 0, UP = 1 VCO phase too late
Z DN = 1, UP = 1 PLL phase held
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Charge-Pump  A basic current steering charge pump is shown in Fig. 6.22. In this 
type of charge pump, two current sources are used. The IUP current source is used 
to convert positive phase error into charge integrated on the loop filter. IDN current 
source is used to convert negative phase error into charge integrated on the loop 
filter. The amount of time that either IUP or IDN currents are integrated onto the loop 
filter is controlled by the M1 and M2 devices, which act as switches. Transistors 
M3 and M4 steer the current through an alternate branch to prevent the current 
sources from completely turning off. The operation of the unity gain buffer will be 
explained shortly.

There are a number of nonidealities that arise from the charge pump shown in 
Fig. 6.22. First, there may be a static current mismatch between the IUP and IDN cur-
rents. In order for the PLL to lock, the average charge introduced by the IUP current 
source into the loop filter must be equal to the amount of charge introduced by the 
IDN current source into the loop filter. In mathematical terms,

� (6.38)

where Qup is the total charge introduced by the IUP current source over one reference 
period, Qdn is the total charge introduced by the IDN current source over one refer-
ence period, Δtup is the pulse width of the UP signal, and Δtdn is the pulse width of the 
DN signal. In the presence of current mismatch between IUP and IDN currents, a static 
phase offset develops in the loop to compensate for this mismatch. If the charge 
pump mismatch is merged into the IDN current such that IDN = I + ΔI and IUP = I, the 
resulting static phase error between the input and output of the PLL is given as

�
(6.39)

where ton is the minimum pulse width set the delay element in the feedback path of 
the PFD.
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Fig. 6.22   A current steering 
charge pump
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Another impairment of the charge pump shown in Fig. 6.22 is known as charge 
sharing. When either the UP or DN signal undergoes a low-to-high transition IUP or 
IDN current, respectively, it is pumped into the loop filter. At the moment before this 
occurs, the voltage potential at node X or Y matches that of node D (ignoring the 
“on” resistance of the M3 and M4 switches); whereas, the loop filter voltage at this 
time instant can be different from the voltage potential at node D. At the moment, 
when the current source is switched over, the X or Y nodes are shorted with the loop 
filter. Since these nodes have different voltages, charge transfer or sharing, occurs 
between the nodes. More specifically, if we consider charge sharing between node 
X and the loop filter node, F, the transferred charge is equal to

�
(6.40)

where VX is the voltage at node X, Vf is the final settling voltage after charge shar-
ing between node X and the loop filter node, CX is the parasitic capacitance at node 
X, CLF is the total loop filter capacitance. The charge can be regarded as an input 
phase error independent charge error term that is integrated at every reference cycle.

One way to reduce the effect of charge sharing is to ensure that the voltage at 
node X or Y is equal to the loop filter voltage. This is the primary function of the 
unity gain buffer. The loop filter is sensed and the other node in the current steering 
differential pair, typically called the dummy node, is forced to be equal to the loop 
filter node through the unity gain buffer. The current source and sink of the buffer 
should be large enough to absorb the IDN and IUP currents, respectively.

An opamp that is typically used to implement the unity gain buffer is shown 
in Fig. 6.23. A rail-to-rail input folded cascode opamp is shown. The speed of the 
opamp should be sufficiently large that it is much larger than the closed-loop band-
width of the PLL and can recover reasonably well within one reference cycle from 
any glitches that can occur on the dummy node as a result of switching activity. 
Also, the rail-to-rail input stage is useful for low-voltage operation. The output 
stage of the folded cascode structure is single-ended, as the figure shows.
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Fig. 6.23   Opamp used in 
charge pump
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The second charge impairment in the current steering charge pump shown in 
Fig. 6.22 is charge injection. Charge injection is caused by the mobile charge in 
the metal–oxide–semiconductor field-effect transistor’s (MOSFET) inversion layer, 
which is forced to leave the channel when the gate voltage changes. Any inversion 
charge that escapes to the loop filter node is an additional charge error term. When 
the M1 and/or the M2 transistor turns off, half of the charge in the channel goes to 
the X or Y node, respectively, and the other half goes to the loop filter capacitors. 
The charge in the channel is given as [14]

� (6.41)

where Cox is the gate oxide capacitance, VGS is the gate to source voltage, and VT 
is the MOSFET device threshold voltage. Since it is assumed that the device VDS is 
nearly zero (i.e., no horizontal electric field across the MOSFET channel), half the 
charge escapes through the drain, while the other half escapes through the source. 
This is somewhat of an approximation since the resistive nature of the channel 
forces a voltage gradient to develop within the channel as the charge attempts to 
escape. If this voltage becomes lower than the substrate voltage, it can cause charge 
to escape through the substrate. This effect is known as charge pumping and was 
first discovered by Brugler and Jesper [15]. From a circuit design perspective, this 
effect is desirable since it minimizes the charge error term appearing at the loop 
filter terminal. Also note that there are two devices at the loop filter node injecting 
charge in different directions (the p-type field effect transistor (PFET) injects hole 
whereas the n-type field effect transistor (NFET) inject electrons). The total charge 
error introduced by charge injection at the loop filter node then becomes

�
(6.42)

where VDD is the supply voltage, VT is the (MOSFET) threshold voltage, and it was 
assumed that the PFET switch is sized twice that of the NFET switch. This indicates 
that the circuit design parameters affecting charge injection are the area of the de-
vice (Cox) and the power supply voltage.

The third type of charge impairment is clock feedthrough [16]. Clock feedthrough 
is caused by the sharp rising and falling edges of the UP and DN signals coupling 
through the gate parasitics capacitors of the switching onto the loop filter. This sce-
nario is illustrated in Fig. 6.24. The sharp rise and fall time through the last inverter 
stage in a PFD causes a current flow through to the output capacitance seen at that 
inverter stage. The output load capacitance can be split into two capacitors, Cgd, the 
gate-to-drain capacitance of the switch in the charge pump, and Cp which is all other 
parasitics capacitances at the output load of the inverter. The current flowing through 
the Cgd capacitor gives rise to the charge error term due to clock feedthrough. More 
specifically, the charge error appearing at the loop filter can be given as

�
(6.43)
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where v(t) is the output voltage of the last inverter stage in the PFD and Tref is the 
reference period (equal to 1/Fref). As Fig. 6.24 shows, the simplifiying assumption 
is that the loop filter can be treated as short. Since in reality the impedance of the 
loop filter is higher, (6.43) can be treated as an upper bound on charge error due to 
clock feedthrough.

The optimization of the output noise of a charge pump and PFD are also impor-
tant. The AC noise analysis of a charge pump is fairly straight forward. The current 
noise density of all the devices can be referred to the output, then multiplied by the 
square of the impedance seen at the output. Since the noise is low-pass filtered by 
the loop filter, minimizing noise only at low frequencies would be important. The 
noise of a PFD + charge pump, however, is complicated by the fact that the operat-
ing of PFD is periodic at steady state. This causes a finite amount of sampling of 
the charge pump noise. This sampling causes alias terms to appear. For example, 
if the PFD is operating at 100 MHz and there is a noise source at 1 MHz, due to 
the sampled and periodic nature of the PFD during locked condition, an alias noise 
term will appear at 99 MHz, 101 MHz and at ± 1 MHz around all harmonics of the 
PFD sampling rate (100 MHz). Moreover, the amplitude of the harmonic samples 
is shaped by the sinc function introduced by the ton pulse width of the PFD output 
signals UP and DN, as shown in Fig. 6.25. The implication of the phenomenon is 
that the wider the UP and DN pulse widths, the tighter the sinc function resulting 
in more noise filtering prior to the charge pump (i.e., more filtering of PFD or XO 
noise). Wider UP and DN pulse widths, however, result in more noise due to the 
charge pump itself (since noise is integrated over a longer period of time).

It can be shown that the power spectral density of device noise from the charge 
pump shaped by this sampling response is given by

�

(6.44)

where Sx(f) is the power spectral density of the device noise sources in the charge 
pump. This shows that the power spectral noise density is reduced for smaller Ton 
pulse widths of the UP and DN signals.

Another important issue is the effect of nonlinear charge pump output charac-
teristic. As seen in Sect. 6.3.2, the quantization noise in a sigma–delta modulator 
can be modeled as uniformly distributed additive noise source. This is under two 
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assumptions. First, there is sufficient activity at the output of the integrator preced-
ing the quantizer such that it can be treated as a random process. Second, the step 
sizes in a multibit quantizer are equal to one another. This second assumption is 
necessary to maintain an equiprobable, and hence uniform, noise density of the 
quantization noise. The step size in a ΣΔ PLL is ultimately equal to the unit amount 
of charge dumped to the loop filter for unit step size in the ΣΔ modulator.

Due to the three charge impairments listed earlier, the charge error near zero 
phase error has the largest deviation from the ideal linear charge pump characteris-
tic. Figure 6.26 shows an example of how the average current integrated over one 
reference cycle per phase error changes as the input phase error to the PFD is swept 
from − 1 ns to + 1 ns. The reference period was 50 MHz in this simulation. The phase 
error is expressed as a percentage deviation from the ideal linear charge pump. Note 
that at larger phase error, the static phase error settles to a nonzero value. This is due 
to both DC current mismatch between the IUP and IDN currents as well as a residual 
net charge error from the three charge impairments listed earlier. As the sigma–delta 
modulator dithers the phase from the feedback divider, the phase detector is dithered 

Fig. 6.26   Average current integrated over one reference period per phase error versus phase error

 

Fig. 6.25   Periodic UP and DN signals lead to a sampled sinc function to appear in the frequency 
domain

 



164 6  Wideband Phase-Locked-Loop-Based Frequency Synthesis

around the nonlinear region shown in Fig.  6.26. Each phase dither step is equal 
to a sigma–delta quantizer phase step size. Since the phase step size is converted 
to charge by integrating the curve in Fig. 6.26 over the phase step size, nonlinear 
charge quantization step sizes result at the output of the charge pump.

The effect of nonlinear step sizes is twofold. First, it causes noise folding. Noise 
folding is a phenomenon where high-frequency quantization noise is folded back 
to lower frequency. This can be explained by considering the sigma–delta quantiza-
tion frequency spectrum as individual closely spaced tones. These tones are then 
multiplied by the charge pump transfer function, which is a nonlinear function. 
The charge pump nonlinear function can be approximated by a polynomial contain-
ing second- and third-order terms. This means that the sigma–delta quantization 
noise spectrum undergoes both second-order and third-order distortion. Consider-
ing two high-frequency tones within the sigma–delta noise spectrum, f1 and f2, the 
second-order intermodulation terms land on f1 − f2 and f1 + f2 frequencies. The f1 − f2 
component results in low-frequency noise. Now, considering the full range of the 
quantization noise spectrum, there are several combinations of f1 and f2 that can po-
tentially land within the PLL closed-loop bandwidth. These intermodulation terms 
are then aggregated to produce an increase in in-band phase noise. As similar argu-
ment holds for third-order distortion. Although higher-order distortion terms are 
possible, they usually have less effect than second- and third-order distortion. An 
example of noise folding in a sigma–delta PLL is shown in Fig. 6.27. Two plots are 
overlaid. One with a nonlinearity in the charge pump (the curve with the higher in-
band phase noise) and the other with the nonlinearity in the charge pump corrected. 
It is important to note that this noise folding mechanism occurs before the filtering 
action of the PLL’s low-pass filter following the charge pump.

6.6 � Voltage-Controlled Oscillator Implementation

The VCO is a central component of the PLL. Its performance determines the tuning 
range of the PLL and to a large degree its overall phase noise, or jitter performance. 
Most integrated VCOs for wireless applications rely on an LC tank that is excited 
by a negative transconductance element to provide oscillation. In this section, VCO 
phase noise theory is first reviewed, followed by design trade-offs involved in de-
termining the frequency tuning range and phase noise of the oscillator.

6.6.1 � VCO Phase Noise Theory

In its most general form, an oscillator may be represented by the positive feedback 
system shown in Fig. 6.28. The transfer function of this system is

�
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where F(jω) is the open-loop transfer function of the oscillator, and H(jω) is the 
closed-loop transfer function of the oscillator. Since it is a positive feedback system, 
the amplitude of oscillation will grow until a nonlinearity in the oscillator causes 
its amplitude to saturate. Such nonlinearities include power supply limitations or 
transistor saturation. At large amplitudes, circuit nonlinearities become so severe 
that the gain of F(jω) becomes 1 and the total phase shift around the feedback loop 
is 0° ± 360⋅n°, where n is a positive integer. These two requirements constitute what 
is known as the Barkhausen’s criteria for oscillation [17]. When F(jωo) = 1, the oscil-
lator’s frequency is ωo rad/s.

Another way of viewing the system representing an oscillator is by looking at 
the root locus of the system in Fig.  6.28 while varying F(jω). Initially, F(jω) is 
much greater than one. As the voltage swing grows, circuit nonlinearities cause the 
magnitude of F(jω) to quickly decrease up until the poles of the system are on the 
imaginary axis. At this point, stable oscillation is sustained at a certain frequency ωo. 

Fig. 6.27   Noise folding in a sigma–delta PLL

 

Fig. 6.28   A generic positive 
feedback system
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At this point, the steady-state magnitude of the system is exactly one. Any pertur-
bation in the magnitude would cause the poles to shift to the right or left causing a 
frequency or phase shift. This translation of magnitude error to frequency or phase 
error is what causes jitter. The root locus plot of the system in Fig. 6.28 is shown 
in Fig. 6.29.

An important parameter of an oscillator’s performance is its open-loop Q factor. 
Simply stated, the open-loop Q factor is a measure of how much the closed-loop 
feedback system opposes variation in oscillation frequency. One commonly used 
equation for open-loop Q factor is

�
(6.46)

where ωo is the oscillation frequency and Δω is the double sided frequency offset 
where the spectral density of the transfer function is one-half its peak value at ωo 
as shown in Fig. 6.30. Using this definition and considering only one-side of the 
energy of the H(jω) transfer function, the magnitude of H(jω) at ωo + Δω is

�
(6.47)

where Rp is the maximum amplitude of H(jω).
Assuming that the dominant component of noise is thermal noise of Rp, the pow-

er spectral density of the thermal noise shaped by the oscillator transfer function is

�
(6.48)
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Equation (6.48) gives the total output spectrum including the amplitude as well 
as phase spectrum. Using the equipartition theorem of thermodynamics [18], the 
total spectrum is split evenly between phase noise spectrum and amplitude noise 
spectrum. However, since the oscillator nonlinearities provide an indirect form of 
amplitude control, the total output spectrum of the oscillator is given as only half 
of equation (6.48). Also, phase noise is normally reported as relative to the carrier 
signal at ωo. Using these two facts, the phase noise spectrum of an oscillator domi-
nated by thermal noise is given as

�
(6.49)

where Pc is the amplitude power of the oscillator. This formula is known as Leeson’s 
formula [19]. Given this expression, the rms phase error can be found by summing 
(6.49) over the entire noise bandwidth. Since much of the power of the phase noise lies 
within a frequency bandwidth of Δω around ωo, the rms phase error can be found as

� (6.50)

Evaluating this integral yields the following result:

�
(6.51)

Converting radians to time, the rms jitter Tj, rms is given as
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�
(6.52)

This is a very significant result. It clearly shows that for a given VCO topology 
(fixed Q), the rms jitter varies only with the power level of the oscillator output 
signal. This means that there is a direct trade-off between power consumption and 
jitter in oscillators.

The above analysis assumes that the noise of the oscillator depends only on the 
thermal noise of the devices used to build the oscillator. Such an assumption leads to 
the conclusion that the phase noise decreases at a rate of 20 dB/decade indefinitely. 
In practice, the phase noise floor is limited by the VCO output buffers, where the 
device noise is not shaped by the VCO phase noise shaping function. Also, at small 
frequency offsets Δω, flicker noise is more dominant. A more accurate plot of phase 
noise spectrum of an oscillator is shown in Fig. 6.31.

An equation representing the graph in Fig. 6.31 can be given as

�

(6.53)

where F is a empirical parameter (or “fudge” factor) and ∆ω1
3
/ f  is the corner fre-

quency between the 1/f2 and 1/f3 regions of the phase noise spectrum. Equation 
(6.53) is known as the Leeson–Cutler formula [20]. The F parameter accounts for 
other noise sources other than the losses in the F(jω) system. Such noise sources 
can include intrinsic and extrinsic noise sources. The “1” factor accounts for the 
fact that there is a phase noise floor that defines the absolute minimum phase noise 
achievable at all offset frequencies. The 1/f3 region corresponds to upconversion of 
1/f noise (mainly device flicker noise) to near the oscillation frequency. The Lee-
son–Cutler formula suggests that the boundary between the 1/f3 and 1/f2 regions is 
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exactly the boundary between the 1/f and thermal noise regions. However, empiri-
cal data suggests otherwise for reasons that are explained in the next section.

6.6.2 � Cyclostationary Analysis of VCO Phase Noise

The “fudge” factor F in the Leeson–Cutler formula given by (6.53) has been an 
unsatisfying factor to many designers for a number of years. One theory that has 
helped account for much of this “fudge” factor is the cyclostationary analysis of 
VCO phase noise. In this section, the periodic nature of the VCO output and its ef-
fect on phase noise is analyzed in more detail.

Figure 6.32 shows the translation of voltage noise into phase error at various 
regions of operation given a periodic signal, such as the VCO output voltage. As the 
figure shows, the amount of jitter resulting can differ drastically depending on the 
time instant the amplitude noise is injected into the VCO. When noise is injected 
during the voltage transition of the VCO output, it can potentially alter the zero 
crossings of the VCO, inducing phase noise. For this reason, the phase noise expres-
sion for VCOs is said to be a time-varying function. Moreover, since the output of 
a VCO is periodic, the noise sources that induce jitter vary periodically with time. 
Such noise sources are called cyclostationary noise sources [21].

The output of an oscillator may be given as

� (6.54)

where the function f is periodic in 2π and φ(t) and A(t) are the phase and amplitude 
variations due to noise, respectively. Amplitude variations may alter the zero-cross-
ing of the oscillator’s output, and hence translate into phase variation. If the ampli-
tude variation is small enough, the amplitude-to-phase translation may be assumed 
to be linear. An instantaneous change in voltage due to noise injection would cause 
an instantaneous change in charge, which is given by

�
(6.55)

V t A t f t tout ( )= ( )⋅ + ( ) ω0 φ

∆
∆

V
q

Cnode

=

Fig. 6.32   Jitter transfer 
function for various noise 
injection times

 



170 6  Wideband Phase-Locked-Loop-Based Frequency Synthesis

where Cnode is the capacitance of the node which experienced charge injection due 
to noise. The phase variation can be given by [22]

�
(6.56)

where qswing = Cnode⋅Vswing, and Vswing is the voltage swing of the node which experi-
enced the noise charge injection. Г(ω0t) is a unitless time-varying function, called 
the impulse sensitivity function (ISF) [23]. When an internal signal is high or low, 
amplitude noise will have little or no effect on phase error on the output of the oscil-
lator. This means that the ISF is a small or zero value during that interval. On the 
other hand, the ISF is maximized at the time of a transition switching of an internal 
node. Note that once a phase error has occurred, it is not corrected for. Therefore, 
the phase error accumulates indefinitely as time increases. This type of analysis as-
sumes that the oscillator is a linear time-varying (LTV) system.

Assuming that the total noise in the oscillator can be represented as current noise 
i(t), the output phase error of the oscillator is given as

�
(6.57)

where qmax is the maximum charge injected by the noise source. Since ISF is a peri-
odic function, it can be represented as a Fourier series

�
(6.58)

Substituting (6.58) back into (6.57) gives

�
(6.59)

Consider two cases for i(t): (a) when it is a low-frequency sinusoidal signal with 
frequency Δω, and (b) when it is a sinusoidal signal with a frequency near the carrier 
ωo with frequency ωo ± Δω. In the first case, only the first integral in (6.59) contains 
a significant signal, and the resulting output phase error is given as

�
(6.60)

where I0 is the maximum amplitude of the input current. A similar result can be 
shown for case (b), but with Fourier coefficient c1. More generally, it can be shown 
that for a current sinusoidal input with frequency ωo ± nΔω, the output phase error 
will be a sinusoid with frequency Δω and magnitude proportional to cn. These phase 
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errors are then upconverted to ωo (for c0) and downconverted to ωo (for c2, c3, …, 
cn) to the oscillation frequency by the nonlinear oscillator transfer function. Noise 
sources near ωo remain the same. This means that noise injected into the oscillator 
is only significant if it is near dc, near the oscillator frequency, or a harmonic of the 
oscillator frequency. A similar result was reached in [24].

The statistics of the timing jitter depends on the correlation of the noise sources 
involved. In the case of thermal noise, the noise sources are considered to be ran-
dom and uncorrelated. Therefore, it follows that considering only the thermal noise 
of an oscillator and jitter measured over a time interval ΔT, the standard deviation 
of the jitter of the oscillator is given as [25]

� (6.61)

where κ is a proportionality constant which can be shown to be equal to

�
(6.62)

where ω0 is the output target frequency in rads/sec, qmax is equal to CL⋅VSW, where 
CL is the parasitic capacitance at the output of the oscillator and VSW is the voltage 
swing of the oscillator, and i

f
n
2

∆  is the power spectral density of the thermal noise of 
the active devices in the oscillator. For CMOS transistors, the drain current noise 
spectral density is given by [26]

�
(6.63)

where γ is a coefficient equal to 2/3 for long-channel transistors. As equations (6.62) 
and (6.63) show, jitter due to thermal noise can be minimized by reducing the ISF, 
increasing the voltage swing (at the expense of power consumption), increasing the 
operating frequency, or reducing the power spectral density of the device thermal 
noise.

Correlated noise sources are usually a result of low-frequency noise, such as 
flicker noise, as well as power supply bounces. Flicker noise can be minimized by 
using large transistors. One interesting result from ISF analysis is that the corner 
frequency of 1/f2 and 1/f3 can be accurately determined to be [27]

�
(6.64)

where ω1/f is the corner frequency of 1/f noise and thermal white noise. Therefore, 
the upconversion of flicker noise can be minimized by having a more symmetric 
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waveform around the x-axis (for zero dc level) and by maximizing the oscillator’s 
voltage swing. This is contrary to the original assumption by Leeson when deriving 
his formula [19].

One important parameter in the design of a VCO is its power supply rejection. 
The analysis injection of a tone from the power supply near the carrier frequency 
is equivalent to modulating the amplitude of the VCO. If the modulated envelope 
is expressed as a sinusoidal signal, the resultant AM modulated signal can be ex-
pressed as

� (6.65)

where fm is the frequency of the modulation of the VCO amplitude envelope, fc is 
the VCO center frequency, and m is the AM modulation index, which is equal to 
the ratio of the amplitude of the noise tone to the VCO amplitude. Expanding the 
expression given by (6.65) leads to

�

(6.66)

which shows that AM modulation results in a pair of side tones around the VCO 
carrier.

These two side tones are further shaped by two characteristics of the VCO. The 
first is the bandpass nature of the VCO, as was illustrated in Fig. 6.30. The higher 
the Q of the VCO, the more filtering is achieved. The filtering improves at a rate of 
20 dB per decade of frequency offset, fm, from the VCO center frequency, fc. The 
other characteristic is the shaping of the VCO phase noise within the closed loop 
response of the PLL. As was shown by (6.31), the VCO phase noise is high-pass 
filtered when enclosed in a PLL. This means that phase noise at low-frequency 
offsets from the carrier are well suppressed, whereas, high-frequency noise is 
passed through. Aligning the bandpass filtering response dependent on the Q of the 
VCO (which appears as a low-pass filter when viewed on a phase noise plot with 
the y-axis centered at the VCO center frequency) along with the high-pass nature of 
the VCO noise shaping in a PLL, leads to a power supply to output transfer function 
which appears to be bandpass shaped, as shown in Fig. 6.33. This shows that the 
worst case noise would appear at the PLL closed-loop bandwidth. Note that both x 
and y axes are logarithmic scales.

6.6.3 � LC VCO Design

The most prevalent VCO topology is an LC VCO [28]. An LC VCO relies on an 
inductor–capacitor resonator tank to produce an oscillator. For a lossless LC tank, 
the tank would simply need an initial excitation signal to start oscillation. Since the 
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tank is lossless, the output voltage could theoretically reach infinity. In any practical 
LC VCO implementation, there are resistive losses in both the inductor and capaci-
tor. A negative conductance generator would be used to cancel out the losses in the 
LC tank.

Before discussing the various topologies of LC VCOs, RLC tanks are first re-
viewed. Consider a parallel RLC resonator shown in Fig. 6.34. The admittance of 
the tank is given as

�
(6.67)

where G  1 RP= / , L and C are the inductance and capacitance components of the 
resonator, and I(ω) is the current through the LC tank. At resonance frequency, the 
imaginary components cancel out. The frequency is calculated by setting the imagi-
nary part of (6.67) to zero, yielding

�
(6.68)

where ω = 2πfvco. Since the tank is not ideal, the amplitude is bounded by Rp. More 
specifically, the amplitude of the tank is given by
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resonator
 



174

Fig. 6.35   Practical LC tank and its equivalent circuit
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� (6.69)

An alternative, yet equivalent to (6.46), definition to the quality factor, Q, of the 
tank can be defined as

�
(6.70)

Considering a peak current in the tank, Ipk, and using (6.68)–(6.70) can be expanded as

�

(6.71)

Note that equivalent expressions for Q can be given as

�
(6.72)

Similar expressions for Q can be given for a series RLC resonator, where

�
(6.73)

where Rs is the resistance associated with series resonance. In a practical LC tank, 
both the inductor and capacitor have a series parasitic resistance component, as 
shown in Fig. 6.35. As shown, the series equivalent resistance has been converted 
into a parallel resistance. It can be shown [29] that the Rp and Rs are related by the 
following equation

� (6.74)

This relationship hold only for narrow frequency ranges around the resonance fre-
quency and for sufficiently high values of Q (Q > 10). The resulting total Q of the 
tank is given as

� (6.75)
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Where QC is the tank Q assuming degradation from the capacitor series resistance 
only and QL is the tank Q assuming degradation from the inductor series resistance 
only. As will be shown later, QL dominates at high VCO frequencies, whereas QC 
dominates at low VCO frequencies.

VCO Topologies  The most popular method of creating a negative transconduc-
tance element is to use a cross-coupled MOSFET pair. There are three possible 
topologies for the LC VCO each with a different cross-coupled MOSFET topology, 
as shown in Fig. 6.36. In all three topologies, a current source is used to provide 
current to the VCO. The first of these topologies is the CMOS −gm based LC VCO. 
The main advantage of this type of topology is that it can provide symmetric rise 
and fall waveforms, lowering the flicker noise corner as was explained by (6.64). 
Symmetric rise and fall times can be adjusted to the first order by properly adjusting 
the ratio of PFET to NFET devices. This adjustment, of course, would misalign as 
the process is shifted. The disadvantage of a CMOS −gm based LC VCO is that it 
requires extra headroom due to the additional vds, sat required in cascading PFET and 
NFET devices along with a current source, when compared to an NMOS or PMOS 
only −gm based LC VCO. This limits the maximum voltage swing allowed in the 
VCO before saturating the VCO signal, which causes the far out noise of the LC 
VCO to be inferior to that of NMOS or PMOS only −gm based LC VCOs for the 
same current consumption in the tank. Note that the center tapped inductor in the 
PFET only or NFET only LC VCOs can be substituted by a low-impedance bias ref-
erence to avoid the voltage swing across the LC tank from going above VDD or to a 
negative voltage, respectively. Also note that the current source shown in Fig. 6.36a 
can be inserted on top, connected to VDD, as shown in the figure or alternatively at 
the bottom, connected to ground.

L/2L/2

L/2 L/2

L

a b c

Fig. 6.36   LC VCO topologies based on a CMOS −gm, b NMOS −gm and c PMOS −gm
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In low-voltage applications, there may not be enough headroom to add a current 
source. This is especially true of a CMOS LC VCO, shown in Fig. 6.36a. In order to 
reduce the required headroom, the current source may be substituted with a resistor. 
The current across the resistor may be regulated by a feedback amplifier control-
ling the power supply of the VCO, as shown in Fig. 6.37. Care must be taken in 
the choice of the resistor. Too large of a resistor value would increase the required 
headroom, perhaps more than that of a current source. Too small of a resistor value 
would load the LC tank reducing the effecting swing across the tank, as will be 
shown later. The reference voltage at the input of the comparator is set by a replica 
circuit that forces the current through the VCO to match that of the current source 
of the replica circuit (if the resistor in the VCO is equal to that of the replica bias 
reference). The design of the error amplifier is critical as it determines the overall 
power supply rejection and can be a source of phase noise in the VCO.

The design of the VCO involves choosing the center frequency, frequency tuning 
range, and phase noise performance of the VCO. Since an LC tank is used for the 
VCO, the center frequency of the VCO was given in (6.68). The total inductance 
is the designed inductor plus any parasitic inductance in the LC tank. The para-
sitic inductance becomes important for VCOs with center frequency greater than 
5 GHz, necessitating a 3-D EM solver for proper inductance extraction. The total 
capacitance includes the designed capacitor as well as parasitic capacitances of the 
MOSFET devices as well as the wire trace connecting the LC tank components.

Varactors  The designed capacitance of the VCO consists of a varactor and a tun-
ing capacitor. A varactor is a device whose capacitance varies with the applied 
voltage. One terminal of the varactor is the loop filter voltage and the other is the 
VCO tank voltage. This is the device which controls the VCO gain (MHz/V). Since 
the total capacitance in the LC tank would consist of the varactor and other tank 
capacitances, the varactor area would have to be increased if a larger VCO gain is 
required. Hence higher VCO gain is problematic for two main reasons: more noise 
due to the varactors and the maximum frequency of the VCO is reduced. Separating 
the capacitance in (6.68) into a fixed and voltage-dependent terms, then differentiat-

L

Vref

Fig. 6.37   Low-voltage LC 
VCO
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ing the equation with respect to voltage applied to the varactor yields an expression 
for the VCO gain that is given as

�
(6.76)

where fc is the center frequency of the VCO given by (6.68), L is the inductor of 

the LC tank, and 
dc V

dV

( )
 is the large signal gain of the varactor given by the slope 

of its C–V curve.
There are two types of MOS-based varactors that can be implemented. The first, 

inversion mode varactor, is shown in Fig. 6.38 [30]. Shown is a PFET device in an 
n-well. Note that the source and drain are shorted together and form the positive 
terminal of the varactor. The negative terminal of the varactor is the gate node. As 
the source-to-gate voltage is increased, an inversion layer forms under the chan-
nel. This increases the capacitance seen across the varactor terminals to be equal 
to the gate oxide capacitance, Cox. This is equal to Cmax shown in Fig. 6.38. As the 
source-to-gate voltage is reduced to a voltage below the absolute value of the PFET 
threshold voltage, VT, the inversion layer disappears the capacitance now consists 
of the gate-oxide capacitance in series with the depletion capacitance in the N-well 
region. The presence of the depletion region is guaranteed since the N-well is biased 
to the highest possible potential, VDD. The total capacitance is nearly half of the 
gate-oxide capacitance, and is shown in Fig. 6.38 as Cmin. The channel resistance 
in both inversion and depletion region determine the overall noise performance of 
the varactor.

Although the graph shown in Fig. 6.38 shows a steep C–V curve, one must keep 
in mind that this is an AC C–V curve. When using a varactor in a VCO, the actual 
capacitance seen by the tank is a time averaged capacitance as the VSG is changed 
from minimum VCO voltage swing to its maximum relative to the loop filter 
voltage. As a result, the large signal C–V curve is much shallower than the AC C–V 
curve, resulting in much more linear tuning voltage characteristics of the VCO.
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Fig. 6.38   Inversion mode varactor a device cross-section and b C–V curve
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Another popular implementation of a MOS varactor is the accumulation mode 
varactor, sometimes known as an nfet-in-nwell varactor, shown in Fig. 6.39 [31]. 
Note that since the diffusion materials are n + materials inserted in an N-well, it is 
not possible for an inversion layer to develop. This fact gives an advantage of an 
accumulation mode varactor over an inversion mode varactor in terms of its noise 
performance. As the gate voltage is increased beyond the VT of the device, like 
particles, namely electrons, start to accumulate across the channel, creating a con-
duction band between the source and drain. The capacitance measured from the gate 
to the diffusion regions is now given as Cox, or Cmax as shown in Fig. 6.39b. When 
the gate voltage is reduced by the source voltage such that VGS < VT, then the device 
enters depletion region of operations, where a depletion region develops across the 
channel. This creates a series capacitance with Cox. The effective capacitance of the 
varactor is now reduced by half.

Varactors used in VCOs depend on the topology of the loop filter. If a single-end-
ed loop filter is used, then the varactors are arranged as shown in Fig. 6.40. Shown 
in the diagram is a parallel bank of varactors. If larger KV (VCO gain) is required, 
more varactors are used. The voltage level of Vref is chosen in such a way that the 
varactor C–V curve is centered for a desired loop filter voltage, usually VDD/2. Also 
note that the reference voltage is heavily filtered to avoid any noise degradation due 
to the reference voltage circuitry. The varactors are then AC coupled from the LC 
tank to allow independent choice of the DC operating points of the tank itself, which 

n+ n+

N-well

G S

VSG
0.5

1.0

-VT 0

Cmin

Cmax

a b

Fig. 6.39   Accumulation mode varactor a device cross-section and b C–V curve
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are chosen to minimize phase noise. In differential PLL designs, the reference volt-
age may be substituted for the second polarity of the differential loop filter.

Capacitor Tune Array  Once the VCO center frequency is chosen, the VCO fre-
quency range is determined by the capacitor tune array implementation. The capaci-
tor tuning array consists of digitally tunable capacitor cells. The capacitance of each 
cell varies between a Cmin and a Cmax. The ratio between the Cmax/Cmin determines 
the tuning efficiency of each cell. The absolute value of Cmin and Cmax determine the 
resolution of the capacitor array. The capacitor array can be viewed as a capacitor 
digital-to-analog converter (DAC), where the output is capacitance, instead of a 
voltage or current. In this case, the partitioning and sizing of capacitor elements is 
similar to the DAC design discussion in Sect. 5.6.

The VCO gain (Kv) and the Cmin and Cmax are chosen such that there are no fre-
quency gaps in the VCO frequency range. Frequency gaps arise when the maximum 
frequency in one tuning array setting is less than the minimum frequency in the next 
tuning array setting. This can result from process, voltage, and temperature variation 
altering both the C–V curve as well as the Cmin and Cmax values. One way to avoid 
frequency gaps is to overlap the frequency tuning curves as shown in Fig. 6.41. 
The end points of each line represent the Cmin and Cmax of a capacitor tune setting 
corresponding to an fmax and fmin, respectively. The continuous set of points along 
of each line represent the set of frequencies corresponding to tuning the varactor 
capacitance by the PLL’s loop filter voltage (x-axis). As the curve shows, there 
is significant overlap in frequency between adjacent capacitor tune settings. This 
is done in order to avoid any frequency gaps that can arise over process, voltage 
and temperature variations. Another point to note is that both the spacing between 
adjacent capacitor tune settings and VCO gain increase as the frequency increases. 
This is due to the increased sensitivity of the LC tank frequency to variations in the 
capacitor as the LC product is reduced.

The typical capacitor cell element is shown in Fig. 6.42. Typically, the sizes of 
the cell elements are binary weighted by the bit setting it controls. For example, 
a 5-bit capacitor cell array would contain 5 elements of the schematic shown in 
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Fig. 6.41   Typical VCO tun-
ing curves
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Fig. 6.42, with sizes of 1x, 2x, 4x, 8x, 16x, and 32x of a unit size element cor-
responding to bits 0, 1, 2, 3, 4, and 5, respectively. Due to varying dimensions for 
the capacitors and MOSFET elements, the contribution of boundary capacitances 
such as the fringe and sidewall capacitances to the overall capacitance of the ca-
pacitor cell element differ. These differences can create a nonmonotonic behavior 
in the output frequency of the VCO, which is most pronounced near the mid-code-
word when codeword changes from 01⋅⋅⋅1 to 10 ⋅⋅⋅ 0 or vice versa. As was shown 
in Sect. 5.6, the DNL in this case is 2 1N − σ  where σ  is the standard deviation 
in the capacitance of an LSB capacitor cell element. Designing for the worst case 
DNL would necessitate large overlap between the capacitor step sizes, which would 
reduce the overall frequency tuning range.

As was also shown in Sect. 5.6, this nonmonotonicity can be reduced by using 
thermally weighted unit elements of the schematic shown in Fig. 6.42. The disad-
vantage of this approach is that it incurs a large parasitic interconnect capacitance 
overhead, which limits the maximum attainable VCO frequency. A compromise 
approach is to use binary weighted elements for the LSBs and thermally weighted 
elements for the MSBs, similar to a segmented DAC.

The limitations of Cmin and Cmax values are important to understand. Figure 6.42 
can be redrawn showing the parasitic capacitances as shown in Fig. 6.43. When the 
CTL signal is low, the NFET transistor is off and the Cds is now in series with the 
two C1 capacitances, resulting in a Cmin capacitance. The overall differential capaci-
tance is effectively lowered by the series capacitance between the source and drain 
of the NFET transistor. This capacitance is given by the series capacitance of Cgs 
and Cgd in parallel with Cds. The equivalent lumped capacitance, Cx, can be given as

VCO+ VCO-

CTL

C1 C1
Fig. 6.42   Capacitor cell 
element
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�
(6.77)

The resistor in series with the gate of the NFET device is necessary in order to 
prevent signal losses to ground from the Cgd and Cgs capacitances to the preceding 
inverter. The source-to-bulk capacitance, Csb, and the source-to-drain capacitance, 
Cdb, form impedances to ground. These two capacitors, Csb and Cdb, (along with any 
other parallel parasitic capacitance to ground) is referred to as Cp1 and Cp2, respec-
tively. The purpose of biasing the source and drain through the two resistors is to 
maximize the capacitance difference between the Cmin and Cmax by utilizing the fact 
that the FET capacitances are voltage dependent. The Cmin capacitance can then be 
given by

�
(6.78)

It can be shown that for the ideal case of Cp1 = Cp2 = 0 and Cx→∞, (6.78) reduces to 
C1/2.

When the CTL signal is high, the NFET transistor is high and the Rds, the channel 
resistance, becomes important. In this state, the differential capacitance of the ca-
pacitor tuning cell is maximized, since the series Cds capacitor is now shunted by a 
low-impedance Rds, resulting in a Cmax capacitance. Using Fig. 6.43, the impedance 
across the tuning capacitor cell at the CTL high state can be shown to be

�

(6.79)

which is a two pole, one zero system. Figure 6.44 shows how Ztune(s) varies over 
frequency. For most practical applications, the oscillating frequency is beyond the 
second pole shown in the figure. Considering an “equivalent” capacitance, Ceq, that 
matches the curve at high frequencies (frequencies beyond the second pole), the 

equivalent Cmax can be computed. Equating (6.79) to 
1

sCeq
 and noting the Ceq is 

Cmax results in�

(6.80)
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It is important to note that the value of equivalent Cmax is frequency dependent.
The noise limitations of the capacitor tuning array element are also important 

to understand. As was shown in Fig. 6.35 and (6.75), the total Rp, the equivalent 
resistance in a parallel LC tank, is a parallel combination of the equivalent series 
resistance of the inductor and the capacitor. The following analysis assumes that the 
Rp degradation due to the capacitor tuning cells is dominant. When the capacitor 
array is set to its minimum capacitor setting, the series resistance is equal to Rds. If 
the NFET and capacitor sizes are scaled with the bit weighting, it can be assumed 
that the equivalent series resistance scales down with increasing parallel capacitor 
tuning cells turned on (resistors added in parallel). If N is the number of cells turned 
on and Rp is the equivalent parallel resistance of the LC tank, the resulting output 
voltage noise can be given as

�
(6.81)

which is the sum of all the current noise density terms from the capacitor tuning 
elements whose NFETs are turned on times the square of the equivalent output re-
sistance. Note that Rds is series resistance of a unit capacitor (LSB size). The output 
swing of the VCO was given by (6.69). Using (6.81) and (6.69) an expression for 
the output noise can be shown to be

�

(6.82)
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Fig. 6.44   Impedance of 
tuning capacitor cell on the 
Cmax state
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which shows that the phase noise degrades as more tuning elements are turned on. 
This means that phase noise is expected to be worse at lower frequencies, due to 
more elements turned on (assuming the narrow band tuning range of the VCO). One 
method, as will be seen shortly, to improve phase noise at lower frequencies is to 
increase the bias current of the VCO.

Negative Transconductance Optimization  The phase noise optimization of an 
LC VCO depends on several parameters. One important parameter is the choice of 
negative transconductance value. An equivalent model of the LC VCO is shown in 
Fig. 6.45, where the losses in the tank are represented by gtank (gtank = 1/Rp) and the 
negative −gm due to the cross-coupled FETs is represented by −gFET. In order to sus-
tain oscillation, the tank losses, gtank must be canceled by ensuring that gFET > gtank. 
The oscillation amplitude will continue to increase until a nonlinearity is reached 
that causes the large signal gain to be one at the desired oscillation frequency. This 
nonlinearity may be supply voltage headroom or bias current limitation across the 
real impedance component of the tank. The oscillation frequency was given by 
(6.68).

As long as the amplitude of oscillation is not limited by the circuit’s voltage 
headroom, increasing the energy in the tank will lead to reduction in phase noise 
and jitter. Energy stored in the LC tank is

�
(6.83)

Substituting (6.66) into (6.81) and solving for the tank voltage swing yields

� (6.84)

Intuitively, this equation would lead one to believe that increasing the inductance 
alone would result in lower-phase noise. However, in an LC oscillator, the tank’s 
voltage and thermal noise voltage increase at the same rate. Under the simplifying 
assumption that the noise is dominated by upconverted thermal noise (1/f2 noise), 
the ratio of the tank voltage to thermal noise voltage can be shows to be [32]

�
(6.85)

where k is Boltzmann’s constant. Using (6.83) and (6.84) the ratio of (6.85) can be 
rewritten as

E CVtank tank=
1

2
2

V E Lswing tank
2 22= ω

V

v

E

kT
swing

n

tank
2

2

2
=

L
FET-gC g tank

Fig. 6.45   Equivalent model 
of cross-coupled FET LC 
oscillator
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�
(6.86)

The expression in (6.86) shows that in order to maximize the amplitude to noise ratio, 
the product of g Lktan

2  (L/Rp
2) must be minimized for the same current consumption. 

Increasing the bias current also helps to improve the phase noise performance. This 
equation assumes that the amplitude of oscillation is not limited by supply voltage.

The above analysis is based on the assumption that the tank voltage swing can 
be increased by increasing the bias current of the LC tank. This region of operation 
is called the current mode region [33]. If the voltage swing is limited by the power 
supply (or any other amplitude limiting nonlinearity), the VCO is said to operate 
in the voltage mode region [33]. Increasing the current further in the voltage mode 
region only serves to increase the noise with no corresponding increase in tank 
voltage swing. Furthermore, since saturating the VCO in this manner leads to a 
distorted sinusoidal output voltage waveform, higher-order harmonic content would 
grow, which would lead to more noise folding and worse phase noise performance, 
as was demonstrated in Sect. 6.3.2. The power spectral density of a distorted VCO 
output waveform is shown in Fig. 6.46.

Improving the noise performance once the voltage mode of operation is reached 
is possible. If the RLC parallel tank resistance, Rp, is dominated by the inductor, 
then reducing the inductor value would lead to less tank Rp. Consider an LC VCO 
with inductance L and bias current I. If the swing is maximized such that it is on 
the edge of the voltage mode of operation and the inductance L is reduced to L/2, 
the voltage swing is now one-half the original amplitude since Rp has been reduced 
by a factor of 2. Moreover, the tank is now operating well into the current mode of 
operation. Increasing the current by a factor of 2 would increase the swing back 
to the original value. Since the noise (assuming it is dominated by thermal noise) 
increases with the I , the noise increases by 2; however, the voltage noise is ob-
tained by multiplying by Rp

2, which has been reduced by a factor of 2. This leads to 

V

v

I

g L kT

swing

n

bias

tank

2

2

2

2 2
=

( )ω

Fig. 6.46   Noise folding effect in a distorted VCO output waveform
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2 reduction in noise compared to the original case. This means that the original 
LC VCO with inductance L and bias current I has 3 dB higher phase noise thank an 
LC VCO with half the inductance and double the current (assuming the original LC 
VCO has been optimized to be at the edge of voltage mode of operation).

�Summary

In this chapter, wideband frequency synthesizer design has been reviewed. At the 
heart of a frequency synthesizer is a PLL. The requirements for PLLs in a wire-
less transceiver were given. This mainly consists of requirements stemming from 
reciprocal mixing effect as well as aperture jitter in both the ADC and the DAC. 
Linear analysis of the PLL was given, including full analysis of the effect of the 
various noise components in a PLL. This was followed by a more in-depth non-
linear noise analysis of both the charge pump and the VCO components in a PLL.
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