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Preface

——————————————————————————————
All analysts spend half their time hunting through the literature for in-

equalities which they want to use and cannot prove.
G.H. Hardy.

——————————————————————————————
The study of dynamic inequalities on time scales has received a lot of

attention in the literature and has become a major field in pure and ap-
plied mathematics. This book is devoted to some fundamental dynamic
inequalities on time scales such as Young’s inequality, Jensen’s inequality,
Hölder’s inequality, Minkowski’s inequality, Steffensen’s inequality, Čebyšev’s
inequality, Opial’s inequality, Lyapunov’s inequality, Halanay’s inequality,
and Wirtinger’s inequality.

The book on the subject of time scale, i.e., measure chain, by Bohner
and Peterson [51] summarizes and organizes much of time scale calculus.
The three most popular examples of calculus on time scales are differential
calculus, difference calculus, and quantum calculus (see Kac and Cheung
[89]), i.e, when T = R, T = N, and T = qN0 = {qt : t ∈ N0} where
q > 1. There are applications of dynamic equations and inequalities on time
scales to quantum mechanics, electrical engineering, neural networks, heat
transfer, combinatorics, and population dynamics. A cover story article in
New Scientist [141] discusses several possible applications. In population
dynamics the dynamic equations can be used to model insect populations
that are continuous while in season, die out in say winter, while their eggs
are incubating or dormant, and then hatch in a new season, giving rise to a
nonoverlapping population.

This book presents a variety of integral inequalities. We assume the reader
has a good background in time scale calculus. The book consists of six chap-
ters. In Chap. 1 we present preliminaries and basic concepts of time scale
calculus, and in Chap. 2 we discuss and prove dynamic inequalities on time
scales such as Young’s inequality, Jensen’s inequality, Holder’s inequality,
Minkowski’s inequality, Steffensen’s inequality, Hermite–Hadamard inequal-
ity, and Čebyšv’s inequality. Opial type inequalities on time scales and their
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viii Preface

extensions with weighted functions will be discussed in Chap. 3. In Chap. 4
we present some inequalities of Lyapunov type for some dynamic equations,
and in Chap. 5 we employ the shift operators δ± to construct delay dynamic
inequalities on time scales and use them to derive Halanay type inequalities
for dynamic equations on time scales. Using Halanay’s inequalities and the
properties of exponential function on time scales, we establish new conditions
that lead to stability for nonlinear dynamic equations. Finally in Chap. 6 we
discuss Wirtinger-type inequalities on time scales and their extensions.

We wish to express our thanks to our families and friends.

Kingsville, TX, USA Ravi Agarwal
Galway, Ireland Donal O’Regan
Mansoura, Egypt Samir H. Saker
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Chapter 1

Preliminaries

——————————————————————————————
The essence of mathematics lies in its freedom.

Georg Cantor (1845–1915).
As for everything else, so for a mathematical theory: beauty can be

perceived but not explained.
Arthur Cayley (1821–1895).

——————————————————————————————

From a modeling point of view it is realistic to model a phenomenon by
a dynamic system which incorporates both continuous and discrete times,
namely, time as an arbitrary closed set of reals. It is natural to ask whether
it is possible to provide a framework which allows us to handle both dynamic
systems simultaneously so that we can get some insight and a better und-
erstanding of the subtle differences of these two systems. The recently
developed theory of “dynamic systems on time scales” or dynamic systems
on measure chains (by a measure chain we mean the union of disjoint closed
intervals of R) offers a desired unified approach.

This chapter contains some preliminaries, definitions, and concepts con-
cerning time scale calculus. The results in this chapter will cover delta, nabla,
and diamond-α derivatives and integrals.

© Springer International Publishing Switzerland 2014
R. Agarwal et al., Dynamic Inequalities On Time Scales,
DOI 10.1007/978-3-319-11002-8 1
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2 CHAPTER 1. PRELIMINARIES

1.1 Delta Calculus

For the notions used below we refer the reader to the books [51, 52] which
summarize and organize much of time scale calculus. A time scale is an arb-
itrary nonempty closed subset of the real numbers. Throughout the book, we
denote the time scale by the symbol T. For example, the real numbers R, the
integers Z, and the natural numbers N are time scales. For t ∈ T, we define
the forward jump operator σ : T → T by σ(t) := inf{s ∈ T : s > t}. A time-
scale T equipped with the order topology is metrizable and is a Kσ-space;
i.e., it is a union of at most countably many compact sets. The metric
on T which generates the order topology is given by d(r; s) := |μ(r; s)| ,
where μ(.) = μ(.; τ) for a fixed τ ∈ T is defined as follows. The mapping
μ : T → R

+ = [0,∞) such that μ(t) := σ(t)− t is called the graininess.
When T = R, we see that σ(t) = t and μ(t) ≡ 0 for all t ∈ T and

when T = N, we have that σ(t) = t + 1 and μ(t) ≡ 1 for all t ∈ T. The
backward jump operator ρ : T → T is defined by ρ(t) := sup{s ∈ T : s < t}.
The mapping ν : T → R

+
0 such that ν(t) = t − ρ(t) is called the backward

graininess. If σ(t) > t, we say that t is right-scattered, while if ρ(t) < t, we
say that t is left-scattered. Also, if t < supT and σ(t) = t, then t is called
right-dense, and if t > inf T and ρ(t) = t, then t is called left-dense. If T has
a left-scattered maximum m, then T

k = T − {m}. Otherwise T
k = T. In

summary,

T
k=

{
T\(ρ supT, supT], if supT < ∞,

T, supT = ∞.

Likewise Tk is defined as the set Tk = T\ [inf T, σ(inf T)] if
|inf T| < ∞, and Tk= T if inf T = −∞.

For a function f : T → R, we define the derivative fΔ as follows. Let
t ∈ T. If there exists a number α ∈ R such that for all ε > 0 there exists a
neighborhood U of t with

|f(σ(t))− f(s)− α(σ(t)− s)| ≤ ε|σ(t)− s|,
for all s ∈ U , then f is said to be differentiable at t, and we call α the delta
derivative of f at t and denote it by fΔ(t). For example, if T = R, then

fΔ(t) = f
′
(t) = lim

Δt→0

f(t+Δt)− f(t)

Δt
, for all t ∈ T.

If T = N, then fΔ(t) = f(t+1)−f(t) for all t ∈ T. For a function f : T → R

the (delta) derivative is defined by

fΔ(t) =
f(σ(t))− f(t)

σ(t)− t
,

if f is continuous at t and t is right-scattered. If t is not right-scattered then
the derivative is defined by

fΔ(t) = lim
s→t

f(σ(t))− f(s)

t− s
= lim

t→∞
f(t)− f(s)

t− s
,
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provided this limit exists. A useful formula is

fσ = f + μfΔ where fσ := f ◦ σ.

A function f : [a, b] → R is said to be right-dense continuous (rd-continuous)
if it is right continuous at each right-dense point and there exists a finite left
limit at all left-dense points, and f is said to be differentiable if its derivative
exists. The space of rd-continuous functions is denoted by Cr(T, R). A time
scale T is said to be regular if the following two conditions are satisfied
simultaneously:

(a). For all t ∈ T, σ(ρ(t)) = t.

(b). For all t ∈ T, ρ(σ(t)) = t.

Remark 1.1.1 If T is a regular time scale, then both operators are invertible
with σ−1 = ρ and ρ−1 = σ.

The following theorem gives the product and quotient rules for the deriva-
tive of the product fg and the quotient f/g (where ggσ �= 0) of two delta
differentiable functions f and g.

Theorem 1.1.1 Assume f ; g : T → R are delta differentiable at t ∈ T. Then

(fg)Δ = fΔg + fσgΔ = fgΔ + fΔgσ, (1.1.1)(
f

g

)Δ

=
fΔg − fgΔ

ggσ
. (1.1.2)

By using the product rule, we see that the derivative of f(t) = (t − α)m

for m ∈ N, and α ∈ T can be calculated as

fΔ(t) = ((t− α)m)
Δ
=

m−1∑
ν=0

(σ(t)− α)
ν
(t− α)m−ν−1. (1.1.3)

As a special case when α = 0, we see that the derivative of f(t) = tm for
m ∈ N can be calculated as

(tm)
Δ
=

m−1∑
γ=0

σγ(t)tm−γ−1.

Note that when T = R, we have

σ(t) = t, μ(t) = 0, fΔ(t) = f
′
(t).

When T = Z, we have

σ(t) = t+ 1, μ(t) = 1, fΔ(t) = Δf(t).
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When T =hZ, h > 0, we have σ(t) = t+ h, μ(t) = h,

fΔ(t) = Δhf(t) =
(f(t+h)−f(t))

h
.

When T = {t : t = qk, k ∈ N0, q > 1}, we have σ(t) = qt, μ(t) = (q − 1)t,

fΔ(t) = Δqf(t) =
(f(q t)− f(t))

(q − 1) t
.

When T = N
2
0 = {t2 : t ∈ N}, we have σ(t) = (

√
t+ 1)2 and

μ(t) = 1 + 2
√
t, fΔ(t) = Δ0f(t) = (f((

√
t+ 1)2)− f(t))/1 + 2

√
t.

When T = Tn = {tn : n ∈ N} where (tn) are the harmonic numbers that are
defined by t0 = 0 and tn =

∑n
k=1

1
k , n ∈ N0, and we have

σ(tn) = tn+1, μ(tn) =
1

n+ 1
, fΔ(t) = Δ1f(tn) = (n+ 1)f(tn).

When T2={√n : n ∈ N}, we have σ(t) =
√
t2 + 1,

μ(t) =
√
t2 + 1− t, fΔ(t) = Δ2f(t) =

(f(
√
t2 + 1)− f(t))√
t2 + 1− t

.

When T3={ 3
√
n : n ∈ N}, we have σ(t) = 3

√
t3 + 1 and

μ(t) =
3
√

t3 + 1− t, fΔ(t) = Δ3f(t) =
(f( 3

√
t3 + 1)− f(t))
3
√
t3 + 1− t

.

For a, b ∈ T, and a delta differentiable function f, the Cauchy integral of fΔ

is defined by ∫ b

a

fΔ(t)Δt = f(b)− f(a).

Theorem 1.1.2 Let f, g ∈ Crd([a, b],R) be rd-continuous functions,
a, b, c ∈ T and α, β ∈ R. Then, the following are true:

1.
∫ b
a
[αf(t) + βg(t)]Δt = α

∫ b
a
f(t)Δt+ β

∫ b
a
g(t)Δt,

2.
∫ b
a
f(t)Δt = − ∫ a

b
f(t)Δt,

3.
∫ c
a
f(t)Δt =

∫ b
a
f(t)Δt+

∫ c
b
f(t)Δt,

4.
∣∣∣∫ ba f(t)Δt

∣∣∣ ≤ ∫ ba |f(t)|Δt.
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An integration by parts formula reads

∫ b

a

f(t)gΔ(t)Δt = f(t)g(t)|ba −
∫ b

a

fΔ(t)gσ(t)Δt, (1.1.4)

and infinite integrals are defined as

∫ ∞

a

f(t)Δt = lim
b→∞

∫ b

a

f(t)Δt.

Note that when T = R, we have

∫ b

a

f(t)Δt =

∫ b

a

f(t)dt.

When T = Z, we have ∫ b

a

f(t)Δt =

b−1∑
t=a

f(t).

When T =hZ, h > 0, we have

∫ b

a

f(t)Δt =

b−a−h
h∑

k=0

f(a+ kh)h.

When T = {t : t = qk, k ∈ N0, q > 1}, we have

∫ ∞

t0

f(t)Δt =

∞∑
k=0

f(qk)μ(qk).

Note that the integration formula on a discrete time scale is defined by

∫ b

a

f(t)Δt =
∑

t∈(a,b)

f(t)μ(t).

It is well known that rd-continuous functions possess antiderivatives. If f is
rd-continuous and FΔ = f , then

∫ σ(t)

t

f(s)Δs = F (σ(t))− F (t) = μ(t)FΔ(t) = μ(t)f(t).

Now, we will give the definition of the generalized exponential functions and
its derivatives. We say that p : Tκ 
→ R is regressive provided 1+μ(t)p(t) �= 0
for all t ∈ T

κ. We define the set R of all regressive and rd-continuous
functions. We define the set R+ of all positively regressive elements of R by
R+ = {p ∈ R : 1 + μ(t)p(t) > 0, for all t ∈ T}. The set of all regressive
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functions on a time scale T forms an Abelian group under the addition ⊕
defined by p⊕ q := p+ q+μpq. If p ∈ R, then we can define the exponential
function by

ep(t, s) = exp

(∫ t

s

ξμ(τ)(p(τ))Δτ

)
, for t ∈ T, s ∈ T

k, (1.1.5)

where ξh(z) is the cylinder transformation, which is defined by

ξh(z) =

{
log(1+hz)

h , h �= 0,
z, h = 0.

If p ∈ R, then ep(t, s) is real-valued and nonzero on T. If p ∈ R+, then
ep(t, t0) is always positive. Note that if T = R, then

ea(t, t0) = exp(

∫ t

t0

a(s)ds),

if T = N, then

ea(t, t0) =
t−1∏
s=t0

(1 + a(s)),

and if T =qN0 , then

ea(t, t0) =
t−1∏
s=t0

(1 + (q − 1)sa(s)).

If p : Tκ 
→ R is rd-continuous and regressive, then the exponential func-
tion ep(t, t0) is for each fixed t0 ∈ T

κ the unique solution of the initial value
problem xΔ = p(t)x, x(t0) = 1, for all t ∈ T. We will use the follow-
ing definition to present the properties of the exponential function ep(t, s).
If p, q ∈ R, then we define �p(t) = −p(t)/(1 + μ(t)p(t)) and (p ⊕ q)(t) =
p(t) + q(t) + μ(t)p(t)q(t) for all t ∈ T

κ. The following properties are proved
in [51].

Theorem 1.1.3 If p, q ∈ R and t0 ∈ T, then

• ep(t, t) ≡ 1 and e0(t, s) ≡ 1;

• ep(σ(t), s) = (1 + μ(t)p(t))ep(t, s);

• 1
ep(t,s)

= e�p(t, s) = ep(s, t);

• ep(t,s)
eq(t,s)

= ep�q(t, s);

• ep(t, s)eq(t, s) = ep⊕q(t, s);
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• if p ∈ R+, then ep(t, t0) > 0 for all t ∈ T.

• eΔp (t, t0) = p(t)ep(t, t0).

•
(

1
ep(·,s)

)Δ
= − p(t)

eσp (·,s) .

Lemma 1.1.1 For a nonnegative ϕ with −ϕ ∈ R+, we have the inequalities

1−
∫ t

s

ϕ(u)u ≤ e−ϕ(t, s) ≤ exp

{
−
∫ t

s

ϕ(u)u

}
for all t ≥ s.

If ϕ is rd-continuous and nonnegative, then

1 +

∫ t

s

ϕ(u)u ≤ eϕ(t, s) ≤ exp

{∫ t

s

ϕ(u)u

}
for all t ≥ s.

Remark 1.1.2 If λ ∈ R+ and λ(r) < 0 for all t ∈ [s, t)T, then

0 < eλ(t, s) ≤ exp

(∫ t

s

λ(r)Δr

)
< 1.

Theorem 1.1.4 If p ∈ R and a, b, c ∈ T, then

∫ b

a

p(t)ep(c, σ(t))Δt = −
∫ b

a

(eΔp (c, .)(t)Δt = ep(c, a)− ep(c, b).

Theorem 1.1.5 If a, b, c ∈ T and f ∈ Crd(T,R), a, b ∈ T such that f(t) ≥ 0
for all a ≤ t < b, then ∫ b

a

f(t)Δt ≥ 0.

Lemma 1.1.2 Let v ∈ C1
rd(T,R) be strictly increasing and T̃ = v(T) be a

time scale. If f ∈ Crd(T,R), then for a, b ∈ T,

∫ b

a

f(x)vΔ(x)Δx =

∫ v(b)

v(a)

f(v−1(y))Δ̃y.

Throughout the book, we will use the following facts:

∞∫
t0

Δs

sν
= ∞, if 0 ≤ ν ≤ 1, and

∞∫
t0

Δs

sν
< ∞, if ν > 1,

and without loss of generality, we assume that supT = ∞, and define the
time scale interval [a, b]T by [a, b]T := [a, b] ∩ T. The following results are
adapted from [52].
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Lemma 1.1.3 Let f : R → R be continuously differentiable and suppose
g : T → R is delta differentiable. Then f ◦ g : T → R is delta differentiable
and

fΔ(g(t)) = f
′
(g(ζ))gΔ(t), for ζ ∈ [t, σ(t)]. (1.1.6)

Lemma 1.1.4 Let f : R → R be continuously differentiable and suppose
g : T → R is delta differentiable. Then f ◦ g : T → R is delta differentiable
and the formula

(f ◦ g)Δ(t) =
{∫ 1

0

f
′
(g(t) + hμ(t)gΔ(t))dh

}
gΔ(t), (1.1.7)

holds.

Lemma 1.1.5 Assume the continuous mapping f : [r, s]T → R, r, s ∈ T,
satisfies f(r) < 0 < f(s). Then there is a τ ∈ [r, s)T with f(τ)f(σ(τ)) ≤ 0.

Lemma 1.1.6 Let the mapping f : T → R, g : T → R be differentiable and
assume that

|fΔ(t)| ≤ gΔ(t).

Then for r, s ∈ T, r ≤ s,

|f(s)− f(r)| ≤ g(s)− g(r).

Assume g : T → R be differentiable and gΔ(t) ≥ 0, then g(t) is nondecreasing.

Definition 1.1.1 We say a function f : T → R is right-increasing (right-
decreasing) at t0 ∈ T

k provided that

(i) if σ(t0) > t0, then f(σ(t0)) > f(t0), (f(σ(t0)) < f(t0)),

(ii) if σ(t0) = t0, then there is a neighborhood U of t0 such that f(t) >
f(t0), (f(t) < f(t0)), for all t ∈ U, t > t0.

Definition 1.1.2 We say a function f : T → R assumes its local right-
maximum (local right-minimum) at t0 ∈ T provided that:

(i) if σ(t0) > t0, then f(σ(t0)) ≤ f(t0), (f(σ(t0)) ≥ f(t0)),

(ii) if σ(t0) = t0, then there is a neighborhood U of t0 such that
f(t) ≤ f(t0), (f(t) ≥ f(t0)), for all t ∈ U, t > t0.

Theorem 1.1.6 If f : T → R is Δ-differentiable at t0 ∈ T
k and fΔ(t0) > 0,

(fΔ(t0) < 0), then f is right-increasing, (right-decreasing), at t0.

Theorem 1.1.7 If f : T → R is Δ-differentiable at t0 ∈ T
k and if fΔ(t0) >

0 (fΔ(t0) < 0), then f assumes a local right-minimum (local right-maximum),
at t0.
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Theorem 1.1.8 Suppose f : T → R is Δ-differentiable at t0 ∈ T
k and

assumes its local right-minimum (local right-maximum) at t0. Then fΔ(t0) ≥
0(fΔ(t0) ≤ 0).

Theorem 1.1.9 Let f be a continuous function on [a, b]T that is
Δ-differentiable on [a, b) (the differentiability at a is understood as right-
sided), and satisfies f(a) = f(b). Then there exist ζ, τ ∈ [a, b)T such that

fΔ(τ) ≤ 0 ≤ fΔ(ζ).

Corollary 1.1.1 Let f be a continuous function on [a, b]T that is
Δ-differentiable on [a, b). If fΔ(t) = 0 for all t ∈ [a, b)T, then f is a con-
stant function on [a, b]T.

Corollary 1.1.2 Let f be a continuous function on [a, b] that is
Δ-differentiable on [a, b). Then f is increasing, decreasing, nondecreasing,
and nonincreasing on [a, b]T if fΔ(t) > 0, fΔ(t) > 0, fΔ(t) ≥ 0, and
fΔ(t) ≤ 0 for all t ∈ [a, b)T, respectively.

Theorem 1.1.10 Let f and g be continuous functions on [a, b] that are
Δ-differentiable on [a, b)T. Suppose gΔ(t) > 0 for all t ∈ [a, b). Then
there exist ζ, τ ∈ [a, b)T such that

fΔ(τ)

gΔ(τ)
≤ f(b)− f(a)

g(b)− g(a)
≤ fΔ(ζ)

gΔ(ζ)
.

1.2 Nabla Calculus

The corresponding theory for nabla derivatives was also studied extensively.
The results in this section are adapted from [27].

Let T be a time scale, the backward jump operator ρ : T → T is defined by
ρ(t) := sup{s ∈ T : s < t}. The mapping ν : T → R

+
0 such that ν(t) = t−ρ(t)

is called the backward graininess. The function f : T → R is called nabla
differentiable at t0 ∈ T, if there exists an a ∈ R with the following property:
For any ε > 0, there exists a neighborhood U of t, such that

|f(ρ(t))− f(s)− a[ρ(t)− s]| ≤ ε |ρ(t)− s|

for all s ∈ U ; we write a = f∇(t). For T = R, we have f∇(t) = f ′(t)
and for T = Z, we have the backward difference operator f∇(t) = ∇f(t) =
f(t)− f(t− 1).

A function f : T → R is left-dense continuous or ld-continuous provided it
is continuous at left-dense points in T and its right-sided limits exist (finite)
at right-dense points in T. If T = R, then f is ld-continuous if and only if
f is continuous. If T = Z, then any function is ld-continuous. The following
theorem gives several properties of the nabla derivative.
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Theorem 1.2.1 Assume f : T → R is a function and let t ∈ T . Then we
have the following:

1. If f is nabla differentiable at t, then f is continuous at t.

2. If f is continuous at t and t is left scattered, then f is nabla differen-
tiable at t with

f∇(t) =
f(t)− f(ρ(t))

ν(t)
.

3. If f is left-dense, then f is nabla differentiable at t iff the limit

lims→t
f(t)−f(s)

t−s exists as a definite number, and in this case

f∇(t) = lim
s→t

f(t)− f(s)

t− s
.

4. If f is nabla differentiable at t, then f(ρ(t))=f(t)−ν(t)f∇(t).

Theorem 1.2.2 Assume f, g : T → R are nabla differentiable at t ∈ T.
Then:

(i) The product fg : T → R is nabla differentiable at t, and we get the
product rule

(fg)∇(t) = f∇(t)g(t) + fρ(t)g∇(t) = f(t)g∇(t) + f∇(t)gρ(t).

(ii) If g(t)gρ(t) �= 0, then f/g is nabla differentiable at t, and we get the
quotient rule (

f

g

)∇
(t) =

f∇(t)g(t)− f(t)g∇(t)

g(t)gρ(t)
.

A function F : T → R is called a nabla antiderivative of f : T → R pro-
vided F∇(t) = f(t) holds for all t ∈ T. We then define the nabla integral of
f by ∫ t

a

f(s)∇s = F (t)− f(a), for all t ∈ T.

If f and f∇ are continuous, then

(∫ t

a

f(t, s)∇s

)∇
= f(ρ(t), t) +

∫ t

a

f∇(t, s)∇s.

One can easily see that every ld-continuous function has a nabla antideriva-
tive. As in the case of the delta derivative we see that if f : T → R is
ld-continuous and t ∈ T, then

∫ t

ρ(t)

f(s)∇s = ν(t)f(t).
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Theorem 1.2.3 If a, b, c ∈ T and α, β ∈ R, and f, g : T → R are
ld-continuous, then

1.
∫ b
a
[αf(t) + βg(t)]Δt = α

∫ b
a
f(t)∇t+ β

∫ b
a
g(t)∇t,

2.
∫ b
a
f(t)∇t = − ∫ a

b
f(t)∇t,

3.
∫ c
a
f(t)∇t =

∫ b
a
f(t)∇t+

∫ c
b
f(t)∇t,

4.
∣∣∣∫ ba f(t)∇t

∣∣∣ ≤ ∫ ba |f(t)| ∇t,

5.
∫ b
a
f(t)g∇(t)∇t = f(t)g(t)|ba −

∫ b
a
f∇(t)gρ(t)∇t,

6.
∫ b
a
fρ(t)g∇(t)∇t = f(t)g(t)|ba −

∫ b
a
f∇(t)g(t)∇t.

The relations between delta and nabla derivatives can be summarized as
follows. Assume that f : T → R is delta differentiable on T

k. Then f is nabla
differentiable at t and

f∇(t) = fΔ(ρ(t)),

for t ∈ T
k such that σ(ρ(t)) = t. If, in addition, fΔ is continuous on T

k,
then f is nabla differentiable at t and f∇(t) = fΔ(ρ(t)) holds for any t ∈
Tk. Assume that f : T → R is nabla differentiable on Tk. Then f is delta
differentiable at t and

fΔ(t) = f∇(σ(t)),

for t ∈ Tk such that ρ(σ(t)) = t. If, in addition, f∇ is continuous on Tk,
then f is delta differentiable at t and fΔ(t) = f∇(σ(t)) holds for any t ∈ T

k.

We now give the definition of the generalized nabla exponential function.
Assume that p : T → R is ld-continuous and 1− p(t)ν(t) �= 0 for t ∈ Tk. We
define the set Rν of all regressive and ld-continuous functions. We define
the set R+

ν of all positively regressive elements of Rν by R+
ν = {p ∈ R :

1 − ν(t)p(t) > 0, for all t ∈ T}. The set of all ν-regressive functions on
a time scale T forms an Abelian group under the addition ⊕ defined by
p⊕ν q := p+ q − νpq. The explicit nabla exponential function is given by

ěp(t, s) = exp

(∫ t

s

ξν(τ)(p(τ))∇τ

)
, for t ∈ T, s ∈ T

k, (1.2.1)

where ξh(z) is the cylinder transformation, which is defined by

ξh(z) =

{
− log(1−hz)

h , h �= 0,
z, h = 0.

For t ∈ T, s ∈ Tk, the exponential function ěp(t, s) is the solution of the
initial value problem

x∇(t) = p(t)x(t), t ∈ Tk with x(s) = 1.

The following theorem gives the properties of the exponential function ěp(t, s).
The theorem is adapted from Bohner and Peterson [52].
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Theorem 1.2.4 If p, q ∈ Rν and t0 ∈ T, then

• ěp(t, t) ≡ 1, and ě0(t, s) ≡ 1;

• ěp(ρ(t), s) = (1− ν(t)p(t))ěp(t, s);

• 1
ěp(t,s)

= ě�νp(t, s);

• ěp(t,s)
ěq(t,s)

= ěp�νq(t, s);

• ěp(t, s)ěq(t, s) = ěp⊕νq(t, s);

• if 1− p(t)ν(t) �= 0, then ěp(t, t0) > 0 for all t ∈ T.

• ě∇p (t, t0) = p(t)ěp(t, t0).

•
(

1
ěp(·,s)

)∇
= − p(t)

ěσp (·,s) .

1.3 Diamond-α Calculus

Now we introduce the diamond-α dynamic derivative and diamond-α dyn-
amic integration. The comprehensive development of the calculus of the
diamond-α derivative and diamond-α integration is given in [140]. Let T be
a time scale and f(t) be differentiable on T in the Δ and ∇ sense. For t ∈ T,
we define the diamond-α derivative f♦α(t) by

f♦α(t) = αfΔ(t) + (1− α)f∇(t), 0 ≤ α ≤ 1.

Thus f is diamond-α differentiable if and only if f is Δ and ∇ differentiable.
The diamond-α derivative reduces to the standard Δ-derivative for α = 1,
or the standard ∇ derivative for α = 0. It represents a weighted dynamic
derivative for α ∈ (0, 1).

Theorem 1.3.1 Let f , g : T → R be diamond-α differentiable at t ∈ T.
Then

(i). f + g : T → R is diamond-α differentiable at t ∈ T, with

(f + g)♦α(t) = f♦α(t) + g♦α(t).

(ii). f.g : T → R is diamond-α differentiable at t ∈ T, with

(f.g)♦α(t) = f♦α(t)g(t) + αfσ(t)gΔ(t) + (1− α)fρ(t)g∇(t).

(iii). For g(t)gσ(t)gρ(t) �= 0, f/g : T → R is diamond-α differentiable at
t ∈ T, with

(
f

g
)♦α(t) =

f♦α(t)gσ(t)gρ(t)− αfσ(t)gρ(t)gΔ(t)− (1− α)fρ(t)gσ(t)g∇(t)

g(t)gσ(t)gρ(t)
.
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Theorem 1.3.2 Let f , g : T → R be diamond-α differentiable at t ∈ T.
Then the following hold:

(i). (f)♦αΔ(t) = αfΔΔ(t) + (1− α)f∇Δ(t),

(ii). (f)♦α∇(t) = αfΔ∇(t) + (1− α)f∇∇(t),

(iii). (f)Δ♦α(t) = αfΔΔ(t) + (1− α)fΔ∇(t) �= (f)♦αΔ(t),

(iv). (f)∇♦α(t) = αf∇Δ(t) + (1− α)f∇∇(t) �= (f)♦α∇(t),

(v). (f)♦α♦α(t) = α2fΔΔ(t) + α(1− α)[fΔ∇(t) + f∇Δ(t)]

+(1− α)2f∇∇(t) �= α2fΔΔ(t) + (1− α)2f∇∇(t).

Theorem 1.3.3 (Mean Value Theorem). Suppose that f is a continuous
function on [a, b]T and has a diamond-α derivative at each point of [a, b)T.
Then there exist points η, η

′
such that

f♦α(η
′
)(b− a) ≤ f(b)− f(a) ≤ f♦α(η)(b− a).

When f(a) = f(b), then we have that

f♦α(η
′
) ≤ 0 ≤ f♦α(η).

Corollary 1.3.1 Let f be a continuous function on [a, b]T and has a
diamond-α derivative at each point of [a, b)T. Then f is increasing if
f♦α(t) > 0, decreasing if f♦α(t) < 0, nonincreasing if f♦α(t) ≤ 0 and non-
decreasing f♦α(t) ≥ 0 on [a, b]T.

Theorem 1.3.4 Let a, t ∈ T, and h : T → R. Then, the
diamond-α integral from a to t of h is defined by

∫ t

a

h(s)♦αs = α

∫ t

a

h(s)Δs+ (1− α)

∫ t

a

h(s)∇s, 0 ≤ α ≤ 1,

provided that there exists delta and nabla integrals of h on T.

In general, we do not have

(∫ t

a

h(s)♦αs

)♦α

= h(t), for t ∈ T.

Example 1.3.1 ([31]) Let T = 0, 1, 2, a = 0 and h(t) = t2 for t ∈ T. This
gives us that (∫ t

a

h(s)♦αs

)♦α
∣∣∣∣∣
t=1

= 1 + 2α(1− α),

so that the equality above holds only when ♦α = Δ or ♦α = ∇.
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Theorem 1.3.5 Let a, b, c ∈ T, α, β ∈ R, and f and g be continuous
functions on [a, b] ∪ T. Then the following properties hold:

(1).
∫ b
a
[αf(t) + βg(t)]♦αt = α

∫ b
a
f(t)♦αt+ β

∫ b
a
g(t)♦αt,

(2).
∫ b
a
f(t)♦αt = − ∫ a

b
f(t)♦αt,

(3).
∫ c
a
f(t)♦αt =

∫ b
a
f(t)♦αt+

∫ c
b
f(t)♦αt.

Example 1.3.2 If we let T = R, then we obtain∫ b

a

f(t)♦αt =

∫ b

a

f(t)dt, where a, b ∈ R,

and if we let T = Z, and m < n, then we obtain

∫ n

m

f(t)♦αt =

n−1∑
i=m

[αf(i) + (1− α)f(i+ 1)] , for m, n ∈ N0. (1.3.1)

Example 1.3.3 If we let T = qN, for q > 1 and m < n, then we obtain

∫ qn

qm
f(t)♦αt = (q−1)

n−1∑
i=m

qi
[
αf(qi)+(1−α)f(qi+1)

]
, for m, n ∈ N0, (1.3.2)

and if we let T = {ti : i ∈ N0} such that ti < ti+1 and m < n, then we obtain
the general case (which includes (1.3.1) and (1.3.2))

∫ tn

tm

f(t)♦αt =

n−1∑
i=m

(ti+1 − ti) [αf(ti) + (1− α)f(ti+1)] , for m, n ∈ N0, (1.3.3)

Remark 1.3.1 Note that if f(t) ≥ 0 for all t ∈ [a, b]T, then
∫ b
a
cf(t)♦αt ≥ 0.

If f(t) ≥ g(t) for all t ∈ [a, b]T, then
∫ b
a
f(t)♦αt ≥ ∫ b

a
g(t)♦αt ≥ 0, and

f(t) = 0 if and only if
∫ b
a
f(t)♦αt = 0.

Corollary 1.3.2 Let t ∈ T
k
k and f : T → R. Then

∫ σ(t)

t

f(s)♦αs = μ(t)[αf(t) + (1− α)fσ(t)],

and ∫ ρ(t)

t

f(s)♦αs = ν(t)[αfρ(t) + (1− α)f(t)].

Recall a function p : T → R is called regressive provided
1 + μ(t)p(t) �= 0 for all t ∈ T

k. Note R denotes the set of all regressive
and rd-continuous functions on T. Similarly, a function q : T → R is called
ν-regressive provided 1 − ν(t)q(t) �= 0 for all t ∈ Tk. Note Rν denotes the
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set of all ν-regressive and ld-continuous functions on T. We consider two
functions: Ep,α and ep,α where p ∈ R ∩ Rν and α ∈ [0, 1]. For p ∈ R ∩ Rν

and α ∈ [0, 1] , we define

Ep,α(., t0) = αep(., t0) + (1− α)ěp(., t0); for t ∈ T,

where ep(., t0) and ěp(., t0) are the delta and nabla exponential functions
defined as in (1.1.5) and (1.2.1), respectively.

Example 1.3.4 ([31]) Consider the time scale T = Z and the constant
function p(t) = 1/2. Take t0 = 0. Then, ep(t, 0) = (3/2)t is the solu-
tion of the initial value problem yΔ(t) = (1/2)y(t), y(t0) = 1. Moreover
ěp(t, 0) = 2t is the unique solution of y∇(t) = (1/2)y(t), y(t0) = 1. Now
Ep,α(t; 0) = α(3/2)t + (1− α)(2)t, for t ∈ Z.

Remark 1.3.2 Combined-exponentials cannot be really called an exponen-
tial function. Indeed, they seem to fail the most important property of an
exponential function, i.e., they are not a solution of an appropriate initial
value problem.

Next we give a direct formulas for the ♦α-derivative of exponential
functions ep(., t0) and ěp(., t0).

Theorem 1.3.6 Let T be a regular time scale. Assume that t, t0 ∈ T and
p ∈ R ∩Rν . Then

e♦α(t, t0) =

[
αp(t) +

(1− α) pρ(t)

1 + ν(t)pρ(t)

]
ep(t, t0),

ě♦α
p (t, t0) =

[
αp(t) +

(1− α) pσ(t)

1 + μ(t)pσ(t)

]
ěp(., t0),

where ep(., t0) is a solution of the initial value problem y♦α(t) = q(t)y(t),

y(t0) = 1, where q(t) = αp(t) + (1−α)pρ(t)
1+ν(t)pρ(t) .

1.4 Taylor Monomials and Series

Here we define Taylor monomials and Taylor expansions of functions corre-
sponding to delta and nabla derivatives. To define these functions, we need
some basic definitions about calculus of functions of two variables on time
scales. Let T1 and T2 be two time scales with at least two points and con-
sider the time scale intervals Ω1 = [t0,∞) ∩ T1 and Ω2 = [s0,∞) ∩ T2 for
t0 ∈ T1 and s0 ∈ T2. Let σ1, ρ1, Δ1 and σ2, ρ2, Δ2 denote the forward jump
operators, backward jump operators, and the delta differentiation operator,
respectively, on T1 and T2. We say that a real valued function f on T1 ×T2
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at (t, s) ∈ Ω ≡ Ω1 × Ω2 has a Δ1 partial derivative fΔ1(t, s) with respect to
t if for each ε > 0 there exists a neighborhood Ut of t such that

|f(σ1(t), s)−f(η, s)−fΔ1(t, s)[σ1(t)−η]| ≤ ε|σ(t)−η|, for all η ∈ Ut.

In this case, we say fΔ1(t, s) is the (partial delta) derivative of f(t, s) at t.
We say that a real valued function f on T1 ×T2 at (t, s) ∈ Ω1 ×Ω2 has a Δ2

partial derivative fΔ2(t, s) with respect to s if for each ε > 0 there exists a
neighborhood Us of s such that

|f(t, σ2(s))−f(t, ξ)−fΔ2(t, s)[σ2(t)−ξ]| ≤ ε|σ(t)−ξ|, for all ξ ∈ Us.

In this case, we say fΔ2(t, s) is the (partial delta) derivative of f(t, s) at s.
The function f is called rd-continuous in t if for every α2 ∈ T2 the function
f(t, α2) is rd-continuous on T1. The function f is called rd-continuous in s
if for every α1 ∈ T1 the function f(α1, s) is rd-continuous on T2.

Theorem 1.4.1 Let t0 ∈ T
κ and assume k : T × T

κ 
→ R is continuous at
(t, t), where t ∈ T

κ with t > t0. Also assume that k(t, ·) is rd-continuous on
[t0, σ(t)]. Suppose for each ε > 0 there exists a neighborhood of t, independent
U of τ ∈ [t0, σ(t)], such that

|k(σ(t), τ)−k(s, τ)−kΔ(t, τ)(σ(t)−s)| ≤ ε|σ(t)− s|, for all s ∈ U,

where kΔ denotes the derivative of k with respect to the first variable. Then

g(t) :=

∫ t

t0

k(t, τ)Δτ , implies gΔ(t) =

∫ t

t0

kΔ(t, τ)Δτ + k(σ(t), t).

The Taylor monomials hk : T× T → R, k ∈ N0 = N ∪ {0}, are defined
recursively as follows. The function h0 is defined by

h0(t, s) = 1, for all s, t ∈ T,

and given hk for k ∈ N0, the function hk+1 is defined by

hk+1(t, s) =

∫ t

s

hk(τ , s)Δτ , for all s, t ∈ T.

If we let hΔ
k (t, s) denote for each fixed s ∈ T, the derivative of h(t, s) with

respect to t, then

hΔ
k (t, s) = hk−1(t, s), k ∈ N, t ∈ T,

for each fixed s ∈ T. The above definition obviously implies

h1(t, s) = t− s, for all s, t ∈ T.
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In the following, we give some formulas of hk(t, s) as determined in [51].
In the case when T = R, then

hk(t, s) =
(t− s)k

k!
, for all s, t ∈ R. (1.4.1)

In the case when T = N, we see that

hk(n, s) :=
(n− s)(k)

k!
, k = 0, 1, 2, . . . , t > s, (1.4.2)

where t(k) = t(t− 1) · · · (t− k+1) is the so-called falling function (see [100]).
When T={t : t = qn, n ∈ N, q > 1}, we have that

hk(t, s) =
k−1∏
m=0

t− qms
m∑
j=0

qj
, for all s, t ∈ T. (1.4.3)

If T =hN, h > 0, we see that

hk(t, s) =

k−1∏
i=0

(t− ih− s)

k!
, for all s, t ∈ T, t > s. (1.4.4)

In general for t ≥ s, we have that hk(t, s) ≥ 0, and

hk(t, s) ≤ (t− s)k

k!
, for all t > s, k ∈ N0.

We also consider the Taylor monomials gk : T× T → R, k ∈ N0 = N ∪ {0},
which are defined recursively. The function g0 is defined by

g0(t, s) = 1, for all s, t ∈ T,

and given gk for k ∈ N0, the function gk+1 is defined by

gk+1(t, s) =

∫ t

s

gk(σ(τ), s)Δτ , for all s, t ∈ T.

If we let gΔk (t, s) denote for each fixed s ∈ T, the derivative of g(t, s) with
respect to t, then

gΔk (t, s) = gk−1(σ(t), s), k ∈ N, t ∈ T,

for each fixed s ∈ T. One can see that

hk(t, s) = (−1)kgk(s, t).

We denote by C
(n)
rd (T) the space of all functions f ∈ Crd(T) such that fΔi ∈

Crd(T) for i = 0, 1, 2, . . . , n for n ∈ N. For the function f : T → R, we
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consider the second derivative fΔ2 provided fΔ is delta differentiable on T

with derivative fΔ2 = (fΔ)Δ. Similarly, we define the nth order derivative
fΔn = (fΔn−1)Δ. Now, we give the definition of generalized polynomials as
follows:

hn(t, s) :=

⎧⎨
⎩
1, n = 0∫ t

s

hn−1(ξ, s)Δξ, n ∈ N
(1.4.5)

and

gn(t, s) :=

⎧⎨
⎩
1, n = 0∫ t

s

gn−1(σ(ξ), s)Δξ, n ∈ N,

for all s, t ∈ T.
Property. Using induction it is easy to see that hn(t, s) ≥ 0 holds for all

n ∈ N and s, t ∈ T with t ≥ s and (−1)nhn(t, s) ≥ 0 holds for all n ∈ N and
s, t ∈ T with t ≤ s. Moreover, hn(t, s) is increasing with respect to its first
component for all t ≥ s.

Recall the following result (see [52]).

Lemma 1.4.1 For n ∈ N and t ∈ T, we have gn(t, s) = 0 for all
s ∈ [ρn−1(t), t]T.

Lemma 1.4.2 For n ∈ N, t ∈ T and s ∈ T
κn

, we have hn(t, s) = (−1)n

gn(s, t).

From Lemmas 1.4.1 and 1.4.3 we have the following result.

Lemma 1.4.3 For n ∈ N and t ∈ T, we have hn(t, s) = 0 for all s ∈ [ρn−1

(t), t]T.

Theorem 1.4.2 Let n ∈ N and f ∈ Cn
rd(T,R) be an n times differentiable

function. For s ∈ T
κn−1

, we have

f(t) =

n−1∑
j=0

hj(t, s)f
Δj

(s) +

∫ ρn−1(t)

s

hn−1(t, σ(ξ))f
Δn

(ξ)Δξ, for all t ∈ T.

Theorem 1.4.3 Assume that f ∈ C
(n)
rd (T) and s ∈ T. Then

f(t) =
n−1∑
k=0

fΔk(s)hk(t, s) +

∫ t

s

hn−1(t, (σ(τ))f
Δn(τ)Δτ . (1.4.6)

As a special case if m < n, then

fΔm(t) =
n−m−1∑
k=0

fΔk+m(s)hk(t, s) +

∫ t

s

hn−m−1(t, (σ(τ))f
Δn(τ)Δτ .
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Now, we define the Taylor expansions of the functions corresponding to
the nabla derivative. The generalized polynomial that will be used in des-
cribing these expansions are ĥk : T× T → R, k ∈ N0 = N ∪ {0}, which are

defined recursively as follows. The function ĥ0 is defined by

ĥ0(t, s) = 1, for all s, t ∈ T,

and given ĥk for k ∈ N0, the function ĥk+1 is defined by

ĥk+1(t, s) =

∫ t

s

ĥk(τ , s)∇τ , for all s, t ∈ T. (1.4.7)

Note that the functions ĥk are all well defined. If we let ĥΔ
k (t, s) denote for

each fixed s ∈ T, the derivative of ĥ(t, s) with respect to t, then

ĥΔ
k (t, s) = ĥk−1(t, s), k ∈ N, t ∈ Tk,

for each fixed s ∈ T. The above definition obviously implies

ĥ1(t, s) = t− s, for all s, t ∈ T.

Finding the ĥk for k > 1 is not an easy task in general. However for a
particular given time scale it might be easy to find these functions. We will
consider some examples first before we present Taylor’s formula in general.
In the case when T = R, then ρ(t) = t and

ĥk(t, s) =
(t− s)k

k!
, for all s, t ∈ R. (1.4.8)

In the case when T = N, we see that ρ(t) = t − 1, ν(t) = 1, y∇(t) = ∇(t) =
y(t)− y(t− 1), and

ĥk(t, s) :=
(t− s)(k)

k!
, k = 0, 1, 2, . . . , t > s, (1.4.9)

where t(k) = t(t− 1) · · · (t− k+1) is the so-called falling function (see [100]).
Noting that ∇t(k) = k t(k−1), we see that

ĥk+1(t, s) :=

∫ t

s

(τ − s)(k)

k!
∇τ =

t∑
r=s+1

(τ − s)(k)

k!
=

(τ − s)(k+1)

(k + 1)!
, (1.4.10)

for k = 0, 1, 2, . . . , t > s. In the case when T={t : t = qn, n ∈ N, q > 1},
we have ρ(t) = t/q, ν(t) = (q − 1)t/q, and

ĥk(t, s) =
k−1∏
m=0

qmt− s
m∑
j=0

qj
, for all s, t ∈ T. (1.4.11)
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In general for t ≥ s, we have that ĥk(t, s) ≥ 0, and

ĥk(t, s) ≤ (t− s)k

k!
, for all t > s, k ∈ N0.

We may also relate the functions ĥk, ĝ0 for the nabla derivative to the func-
tions hk and gk in the delta derivative.

Definition 1.4.1 For t, s define the functions

h0(t, s) = g0(t, s) = ĥ0(t, s) = ĝ0(t, s) = 1,

and given hn, gn, ĥn and ĝn for n ∈ N0,

hn+1(t, s) =

∫ t

s

hn(τ , s)Δτ , gn+1(t, s) =

∫ t

s

gn(σ(τ), s)Δτ ,

ĥn+1(t, s) =

∫ t

s

ĥn(τ , s)∇τ , ĝn+1 =

∫ t

s

ĝn(ρ(τ), s)∇τ ,

we have that

ĥn = gn(t, s) = (−1)nhn(s, t) = (−1)nĝn(s, t).

We denote by C
(n)
ld (T) the space of all functions f ∈ Cld(T) such that

f∇i ∈ Cld(T) for i = 0, 1, 2, . . . , n for n ∈ N. For the function f : T → R,

we consider the second derivative f∇2

provided f∇ is nabla differentiable on
T with derivative f∇2 = (f∇)∇. Similarly, we define the nth order nabla

derivative f∇n

= (f∇n−1

)∇.

Theorem 1.4.4 Let n ∈ N. Suppose that the function f is such that f∇n+1

is ld-continuous on Tκn+1 . Let s ∈ Tκn , t ∈ T, and define

ĥ0(t, s) = 1, ĥk+1(t, s) =

∫ t

s
ĥk(τ , s)∇τ , for all s, t ∈ T and k ∈ N0.

Then, we have

f(t) =

n∑
k=0

ĥk(t, s)f
∇k

(s) +

∫ t

s

ĥn(t, ρ(ξ))f
∇n+1

(ξ)∇ξ.

We end this section with the time scale version of L’Hôpital’s rule. We
present the rule for delta and nabla derivatives.

Theorem 1.4.5 Assume that f and g are Δ-differentiable on T and let
t0 ∈ T ∪ {∞}. If t0 ∈ T, assume that t0 is right-dense. Furthermore, assume
that limt→t−0

f(t) = limt→t−0
g(t) = 0, and suppose that there exists ε > 0 with

g(t)gΔ(t) > 0 for all t ∈ Lε(t0) = {t ∈ T : 0 < t0 − t < ε}. Then

lim inf
t→t−0

fΔ(t)

gΔ(t)
≤ lim inf

t→t−0

f(t)

g(t)
≤ lim sup

t→t−0

f(t)

g(t)
≤ lim sup

t→t−0

fΔ(t)

gΔ(t)
.
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Theorem 1.4.6 Assume that f and g are ∇-differentiable on T and let
t0 ∈ T ∪ {−∞}. If t0 ∈ T, assume that t0 is right-dense. Furthermore,
assume that limt→t+0

f(t) = limt→t+0
g(t) = 0, and suppose that there exists

ε > 0 with g(t)g∇(t) > 0 for all t ∈ Rε(t0) = {t ∈ T : 0 < t− t0 < ε}. Then

lim inf
t→t−0

f∇(t)

g∇(t)
≤ lim inf

t→t−0

f(t)

g(t)
≤ lim sup

t→t−0

f(t)

g(t)
≤ lim sup

t→t−0

f∇(t)

g∇(t)
.



Chapter 2

Basic Inequalities

——————————————————————————————

In so far as the theorems of mathematics relate to reality, they are not
certain, and in so far as they are certain they do not relate to reality.

Every thing should be made as simple as possible but not simpler.

Albert Einstein (1879–1955).

——————————————————————————————

This chapter deals with the basic inequalities used in the rest of the
book. The chapter is divided into seven sections and is organized as follows.
In Sect. 2.1 we consider Young type inequalities which will be used in the proof
of the Hölder and Minkowski inequalities. Section 2.2 discusses Jensen’s ine-
quality on time scales and Sect. 2.3 considers Hölder type inequalities. In
Sect. 2.4 we consider the Minkowski inequality and Sect. 2.5 is devoted to
Steffensen type inequalities on time scales. Section 2.6 considers Hermite–
Hadamard type inequalities and finally Sect. 2.7 discusses Čebyšev type in-
equalities on time scales.

2.1 Young Inequalities

In 1912, Young [157] presented the following highly intuitive integral
inequality

ab ≤
∫ a

0

f(t)dt+

∫ b

0

(f−1)(s)ds, (2.1.1)

for any real-valued continuous function f : [0,∞) → [0,∞) satisfying f(0) = 0
with f strictly increasing on [0,∞) and a, b ∈ [0,∞). The equality holds if

© Springer International Publishing Switzerland 2014
R. Agarwal et al., Dynamic Inequalities On Time Scales,
DOI 10.1007/978-3-319-11002-8 2

23



24 CHAPTER 2. BASIC INEQUALITIES

and only if b = f(a). A useful consequence of this inequality, by taking
f(t) = tp−1 and q = p

p−1 , is the classical Young inequality

ab ≤ ap

p
+

bq

q
,

1

p
+

1

q
= 1. (2.1.2)

Hardy, Littlewood, and Pólya included (2.1.1) in their classical book [72].
The purpose of this section is to establish this inequality and its extensions
on time scales. These will be used in the next sections to prove Hölder
and Minkowski inequalities on time scales. The results are adapted from
[25, 29, 151].

Theorem 2.1.1 Let g ∈ Crd([0, c]T,R) be a strictly increasing function with
c > 0. If g(0) = 0, a ∈ [0, c]T and b ∈ [0, g(c)]g(T), then

ab ≤
∫ a

0

gσ(x)Δx+

∫ b

0

(g−1)σ(y)Δy.

Proof. Since g−1(x) is strictly increasing and σ(s) ≥ s, we see that

∫ b

0

(g−1)σ(x)Δx =

∫ b

0

(g−1)(σ(x))Δx ≥
∫ b

0

(g−1(x))Δx. (2.1.3)

Letting v(x) = g(x) and f(x) = x in Lemma 1.1.2, we see that

∫ g−1(b)

0

gΔ(x)xΔx =

∫ g(g−1(b))

g(0)

g−1(y)Δy =

∫ b

0

g−1(y)Δy. (2.1.4)

Integration by parts yields

∫ g−1(b)

0

gΔ(x)xΔx = g(x)x|g−1(b)
0 −

∫ g−1(b)

0

gσ(x)Δx

= bg−1(b)−
∫ g−1(b)

0

gσ(x)Δx.

Thus, (2.1.3) and (2.1.4) imply that

∫ a

0

gσ(x)Δx+

∫ b

0

(g−1)σ(y)Δy ≥ bg−1(b) +

∫ 0

g−1(b)

gσ(x)Δx. (2.1.5)

Case (a). a > g−1(b).

It follows from the strictly increasing property of g that

∫ a

g−1(b)

gσ(x)Δx ≥
∫ a

g−1(b)

g(σ(g−1(b)))Δx ≥
∫ a

g−1(b)

g(g−1(b))Δx

= b(a− g−1(b)) = ab− bg−1(b).
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This and (2.1.5) imply

∫ a

0

gσ(x)Δx+

∫ b

0

(g−1)σ(y)Δy ≥ ab.

Case (b). a < g−1(b).

Let h = g−1. Then a < h(b). Applying case (a) yields

ab ≤
∫ b

0

hσ(x)Δx+

∫ a

0

(h−1)σ(y)Δy =

∫ b

0

(
g−1
)σ

(x)Δx+

∫ a

0

(g)σ(y)Δy.

Combining Case (a) and Case (b), we get the desired inequality. The proof
is complete.

As an application of Theorem 2.1.1 by taking g(x) = xp−1 on [0,∞)T and
g−1(y) = yq−1 on [0,∞)T, we get the following result.

Corollary 2.1.1 Let p > 1 and q > 1 with 1/p + 1/q = 1. If a ≥ 0 and
b ≥ 0, then

ab ≤
∫ a

0

(σ(x))p−1Δx+

∫ b

0

(σ(y))q−1Δy.

Example 2.1.1 Let T = R, then Corollary 2.1.1 says, note that in
R σ(x) = x, that

ab ≤ ap

p
+

bq

q
,

1

p
+

1

q
= 1, (2.1.6)

which is the classical Young inequality.

Example 2.1.2 Let T = Z and g(t) = t, then Theorem 2.1.1 says that

ab ≤
a−1∑
t=0

(t+ 1) +

b−1∑
y=0

(y + 1) =
1

2
a(a+ 1) +

1

2
b(b+ 1). (2.1.7)

Theorem 2.1.2 Let T be any time scale (unbounded above) with 0 ∈ T.
Further suppose that f : [0,∞)T → R is a real-valued function satisfying

(1). f(0) = 0;

(2). f is continuous on [0,∞)T, right-dense continuous at 0;

(3). f is strictly increasing on [0,∞)T such that T̃ = f(T) is also a time
scale.

Then for any a ∈ [0,∞)T and b ∈ [0,∞)∼
T
, we have

∫ a

0

f(t)Δt+

∫ a

0

f(t)∇t+

∫ b

0

f−1(y)Δy +

∫ b

0

f−1(y)∇y ≥ 2ab, (2.1.8)

with equality if and only if b = f(a).
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Proof. From the continuity assumption (2), we see that f is both delta
and nabla integrable. For simplicity, define

F (a, b) :=

∫ a

0

f(t)Δt+

∫ a

0

f(t)∇t+

∫ b

0

f−1(y)Δy +

∫ b

0

f−1(y)∇y − 2ab.

Then it is enough to prove that F (a, b) ≥ 0.

(I). We will first show that

F (a, b) ≥ F (a, f(a)), a ∈ [0,∞)T and b ∈ [0,∞)∼
T
,

with equality if and only if b = f(a). For any such a and b, we have

F (a, b)− F (a, f(a)) =

∫ b

f(a)

[f−1(y)− a]Δy +

∫ b

f(a)

[f−1(y)− a]∇y

=

∫ f(a)

b

[a− f−1(y)]Δy +

∫ f(a)

b

[a− f−1(y)]∇y.

There are two cases to consider. The first case is b > f(a). Here, whenever
y ∈ [f(a), b]∼

T
, we have f−1(b) ≥ f−1(y) ≥ f−1(f(a))=a. Consequently,

F (a, b)− F (a, f(a)) =

∫ f(a)

b

[a− f−1(y)]Δy +

∫ f(a)

b

[a− f−1(y)]∇y ≥ 0.

Since f−1(y)−a is continuous and strictly increasing for y ∈ [f(a), b]
T̃
, equal-

ity will hold if and only if b = f(a). The second case is b ≤ f(a). Here
whenever y ∈ [f(a), b] ∩ f(T), we have f−1(b) ≤ f−1(y) ≤ f−1(f(a)) = a.
Consequently,

F (a, b)− F (a, f(a)) =

∫ f(a)

b

[a− f−1(y)]Δy +

∫ f(a)

b

[a− f−1(y)]∇y ≥ 0.

Since a − f−1(y) is continuous and strictly decreasing for
y ∈ [b, f(a)]

T̃
, equality will hold if and only if b = f(a).

(II). We will next show that F (a, f(a)) = 0.

Now, for brevity, we put δ(a) = F (a, f(a)), that is

δ(a) =

∫ a

0

f(t)Δt+

∫ a

0

f(t)∇t+

∫ f(a)

0

f−1(y)Δy+

∫ f(a)

0

f−1(y)∇y−2af(a).

First, assume a is right scattered point. Then

δσ(a)− δ(a) = [σ(a)− a]f(a) + [σ(a)− a]fσ(a)

+[fσ(a)− f(a)]f−1(f(a)) + [fσ(a)− f(a)]f−1(fσ(a))

−2[σ(a)fσ(a)− af(a)]

= [σ(a)− a][f(a) + fσ(a)] + [fσ(a)− f(a)][σ(a) + a]

−2[σ(a)fσ(a)− af(a)] = 0.
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Therefore if a is right-scattered point, then δΔ(a) = 0. Next, assume a
is a right-dense point. Let {an}n∈N ⊂ [a,∞)T be a decreasing sequence
converging to a. Then

δ(an)− δ(a)

=

∫ an

a

f(t)Δt+

∫ an

a

f(t)∇t+

∫ f(an)

f(a)

f−1(y)Δy +

∫ f(an)

f(a)

f−1(y)∇y

−2anf(an) + 2af(a).

=

∫ an

a

[f(t)− f(an)]Δt+

∫ an

a

[f(t)− f(an)]∇t+

∫ f(an)

f(a)

[f−1(y)− a]Δy

+

∫ f(an)

f(a)

[f−1(y)− a]∇y.

Since the functions f and f−1 are strictly increasing, we get that

δ(an)− δ(a) ≥
∫ an

a

[f(a)− f(an)]Δt+

∫ an

a

[f(a)− f(an)]∇t

+

∫ f(an)

f(a)

[f−1(f(a))− a]Δy +

∫ f(an)

f(a)

[f−1(f(a))− a]∇y

= 2(an − a)[f(a)− f(an)].

Similarly,

δ(an)− δ(a) ≤
∫ an

a

[f(an)− f(an)]Δt+

∫ an

a

[f(an)− f(an)]∇t

+

∫ f(an)

f(a)

[f−1(f(an))− an]Δy+

∫ f(an)

f(a)

[f−1(f(a))− a]∇y

= 2(an − a)[f(an)− f(a)].

Therefore

0 = lim
n→∞ 2[f(an)− f(a)] ≤ lim

n→∞
δ(an)− δ(a)

(an − a)

≤ lim
n→∞ 2[f(an)− f(a)] = 0.

It follows that δΔ(a) exists, and δΔ(a) = 0 for right-dense a as well. As
δ(0) = 0, by a uniqueness theorem for initial value problems, we have that
δ(a) = 0 for all a ∈ [0,∞)T. This implies that F (a, b) ≥ F (a, f(a)) = 0, with
equality if and only if b = f(a). The proof is complete.

As an application of Theorem 2.1.2 when f(t) = tp−1 and f−1(y) = yq−1,
we have the following result.
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Corollary 2.1.2 Let T be any time scale (unbounded above) with 0 ∈ T. Let
p, q > 1 be real numbers with 1/p + 1/q = 1. Then for any a ∈ [0,∞)T and
b ∈ [0,∞)T∗ where T

∗ = {tp−1 : t ∈ T}, we have

∫ a

0

tp−1Δt+

∫ a

0

tp−1∇t+

∫ b

0

yq−1Δy +

∫ b

0

yq−1∇y ≥ 2ab,

with equality if and only if b = ap−1.

Example 2.1.3 If T = R, we see that σ(t) = t and then Theorem 2.1.2
yields the classical Young inequality (2.1.1).

Example 2.1.4 If T = Z, we see that σ(t) = t+ 1 and then Theorem 2.1.2
yields Young’s discrete inequality

2ab ≤
a−1∑
t=0

[f(t) + f(t+ 1)] +
b−1∑

y∈[0,b)∩f(Z)

μ(y)[2f−1(y) + 1],

since here f−1(σ(y)) = σ(f−1(y)) = f−1(y) + 1.

Theorem 2.1.3 Let T be any time scale (unbounded above) with 0 ∈ T.
Further suppose that f : [0,∞)T → R is a real-valued function satisfying:

(1). f(0) = 0;

(2). f is continuous on [0,∞)T, right-dense continuous at 0;

(3). f is strictly increasing on [0,∞)T such that T̃ = f(T) is also a time
scale.

Then for any a ∈ [0,∞)T and b ∈ [0,∞)
T̃
, we have∫ a

0

[f(t) + fσ(t)]Δt+

∫ b

0

[
f−1(y) + f−1(σ(y))

]
Δy ≥ 2ab, (2.1.9)

with equality if and only if b = f(a).

Proof. For a continuous function g and a ∈ [0,∞)T, define the function

G(a) =

∫ a

0

g(t)Δt+

∫ a

0

g(t)∇t−
∫ a

0

[g(t) + gσ(t)]Δt.

Then G(0) = 0, and

GΔ(a) = g(a) + gσ(a)− [g(a) + gσ(a)] = 0.

Therefore G ≡ 0, and Theorem 2.1.3 follows from Theorem 2.1.2. The proof
is complete.

Next we establish Young integral inequalities with upper and lower bounds
for the remainder.
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Theorem 2.1.4 Let T be any time scale (unbounded above) with α1 ∈ T and
supT = ∞. Further suppose that f : [α1,∞)T → R is a real-valued function
satisfying

(i). f(α1) = β1;

(ii). f is continuous on [α1,∞)T, right-dense continuous at α1;

(iii). f is strictly increasing on [α1,∞)T such that T̃ = f(T) is also a time
scale.

Then for any a ∈ [α1,∞)T and b ∈ [β1,∞)
T̃
, we have

ab ≤
∫ a

α1

f(t)Δt+

∫ b

β1

f−1(y)∇̃y + α1β1, (2.1.10)

with equality if and only if b ∈ {fρ(a), f(a)} for fixed a or with equality if
and only if a ∈ {f−1(b), σ(f−1(b))} for fixed b. The inequality (2.1.10) is
reversed if f is strictly decreasing.

Proof. By the continuity assumption (ii), we see that the function f is
delta integrable and the function f−1 is nabla integrable. For simplicity, we
define

F (a, b) =

∫ a

α1

f(t)Δt+

∫ b

β1

f−1(y)∇̃y + α1β1 − ab. (2.1.11)

To prove (2.1.10), we need to show that F (a, b) ≥ 0.

(I). We will first show that

F (a, b) ≥ F (a, f(a)), for a ∈ [α1,∞)T and b ∈ [β1,∞)
T̃
,

with equality if and only if b ∈ {fρ(a), f(a)}. For any such a and b, we have

F (a, b)− F (a, f(a)) =

∫ b

f(a)

[f−1(y)− a]∇̃y. (2.1.12)

Clearly if b = f(a), then the integral equals to zero and if b=fρ(a), then

F (a, fρ(a))− F (a, f(a)) =

∫ f(a)

fρ(a)

[a− f−1(y)]∇̃y

= [f(a)− fρ(a)][a− f−1(f(a))] = 0.

Otherwise, since f−1(y) is continuous and strictly increasing for y ∈ T̃, the
integrals in (2.1.12) are strictly positive for b < fρ(a) and b > f(a).

(II). We will next show that F (a, f(a)) = F (a, fρ(a)) = 0.

Now, for brevity, we put ϕ(a) = F (a, f(a)), that is

ϕ(a) =

∫ a

α1

f(t)Δt+

∫ f(a)

β1

f−1(y)∇̃y − af(a) + α1β1.
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First, assume that a is right scattered point. Then

ϕσ(a)− ϕ(a)

=

∫ σ(a)

α1

f(t)Δt+

∫ fσ(a)

f(a)

f−1(y)∇̃y − σ(a)fσ(a) + af(a)

= [σ(a)− a]f(a) + [fσ(a)− f(a)]f−1(fσ(a))− σ(a)fσ(a) + af(a)

= 0.

Therefore if a is right-scattered point, then ϕΔ(a) = 0. Next, assume a
is a right-dense point. Let {an}n∈N ⊂ [a,∞)T be a decreasing sequence
converging to a. Then

ϕ(an)− ϕ(a)

=

∫ an

a

f(t)Δt+

∫ f(an)

f(a)

f−1(y)∇̃y − anf(an) + af(a)

≥ (an − a)f)a) + [f(a)− f(an)]a− anf(an) + af(a)

= (an − a)[f(a)− f(an)],

since the functions f and f−1 are strictly increasing. Similarly,

ϕ(an)− ϕ(a) ≤ (an − a)[f(an)− f(a)].

Therefore

0 = lim
n→∞[f(an)− f(a)] ≤ lim

n→∞
ϕ(an)− ϕ(a)

(an − a)
≤ lim

n→∞[f(an)− f(a)] = 0.

It follows that ϕΔ(a) exists, and ϕΔ(a) = 0 for right-dense a as well. In
other words, in either case ϕΔ(a) = 0 for a ∈ [α1,∞)T. As ϕ(α1) = 0, by
a uniqueness theorem for initial value problems, we have that ϕ(a) = 0 for
all a ∈ [α1,∞)T. As F (a, f(a)) = F (a, fρ(a)) = 0, we have that F (a, b) ≥
F (a, f(a)) = 0, with equality if and only if b = f(a) or b = fρ(a). The case
with a ∈ {f−1(b), σ(f−1(b))} for fixed b is similar and thus omitted. If f is
strictly decreasing, it is straightforward to see that the inequality (2.1.10) is
reversed. The proof is complete.

Now to establish upper bounds for Young’s integral inequality we need
the following result.

Lemma 2.1.1 Let f satisfy the hypotheses of Theorem 2.1.4, and let F (a, b)
be given as in (2.1.11). Then for any a, α ∈ T and b, β ∈ T̃, we have

F (a, b) + F (α, β) ≥ −(α− a)(β − b), (2.1.13)

with equality if and only if α ∈ {f−1(b), σ(f−1(b))} and β ∈ {fρ(a), f(a)}.
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Proof. Fix a ∈ T and b ∈ T̃. By Young’s integral inequality (2.1.10), we
see that ∫ a

α1

f(t)Δt+

∫ β

β1

f−1(y)∇̃y + α1β1 ≥ aβ, (2.1.14)

and ∫ α

α1

f(t)Δt+

∫ β

β1

f−1(y)∇̃y + α1β1 ≥ αb, (2.1.15)

with equality if and only if β ∈ {fρ(a), f(a)} and α ∈ {f−1(b), σ(f−1(b))},
respectively. By rearranging it follows that

∫ a

α1

f(t)Δt+

∫ b

β1

f−1(y)∇̃y + α1β1 − ab

+

∫ α

α1

f(t)Δt+

∫ β

β1

f−1(y)∇̃y + α1β1 − αb

=

∫ a

α1

f(t)Δt+

∫ β

β1

f−1(y)∇̃y + α1β1

+

∫ α

α1

f(t)Δt+

∫ b

β1

f−1(y)∇̃y + α1β1 − ab− αβ

≥ aβ + αb− ab− αβ = −(α− a)(β − b).

Note that equality holds here if and only if it holds in (2.1.14) and (2.1.15),
and this happens if and only if β ∈ {fρ(a), f(a)} and α ∈ {f−1(b), σ(f−1(b))}.
The proof is complete.

Theorem 2.1.5 Let T be any time scale and f : [α1, α2]T → [β1, β2]T̃ be

a continuous strictly increasing function such that T̃ = f(T) is also a time
scale. Then for every a, A ∈ [α1, α2]T and b, B ∈ [β1, β2]T̃, we have

(f−1(B)−A)(fρ(A)−B)ab ≤
∫ a

A

f(t)Δt+

∫ b

B

f−1(y)∇̃y − ab+AB

≤ −(f−1(b)− a)(fρ(a)− b), (2.1.16)

with equality if and only if B ∈ {fρ(A), f(A)} and b ∈ {fρ(a),
f(a)}. The inequalities are reversed if f is strictly decreasing.

Proof. Considering F as in (2.1.11) and (2.1.13) with α = f−1(b) and
β = f(a), we have the equality

F (a, b) + F (f−1(b), fρ(a)) = −(f−1(b)− a)(fρ(a)− b).
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As f−1 ∈ [α1, α2]T and fρ ∈ [β1, β2]∼
T
, via Young’s inequality

(2.1.10), we see that F (f−1(b), fρ(a)) ≥ 0. Consequently, we have that

0 ≤ F (a, b) ≤ −(f−1(b)− a)(fρ(a)− b), (2.1.17)

and inequality holds if and only if b ∈ {fρ(a), f(a)}. Thus for any A ∈
[α1, α2]T and B ∈ [β1, β2]T̃, we have from (2.1.17) that

0 ≤ −(f−1(B)−A)(fρ(A)−B)− F (A,B), (2.1.18)

with equality if and only if B ∈ {fρ(A), f(A)}. Combining (2.1.17) and
(2.1.18), we get

0 ≤ F (a, b)− (f−1(B)−A)(fρ(A)−B)− F (A,B)

≤ −(f−1(b)− a)(fρ(a)− b)− (f−1(B)−A)(fρ(A)−B)− F (A,B),

which can be rewritten to obtain (2.1.16). If f strictly decreasing the proof
is similar and omitted. The proof is complete.

In the following, we establish a theorem which can be considered as a
modification of Theorem 2.1.5 above. This theorem allows us to get a Young
type integral inequality without having to find f−1.

Theorem 2.1.6 Let the hypotheses of Theorem 2.1.5 hold. Then for any
a, α, A, Λ ∈ [α1, α2]T, we have

(Λ−A)(fρ(A)− f(Λ)) ≤
∫ a

A

f(t)Δt−
∫ α

Λ

f(t)Δt

+(α− a)f(α) + (A− Λ)f(Λ)

≤ −(α− a)(fρ(a)− f(α)), (2.1.19)

where equalities hold if and only if Λ ∈ {ρ(A), A} and α ∈ {ρ(a), a}.

Proof. By Theorem 2.1.5 with A = Λ, B = f(Λ), a = α and b = f(α),
we have

∫ f(α)

f(Λ)

f−1(y)
∼
∇y = αf(α)− Λf(Λ)−

∫ α

Λ

f(t)Δt, (2.1.20)

for any α, Λ ∈ [α1, α2]T. Since α, Λ ∈ [α1, α2]T are arbitrary, we substi-
tute (2.1.20) into (2.1.16) to obtain (2.1.19). The proof is complete.

In the following, we apply the results when T = Z and derive some dis-
crete inequalities. Recall that [α1, α2]Z = {α1, α1 + 1, . . . , α2 − 1, α2}. The
first two theorems are direct translations to T = Z of Theorem 2.1.5 and
Theorem 2.1.6, respectively.
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Theorem 2.1.7 Let f : [α1, α2]Z → [β1, β2]∼
Z
be strictly increasing, where

Z̃ = f(Z). Then for every a, A ∈ [α1, α2]Z and b, B ∈ [β1, β2]Z̃, we have

[
f−1(B)−A)

]
(f(A− 1)−B)

≤
a−1∑
n=A

f(n) +

a−1∑
m∈(B,b)∩Z̃

f−1(m)
∼
ν(m)− ab+AB

≤ −(f−1(b)− a)(f(a− 1)− b),

where equalities hold if and only if B ∈ {f(A− 1), f(A)} and b ∈ {f(a− 1),
f(a)}.

Theorem 2.1.8 Let f : Z → R be strictly increasing. Then for every a, A,
α, Λ, we have

[Λ−A)] (f(A− 1)− f(Λ))

≤
a−1∑
n=A

f(n)−
α−1∑
m=Λ

f(m) + (α− a)f(α) + (A− Λ)

≤ −(α− a)(f(a− 1)− f(α)),

where equalities holds if and only if Λ ∈ {(A− 1), (A)} and α ∈ {(a− 1), a}.

Example 2.1.5 Consider the factorial function

fk(t) = t(k) = t(t− 1) . . . (t− k + 1), for t, k ∈ Z.

It is clear that fk is increasing on the interval [k−1,∞)Z. By Theorem 2.1.8,
we have

(a− α)fk(α) ≤ 1

k + 1
[fk+1(a)− fk+1(α)] ≤ (a− α)fk(a− 1),

for a, α ∈ {k − 1, k, k + 1, . . .}, where equalities hold if and only if
α ∈ {a− 1, a}.

Example 2.1.6 Let f(t) = sin[πt/2k] for k ∈ N. Then f is increasing on
[−k, k], so that for any a ≥ α ∈ [−k, k]Z, we have by Theorem 2.1.8 that

sin
απ

2k
≤ 1

2(a− α)

(
cos

[
(2α− 1)π

4k

]
− cos

[
(2a− 1)π

4k

])
csc

π

4k

≤ sin
(a− 1)π

2k
,

with equalities if and only if α ∈ {a− 1, a}.
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2.2 Jensen Inequalities

The original Jensen inequality proved by Jensen states that if g ∈ C([a, b],
(c, d)) and F ∈ C([a, b], R) is convex, then

F

(∫ b
a
g(s)ds

b− a

)
≤ 1

b− a

∫ b

a

F (g(s))ds. (2.2.1)

In this section we give extensions of this inequality on time scales. The
inequalities will be proved for delta derivative, nabla derivative as well as for
diamond-α derivative. The results are adapted from [11, 23, 30, 39, 115, 150].

We begin with a lemma adapted from [67].

Lemma 2.2.1 Let f ∈ C((c, d),R) be convex. Then for each t ∈ (c, d), there
exits βt ∈ R such that

f(x)− f(t) ≥ βt(x− t), for all x ∈ (c, d). (2.2.2)

If f is strictly convex, then the inequality sign ≥ in (2.2.2) should be replaced
by >.

Theorem 2.2.1 Let a, b ∈ T and c, d ∈ R. Let g ∈ Crd([a, b], (c, d)) and
F ∈ C((c, d), R) is convex. Then

F

(∫ b
a
g(s)Δs

b− a

)
≤ 1

b− a

∫ b

a

F (g(s))Δs. (2.2.3)

If F is strictly convex, then the inequality ≤ can be replaced by <.

Proof. Since F is convex, it follows from Lemma 2.2.1 that for each
t ∈ (c, d), there exists βt ∈ R such that (2.2.2) holds. Let

t =
1

b− a

∫ b

a

g(s)Δs.

Now

∫ b

a

F (g(s))Δs− (b− a)F

(∫ b
a
g(s)Δs

b− a

)

=

∫ b

a

F (g(s))Δs− (b− a)F (t)

≥ βt

∫ b

a

[g(s)− t] Δs = β

[∫ b

a

g(s)Δs− t(b− a)

]
= 0.

The proof is complete.
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Example 2.2.1 As a special case let T = R and F = − log. Note F is
convex and continuous on (0,∞). Apply Theorem 2.2.1 with a = 0 and

b = 1 to obtain log
∫ 1
0
g(t)dt ≥ ∫ 1

0
log(g(t))dt, and hence

∫ 1
0
g(t)dt ≥

exp
(∫ 1

0
log(g(t))dt

)
, whenever g ∈ C([0, 1), (0,∞)) is continuous.

Example 2.2.2 Let T = N and N ∈ N. Apply Jensen’s inequality (Theorem
2.2.1) with a = 1 and b = N + 1 and g : [1, N + 1]N → (0,∞) to find

log

[
1

N

N∑
n=1

g(n)

]
≥ log

[
1

N

∫ N+1

1

g(t)Δt

]

≥ 1

N

∫ N+1

1

log(g(t))Δt

=
1

N

N∑
n=1

log(g(n)) = log

(
N∏

n=1

g(n)

)1/N

,

and hence

1

N

N∑
n=1

g(n) ≥
(

N∏
n=1

g(n)

)1/N

.

This is the well-known arithmetic-mean geometric-mean inequality.

Example 2.2.3 Let T = 2N0 and N ∈ N. Apply Jensen’s inequality
(Theorem 2.2.1) with a = 1 and b = 2N and g : [1, 2N ]2N0 → (0,∞) to find

log

[
1

2N − 1

N−1∑
n=0

2ng(2n)

]

≥ log

[
1

2N − 1

∫ 2N

1

g(t)Δt

]

≥ 1

2N − 1

∫ 2N

1

log(g(t))Δt =
1

2N − 1

N−1∑
n=0

2n log(g(2n))

=
1

2N − 1

N−1∑
n=0

log((g(2n))2
n

= log

(
N∏

n=1

((g(2n))2
n

)1/(2N−1)

,

and hence

1

2N − 1

N−1∑
n=0

2ng(2n) ≥
(

N∏
n=1

((g(2n))2
n

)1/(2N−1)

.
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Theorem 2.2.2 Let a, b ∈ T and c, d ∈ R. Suppose that g ∈ Crd([a, b], (c, d))
and h ∈ Crd([a, b]T, R) with

∫ b

a

|h(s)|Δs > 0.

If F ∈ C((c, d), R) is convex, then

F

(∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|Δs

)
≤
∫ b

a

|h(s)|F (g(s))Δs∫ b
a
|h(s)|Δs

. (2.2.4)

If F is strictly convex, then the inequality ≤ can be replaced by <.

Proof. Since F is convex it follows from Lemma 2.2.1 that for each
t ∈ (c, d), there exists βt ∈ R such that (2.2.2) holds. Let

t =

∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|Δs

.

Thus

∫ b

a

|h(s)|F (g(s))Δs−
(∫ b

a

|h(s)|Δs

)
F

(∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|Δs

)

=

∫ b

a

|h(s)|F (g(s))Δs−
(∫ b

a

|h(s)|Δs

)
F (t)

=

∫ b

a

|h(s)| [F (g(s))− F (t)]Δs ≥ βt

∫ b

a

|h(s)| [g(s)− t] Δs

= βt

[∫ b

a

|h(s)| g(s)Δs− t

∫ b

a

|h(s)|Δs

]

= βt

[∫ b

a

|h(s)| g(s)Δs−
∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|Δs

∫ b

a

|h(s)|Δs

]
= 0.

The proof is complete.

Remark 2.2.1 If the condition of convexity of the function F is changed to
concavity, then the inequality sign of the inequality (2.2.4) is reversed.

As a special case of Theorem 2.2.2, when g(t) ≥ 0 on [a, b] and F (t) = tγ

on [0,∞), we see that F is convex on [0,∞) for α < 0 or α > 1 and F is
concave on [0,∞) for α ∈ (0, 1).

Corollary 2.2.1 Let g ∈ Crd([a, b], (c, d)) such that g(t) ≥ 0 on [a, b] and
h ∈ Crd([a, b], R) with ∫ b

a

|h(s)|Δs > 0,
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where a, b ∈ T and (c, d) ⊂ R. Then

(∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|Δs

)α

≤
∫ b
a
|h(s)| gα(s)Δs∫ b
a
|h(s)|Δs

, for α < 0 or α > 1,

and (∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|Δs

)α

≥
∫ b
a
|h(s)| gα(s)Δs∫ b
a
|h(s)|Δs

, for α ∈ (0, 1).

We now present nabla Jensen inequalities.

Theorem 2.2.3 Let a, b ∈ T and c, d ∈ R, and h ∈ Cld ([a, b]T,R) and

g ∈ Cld([a, b], (c, d)) with
∫ b
a
|h(τ)| ∇τ > 0, and φ ∈ C((c, d),R) is convex,

then

φ

(∫ b
a
|h(τ)| g(τ)∇τ∫ b
a
|h(τ)| ∇τ

)
≤
∫ b
a
|h(τ)|φ(g(τ))∇τ∫ b

a
|h(τ)| ∇τ

. (2.2.5)

If φ is strictly convex, then the inequality ≤ can be replaced by <.

Proof. Since φ is convex, it follows from Lemma 2.2.1 that for each
t ∈ (c, d), there exists βt ∈ R such that (2.2.2) holds. Let

t =

∫ b
a
|h(s)| g(s)∇s∫ b
a
|h(s)| ∇s

.

Thus

∫ b

a

|h(s)|φ(g(s))∇s−
(∫ b

a

|h(s)| ∇s

)
φ

(∫ b
a
|h(s)| g(s)∇s∫ b
a
|h(s)| ∇s

)

=

∫ b

a

|h(s)|φ(g(s))Δs−
(∫ b

a

|h(s)| ∇s

)
φ (t)

=

∫ b

a

|h(s)| [φ(g(s))− φ (t)]Δs ≥ βt

∫ b

a

|h(s)| [g(s)− t]∇s

= βt

[∫ b

a

|h(s)| g(s)∇s− t

∫ b

a

|h(s)| ∇s

]

= βt

[∫ b

a

|h(s)| g(s)∇s−
∫ b
a
|h(s)| g(s)∇s∫ b
a
|h(s)|Δs

∫ b

a

|h(s)| ∇s

]
= 0.

The proof is complete.

As a consequence of Theorem 2.2.3, we have the following result.
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Theorem 2.2.4 Let a, b ∈ T and c, d ∈ R. If h ∈ Cld ([a, b]T,R) and g ∈
Cld([a, b], (c, d)) are nonnegative, with

∫ b
a
h(t)∇t > 0, and φ : (c, d) → R is

continuous and convex, then

φ

(∫ b
a
h(t)g(t)∇t∫ b
a
h(t)∇t

)
≤
∫ b
a
h(t)φ(g(t))∇t∫ b

a
h(t)∇t

.

If φ is strictly convex, then the inequality ≤ can be replaced by <.

Now, we give some generalized versions of Jensen’s inequality on time
scales via the diamond-α integral.

Theorem 2.2.5 Let T be a time scale, a, b ∈ T and c, d ∈ R. Suppose that
g ∈ C([a, b]T, (c, d)) and F ∈ C((c, d), R) is convex. Then

F

(∫ b
a
g(s)♦αs

b− a

)
≤ 1

b− a

∫ b

a

F (g(s))♦αs. (2.2.6)

If F is strictly convex, then the inequality ≤ can be replaced by <.

Proof. Since F is convex, we have

F

(∫ b
a
g(s)♦αΔs

b− a

)
= F

(
α

b− a

∫ b

a

g(s)Δs+
(1− α)

b− a

∫ b

a

g(s)∇s

)

≤ αF

(
1

b− a

∫ b

a

g(s)Δs

)
+ (1− α)F

(
1

b− a

∫ b

a

g(s)∇s

)
.

Now, using delta and nabla Jensen inequalities, we get that

F

(∫ b
a
g(s)♦αΔs

b− a

)
≤ α

b− a

(∫ b

a

F (g(s))Δs

)
+

(1− α)

b− a

(∫ b

a

F (g(s))∇s

)

=
1

b− a

[(∫ b

a

F (g(s))Δs

)
+

(∫ b

a

F (g(s))∇s

)]

=
1

b− a

(∫ b

a

F (g(s))♦αΔs

)
.

The proof is complete.
In the following, we give a generalization of (2.2.6) on time scales.

Theorem 2.2.6 Let T be a time scale, a, b ∈ T and c, d ∈ R. Suppose that

g ∈ C([a, b], (c, d)) and h ∈ C([a, b]T, R) with
∫ b
a
|h(s)|♦αs > 0. If F ∈

C((c, d), R) is convex, then

F

(∫ b
a
|h(s)| g(s)♦αs∫ b
a
|h(s)|♦αs

)
≤
∫ b
a
|h(s)|F (g(s))♦αs∫ b

a
|h(s)|♦αs

. (2.2.7)

If F is strictly convex, then the inequality ≤ can be replaced by <.
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Proof. Since F is convex, it follows from Lemma 2.2.1 that for each t ∈ (c, d),
there exists βt ∈ R such that (2.2.2) holds. Setting

t =

∫ b
a
|h(s)| g(s)♦αs∫ b
a
|h(s)|♦αs

,

we get that

∫ b

a

|h(s)|F (g(s))♦αs−
(∫ b

a

|h(s)|♦αs

)
F

(∫ b
a
|h(s)| g(s)♦αs∫ b
a
|h(s)|♦αs

)

=

∫ b

a

|h(s)|F (g(s))♦αs−
(∫ b

a

|h(s)|Δs

)
F (t)

=

∫ b

a

|h(s)| [F (g(s))− F (t)]♦αs ≥ βt

∫ b

a

|h(s)| [g(s)− t]♦αs

= βt

[∫ b

a

|h(s)| g(s)♦αs− t

∫ b

a

|h(s)|♦αs

]

= βt

[∫ b

a

|h(s)| g(s)♦αs−
∫ b
a
|h(s)| g(s)♦αs∫ b
a
|h(s)|♦αs

∫ b

a

|h(s)|♦αs

]
= 0.

The proof is complete.

Remark 2.2.2 If the convexity condition of the function F is changed to
concavity, then the inequality sign of the inequality (2.2.7) is reversed.

As a special case of Theorem 2.2.6, when F (t) = tγ on [0,∞), we see that
F is convex on [0,∞) for γ < 0 or γ > 1 and F is concave on [0,∞) for
γ ∈ (0, 1). This gives us the following result.

Corollary 2.2.2 Let g ∈ C([a, b], (c, d)) such that g(t) > 0 on [a, b]T and
h ∈ C([a, b]T, R) with ∫ b

a

|h(s)|♦αs > 0,

where a, b ∈ T and (c, d) ⊂ R. Then

(∫ b
a
|h(s)| g(s)♦αs∫ b
a
|h(s)|♦αs

)γ

≤
∫ b
a
|h(s)| gγ(s)♦αs∫ b
a
|h(s)|♦αs

, for γ < 0 or γ > 1,

and (∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|♦αs

)γ

≥
∫ b
a
|h(s)| gγ(s)♦αs∫ b
a
|h(s)|♦αs

, for γ ∈ (0, 1).
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Example 2.2.4 Let g(t) > 0 on [a, b]T and F (t) = ln(t) on (0,∞). Now,
since F is concave on (0,∞), it follows from Theorem 2.2.6 that

ln

(∫ b
a
|h(s)| g(s)Δs∫ b
a
|h(s)|♦αs

)
≥
∫ b
a
|h(s)| ln (g(s))♦αs∫ b

a
|h(s)|♦αs

.

Example 2.2.5 Let T = Z and n ∈ N. Fix a = 1 and b = N + 1 and
consider g : [1, N +1]N → (0,∞) and let F (t) = − ln t. Now F is convex and
continuous on (0,∞). Apply the Jensen inequality (2.2.7) to obtain

ln

[
α

N

N∑
n=1

g(n) +
1− α

N

N+1∑
n=2

g(n)

]

= ln

(∫ N+1

1

1

N
g(t)♦αt

)

≥ 1

N

∫ N+1

1

ln(g(t))♦αt =
α

N

N∑
n=1

ln g(n) +
1− α

N

N+1∑
n=2

ln g(n)

= ln

(
N∏

n=1

g(n)

) α
N

+ ln

(
N+1∏
n=2

g(n)

) 1−α
N

,

and hence

1

N

[
α

N∑
n=1

g(n) + (1− α)

N+1∑
n=2

g(n)

]
≥
(

N∏
n=1

g(n)

) α
N
(

N+1∏
n=2

g(n)

) 1−α
N

.

When α = 1, we obtain the well-known arithmetic-mean geometric-mean
inequality

1

N

N∑
n=1

g(n) ≥
(

N∏
n=1

g(n)

) 1
N

,

and when α = 0, we obtain

1

N

N+1∑
n=2

g(n) ≥
(

N+1∏
n=2

g(n)

) 1
N

.

Example 2.2.6 Let T = 2N0 and F (t) = − ln t. Apply the Jensen inequality
(Theorem 2.2.6) with a = 1 and b = 2N and g : [1, 2N ]2N0 → (0,∞), we
find that
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ln

[
1

2N − 1

∫ 2N

1

g(t)♦αt

]

= ln

[
α

2N − 1

∫ 2N

1

g(t)Δt+
1− α

2N − 1

∫ 2N

1

g(t)∇t

]

= ln

[
α

2N − 1

N−1∑
n=0

2n log(g(2n)) +
1− α

2N − 1

N∑
n=1

2n log(g(2n))

]

≥
[

1

2N − 1

∫ 2N

1

ln g(t)♦αt

]

=
α

2N − 1

N−1∑
n=0

2n log((g(2n)) +
1− α

2N − 1

N∑
n=1

2n log((g(2n))

=
α

2N − 1

N−1∑
n=0

log((g(2n))2
n

+
1− α

2N − 1

N∑
n=1

log((g(2n))2
n

=
1

2N − 1
ln

N−1∏
n=0

((g(2n))α2
n

+
1

2N − 1
ln

N∏
n=1

((g(2n))(1−α)2n

= ln

(
N∏

n=1

((g(2n))2
n

) 1

2N−1

+ ln

(
N∏

n=1

((g(2n))(1−α)2n

) 1

2N−1

.

From this we conclude that

ln

[
α

2N − 1

N−1∑
n=0

2n log(g(2n)) +
1− α

2N − 1

N∑
n=1

2n log(g(2n))

]

≥ ln

⎡
⎣
(

N∏
n=1

((g(2n))2
n

) 1

2N−1
(

N∏
n=1

((g(2n))(1−α)2n

) 1

2N−1

⎤
⎦ ,

and hence

α

2N − 1

N−1∑
n=0

2n log(g(2n)) +
1− α

2N − 1

N∑
n=1

2n log(g(2n))

≥
(

N∏
n=1

((g(2n))2
n

) 1

2N−1
(

N∏
n=1

((g(2n))(1−α)2n

) 1

2N−1

.

Since

1

2N − 1

[
α

N−1∑
n=0

2n log(g(2n)) + (1− α)

N∑
n=1

2n log(g(2n))

]

=
1

2N − 1

N−1∑
n=1

2n log(g(2n)) + αg(1) + (1− α)2Ng(2N ),
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we get that

1

2N − 1

N−1∑
n=1

2n log(g(2n)) + αg(1) + (1− α)2Ng(2N )

≥
(

N∏
n=1

((g(2n))2
n

) 1

2N−1
(

N∏
n=1

((g(2n))(1−α)2n

) 1

2N−1

.

As an application of Theorem 2.2.6, we have the following result.

Theorem 2.2.7 Let T be a time scale, a, b ∈ T with a < b and f , g,
h ∈ C([a, b]T, (0,∞)).

(i) If p > 1, then

[(∫ b

a

h(s)f(s)♦αs

)p

+

(∫ b

a

h(s)g(s)♦αs

)p]1/p

≤
∫ b

a

h(s) [fp(s) + gp(s)]
1/p ♦αs. (2.2.8)

(ii) If 0 < p < 1, then

[(∫ b

a

h(s)f(s)♦αs

)p

+

(∫ b

a

h(s)g(s)♦αs

)p]1/p

≥
∫ b

a

h(s) [fp(s) + gp(s)]
1/p ♦αs. (2.2.9)

Proof. We prove only (i), since the proof of (ii) is similar. Inequal-
ity (2.2.8) is trivially true when f is zero. Otherwise, applying Theorem 2.2.6
with F (x) = (1 + xp)1/p, which is clearly convex on (0,∞), we obtain

(
1 +

∫ b
a
h(s)f(s)♦αs∫ b
a
h(s)♦αs

)1/p

≤
∫ b
a
h(s)(1 + fp(s))1/p♦αs∫ b

a
h(s)♦αs

.

In other words

(∫ b

a

h(s)♦αs+

∫ b

a

h(s)f(s)♦αs

)1/p

≤
∫ b

a

h(s)(1 + fp(s))1/p♦αs.

Changing h and f with hf/
∫ b
a
h(s)f(s)♦αs and g/f in the last inequality we

obtain (2.2.8). The proof is complete.
Using the fact that the time scale integral is an isotonic linear functional,

we prove some Jensen type inequalities on time scales.
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Definition 2.2.1 Let E be a nonempty set and L be a linear class of real-
valued functions f : E → R, having the following properties:

(L1). If f , g ∈ L and a, b ∈ R, then (af + bg) ∈ L.

(L2). If f(t) = 1 for all t ∈ E, then f ∈ L.

An isotonic linear functional is a functional A : L → R having the fol-
lowing properties:

(A1). If f , g ∈ L and a, b ∈ R, then A(af + bg) = aA(f) + bA(g).

(A2). If f ∈ L and f(t) ≥ 0 for all t ∈ E, then A(f) ≥ 0.

Furthermore, if the functional A has a property

(A3). A(1) = 1, where 1(t) = 1 for all t ∈ E, then we will say that A is
normalized.

Our next theorem proves that the Cauchy integral on time scales is an
isotonic functional. The proof is straightforward from its definition and prop-
erties presented in [51, Defintion 1.58 and Theorem 1.77].

Theorem 2.2.8 Let T be a time scale, a, b ∈ T with a < b and let

E = [a, b) ∩ T, L = Crd([a, b),R). (2.2.10)

Then (L1) and (L2) are satisfied. Moreover, let

A(f) =

∫ b

a

f(t)Δt, (2.2.11)

where the integral is the Cauchy delta time-scale integral. Then (A1) and
(A2) are satisfied.

Example 2.2.7 If T = R in Theorem 2.2.8, then L = C([a, b],R) and A(f) =∫ b
a
f(t)dt. If T = Z in Theorem 2.2.8, then L consists of real-valued func-

tions on [a, b − 1] ∩ Z and A(f) =
b−1∑
n=a

f(n). If T = qN0 , where q > 1, in

Theorem 2.2.8, then L consists of real-valued functions on [a, b/q] ∩ qN0 and

A(f) = (q − 1)
logq(b)−1∑
n=logq(a)

qnf(qn).

Theorem 2.2.8 also has corresponding versions for the nabla and the
α-diamond integral.

Theorem 2.2.9 Let T be a time scale, a, b ∈ T with a < b and let

E = (a, b] ∩ T, L = Cld((a, b],R).
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Then (L1) and (L2) are satisfied. Moreover, let

A(f) =

∫ b

a

f(t)∇t,

where the integral is the Cauchy nabla time-scale integral. Then (A1) and
(A2) are satisfied.

Theorem 2.2.10 Let T a time scale, a, b ∈ T with a < b and let

E = [a, b] ∩ T, L = C([a, b],R).

Then (L1) and (L2) are satisfied. Moreover, let

A(f) =

∫ b

a

f(t)♦αt,

where the integral is the Cauchy α-diamond time-scale integral. Then (A1)
and (A2) are satisfied.

The Riemann multiple integral is also an isotonic linear functional.

Theorem 2.2.11 Let T1, . . . ,Tn a time scales. For ai, bi ∈ Ti with ai < bi,
1 ≤ i ≤ n, let

E ⊂ ([a1, b1) ∩ T1 × . . .× [an, bn) ∩ Tn,

be Jordan Δ-measurable and let L be the set of all bounded
Δ-integrable functions from E to R. Then (L1) and (L2) are satisfied. More-
over, let

A(f) =

∫
E

f(t)Δt,

where the integral is the multiple Riemann delta-time scale integral. Then
(A1) and (A2) are satisfied.

Theorem 2.2.12 Let T1, . . . ,Tn be time scales. For ai, bi ∈ Ti with ai < bi,
1 ≤ i ≤ n, let

E ⊂ ([a1, b1) ∩ T1 × . . .× [an, bn) ∩ Tn,

be Lebesgue Δ-measurable and let L be the set of all bounded
Δ-integrable functions from E to R. Then (L1) and (L2) are satisfied. More-
over, let

A(f) =

∫
E

f(t)Δt,

where the integral is the multiple Lebesgue delta-time scale integral. Then
(A1) and (A2) are satisfied.
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Theorem 2.2.13 Let the assumptions of Theorem 2.2.12 be satisfied. Let
A(f) be replaced by

A(f) =

∫
E
|h(t)| f(t)Δt∫
E
|h(t)|Δt

,

where h : E → R is Δ-integrable such that
∫
E
|h(t)|Δt > 0. Then A is an

isotonic linear functional satisfying A(1) = 1.

We next note the following theorem that has been proved by Jessen [87]
(see also [117]).

Theorem 2.2.14 Let L satisfy properties (L1) and (L2). Assume Φ ∈
C(I,R) is convex where I ⊂ R is an interval. If A satisfies (A1) and (A2)
such that A(1) = 1, then for all f ∈ L such that Φ(f) ∈ L, one has A(f) ∈ I

and

Φ(A(f)) ≤ A(Φ(f)).

Now, the application of Theorems 2.2.13 and 2.2.14 gives the following
result.

Theorem 2.2.15 Assume that Φ ∈ C(I,R) is convex where I ⊂ R is an
interval. Let E ⊂ R

n be as in Theorem 2.2.12 and suppose that f is
Δ-integrable on E such that f(E) = I. Moreover, let h : E → R be
Δ-integrable such that

∫
E
|h(t)|Δt > 0. Then

Φ

(∫
E
|h(t)| f(t)Δt∫
E
|h(t)|Δt

)
≤
∫
E
|h(t)|Φ(f(t))Δt∫

E
|h(t)|Δt

.

The concept of superquadratic functions in one variable, as a general-
ization of the class of convex functions was introduced by S. Abramovich,
G. Jameson, and G. Sinnamon in [1, 2].

Definition 2.2.2 A function ϕ : [0,∞) → R is called superquadratic if there
exists a function C : [0,∞) → R such that

ϕ(y)− ϕ(x)− ϕ(|y − x|) ≥ C(x)(y − x), for all x, y > 0.

We say that ϕ is subquadratic if −ϕ is superquadratic.

For example, the function ϕ(x) = xp is superquadratic for p ≥ 2 and
subquadratic for p ∈ (0, 2].

Lemma 2.2.2 Let ϕ be a superquadratic function with C as in Definition
2.2.2. Then



46 CHAPTER 2. BASIC INEQUALITIES

(i) ϕ(0) ≤ 0,

(ii) if ϕ(0) = ϕ
′
(0), then C(x) = ϕ

′
(x) whenever ϕ is differentiable at

x > 0,

(iii) if ϕ ≥ 0, then ϕ is convex and ϕ(0) = ϕ
′
(0) = 0.

In the following, we prove a Jensen type inequality on time scales for
superquadratic functions.

Theorem 2.2.16 Let a, b ∈ T. Suppose f ∈ Crd([a, b]T, [0,∞)) and ϕ :
[0,∞) → R is continuous and superquadratic. Then

ϕ

(∫ b
a
f(t)Δt

b− a

)
≤ 1

b− a

∫ b

a

[
ϕ(f(s))− ϕ

(∣∣∣∣∣f(s)−
∫ b
a
f(t)Δt

b− a

∣∣∣∣∣
)]

Δs.

(2.2.12)

Proof. Since ϕ : [0,∞) → R is a superquadratic function, then there
exists a function C : [0,∞) → R such that

ϕ(y) ≥ ϕ(x0) + ϕ(|y − x0|) + C(x0)(y − x0), for all x0, y > 0. (2.2.13)

Let

x0 =
1

(b− a)

∫ b

a

f(t)Δt.

Applying (2.2.13) with y = f(s), we see that

ϕ (f(s)) ≥ ϕ

(∫ b
a
f(t)Δt

b− a

)
+ ϕ

(∣∣∣∣∣f(s)−
∫ b
a
f(t)Δt

b− a

∣∣∣∣∣
)

+C(x0) (f(s)− x0) .

Integrating from a to b, we see that

∫ b

a

[
ϕ (f(s))− ϕ

(∣∣∣∣∣f(s)−
∫ b
a
f(t)Δt

b− a

∣∣∣∣∣
)

− ϕ

(∫ b
a
f(t)Δt

b− a

)]
Δs

≥ C(x0)

∫ b

a

(f(s)− x0)Δs = C(x0)

[∫ b

a

f(s)Δs− (b− a)x0

]
= 0.

This implies that

ϕ

(∫ b
a
f(t)Δt

b− a

)
≤ 1

b− a

∫ b

a

[
ϕ (f(s))− ϕ

(∣∣∣∣∣f(s)−
∫ b
a
f(t)Δt

b− a

∣∣∣∣∣
)]

Δs,

which is the desired inequality (2.2.12). The proof is complete.
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2.3 Hölder Inequalities

In 1889 Hölder [84] proved that

n∑
k=1

xkyk ≤
(

n∑
k=1

xp
k

)1/p( n∑
k=1

yqk

)1/q

, (2.3.1)

where xn and yn are positive sequences and p and q are two positive numbers
such that 1/p + 1/q = 1. The inequality reverses if either p or q is negative.
The integral form of this inequality is

∫ b

a

|f(t)g(t)| dt ≤
[∫ b

a

|f(t)|p dt
] 1

p
[∫ b

a

|g(t)|q dt
] 1

q

, (2.3.2)

where a, b ∈ R and f, g ∈ C([a, b], R). In this section, we discuss various
versions of the Hölder inequality on time scales which not only give a uni-
fication of (2.3.1) and (2.3.2) but can be applied on different types of time
scales. The results in this section are adapted from [11, 24, 30, 39, 145, 155].
We begin with the proof of the classical Hölder inequality on time scales.

Theorem 2.3.1 Let a, b ∈ T. For f, g ∈ Crd(I, R), we have

∫ b

a

|f(t)g(t)|Δt ≤
[∫ b

a

|f(t)|p Δt

] 1
p
[∫ b

a

|g(t)|q Δt

] 1
q

, (2.3.3)

where p > 1 and 1
p + 1

q = 1.

Proof. For nonnegative real numbers α and β, the classical Young
inequality

α1/pβ1/q ≤ α

p
+

β

q
, (2.3.4)

holds. Now suppose without loss of generality that

(∫ b

a

|f(t)|p Δt

)(∫ b

a

|g(t)|q Δt

)
�= 0.

Apply (2.3.4) with

α =
|f(t)|p(∫ b

a
|f(s)|p Δs

) , and β =
|g(t)|q∫ b

a
|g(s)|q Δs

,
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and integrate the obtained inequality between a and b (this is possible since
all functions are rd-continuous), we find that

∫ b

a

|f(t)|(∫ b
a
|f(s)|p Δs

)1/p |g(t)|(∫ b
a
|g(s)|q Δs

)1/qΔt =

∫ b

a

α1/p(t)β1/q(t)Δt

≤
∫ b

a

(
α(t)

p
+

β(t)

q

)
Δt =

∫ b

a

⎡
⎣ |f(t)|p

p
(∫ b

a
|f(s)|p Δs

) +
|g(t)|q

q
∫ b
a
|g(s)|q Δs

⎤
⎦Δt

=

∫ b
a
|f(t)|p Δt

p
(∫ b

a
|f(s)|p Δs

) +

∫ b
a
|g(t)|q Δt

q
∫ b
a
|g(s)|q Δs

=
1

p
+

1

q
= 1,

which is the desired inequality (2.3.3). The proof is complete.
As a special case when p = q = 2, we have the following Schwarz’s

inequality.

Theorem 2.3.2 Let a, b ∈ T. For f, g ∈ Crd(I, R), we have

∫ b

a

|f(t)g(t)|Δt ≤
[∫ b

a

|f(t)|2 Δt

] 1
2
[∫ b

a

|g(t)|2 Δt

] 1
2

. (2.3.5)

Setting

α =
|h(t)|1/p |f(t)|(∫ b

a
|h(s)| |f(s)|p Δs

)1/p , and β =
|h(t)|1/q |f(t)|(∫ b

a
|h(s)| |g(s)|q Δs

)1/q ,

in the proof of Theorem 2.3.1 and applying the Young inequality, we have
the following inequality.

Theorem 2.3.3 Let h, f , g ∈ Cr([a, b]T,[0,∞)). If 1/p + 1/q = 1, with
p > 1, then

∫ b

a

h(t)f(t)g(t)Δt ≤
(∫ b

a

h(t)fp(t)Δt

)1/p(∫ b

a

h(t)gq(t)Δt

)1/q

. (2.3.6)

Now we give the nabla Hölder type inequality on time scales.

Theorem 2.3.4 Let a, b ∈ T. For f, g, h ∈ Cld([a, b]T, R), we have

∫ b

a

|h(t)| |f(t)g(t)| ∇t ≤
[∫ b

a

|h(t)| |f(t)|p ∇t

] 1
p
[∫ b

a

|h(t)| |g(t)|q ∇t

] 1
q

,

(2.3.7)

where p > 1 and 1
p + 1

q = 1.
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Proof. Setting

A =
|h(t)|1/p |f(t)|(∫ b

a
|h(s)| |f(s)|p ∇s

)1/p , and B =
|h(t)|1/q |f(t)|(∫ b

a
|h(s)| |g(s)|q ∇s

)1/q ,

and applying the Young inequality AB ≤ Ap

p + Bq

q , where A, B are nonneg-

ative, p > 1 and 1
p + 1

q = 1, we see that

∫ b

a

A(t)B(t)∇t ≤
∫ b

a

(
Ap

p
+

Bq

q

)
∇t

=

∫ b

a

⎡
⎣ |h(t)| |f(t)|p

p
(∫ b

a
|h(s)| |f(s)|p ∇s

) +
|h(t)| |g(t)q|

q
∫ b
a
|h(s)| |g(s)|q Δs

⎤
⎦∇t

=

∫ b
a
|h(t)| |f(t)|p ∇t

p
((∫ b

a
|h(s)| |f(s)|p ∇s

)) +

∫ b
a
|h(t)| |g(t)q| ∇t

q
∫ b
a
|h(s)| |g(s)|q ∇s

=
1

p
+

1

q
= 1,

which is the desired inequality (2.3.7). The proof is complete.
As a special case of Theorem 2.3.4 when p = q = 2, we have the following

result.

Theorem 2.3.5 Let a, b ∈ T. For f, g, h ∈ Cld([a, b]T, R), we have

∫ b

a

|h(t)| |f(t)g(t)| ∇t ≤
[∫ b

a

|h(t)| |f(t)|2 ∇t

] 1
2
[∫ b

a

|h(t)| |g(t)|2 ∇t

] 1
2

.

(2.3.8)

Theorem 2.3.6 Let a, b ∈ T. For f, g, h ∈ Cld([a, b]T, R), we have

∫ b

a

|h(t)| |f(t)g(t)| ∇t ≥
[∫ b

a

|h(t)| |f(t)|p ∇t

] 1
p
[∫ b

a

|h(t)| |g(t)|q ∇t

] 1
q

,

(2.3.9)

where p < 0 or q < 0 and 1
p + 1

q = 1.

Proof. Without loss of generality, we assume that p < 0. Set P = −p/q
and Q = 1/q. Then 1/P + 1/Q = 1 with P > 1 and Q > 1. From (2.3.7) we
have

∫ b

a

|h(t)| |F (t)G(t)| ∇t ≤
[∫ b

a

|h(t)| |F (t)|P ∇t

] 1
P
[∫ b

a

|h(t)| |G(t)|Q ∇t

] 1
Q

.
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Letting F (t) = f−q(t) and G(t) = fq(t)gq(t) in the last inequality, we get
the desired inequality (2.3.9). The proof is complete.

As an application of Hölder inequality (2.3.3), we have the following
theorem.

Theorem 2.3.7 Let a, b ∈ T with a < b and f and g be two positive func-
tions defined on the interval [a, b]T such that 0 < m ≤ f/g ≤ M < ∞. Then
for p > 1 and q > 1 with 1/p+ 1/q = 1, we have

∫ b

a

f1/p(t)g1/q(t)Δt ≤ M1/p2

m1/q2

∫ b

a

f1/q(t)g1/p(t)Δt, (2.3.10)

and then

∫ b

a

f1/p(t)g1/q(t)Δt ≤ M1/p2

m1/q2

(∫ b

a

f(t)Δt

)1/q (∫ b

a

g(t)Δt

)1/p

.

Proof. From inequality (2.3.3), we obtain

∫ b

a

f1/p(t)g1/q(t)Δt ≤
(∫ b

a

f(t)Δt

)1/p(∫ b

a

g(t)Δt

)1/q

,

that is

∫ b

a

f1/p(t)g1/q(t)Δt ≤
(∫ b

a

f1/p(t)f1/q(t)Δt

)
1/p

(∫ b

a

g1/q(t)g1/p(t)Δt

)
1/q.

Since f1/p(t) ≤ M1/pg1/p(t) and g1/q(t) ≤ m−1/qf1/q(t), then from the above
inequality it follows that

∫ b

a

f1/p(t)g1/q(t)Δt ≤ M1/p2

m−1/q2

(∫ b

a

f1/q(t)g1/p(t)Δt

)1/p

×
(∫ b

a

f1/q(t)g1/p(t)Δt

)1/q

,

that is

∫ b

a

f1/p(t)g1/q(t)Δt ≤ M1/p2

m−1/q2
∫ b

a

f1/q(t)g1/p(t)Δt. (2.3.11)

Hence, the inequality (2.3.10) is proved. The proof is complete.
The following theorems give the reverse Hölder type inequality on time

scales.
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Theorem 2.3.8 Let a, b ∈ T with a < b and f and g be two positive
functions defined on the interval [a, b]T such that 0 < m ≤ fp/gq ≤ M < ∞.
Then for p > 1 and q > 1 with 1/p+ 1/q = 1, we have

(∫ b

a

fp(t)Δt

)1/p(∫ b

a

gq(t)Δt

)1/q

≤
(
M

m

) 1
pq
∫ b

a

f(t)g(t)Δt. (2.3.12)

Proof. Since fp/gq ≤ M , then we have g ≥ M−1/qfp/q. Therefore

fg ≥ M
−1
q f

p
q +1 = M

−1
q f

p+q
q = M

−1
q fp,

and so (∫ b

a

fp(t)Δt

) 1
p

≤ M
1
pq

(∫ b

a

f(t)g(t)Δt

) 1
p

. (2.3.13)

Also since m ≤ fp/gq, then we have f ≥ m1/pgq/p. Then

∫ b

a

f(t)g(t)Δt ≥ m1/p

∫ b

a

g1+q/p(t)Δt = m1/p

∫ b

a

gq(t)Δt,

and so (∫ b

a

f(t)g(t)Δt

)1/q

≥ m
1
pq

(∫ b

a

gq(t)Δt

) 1
q

. (2.3.14)

Combining (2.3.13) and (2.3.14), we have the desired inequality (2.3.12). The
proof is complete.

In Theorem 2.3.8, if we replace fp and gq by f and g, we obtain the
reverse Hölder type inequality

(∫ b

a

f(t)Δt

)1/p(∫ b

a

g(t)Δt

)1/q

≤
(
M

m

) 1
pq
∫ b

a

f1/p(t)g1/q(t)Δt.

(2.3.15)

Theorem 2.3.9 Let a, b ∈ T with a < b and f and g be two positive func-
tions defined on the interval [a, b]T such that 0 < m ≤ fp ≤ M < ∞. Then
for p > 1 and q > 1 with 1/p+ 1/q = 1, we have

(∫ b

a

f1/p(t)Δt

)p

≥ (b− a)
p+1
q

(m
M

) p+1
pq

(∫ b

a

fp(t)Δt

)1/p

. (2.3.16)

Proof. Putting g = 1 in Theorem 2.3.8, we obtain

(∫ b

a

fp(t)Δt

)1/p

(b− a)1/q ≤
(m
M

)−1
pq

∫ b

a

f(t)Δt.
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Therefore, we get

(∫ b

a

fp(t)Δt

)1/p

≤
(m
M

)−1
pq

(b− a)−1/q

∫ b

a

f(t)Δt. (2.3.17)

Substituting g in (2.3.15) leads to

(∫ b

a

f(t)Δt

)1/p

≤
(m
M

)−1
pq

(b− a)−1/q

∫ b

a

f1/p(t)Δt,

and so

∫ b

a

f(t)Δt ≤
(m
M

)−1
q

(b− a)−p/q

(∫ b

a

f1/p(t)Δt

)p

. (2.3.18)

Combining (2.3.17) with (2.3.18), we obtain

(∫ b

a

f1/p(t)Δt

)p

≥
(m
M

) p+1
pq

(b− a)(p+1)/q

(∫ b

a

fp(t)Δt

)1/p

,

which is the desired inequality (2.3.16). The proof is complete.
Next we prove a Hölder type inequality in two dimensionals on time scales.

Theorem 2.3.10 Let a, b ∈ T with a < b and f and g be two
rd-continuous functions defined on the interval [a, b]T × [a, b]T. Then

∫ b

a

∫ b

a

|f(x, y)g(x, y)|ΔxΔy (2.3.19)

≤
(∫ b

a

∫ b

a

|f(x, y)|p ΔxΔy

)1/p(∫ b

a

∫ b

a

|g(x, y)|q ΔxΔy

)1/q

,

where p > 1 and q = p/((p− 1).

Proof. Suppose without loss of generality that
(∫ b

a

∫ b

a

|f(x, y)|p ΔxΔy

)∫ b

a

∫ b

a

|g(x, y)|q ΔxΔy �= 0.

Apply the Young inequality α1/pβ1/q ≤ α
p + β

q (2.3.4) with

α(x, y) =
|f(x, y)|p∫ b

a

∫ b
a
|f(τ1, τ2)|p Δτ1Δτ2

,

β(x, y) =
|g(x, y)|q∫ b

a

∫ b
a
|g(τ1, τ2)|q Δτ1Δτ2

,
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and integrate the obtained inequality between a and b to get

∫ b

a

∫ b

a

α1/p(x, y)β1/q(x, y)ΔxΔy

≤
∫ b

a

∫ b

a

(
α(x, y)

p
+

β(x, y)

q

)
ΔxΔy

=

∫ b
a

∫ b
a
|f(x, y)|p ΔxΔy

p
∫ b
a

∫ b
a
|f(τ1, τ2)|p Δτ1Δτ2

+

∫ b
a

∫ b
a
|g(x, y)|q ΔxΔy

q
∫ b
a

∫ b
a
|g(τ1, τ2)|q Δτ1Δτ2

=
1

p
+

1

q
= 1.

The proof is complete.

Now, we give the diamond α-Hölder inequalities on time scales by apply-
ing the diamond α-Jensen inequalities on time scales. As an application of the
diamond α-Jensen inequality proved in Theorem 2.2.6 by taking F (t) = tp

for p > 1 and g and |h| be replaced by ug−p/q and hgq, we have the following
Hölder inequality.

Theorem 2.3.11 Let h, u, g ∈ C([a, b]T,R) with
∫ b
a
h(t)gq(t)♦αt > 0.

If 1/p+ 1/q = 1, with p > 1, then

∫ b

a

|h(t)| |u(t)g(t)|♦αt ≤
(∫ b

a

|h(t)| |u(t)|p ♦αt

)1/p(∫ b

a

|h(t)| |g(t)|q ♦αt

)1/q

.

(2.3.20)

In the particular case h = 1, Theorem 2.3.11 gives the diamond-α version
of the classical Hölder inequality:

∫ b

a

|u(t)g(t)|♦αt ≤
(∫ b

a

|u(t)|p ♦αt

)1/p(∫ b

a

|g(t)|q ♦αt

)1/q

, (2.3.21)

where p > 1 and q = p/(p − 1). In the special case p = q = 2, the inequal-
ity (2.3.21) reduces to the following diamond-α Cauchy–Schwarz integral in-
equality on time scales

∫ b

a

|u(t)g(t)|♦αt ≤
√√√√
(∫ b

a

|u(t)|2 ♦αt

)(∫ b

a

|g(t)|2 ♦αt

)
. (2.3.22)
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Theorem 2.3.12 Let h, u, g ∈ C([a, b]T,R) with
∫ b
a
h(t)gq(t)♦αt > 0.

If 1/p+ 1/q = 1, with p < 0 or q < 0, then

∫ b

a

|h(t)| |u(t)g(t)|♦αt ≥
(∫ b

a

|h(t)| |u(t)|p ♦αt

)1/p

×
(∫ b

a

|h(t)| |g(t)|q ♦αt

)1/q

.

Theorem 2.3.13 Let a, b ∈ T with a < b and f and g be two positive
functions defined on the interval [a, b]T such that 0 < m ≤ fp/gq ≤ M < ∞.
Then for p > 1 with 1/p+ 1/q = 1, we have(∫ b

a

fp(t)♦αt

)1/p(∫ b

a

gq(t)♦αt

)1/q

≤
(
M

m

) 1
pq
∫ b

a

f(t)g(t)♦αt. (2.3.23)

Proof. As in the proof of Theorem 2.3.8, we get that(∫ b

a

fp(t)♦αt

) 1
p

≤ M
1
pq

(∫ b

a

f(t)g(t)♦αt

) 1
p

,

and (∫ b

a

f(t)g(t)♦αt

)1/q

≥ (m)
1
pq

(∫ b

a

gq(t)♦αt

) 1
q

.

Combining these two inequalities, we have the desired inequality (2.3.23).
The proof is complete.

Now, we give the diamond α-Hölder type inequality in two dimensions on
time scales. In this case, we assume that the double integral is defined as an
iterated integral. Let T be a time scale with a, b ∈ T, a < b, and f be a real-
valued function on T× T. Because we need notation for partial derivatives
with respect to time scale variables x and y we denote the time scale partial
derivative of f(x, y) with respect to x by f♦1

α(x, y) and let f♦2
α(x, y) denote

the time scale partial derivative with respect to y. Fix an arbitrary y ∈ T.
Then the diamond-α derivative of the function

T→ R, x → f(x, y)

is denoted by f♦1
α . Let now x ∈ T. The diamond-α derivative of the function

T→R, y → f(x, y)

is denoted by f♦21
α . If the function f has a ♦1

α antiderivative A, i.e., A♦1
α = f ,

and A has a ♦2
α antiderivative B, i.e., B♦2

α = A, then∫ b

a

∫ b

a

f(x, y)♦αx♦αy =

∫ b

a

(A(b, y)−A(a, y))♦αy

= B(b, b)−B(b, a)−B(a, b) +B(a, a).

Note that
(
B♦2

α

)♦1
α

= (A)
♦1

α = f .
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Now we are ready to state and prove the diamond α-Hölder inequality in
two dimensions on time scales.

Theorem 2.3.14 Let T be a time scale, a, b ∈ T, with a < b, f, g, h :
[a, b]T × [a, b]T → R, be ♦α integrable functions, and 1/p + 1/q = 1 with
p > 1. Then,

∫ b

a

∫ b

a

|h(x, y)f(x, y)g(x, y)|♦αx♦αy (2.3.24)

≤
(∫ b

a

∫ b

a

|h(x, y)f(x, y)|p ♦αx♦αy

)1/p

(∫ b

a

∫ b

a

|h(x, y)g(x, y)|q ♦αx♦αy

)1/q

.

Proof. Inequality (2.3.24) is trivially true in the case when f , or g, or h
is identically zero. Suppose that

(∫ b

a

∫ b

a

|h(x, y)f(x, y)|1/p ♦αx♦αy

)(∫ b

a

∫ b

a

|h(x, y)g(x, y)|1/q ♦αx♦αy

)
�= 0,

and let

A(x, y) =
|h(x, y)|1/p |f(x, y)|(∫ b

a

∫ b
a
|h(x, y)| |f(x, y)|p ♦αx♦αy

)1/p ,

B(x, y) =
|h(x, y)| 1q |g(x, y)|(∫ b

a

∫ b
a
|h(x, y)| |g(x, y)|♦αx♦αy

)1/q .

Applying the Young inequality AB ≤ Ap

p + Bq

q , we have that

∫ b

a

∫ b

a

A(x, y)B(x, y)♦αx♦αy ≤ 1

p

∫ b
a

∫ b
a
|h(x, y)| |f(x, y)|p ♦αx♦αy(∫ b

a

∫ b
a
|h(x, y)| |f(x, y)|p ♦αx♦αy

)

+
1

q

∫ b
a

∫ b
a
|h(x, y)| |g(x, y)|q ♦αx♦αy(∫ b

a

∫ b
a
|h(x, y)| |g(x, y)|q ♦αx♦αy

)

=
1

p
+

1

q
= 1,

and the desired inequality follows. The proof is complete.
As a special case of Theorem 2.3.14, when p = q = 2, we get the two

dimensional diamond-α Cauchy Schwartz’s inequality.
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Corollary 2.3.1 Let T be a time scale, a, b ∈ T, with a < b, f, g, h :
[a, b]T × [a, b]T → R, be ♦α integrable functions, and 1/p + 1/q = 1 with
p > 1. Then,

∫ b

a

∫ b

a

|h(x, y)f(x, y)g(x, y)|♦αx♦αy

≤
(∫ b

a

∫ b

a

|h(x, y)f(x, y)|2 ♦αx♦αy

)1/2 (∫ b

a

∫ b

a

|h(x, y)g(x, y)|2 ♦αx♦αy

)1/2

.

Now, we apply the theory of isotonic linear functional which was presented
in Sect. 2.2 to derive a Hölder type inequality on time scales. The results
are adapted from [30]. We need the following theorem to prove the main
results [117].

Theorem 2.3.15 Let E, L, and A be such that (L1), (L2), (A1) and (A2)
in Definition 2.2.1 are satisfied. For p �= 1, define q = p/(p − 1). Assume
|ω| |f |p , |ω| |g|q, |ωfg| ∈ L. If p > 1, then

A(|ωfg|) ≤ A1/p(|ω| |f |p)A1/q(|ω| |g|q).

This inequality is reversed if 0 < p < 1 and A(|ω| |g|q) > 0 and also it is
reversed if p < 0 and A(|ω| |f |p) > 0.

Now, the application of Theorems 2.2.12 and 2.3.15 gives us the following
Hölder’s inequality.

Theorem 2.3.16 For p > 1, define q = p/(p − 1). Let E ⊂ R
n be as in

Theorem 2.2.12. Assume that |ω| |f |p , |ω| |g|q, |ωfg| are Δ-integrable on E.
If p > 1, then

∫
E

|ω(t)f(t)g(t)|Δt ≤
(∫

E

|ω(t)| |f(t)|p Δt

)1/p(∫
E

|ω(t)| |g(t)|q Δt

)1/q

.

This inequality is reversed if 0 < p < 1 and
∫
E
|ω(t)| |g(t)|q Δt > 0 and also

it is reversed if p < 0 and
∫
E
|ω(t)| |f(t)|p Δt > 0.

2.4 Minkowski Inequalities

The well-known Minkowski integral inequality is given in [3, 72, 110]. Let
f and g be real-valued functions defined on [a, b] such that the functions
|f(x)|p and |g(x)|p for p > 1 are integrable on [a, b]. Then

(∫ b

a

|f(x) + g(x)|p dx
)1/p

≤
(∫ b

a

|f(x)|p dx
)1/p

+

(∫ b

a

|g(x)|p dx
)1/p

.
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Equality holds if and only if f(x) = 0 almost everywhere or g(x) = λf(x)
almost everywhere with a constant λ ≥ 0. The discrete version of Minkowski
inequality is given by

(
n∑

i=1

|f(i) + g(i)|p
)1/p

≤
(

n∑
i=1

|f(i)|p
)1/p

+

(
n∑

i=1

|g(i)|p
)1/p

,

where f(n) and g(n) are two positive-tuples and p > 1. Equality holds if and
only f and g are proportional.

In this section we establish the Minkowski integral inequality and its
extensions on time scales. The results in this section are adapted from
[23, 30, 39, 45, 115, 150, 155].

Theorem 2.4.1 Let f , g, h ∈ Crd([a, b]T,R) and p > 1. Then

(∫ b

a

|h(x)| |f(x) + g(x)|p Δx

)1/p

≤
(∫ b

a

|h(x)| |f(x)|p Δx

)1/p

+

(∫ b

a

|h(x)| |g(x)|p Δx

)1/p

. (2.4.1)

Proof. Note∫ b

a

|h(x)| |f(x) + g(x)|p Δx =

∫ b

a

|h(x)| |f(x) + g(x)|p−1 |f(x) + g(x)|Δx

≤
∫ b

a

|h(x)| |f(x) + g(x)|p−1 |f(x)|Δx

+

∫ b

a

|h(x)| |f(x) + g(x)|p−1 |g(x)|Δx.

Applying the Hölder inequality (2.3.6), we get that∫ b

a

|h(x)| |f(x) + g(x)|p Δx

≤
(∫ b

a

|h(x)|
(
|f(x) + g(x)|p−1

)q
Δx

)1/q (∫ b

a

|h(x)| |f(x)|p Δx

)1/p

+

(∫ b

a

|h(x)|
(
|f(x) + g(x)|p−1

)q
Δx

)1/q (∫ b

a

|h(x)| |g(x)|p Δx

)1/p

=

(∫ b

a

|h(x)| |f(x) + g(x)|p Δx

)1/q

×
⎡
⎣
(∫ b

a

|h(x)| |f(x)|p Δx

)1/p

+

(∫ b

a

|h(x)| |g(x)|p Δx

)1/p
⎤
⎦ .
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Therefore (∫ b

a

|h(x)| |f(x) + g(x)|p Δx

)1/p

=

(∫ b

a

|h(x)| |f(x) + g(x)|p Δx

)1−1/q

=

⎡
⎣
(∫ b

a

|h(x)| |f(x)|p Δx

)1/p

+

(∫ b

a

|h(x)| |g(x)|p Δx

)1/p
⎤
⎦ ,

which is the desired inequality (2.4.1). The proof is complete.
As a special case when h(x) = 1, we obtain the time scale classical

Minkowski inequality(∫ b

a

|f(x) + g(x)|p Δx

)1/p

≤
(∫ b

a

|f(x)|p dx
)1/p

+

(∫ b

a

|g(x)|p dx
)1/p

.

As in the proof of Theorem 2.4.1 (using (2.3.7)) we obtain the following nabla
Minkowski inequality.

Theorem 2.4.2 Let f , g, h ∈ Cld([a, b]T,R) and p > 1. Then(∫ b

a

|h(x)| |f(x) + g(x)|p ∇x

)1/p

≤
(∫ b

a

|h(x)| |f(x)|p ∇x

)1/p

+

(∫ b

a

|h(x)| |g(x)|p ∇x

)1/p

.

Applying the diamond-α Hölder inequality (2.3.20) we have the following
diamond-α Minkowski’s inequality.

Theorem 2.4.3 Let f , g, h ∈ C([a, b]T, R) and p > 1. Then(∫ b

a

|h(x)| |f(x) + g(x)|p ♦αx

)1/p

≤
(∫ b

a

|h(x)| |f(x)|p ♦αx

)1/p

+

(∫ b

a

|h(x)| |g(x)|p ♦αx

)1/p

.

Theorem 2.4.4 Let f , g : [a, b]T → R, are positive rd-continuous functions
and satisfying 0 < m ≤ f/g ≤ M < ∞ on [a, b]T and for p > 1 define
q = p/(p− 1). Then(∫ b

a

fp(x)Δx

)1/p

+

(∫ b

a

gp(x)Δx

)1/p

≤ c

(∫ b

a

(f(x) + g(x))
p
Δx

) 1
p

,

(2.4.2)
where c =

(
m
M

) 1
pq .
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Proof. To prove the inequality (2.4.2), we apply Theorem 2.3.8. The
inner term in the right-hand side can be rewritten as

∫ b

a

(f(x) + g(x))
p
Δx

=

∫ b

a

(f(x) + g(x))
p−1

f(x)Δx

+

∫ b

a

(f(x) + g(x))
p−1

g(x)Δx

≥
(
M

m

) 1
pq

(∫ b

a

fp(x)Δx

) 1
p
(∫ b

a

(f(x) + g(x))
q(p−1)

Δx

) 1
q

+

(
M

m

) 1
pq

(∫ b

a

gp(x)Δx

) 1
p
(∫ b

a

(f(x) + g(x))
q(p−1)

Δx

) 1
q

=

(
M

m

) 1
pq

(∫ b

a

(f(x) + g(x))
p
Δx

) 1
q

×
⎡
⎣
(∫ b

a

fp(x)Δx

) 1
p

+

(∫ b

a

gp(x)Δx

) 1
p

⎤
⎦ .

Therefore, we obtain

(∫ b

a

fp(x)Δx

) 1
p

+

(∫ b

a

gp(x)Δx

) 1
p

≤
(
m

M

) 1
pq

(∫ b

a

(f(x) + g(x))p Δx

)1− 1
q

=
(
m

M

) 1
pq

(∫ b

a

(f(x) + g(x))p Δx

) 1
p

,

which is the desired inequality (2.4.2). The proof is complete.
Now, we apply the theory of isotonic linear functional that was presented

in Sect. 2.2 to derive a Minkowski inequality on time scales. To do this we
need the following theorem as given in [117].

Theorem 2.4.5 Let E, L, and A be such that (L1), (L2), (A1) and (A2),
as in Definition 2.2.1, are satisfied. For p ∈ R, assume |ω| |f |p , |ω| |g|p,
|ω| |f + g|p ∈ L. If p > 1, then

A1/p(|ω| |f + g|p) ≤ A1/p(|ω| |f |p) +A1/p(|ω| |g|p).
This inequality is reversed if 0 < p < 1 or p < 0 provided that A(|ω| |g|p) > 0
and A(|ω| |f |p) > 0 hold.

Now, the application of Theorems 2.2.12 and 2.4.5 gives us the following
Minkowski inequality.
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Theorem 2.4.6 Let E ⊂ R
n be as in Theorem 2.2.12. For p ∈ R, assume

|ω| |f |p , |ω| |g|p, |ω| |f + g|p are Δ-integrable on E. If p > 1, then

(∫
E

|ω(t)| |f(t) + g(t)|p Δt

)1/p

≤
(∫

E

|ω(t)| |f(t)|p Δt

)1/p

+

(∫
E

|ω(t)| |g(t)|p Δt

)1/p

. (2.4.3)

This inequality is reversed if 0 < p < 1 or p < 0 provided that
∫
E
|ω(t)| |g(t)|q

Δt > 0 and
∫
E
|ω(t)| |f(t)|p Δt > 0.

In the following we obtain generalizations of Minkowski inequalities on
time scales. The inequalities will be proved for several variables and based
on the definitions of the multiple Riemann and Lebesgue Δ-integration on
time scales given in [53].

Let n ∈ N be fixed. For i ∈ {1, 2, . . . , n}, let Ti denote a time scale and

Λn = T1 × T2 × . . .× Tn = {t = (t1, t2, . . . , tn) : ti ∈ Ti, 1 ≤ i ≤ n},
as the n-dimensional time scale. Let μΔ be the σ-additive Lebesuge
Δ-measure on Λn and F be the family of Δ-measurable subsets of Λn.
Let E ⊂ F and (E,F , μΔ) be a time scale measure space. Then for a
Δ-measurable function f : E → R, the corresponding Δ-integral of f over E
will be denoted by

∫
E

f(t1, t2, . . . , tn)Δ1t1Δ2t2 . . .Δntn, or

∫
E

f(t)Δt,

or

∫
E

fdμΔ, or

∫
E

f(t)dμΔ(t).

Here, we state the Fubini theorem for integrals. It is used in the proofs of
our main results.

Theorem 2.4.7 Let (X,M, μΔ) and (Y,L, νΔ) be two finite-dimensional
time scale measure space. If f : X × Y → R is a Δ-integrable function.
Setting

ϕ(y) =

∫
X

f(x, y)dμΔ(x), for y ∈ Y,

and

ψ(x) =

∫
Y

f(x, y)dvΔ(y), for x ∈ X,

then ϕ is Δ-integrable on Y and ψ is Δ-integrable on X and

∫
X

dμΔ(x)

∫
Y

f(x, y)dvΔ(y) =

∫
Y

dvΔ(y)

∫
X

f(x, y)dμΔ(x). (2.4.4)
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We mention here that all theorems in Lebesgue integration theory,
including the Lebesgue dominated convergence theorem, hold also for
Lebesgue Δ-integral on Λn. This means that all the classical inequalities
including Jensen’s inequalities, Hölder inequalities, Minkowski inequalities,
and their converses for multiple integration on time scales hold for both
Riemann and Lebesuge integrals on time scales.

Theorem 2.4.8 Let (E,F , μΔ) be a time scale measure space. For p ∈ R,
assume w, f , g are nonnegative functions such that ωfp, ωgp, ω (f + g)

p
are

Δ-integrable on E. If p > 1, then

(∫
E

ω(t) (f(t) + g(t))
p
dμΔt

)1/p

≤
(∫

E

ω(t)fp(t)dμΔt

)1/p

+

(∫
E

ω(t)gp(t)dμΔt

)1/p

.

Note that Theorem 2.4.8 also holds if we have a finite number of functions.
The next theorem gives an inequality of Minkowski type for infinitely many
functions. We assume that all integrals are finite.

Theorem 2.4.9 Let (X, �L, μΔ) and (Y, λ,νΔ) be two finite-dimensional time
scale measure space and let u, v f be Δ-integrable functions on X, Y and
X × Y , respectively. If p > 1, then

[∫
X

(∫
Y

f(x, y)v(y)dνΔy

)p

u(x)dμΔx

]1/p

≤
∫
Y

(∫
X

fp(x, y)u(x)dμΔx

)1/p

v(y)dνΔy, (2.4.5)

holds provided all integrals in (2.4.5) exists. If 0 < p < 1 and

∫
X

(∫
Y

fvdνΔ

)p

udμΔ > 0 and

∫
Y

fvdνΔ > 0, (2.4.6)

holds, then (2.4.5) is reversed. If p < 0 and (2.4.6) and

∫
X

fp(x, y)u(x)dμΔx > 0, (2.4.7)

hold, then (2.4.5) is reversed as well.

Proof. Let p > 1. Put

H(x) =

∫
Y

f(x, y)v(y)dνΔy.
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Now, by using Fubini’s Theorem 2.4.7 and Hölder inequality in Theorem 2.3.16
on time scales, we have∫

X

Hp(x)udμΔ =

∫
X

Hp−1(x)H(x)u(x)dμΔx

=

∫
X

(∫
Y

f(x, y)v(y)dνΔy

)
Hp−1(x)u(x)dμΔx

=

∫
Y

(∫
X

f(x, y)Hp−1(x)u(x)dμΔx

)
v(y)dνΔy

≤
∫
Y

(∫
X

fp(x, y)u(x)dμΔx

)1/p

×
(∫

X

Hp(x)u(x)dμΔx

) p−1
p

v(y)dνΔy

=

∫
Y

(∫
X

fp(x, y)u(x)dμΔx

)1/p

v(y)dνΔy

×
(∫

X

Hp(x)u(x)dμΔx

) p−1
p

,

and hence

(∫
X

Hp(x)u(x)dμΔx

)1/p

≤
∫
Y

(∫
X

fp(x, y)u(x)dμΔx

)1/p

v(y)dνΔy,

which is the desired inequality (2.4.5). For p < 0 and 0 < p < 1, the
corresponding result can be obtained similarly. The proof is complete.

2.5 Steffensen Inequalities

In 1918 Steffensen [142] proved the following inequality. Let a and b be real
numbers such that a < b, f , and g are integrable functions from [a, b] into R

such that f is decreasing and for every t ∈ [a, b], 0 ≤ g(t) ≤ 1. Then

∫ a−λ

a

f(t)dt ≤
∫ b

a

f(t)g(t)dt ≤
∫ a+λ

a

f(t)dt, (2.5.1)

where λ =
∫ b
a
g(t)dt. The discrete analogue of Steffensen’s inequality is

given by
n∑

i=n−k2+1

xi ≤
n∑

i=1

xiyi ≤
k1∑
i=1

xi,

where (xi)
n
i=1 is a nonincreasing finite sequence of nonnegative real numbers

and (yi)
n
i=1 is a finite sequence of real numbers such that for every i, 0 ≤

yi ≤ 1 and k2 ≤∑n
i=1 yi ≤ k1 for k1, k2 ∈ {1, 2, . . . , n}.
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In this section, we prove some Steffensen inequalities on time scales The
results in this section are adapted from [26, 114].

Theorem 2.5.1 Let a, b ∈ T
k
k with a < b and f, g : [a, b]T → R be

Δ-integrable functions such that f of one sign and decreasing and 0 ≤ g(t) ≤ 1
for every t ∈ [a, b]T. Suppose that also l, γ ∈ [a, b]T such that

b− l ≤
∫ b

a

g(t)Δt ≤ γ − a, if f > 0 for all t ∈ [a, b]T,

γ − a ≤
∫ b

a

g(t)Δt ≤ b− l, if f < 0 for all t ∈ [a, b]T,

then ∫ b

l

f(t)Δt ≤
∫ b

a

f(t)g(t)Δt ≤
∫ γ

a

f(t)Δt. (2.5.2)

Proof. We consider the case when f > 0 and prove the left inequality.
Now

∫ b

a

f(t)g(t)Δt−
∫ b

l

f(t)Δt

=

∫ l

a

f(t)g(t)Δt+

∫ b

l

f(t)g(t)Δt−
∫ b

l

f(t)Δt

=

∫ l

a

f(t)g(t)Δt−
∫ b

l

f(t)[1− g(t)]Δt

≥
∫ l

a

f(t)g(t)Δt− f(l)

∫ b

l

[1− g(t)]Δt

=

∫ l

a

f(t)g(t)Δt− f(l)(b− l) + f(l)

∫ b

l

g(t)Δt

≥
∫ l

a

f(t)g(t)Δt− f(l)

∫ b

a

g(t)Δt+ f(l)

∫ b

l

g(t)Δt

=

∫ l

a

f(t)g(t)Δt− f(l)[

∫ b

a

g(t)Δt−
∫ b

l

g(t)Δt]

=

∫ l

a

f(t)g(t)Δt− f(l)

∫ l

a

g(t)Δt =

∫ l

a

[f(t)− f(l)]

∫ l

a

g(t)Δt ≥ 0,

since f is decreasing and g is nonnegative. The proof of the right inequality
is similar. The proof is complete.

Note that in Theorem 2.5.1 above we could easily replace the delta integral
with the nabla integral under the same hypotheses.
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Theorem 2.5.2 Let a, b ∈ T
k
k with a < b and f, g : [a, b]T → R be

∇-integrable functions such that f is of one sign and decreasing and
0 ≤ g(t) ≤ 1 on [a, b]T. Suppose that also l, γ ∈ [a, b]T such that

b− l ≤
∫ b

a

g(t)∇t ≤ γ − a, if f > 0 for all t ∈ [a, b]T,

γ − a ≤
∫ b

a

g(t)∇t ≤ b− l, if f < 0 for all t ∈ [a, b]T.

Then ∫ b

l

f(t)∇t ≤
∫ b

a

f(t)g(t)∇t ≤
∫ γ

a

f(t)∇t. (2.5.3)

The following theorems more closely resemble the theorem in the contin-
uous case (the proofs are identical to that above and omitted).

Theorem 2.5.3 Let a, b ∈ T
k
k with a < b and f, g : [a, b]T → R be Δ-

integrable functions such that f is of one sign and decreasing and 0 ≤ g ≤ 1

for every t ∈ [a, b]T. Assume that λ =
∫ b
a
g(t)Δt such that b− λ, a+ λ ∈ T.

Then ∫ b

b−λ

f(t)Δt ≤
∫ b

a

f(t)g(t)Δt ≤
∫ a+λ

a

f(t)Δt.

Theorem 2.5.4 Let a, b ∈ T
k
k with a < b and f, g : [a, b]T → R be ∇-

integrable functions such that f is of one sign and decreasing and 0 ≤ g ≤ 1

for every t ∈ [a, b]T. Assume that λ =
∫ b
a
g(t)∇t such that b− λ, a+ λ ∈ T.

Then ∫ b

b−λ

f(t)∇t ≤
∫ b

a

f(t)g(t)∇t ≤
∫ a+λ

a

f(t)∇t.

In the following, we prove the diamond-α Steffensen inequality using the
diamond-α derivative on time scales. We begin with the following lemma
that will be needed later.

Lemma 2.5.1 Let a, b ∈ T
k
k with a < b and f, g, h : [a, b]T → R be ♦α-

integrable functions. Suppose that also l, γ ∈ [a, b]T such that

∫ γ

a

h(t)♦αt =

∫ b

a

g(t)♦αt =

∫ b

l

h(t)♦αt. (2.5.4)

Then
∫ b

a

f(t)g(t)♦αt =

∫ b

γ

[f(t)− f(γ)]g(t)♦αt (2.5.5)

+

∫ γ

a

{f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)]}♦αt,
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∫ b

a

f(t)g(t)♦αt =

∫ l

a

[f(t)− f(l)]g(t)♦αt (2.5.6)

+

∫ b

l

{f(t)h(t)− [f(t)− f(l)][h(t)− g(t)]}♦αt.

Proof. We prove (2.5.5). By direct computation, we have

∫ γ

a

{f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)]}♦αt−
∫ b

a

f(t)g(t)♦αt

=

∫ γ

a

{f(t)h(t)− f(t)g(t)− [f(t)− f(γ)][h(t)− g(t)]}♦αt

+

∫ γ

a

f(t)g(t)♦αt−
∫ b

a

f(t)g(t)♦αt

=

∫ γ

a

f(γ)[h(t)− g(t)]♦αt−
∫ b

γ

f(t)g(t)♦αt

= f(γ)

∫ γ

a

h(t)♦αt− f(γ)

∫ γ

a

g(t)♦αt−
∫ b

γ

f(t)g(t)♦αt.

Applying the assumption
∫ γ
a
h(t)♦αt =

∫ b
a
g(t)♦αt, we see that

∫ γ

a

{f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)]}♦αt−
∫ b

a

f(t)g(t)♦αt

= f(γ)

∫ b

a

g(t)♦αt− f(γ)

∫ γ

a

g(t)♦αt−
∫ b

γ

f(t)g(t)♦αt

= f(γ)

(∫ b

a

g(t)♦αt−
∫ γ

a

g(t)♦αt

)
−
∫ b

γ

f(t)g(t)♦αt

= f(γ)

∫ b

γ

g(t)♦αt−
∫ b

γ

f(t)g(t)♦αt =

∫ b

γ

[f(γ)− f(t)]g(t)♦αt,

which is the desired inequality (2.5.5). The proof of (2.5.6) is similar and
thus is omitted. The proof is complete.

Theorem 2.5.5 Let a, b ∈ T
k
k with a < b and f, g, h : [a, b]T → R be ♦α-

integrable functions such that f is of one sign and decreasing and 0 ≤ g(t) ≤
h(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such that{ ∫ γ

l
h(t)♦αt ≤

∫ b
a
g(t)♦αt ≤

∫ γ
a
h(t)♦αt, if f ≥ 0, t ∈ [a, b]T,∫ γ

a
h(t)♦αt ≤

∫ b
a
g(t)♦αt ≤

∫ γ
l
h(t)♦αt, if f ≤ 0, t ∈ [a, b]T.

(2.5.7)

Then ∫ b

l

f(t)h(t)♦αt ≤
∫ b

a

f(t)g(t)♦αt ≤
∫ γ

a

f(t)h(t)♦αt. (2.5.8)
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Proof. We prove the left inequality in (2.5.8), in the case f ≥ 0. The
proofs of the other cases are similar. Since f is decreasing and g is nonnega-
tive, we see that

∫ b

a

f(t)g(t)♦αt−
∫ b

l

f(t)h(t)♦αt

=

∫ l

a

f(t)g(t)♦αt+

∫ b

l

f(t)g(t)♦αt−
∫ b

l

f(t)h(t)♦αt

=

∫ l

a

f(t)g(t)♦αt−
∫ b

l

f(t) [h(t)− g(t)]♦αt

≥
∫ l

a

f(t)g(t)♦αt− f(l)

∫ b

l

[h(t)− g(t)]♦αt

=

∫ l

a

f(t)g(t)♦αt− f(l)

∫ b

l

h(t)♦αt+ f(l)

∫ b

l

g(t)♦αt

≥
∫ l

a

f(t)g(t)♦αt− f(l)

∫ b

a

g(t)♦αt+ f(l)

∫ b

l

g(t)♦αt

=

∫ l

a

f(t)g(t)♦αt− f(l)

[∫ b

a

g(t)♦αt−
∫ b

l

g(t)♦αt

]

=

∫ l

a

f(t)g(t)♦αt− f(l)

∫ l

a

g(t)♦αt

=

∫ l

a

[f(t)− f(l)] g(t)♦αt ≥ 0.

As a special case of Theorem 2.5.5 when α = 1 and α = 0, we have the
following results.

Corollary 2.5.1 Let a, b ∈ T
k with a < b and f, g, h : [a, b]T → R be

Δ-integrable functions such that f is of one sign and decreasing and
0 ≤ g(t) ≤ h(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such that

{ ∫ γ
l
h(t)Δt ≤ ∫ b

a
g(t)Δt ≤ ∫ γ

a
h(t)Δt, if f ≥ 0, t ∈ [a, b]T,∫ γ

a
h(t)Δt ≤ ∫ b

a
g(t)Δt ≤ ∫ γ

l
h(t)Δt, if f ≤ 0, t ∈ [a, b]T.

(2.5.9)

Then

∫ b

l

f(t)h(t)Δt ≤
∫ b

a

f(t)g(t)Δt ≤
∫ γ

a

f(t)h(t)Δt. (2.5.10)

Corollary 2.5.2 Let a, b ∈ T
k with a < b and f, g, h : [a, b]T → R be ∇-

integrable functions such that f is of one sign and decreasing and 0 ≤ g(t) ≤
h(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such that
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{ ∫ γ
l
h(t)∇t ≤ ∫ b

a
g(t)∇t ≤ ∫ γ

a
h(t)∇t, if f ≥ 0, t ∈ [a, b]T,∫ γ

a
h(t)∇t ≤ ∫ b

a
g(t)∇t ≤ ∫ γ

l
h(t)∇t, if f ≤ 0, t ∈ [a, b]T.

(2.5.11)

Then ∫ b

l

f(t)h(t)∇t ≤
∫ b

a

f(t)g(t)∇t ≤
∫ γ

a

f(t)h(t)∇t. (2.5.12)

Theorem 2.5.6 Let a, b ∈ T
k
k with a < b and f, g, h : [a, b]T → R be ♦α-

integrable functions such that f is of one sign and decreasing and 0 ≤ g(t) ≤
h(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such that

∫ γ

a

h(t)♦αt =

∫ b

a

g(t)♦αt =

∫ b

l

h(t)♦αt. (2.5.13)

Then ∫ b

l

f(t)h(t)♦αt ≤
∫ b

l

(f(t)h(t)− [f(t)− f(l)][h(t)− g(t)])♦αt

≤
∫ b

a

f(t)g(t)♦αt (2.5.14)

≤
∫ γ

a

(f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)])♦αt

≤
∫ γ

a

f(t)h(t)♦αt.

Proof. In view of the assumption that the function f is decreasing and
that 0 ≤ g(t) ≤ h(t) on [a, b]T, we see that

∫ l

a

[f(t)− f(l)]g(t)♦αt ≥ 0,

∫ b

l

[f(l)− f(t)][h(t)− g(t)]♦αt ≥ 0. (2.5.15)

Using the integral identity (2.5.6) together with the integrals in (2.5.15), we
have∫ b

l

f(t)h(t)♦αt ≤
∫ b

l

(f(t)h(t)− [f(t)− f(l)][h(t)− g(t)])♦αt (2.5.16)

≤
∫ b

a

f(t)g(t)♦αt.

In the same way as above, we obtain that

∫ b

a

f(t)g(t)♦αt ≤
∫ γ

a

(f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)])♦αt

(2.5.17)

≤
∫ γ

a

f(t)h(t)♦αt.
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The proof of (2.5.14) is completed by combining (2.5.16) and (2.5.17). The
proof is complete.

As a special case of Theorem 2.5.6, when α = 1 and α = 0, we have the
following results.

Corollary 2.5.3 Let a, b ∈ T
k with a < b and f, g, h : [a, b]T → R be

Δ-integrable functions such that f is of one sign and decreasing and
0 ≤ g(t) ≤ h(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such that∫ γ

a

h(t)Δt =

∫ b

a

g(t)Δt =

∫ b

l

h(t)Δt. (2.5.18)

Then ∫ b

l

f(t)h(t)Δt

≤
∫ b

l

(f(t)h(t)− [f(t)− f(l)][h(t)− g(t)])Δt ≤
∫ b

a

f(t)g(t)Δt

≤
∫ γ

a

(f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)])Δt ≤
∫ γ

a

f(t)h(t)Δt.

Corollary 2.5.4 Let a, b ∈ Tk with a < b and f, g, h : [a, b]T → R be
∇-integrable functions such that f is of one sign and decreasing and
0 ≤ g(t) ≤ h(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such that∫ γ

a

h(t)∇t =

∫ b

a

g(t)∇t =

∫ b

l

h(t)∇t. (2.5.19)

Then ∫ b

l

f(t)h(t)∇t

≤
∫ b

l

(f(t)h(t)− [f(t)− f(l)][h(t)− g(t)])∇t ≤
∫ b

a

f(t)g(t)∇t

≤
∫ γ

a

(f(t)h(t)− [f(t)− f(γ)][h(t)− g(t)])∇t ≤
∫ γ

a

f(t)h(t)∇t.

Theorem 2.5.7 Let a, b ∈ T
k
k with a < b and f, g, h and ϕ : [a, b]T → R

be ♦α-integrable functions such that f is of one sign and decreasing and
0 ≤ ϕ(t) ≤ g(t) ≤ h(t)− ϕ(t) for every t ∈ [a, b]T. Assume l, γ ∈ [a, b]T such
that ∫ γ

a

h(t)♦αt =

∫ b

a

g(t)♦αt =

∫ b

l

h(t)♦αt. (2.5.20)

Then ∫ b

l

f(t)h(t)♦αt+

∫ b

a

|[f(t)− f(l)]ϕ(t)|♦αt

≤
∫ b

a

f(t)g(t)♦αt ≤
∫ γ

a

f(t)h(t)−
∫ γ

a

|[f(t)− f(γ)]ϕ(t)|♦αt. (2.5.21)
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Proof. From the assumption that the function f is decreasing and that

0 ≤ ϕ(t) ≤ g(t) ≤ h(t)− ϕ(t) on [a, b]T,

it follows that

∫ γ

a

[f(t)− f(γ)][h(t)− g(t)]♦αt+

∫ b

γ

[f(γ)− f(t)]g(t)♦αt

=

∫ γ

a

|f(t)− f(γ)| [h(t)− g(t)]♦αt+

∫ b

γ

|f(γ)− f(t)| g(t)♦αt

≥
∫ γ

a

|f(t)− f(γ)|ϕ(t)♦αt+

∫ b

γ

|f(γ)− f(t)|ϕ(t)♦αt

=

∫ b

a

|f(t)− f(γ)|ϕ(t)♦αt. (2.5.22)

Similarly, we find that

∫ l

a

[f(t)− f(l)]g(t)♦αt+

∫ b

l

[f(l)− f(t)][h(t)− g(t)]♦αt

≥
∫ b

a

|f(t)− f(l)|ϕ(t)♦αt. (2.5.23)

By combining the integrals in (2.5.5) and (2.5.6) and the inequalities (2.5.22)
and (2.5.23), we have the inequality (2.5.21). The proof is complete.

2.6 Hermite–Hadamard Inequalities

The Hermite–Hadamard inequality was published in [70]. For the convex
function f : [a, b] → R, the integral of f can be estimated by the inequality

f

(
a+ b

2

)
≤ 1

b− a

∫ b

a

f(x)dx ≤ f(a) + f(b)

2
.

We note that the left-hand side of the Hermite–Hadamard inequality is a
special case of the Jensen inequality.

The results in this section are adapted from [26, 63, 64]. First, we begin
with an inequality containing the delta derivative on time scales.

Theorem 2.6.1 Let f : [a, b]T → R be delta differentiable function such that
m ≤ fΔ(t) ≤ M for every t ∈ [a, b]T for some numbers m < M . If there
exist l, γ ∈ [a, b]T such that

γ − a ≤ [f(b)− f(a)−m(b− a)]

M −m
≤ b− l,
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then

mh2(a, b) + (M −m)h2(a, γ) ≤ (b− a)f(b)−
∫ b

a

f(t)Δt

≤ Mh2(a, b) + (m−M)h2(a, l), (2.6.1)

where h(t, s) is defined as in (1.4.5).

Proof. Let

k(t) :=
[f(t)−m(t− b)]

M −m
, F (t) := h1(a, σ(t)),

and

G(t) := kΔ(t) =
[fΔ(t)−m]

M −m
∈ [0, 1].

Clearly F is decreasing and nonpositive, and

∫ b

a

G(t)Δt =
[f(b)− f(a)−m(b− a)]

M −m
∈ [γ − a, b− l].

Note
∫ b

l

F (t)Δt =

∫ b

l

h1(a, σ(t))Δt = − h2(a, t)|bl = −h2(a, b) + h2(a, l),

and ∫ γ

a

F (t)Δt = − h2(a, t)|γa = −h2(a, γ).

Moreover, using the formula for integration by parts for delta integrals, we
see that
∫ b

a

F (t)G(t)Δt =

∫ b

a

F (t)kΔ(t)Δt = h1(a, t)k(t)|ba −
∫ b

a

hΔ
1 (a, t)k(t)Δt

=
1

M −m

[
−(b− a)f(b) +

∫ b

a

f(t)Δt+mh2(a, b)

]
.

Using Steffensen’s inequality for delta integrals, we obtain that

−h2(a, b) + h2(a, l) ≤ 1

M −m

[
−(b− a)f(b) +

∫ b

a

f(t)Δt+mh2(a, b)

]

≤ −h2(a, γ),

which yields the desired inequality (2.6.1). The proof is complete.
Suppose that f is (n + 1) times nabla differentiable on Tκn+1 . Using

Taylor’s Theorem 1.4.4, we define the remainder function by

Ř−1,f (., s) = f(s),
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and for n > −1,

Řn,f (t, s) = f(s)−
n∑

k=0

ĥk(t, s)f
∇k

(s) =

∫ s

t

ĥn(s, ρ(ξ))f
∇n+1

(ξ)∇ξ.

The proof of the next result is by induction (and we omit the proof).

Lemma 2.6.1 Suppose f is (n+1) times nabla differentiable on Tκn+1 . Then

∫ b

a

ĥn+1(t, ρ(s))f
∇n+1

(s)∇s =

∫ t

a

Řn,f (a, s)∇s+

∫ b

t

Řn,f (b, s)∇s.

Corollary 2.6.1 Suppose f is (n + 1) times nabla differentiable on Tκn+1 .
Then

∫ b

a

ĥn+1(a, ρ(s))f
∇n+1

(s)∇s =

∫ b

a

Řn,f (b, s)∇s,

∫ b

a

ĥn+1(b, ρ(s))f
∇n+1

(s)∇s =

∫ b

a

Řn,f (a, s)∇s.

Our next result follows by induction (we leave the details to the reader).

Lemma 2.6.2 Suppose f is (n+1) times delta differentiable on T
κn+1

. Then

∫ b

a

hn+1(t, σ(s))f
Δn+1

(s)Δs =

∫ t

a

Rn,f (a, s)Δs+

∫ b

t

Rn,f (b, s)Δs,

where

Rn,f (t, s) = f(s)−
n∑

j=0

hj(s, t)f
Δj

(t).

Theorem 2.6.2 Let f be an (n+1) times nabla differentiable function such

that f∇n+1

(s) is increasing and f∇n

is monotonic (either increasing or de-
creasing) on [a, b]T. Assume l, γ ∈ [a, b]T such that

b− l ≤ ĥn+2(b, a))

ĥn+1(b, ρ(a))
≤ γ − a, if f∇n

is decreasing,

γ − a ≤ ĥn+2(b, a))

ĥn+1(b, ρ(a))
≤ b− l, if f∇n

is increasing.

Then

f∇n

(γ)− f∇n

(a) ≤
∫ b
a
Řn,f (a, s)∇s

ĥn+1(b, ρ(a))
≤ f∇n

(b)− f∇n

(l). (2.6.2)
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Proof. Assume that f∇n

is decreasing (the case where f∇n

is increasing

is similar and is omitted). Let F = −f∇n+1

. Now, since f∇n

is decreasing,
we have F ≥ 0 and decreasing on [a, b]T. Define

g(t) =
ĥn+1(b, ρ(t))

ĥn+1(b, ρ(a))
∈ [0, 1], for t ∈ [a, b]T and n ≥ −1.

We will apply Steffensen’s inequality (see Theorem 2.5.2). Using the fact
that

ĥ∇
k+1(t, s) = −ĥk(t, ρ(s)), (2.6.3)

we see that

∫ b

a

g(t)∇t =
1

ĥn+1(b, ρ(a))

∫ b

a

ĥn+1(b, ρ(t))∇t =
ĥn+2(b, a))

ĥn+1(b, ρ(a))
.

That is

b− l ≤ ĥn+2(b, a))

ĥn+1(b, ρ(a))
≤ γ − a,

then ∫ b

l

F (t)∇t ≤
∫ b

a

g(t)F (t)∇t ≤
∫ γ

a

F (t)∇t.

By Corollary 2.6.1 this simplifies to

f∇n

(t)
∣∣∣γ
t=a

≤ 1

ĥn+1(b, ρ(a))

∫ b

a

Řn,f (a, s)∇s ≤ f∇n

(t)
∣∣∣γ
t=l

,

which gives the desired inequality (2.6.2). The proof is complete.
It is evident that an analogous result can be found for the delta integral

case using the delta results in Corollary 2.5.1 by putting h(t) = 1. As usual
a twice nabla differentiable function f : [a, b]T → R is convex on [a, b]T if and

only if f∇2 ≥ 0 on [a, b]T.

Corollary 2.6.2 Let f : [a, b]T → R be convex and monotonic. Assume l,
γ ∈ [a, b]T such that

l ≥ b− ĥ2(b, a)

b− ρ(a)
, γ ≥ ĥ2(b, a)

b− ρ(a)
+ a, if f is decreasing,

l ≤ b− ĥ2(b, a)

b− ρ(a)
, γ ≤ ĥ2(b, a)

b− ρ(a)
+ a, if f is increasing.

Then

f(γ) +
ρ(a)− a

b− ρ(a)
f(a) ≤ 1

b− ρ(a)

∫ b

a

f(t)∇t ≤ f(b) +
b− a

b− ρ(a)
f(a)− f(l).
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Another slightly different form of the Hermite–Hadamard inequality is
the following inequality which is given by applying the Steffensen inequality
proved in Theorem 2.5.2.

Theorem 2.6.3 Let f : [a, b]T → R be convex and monotonic. Assume l,
γ ∈ [a, b]T such that

l ≥ a+
ĥ2(b, a)

b− a
, γ ≥ b− ĥ2(b, a)

b− a
, if f is decreasing,

l ≤ a+
ĥ2(b, a)

b− a
, γ ≤ b− ĥ2(b, a)

b− a
, if f is increasing.

Then

f(γ) ≤ 1

b− a

∫ b

a

fρ(t)∇t ≤ f(b) + f(a)− f(l). (2.6.4)

Proof. Assume that f is decreasing and convex. Then f∇2 ≥ 0 and
f∇ ≤ 0. Then F = −f∇ is decreasing and satisfies F ≥ 0. For G(t) = b−t

b−a ,
we see for every t ∈ [a, b] that 0 ≤ G(t) ≤ 1 and F and G satisfy the
hypotheses in Theorem 2.5.2. Now, the inequality

b− l ≤
∫ b

a

G(t)∇t ≤ γ − a,

can be rewritten in the form

b− l ≤ 1

b− a

∫ b

a

(b− t)∇t ≤ γ − a.

We consider the left hand inequality which takes the form

l ≥ b− 1

b− a

∫ b

a

(b− t)∇t = b− 1

b− a

∫ b

a

(b− a+ t− a)∇t,

which simplifies to

l ≥ a+
ĥ2(b, a)

b− a
.

Similarly

γ ≥ b− ĥ2(b, a)

b− a
.

Furthermore, note that
∫ s
r
F (t)∇t = f(r) − f(s), and integrating by parts

yields that

∫ b

a

F (t)G(t)∇t =

∫ b

a

(t− b)

b− a
f∇(t)∇t = f(a)− 1

b− a

∫ b

a

fρ(t)∇t.
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It follows that Steffensen’s inequality takes the form

f(l)− f(b) ≤ f(a)− 1

b− a

∫ b

a

fρ(t)∇t ≤ f(a)− f(γ),

which can be arranged to match the desired inequality (2.6.4). The case
where f is increasing is similar and is omitted. The proof is complete.

Theorem 2.6.4 Let f : [a, b]T → R be an n + 1 times nabla differentiable

function such that m ≤ f∇n+1

(t) ≤ M for every t ∈ [a, b]T for some numbers
m < M . If there exist l, γ ∈ [a, b]T such that

b− l ≤
[
f∇n

(b)− f∇n

(a)−m(b− a)
]

M −m
≤ γ − a,

then

mĥn+2(b, a) + (M −m)ĥn+2(b, l) ≤
∫ b

a

Řn,f (a, t)∇t

≤ Mĥn+2(b, a) + (m−M)ĥn+2(b, γ). (2.6.5)

where ĥn(t, s) is defined as in (1.4.7).

Proof. Let

k(t) =
1

M −m

[
f(t)−mĥn+1(t, a)

]
, F (t) = ĥn+1(b, ρ(t)),

and

G(t) = k∇
n+1

(t) =
1

M −m

[
f∇n+1

(t)−m
]
∈ [0, 1].

Observe that F is nonnegative and decreasing, and

∫ b

a

G(t)∇t =
1

M −m

[
f∇n

(b)− f∇n

(a)−m(b− a)
]
.

Now by (2.6.3), we get that

∫ b

l

F (t)∇t =

∫ b

l

ĥn+1(b, ρ(t))∇t = ĥn+2(b, l),

and ∫ γ

a

F (t)∇t = ĥn+2(b, a)− ĥn+2(b, γ).
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Moreover, using Corollary 2.6.1, we have

∫ b

a

G(t)F (t)∇t ≤ 1

M −m

∫ b

a

ĥn+1(b, ρ(t))
(
f∇n

(t)−m
)
∇t

=
1

M −m

∫ b

a

Řn,f (a, t)∇t+
m

M −m
ĥn+2(b, t)

∣∣∣b
a

=
1

M −m

∫ b

a

Řn,f (a, t)∇t− m

M −m
ĥn+2(b, a).

Using Steffensen’s inequality (2.5.3), we have

ĥn+2(b, l) ≤ 1

M −m

[∫ b

a

Řn,f (a, t)∇t−mĥn+2(b, a)

]

≤ ĥn+2(b, a)− ĥn+2(b, γ),

which yields the desired inequality (2.6.5). The proof is complete.
The following inequality is an inequality of Hermite–Hadamard type for

nabla derivative and is derived from Theorem 2.6.4 with n = 0.

Theorem 2.6.5 Let f : [a, b]T → R be nabla differentiable function such that
m ≤ f∇ ≤ M for every t ∈ [a, b]T for some numbers m < M . If there exist
l, γ ∈ [a, b]T such that

b− l ≤ [f(b)− f(a)−m(b− a)]

M −m
≤ γ − a,

then

mĥ2(b, a) + (M −m)ĥ2(b, l) ≤
∫ b

a

f(t)∇t− (b− a)f(a)

≤ Mĥ2(b, a) + (m−M)ĥ2(b, γ),

where ĥn(t, s) is defined as in (1.4.7).

Next we present some inequalities of Hermite–Hadamard type for
diamond-α derivative on time scales. We start with a few technical lemmas.
The first lemma gives the relation between the integrals of delta, nabla, and
classical integrals on R and we present it without proof.

Lemma 2.6.3 Let f : T → R be a continuous function and a, b ∈ T.

(i) If f is nondecreasing on T, then

(b− a)f(a) ≤
∫ b

a

f(t)Δt ≤
∫ b

a

f̃(t)dt ≤
∫ b

a

f(t)∇t ≤ (b− a)f(b),

where f̃ : R → R is a continuous nondecreasing function such that
f(t) = f̃(t) for all t ∈ T.
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(ii) If f is nonincreasing on T, then

(b− a)f(a) ≥
∫ b

a

f(t)Δt ≥
∫ b

a

f̃(t)dt ≥
∫ b

a

f(t)∇t ≥ (b− a)f(b),

where f̃ : R → R is a continuous nonincreasing function such that
f(t) = f̃(t) for all t ∈ T.

In both cases, there exists an

αT =

∫ b
a
f̃(t)dt− ∫ b

a
f(t)∇t∫ b

a
f(t)Δt− ∫ b

a
f(t)∇t

∈ [0, 1],

such that ∫ b

a

f(t)♦αT
t =

∫ b

a

f̃(t)dt.

Remark 2.6.1 (i). If f is nondecreasing on T, then for α ≤ αT , we have

∫ b

a

f(t)♦αt ≥
∫ b

a

f̃(t)dt,

while if α ≥ αT , we have

∫ b

a

f(t)♦αt ≤
∫ b

a

f̃(t)dt.

(ii). If f is nonincreasing on T, then for α ≤ αT , we have

∫ b

a

f(t)♦αt ≤
∫ b

a

f̃(t)dt,

while if α ≥ αT , we have

∫ b

a

f(t)♦αt ≥
∫ b

a

f̃(t)dt.

(iii) If T = [a, b] or f is a constant, then αT can be any real number from
[0, 1]. Otherwise αT ∈ (0, 1).

Next we present a lemma which gives a relation between the existence of
the delta integral of a linear function and its corresponding nabla integral.

Lemma 2.6.4 Let f : T → R be linear function and let f̃ : [a, b] → R be

the corresponding linear function. If
∫ b
a
f(t)Δt =

∫ b
a
f̃(t)dt−C, with C ∈ R,

then
∫ b
a
f(t)∇t =

∫ b
a
f̃(t)dt+ C.
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Let

xα =
1

b− a

∫ b

a

t♦αt,

and call it the α-center of the time scale interval [a, b]T. Now, we are in a
position to state and prove diamond-α Hermite–Hadamard type inequalities
on time scales.

Theorem 2.6.6 Let T be a time scale and a, b ∈ T. Let f : [a, b]T → R be a
continuous convex function. Then

f(xα) ≤ 1

b− a

∫ b

a

f(t)♦αt ≤ b− xα

b− a
f(a) +

xα − a

b− a
f(b). (2.6.6)

Proof. For every convex function, we have

f(t) ≤ f(a) +
f(b)− f(a)

b− a
(t− a). (2.6.7)

By taking the diamond-α integral we get

∫ b

a

f(t)♦αt ≤
∫ b

a

f(a)♦αt+

∫ b

a

f(b)− f(a)

b− a
(t− a)♦αt

= (b− a)f(a) +
f(b)− f(a)

b− a

(∫ b

a

t♦αt− a(b− a)

)
,

that is
1

b− a

∫ b

a

f(t)♦αt ≤ b− xα

b− a
f(a) +

xα − a

b− a
f(b),

which is the right-hand side of (2.6.6). For the left-hand side, we use Theorem
2.2.5, by taking g(s) = s and F = f to get that

f

(∫ b
a
s♦αs

b− a

)
≤
∫ b
a
f(s)♦αs

b− a
.

Hence, we have

f(xα) ≤ 1

b− a

∫ b

a

f(s)♦αs,

which is the right-hand side of (2.6.6). The proof is complete.

Remark 2.6.2 The right-hand side of the Hermite–Hadamard inequality
(2.6.6) remains true for all 0 ≤ α ≤ λ, including the nabla integral, if
f(b) ≤ f(a) and for all λ ≤ α ≤ 1, including the delta derivative, if
f(b) ≥ f(a), where xλ is the λ-center of the time scale interval [a, b]T.



78 CHAPTER 2. BASIC INEQUALITIES

Let us suppose that f(b) ≥ f(a). Then by taking the diamond-α integral
of the inequality (2.6.7), we get that

∫ b

a

f(t)♦αt ≤ (b− a)f(a) +
f(b)− f(a)

b− a

(∫ b

a

t♦αt− a(b− a)

)

≤ (b− a)f(a) + (f(b)− f(a)) (xλ − a)

≤ (b− xλ)f(a) + f(b) (xλ − a) .

According to Lemma 2.6.3, the last inequality is true for
∫ b
a
t♦αt ≤

∫ b
a
t♦λt,

that is for α ≥ λ. The same arguments work for λ ≥ α.

Remark 2.6.3 The left-hand side of the Hermite–Hadamard inequality
(2.6.6) remains true for all 0 ≤ α ≤ λ, including the nabla integral, if
f is nonincreasing for all λ ≤ α ≤ 1, including the delta derivative, if f
is nondecreasing

Let us suppose that f is nonincreasing. Then using Theorem 2.2.5, by
taking g(s) = s and F = f, we have

f

(∫ b
a
s♦αs

b− a

)
≤
∫ b
a
f(s)♦αs

b− a
.

For α ≥ λ, we have
∫ b
a
t♦αt ≤

∫ b
a
t♦λt and so

f

(∫ b
a
s♦λs

b− a

)
≤ f

(∫ b
a
s♦αs

b− a

)
≤
∫ b
a
f(s)♦αs

b− a
,

that is

f(xλ) ≤ 1

b− a

∫ b

a

f(s)♦αs.

The same arguments are used to prove the case when f is nondecreasing.

Theorem 2.6.7 Let T be a time scale, α, λ ∈ [0, 1] and a, b ∈ T. Let
f : [a, b]T → R be a continuous convex function. Then

(i). if f is nondecreasing on [a, b]T, then for all α ∈ [0, λ] one has

f(xλ) ≤ 1

b− a

∫ b

a

f(t)♦αt, (2.6.8)

and for all α ∈ [λ, 1], one has

1

b− a

∫ b

a

f(t)♦αt ≤ b− xλ

b− a
f(a) +

xλ − a

b− a
f(b). (2.6.9)
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(ii). if f is nonincreasing on [a, b]T, then for all α ∈ [0, λ] one has the
inequality (2.6.9), and for all α ∈ [λ, 1], one has the inequality (2.6.8).

Now we prove an inequality of Hermite–Hadamard type with a weight
function.

Theorem 2.6.8 Let T be a time scale and a, b ∈ T. Let f : [a, b]T → R be a
continuous convex function and let w : [a, b]T → R be a continuous function

such that w(t) ≥ t for all t ∈ T and
∫ b
a
w(t)♦αt > 0. Then

f(xw,α) ≤ 1∫ b
a
w(t)♦αt

∫ b

a

f(t)w(t)♦αt

≤ b− xw,α

b− a
f(a) +

xw,α − a

b− a
f(b), (2.6.10)

where xw,α =
∫ b
a
tw(t)♦αt/

∫ b
a
w(t)♦αt.

Proof. For the convex function f(t), we have

f(t) ≤ f(a) +
f(b)− f(a)

b− a
(t− a).

Multiplying this inequality by w(t) which is nonnegative, we get after inte-
gration that∫ b

a

w(t)f(t)♦αt ≤ f(a)

∫ b

a

w(t)♦αt

+
f(b)− f(a)

b− a

[∫ b

a

tw(t)♦αt− a

∫ b

a

w(t)♦αt

]
,

that is

1∫ b
a
w(t)♦αt

∫ b

a

f(t)♦αt ≤ b− xw,α

b− a
f(a) +

xw,α − a

b− a
f(b),

which is the right-hand side of (2.6.10). For the left-hand side, we use Theo-
rem 2.2.6, by taking g(s) = s and h(t) = w(t) and F = f to get that

f

(∫ b
a
w(s)s♦αs∫ b

a
w(s)♦αs

)
≤
∫ b
a
f(s)w(s)♦αs∫ b
a
w(s)s♦αs

.

Hence, we have

f(xw,α) ≤ 1∫ b
a
w(t)♦αt

∫ b

a

w(t)f(t)♦αt,

which is the left-hand side of (2.6.10). The proof is complete.

Remark 2.6.4 If we consider concave functions instead of the convex func-
tions, the inequalities (2.6.6), (2.6.8)–(2.6.10) are reversed.
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2.7 Čebyšev Inequalities

The Čebyšev inequality (see [110]) is given by

∫ b

a

p(x)dx

∫ b

a

p(x)f(x)g(x)dx ≥
∫ b

a

p(x)f(x)dx

∫ b

a

p(x)g(x)dx, (2.7.1)

where f , g : [a, b] → R are integrable functions both increasing or both
decreasing and p : [a, b] → R

+ is an integrable function. If one of the func-
tions f or g is nonincreasing and the other nondecreasing then the inequality
in (2.7.1) is reversed. The special case of (2.7.1), when p = 1 is given by

∫ b

a

f(x)g(x)dx ≥ 1

b− a

∫ b

a

f(x)dx

∫ b

a

g(x)dx. (2.7.2)

For each of the above inequalities there exists a corresponding discrete ana-
logue. The discrete version of (2.7.1) is given by

n∑
i=1

p(i)

n∑
i=1

p(i)a(i)b(i) ≥
n∑

i=1

p(i)a(i)

n∑
i=1

p(i)g(i), (2.7.3)

where a = (a(1), a(2), . . . , a(n)), b = (b(1), b(2), . . . , b(n)) are two nonde-
creasing (or nonincreasing) sequences and p = (p(1), p(2), . . . , p(n)) is a non-
negative sequence with equality if and only if at least one of the sequences a
or b is constant. The discrete version of (2.7.2) is given by

n∑
i=1

p(i)a(i)b(i) ≥ 1

n

n∑
i=1

a(i)
n∑

i=1

g(i), (2.7.4)

and is also called the discrete Čebyšev’s inequality.

In this section we obtain Čebyšev’s type inequalities on time scales which
as special cases contain the above continuous and discrete inequalities. The
results are adapted from [26, 156].

Theorem 2.7.1 Suppose that p ∈ Crd([a, b]T, [0,∞)). Let f1, f2, k1, k2 ∈
Crd([a, b]T,R) satisfy the following two conditions:

(C1). f2(x)k2(x) > 0 on [a, b]T,

(C2).
f1(x)
f2(x)

and k1(x)
k2(x)

are similarly ordered (or oppositely ordered), that is,

for all x, y ∈ [a, b]T

(
f1(x)

f2(x)
− f1(y)

f2(y)

)(
k1(x)

k2(x)
− k1(y)

k2(y)

)
≥ 0 (or ≤ 0).
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Then

1

2

∫ b

a

∫ b

a

p(x)p(y)

∣∣∣∣ f1(x) f1(y)
f2(x) f2(y)

∣∣∣∣
∣∣∣∣ k1(x) k1(y)
k2(x) k2(y)

∣∣∣∣ΔxΔy

=

∣∣∣∣∣
∫ b
a
p(x)f1(x)k1(x)Δx

∫ b
a
p(x)f1(x)k2(x)Δx∫ b

a
p(x)f2(x)k1(x)Δx

∫ b
a
p(x)f2(x)k2(x)Δx

∣∣∣∣∣ ≥ 0 (≤ 0).

(2.7.5)

Proof. Let x, y ∈ [a, b]T. Then it follows from (C1), (C2) and the identity

p(x)p(y)

∣∣∣∣ f1(x) f1(y)
f2(x) f2(y)

∣∣∣∣
∣∣∣∣ k1(x) k1(y)
k2(x) k2(y)

∣∣∣∣
= p(x)p(y)f2(x)f2(y)k2(x)k2(y)

(
f1(x)

f2(x)
− f1(y)

f2(y)

)(
k1(x)

k2(x)
− k1(y)

k2(y)

)
,

that (2.7.5) holds. The proof is complete.
Putting f1(x) = f(x), k1(x) = g(x) and f2(x) = k2(x) = 1 in Theorem

2.7.1, we have the following delta Čebyšev’s type inequality on time scales.

Corollary 2.7.1 Suppose that p, f , g ∈ Crd([a, b]T,R) with p(x) > 0 on
[a, b]T. Let f(x) and g(x) be similarly ordered (or oppositely ordered). Then

∫ b

a

p(x)Δx

∫ b

a

p(x)f(x)g(x)Δx ≥ (≤)

∫ b

a

p(x)f(x)Δx

∫ b

a

p(x)g(x)Δx.

(2.7.6)

Remark 2.7.1 Let p, γ ∈ Crd([a, b]T, [0,∞)). If f(x) and g(x) are similarly
ordered (or oppositely ordered), then it follows from (2.7.6) that

∫ b

a

p(x)Δx

∫ b

a

p(x)f(γ(x))g(γ(x))Δx

≥ (≤)

∫ b

a

p(x)f(γ(x))Δx

∫ b

a

p(x)g(γ(x))Δx.

Remark 2.7.2 Let p, fi ∈ Crd([a, b]T,R) for i = 1, 2, . . . , n with p(x) > 0
on [a, b]T. Suppose that f1(x), f2(x), . . . , fn(x) are similarly ordered. Then
we have from (2.7.6) that
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(∫ b

a

p(x)Δx

)n−1 ∫ b

a

p(x)(f1(x)f2(x) . . . .fn(x))Δx

=

(∫ b

a

p(x)Δx

)n−2(∫ b

a

p(x)Δx

)(∫ b

a

p(x)(f1(x)f2(x) . . . .fn(x))Δx

)

≥
(∫ b

a

p(x)Δx

)n−2(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)(f2(x) . . . .fn(x))Δx

)

≥
(∫ b

a

p(x)Δx

)n−3(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)f2(x)Δx

)

×
(∫ b

a

p(x)(f3(x) . . . .fn(x))Δx

)

≥ . . . ≥
(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)f2(x)Δx

)
. . .

(∫ b

a

p(x)fn(x)Δx

)
.

This gives us that

(∫ b

a

p(x)Δx

)n−1 ∫ b

a

p(x)(f1(x)f2(x) . . . .fn(x))Δx ≥
(∫ b

a

p(x)f1(x)Δx

)

×
(∫ b

a

p(x)f2(x)Δx

)
. . .

(∫ b

a

p(x)fn(x)Δx

)
. (2.7.7)

In particular, if f1 = f2 = . . . = fn, then(∫ b

a

p(x)Δx

)n−1 ∫ b

a

p(x)(fn(x))
nΔx ≥

(∫ b

a

p(x)f(x)Δx

)n

.

Putting f(x) = f1(x)
f2(x)

, g(x) = g1(x)
g2(x)

and p(x) = f2(x)g2(x) in (2.7.6), we

have the following delta Čebyšev’s type inequality on time scales.

Corollary 2.7.2 Suppose that f1, f2, g1, g2 ∈ Crd([a, b]T,R) with f2(x)g2
(x) > 0 on [a, b]T. If f1(x)

f2(x)
and g1(x)

g2(x)
are both increasing or both decreasing,

then∫ b

a

f1(x)g1(x)Δx

∫ b

a

f2(x)g2(x)Δx ≥
∫ b

a

f1(x)g2(x)Δx

∫ b

a

f2(x)g1(x)Δx.

(2.7.8)

If one of f1(x)
f2(x)

or g1(x)
g2(x)

is nonincreasing and the other nondecreasing then the

inequality in (2.7.8) is reversed.

We notice that if f1(x) = f(x)f2(x), g1(x) = g(x)g2(x) and p(x) =
f2(x)g2(x), then the inequality (2.7.8) reduces to the inequality (2.7.6).
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Theorem 2.7.2 Let f ∈ Crd([a, b]T, [0,∞)) be decreasing (or increasing)

with
∫ b
a
xp(x)f(x)Δx > 0 and

∫ b
a
p(x)f(x)Δx > 0. Then

∫ b
a
xp(x)f2(x)Δx∫ b

a
xp(x)f(x)Δx

≥ (≤)

∫ b
a
p(x)f2(x)Δx∫ b

a
p(x)f(x)Δx

. (2.7.9)

Proof. Clearly, for any x, y ∈ [a, b]T,

∫ b

a

∫ b

a

f(x)f(y)p(x)p(y)(y − x)(f(x)− f(y))ΔxΔy ≥ (≤) 0,

which implies inequality (2.7.9). The proof is complete.

Remark 2.7.3 Let f ∈ Crd([a, b]T, [0,∞)) and n be a positive integer. If
p and g are replaced by p/f and fn respectively, then the Čebyšev inequal-
ity (2.7.6) is reduced to the inequality

∫ b

a

p(x) (f(x))
n
Δx

∫ b

a

p(x)

f(x)
Δx ≥

∫ b

a

p(x)Δx

∫ b

a

p(x) (f(x))
n−1

Δx,

which implies that

∫ b

a

p(x) (f(x))
n
Δx

(∫ b

a

p(x)

f(x)
Δx

)2

≥
∫ b

a

p(x)Δx

∫ b

a

p(x) (f(x))
n−1

Δx

∫ b

a

p(x)

f(x)
Δx

≥
(∫ b

a

p(x)Δx

)2 ∫ b

a

p(x) (f(x))
n−2

Δx,

provided f and fn are similarly ordered. Proceeding we get

∫ b

a

p(x) (f(x))
n
Δx

(∫ b

a

p(x)

f(x)
Δx

)n

≥
(∫ b

a

p(x)Δx

)n+1

.

Theorem 2.7.3 If p, f ∈ Crd([a, b]T, [0,∞)) with f(x) > 0 on [a, b]T and n
a positive integer, then

(∫ b

a

p(x)

f(x)
Δx

)n(∫ b

a

p(x)fn(x)Δx

)
≥
(∫ b

a

p(x)Δx

)n

. (2.7.10)
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Proof. It follows from f(x) > 0 on [a, b]T that fn(x) and 1/f(x) are
oppositely ordered on [a, b]T. Hence by (2.7.6) we have

∫ b

a

p(x) (f(x))
n
Δx

(∫ b

a

p(x)

f(x)
Δx

)n

≥
∫ b

a

p(x)Δx

(∫ b

a

p(x)

f(x)
Δx

)n−1 ∫ b

a

p(x) (f(x))
n−1

Δx

≥
(∫ b

a

p(x)Δx

)2(∫ b

a

p(x)

f(x)
Δx

)n−2 ∫ b

a

p(x) (f(x))
n−2

Δx

≥ . . . ≥
(∫ b

a

p(x)Δx

)n

,

which is the desired inequality (2.7.10). The proof is complete.

Theorem 2.7.4 Let g1, g2, . . . , gn ∈ Crd([a, b]T,R) and p, h1, h2, . . . , hn−1 ∈
Crd([a, b]T, [0,∞)) with gn(x) > 0 on [a, b]T. If

g1(x)g2(x) . . . gn−1(x)

h1(x)h2(x) . . . hn−1(x)
and

hn−1(x)

gn(x)
,

are similarly ordered (or oppositely ordered), then∫ b

a

p(x)gn(x)Δx

∫ b

a

p(x)g1(x)g2(x) . . . gn−1(x)

h1(x)h2(x) . . . hn−1(x)
Δx

≥ (≤)

∫ b

a

p(x)hn−1(x)Δx

∫ b

a

p(x)g1(x)g2(x) . . . gn(x)

h1(x)h2(x) . . . hn−1(x)
Δx.

(2.7.11)

Proof. Taking

f1(x) =
g1(x)g2(x) . . . gn−1(x)

h1(x)h2(x) . . . hn−1(x)
, k1(x) = hn−1(x), f2(x) = 1, and k2(x) = gn(x),

in Theorem 2.7.1, we get the desired inequality (2.7.11). The proof is
complete.

Theorem 2.7.5 Let p, f1, f2, . . . , fn ∈ Crd([a, b]T, [0,∞)) and g1, g2, . . . ,
gn ∈ Crd([a, b]T, [0,∞)). If the functions f1,

f2
g1
, . . . , fn

gn−1
are similarly ordered

and for each pair fk
gk−1

, gk−1 is oppositely ordered for k = 2, 3, . . . , n, then

∫ b

a

p(x)f1(x)
f2(x)f3(x) . . . fn(x)

g1(x)g2(x) . . . gn−1(x)
Δx

≥ ∫ b
a
p(x)f1(x)Δx

∫ b
a
p(x)f2(x)Δx . . .

∫ b
a
p(x)fn(x)Δx∫ b

a
p(x)g1(x)Δx

∫ b
a
p(x)g2(x)Δx . . .

∫ b
a
p(x)gn(x)Δx

. (2.7.12)
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Proof. Let f1, f2, . . . , fn be replaced by f1,
f2
g1
, . . . , fn

gn−1
in (2.7.7), and

we obtain

(∫ b

a

p(x)Δx

)n−1 ∫ b

a

p(x)f1(x)
f2(x)f3(x) . . . fn(x)

g1(x)g2(x) . . . gn−1(x)
Δx

≥
(∫ b

a

p(x)f1(x)Δx

)
n∏

k=2

∫ b

a

p(x)
fk(x)

gk−1(x)
Δx. (2.7.13)

Also, since fk
gk−1

, gk−1 is oppositely ordered for k = 2, 3, . . . , n, it follows

from (2.7.6), that

∫ b

a

p(x)Δx

(∫ b

a

p(x)fk(x)Δx

)
≤
(∫ b

a

p(x)gk−1(x)Δx

)∫ b

a

p(x)
fk(x)

gk−1(x)
Δx.

Thus ∫ b

a

p(x)
fk(x)

gk−1(x)
Δx ≥

∫ b
a
p(x)Δx

(∫ b
a
p(x)fk(x)Δx

)
∫ b
a
p(x)gk−1(x)Δx.

This and (2.7.13) imply (2.7.12). The proof is complete.

Theorem 2.7.6 Let p, f1, f2, . . . , fn ∈ Crd([a, b]T, [0,∞)) and k1, k2, . . . ,
kn−1 ∈ Crd([a, b]T,R). If

f1(x)f2(x) . . . fi−1(x)

k1(x)k2(x) . . . ki−1(x)
and

ki−1(x)

fi(x)
,

are similarly ordered (or oppositely ordered) for i = 2, 3, .., n, then

(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)f2(x)Δx

)
. . .

(∫ b

a

p(x)fn(x)Δx

)

≥ (≤)

(∫ b

a

p(x)k1(x)Δx

)(∫ b

a

p(x)k2(x)Δx

)
. . .

(∫ b

a

p(x)kn−1(x)Δx

)

×
∫ b

a

p(x)
f1(x)f2(x) . . . fn(x)

k1(x)k2(x) . . . kn−1(x)
Δx. (2.7.14)

Proof. If f1(x), k1(x), f2(x) and k2(x) are replaced by f1(x), 1, k1(x),
f2(x)
k1(x)

in Theorem 2.7.1, then we obtain

∫ b

a

p(x)f1(x)Δx

∫ b

a

p(x)f2(x)Δx ≥ (≤)

∫ b

a

p(x)k1(x)Δx

∫ b

a

p(x)
f1(x)f2(x)

k1(x)
Δx.
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Thus the theorem holds for n = 2. Suppose that the theorem holds for n−1,
that is(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)f2(x)Δx

)
. . .

(∫ b

a

p(x)fn−1(x)Δx

)

≥ (≤)

(∫ b

a

p(x)k1(x)Δx

)(∫ b

a

p(x)k2(x)Δx

)
. . .

(∫ b

a

p(x)kn−2(x)Δx

)

×
∫ b

a

p(x)
f1(x)f2(x) . . . fn−1(x)

k1(x)k2(x) . . . kn−2(x)
Δx, (2.7.15)

if

f1(x)f2(x) . . . fi−1(x)

k1(x)k2(x) . . . ki−1(x)
and

ki−1(x)

fi(x)
,

are similarly ordered (or oppositely ordered) for i = 2, 3, .., n−1. Multiplying

both sides of (2.7.15) by
∫ b
a
p(x)fn(x)Δx, we get that

∫ b

a

p(x)f1(x)Δx

∫ b

a

p(x)f2(x)Δx . . .

∫ b

a

p(x)fn−1(x)Δx

∫ b

a

p(x)fn(x)Δx

≥ (≤)

(∫ b

a

p(x)k1(x)Δx

)(∫ b

a

p(x)k2(x)Δx

)
. . .

(∫ b

a

p(x)kn−2(x)Δx

)

×
∫ b

a

p(x)
f1(x)f2(x) . . . fn−1(x)

k1(x)k2(x) . . . kn−2(x)
Δx

∫ b

a

p(x)fn(x)Δx. (2.7.16)

It follows from Theorem 2.7.5 that

∫ b

a

p(x)
f1(x)f2(x) . . . fn−1(x)

k1(x)k2(x) . . . kn−2(x)
Δx

∫ b

a

p(x)fn(x)Δx

≥ (≤)

∫ b

a

p(x)
f1(x)f2(x) . . . fn(x)

k1(x)k2(x) . . . kn−1(x)
Δx

∫ b

a

p(x)kn−1(x)Δx.

This and (2.7.16) imply

∫ b

a

p(x)f1(x)Δx

∫ b

a

p(x)f2(x)Δx . . .

∫ b

a

p(x)fn−1(x)Δx

∫ b

a

p(x)fn(x)Δx

≥ (≤)

(∫ b

a

p(x)k1(x)Δx

)(∫ b

a

p(x)k2(x)Δx

)
. . .

(∫ b

a

p(x)kn−1(x)Δx

)

×
∫ b

a

p(x)
f1(x)f2(x) . . . fn(x)

k1(x)k2(x) . . . kn−1(x)
Δx.

Then, by induction we have the desired inequality (2.7.14). The proof is
complete.
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Remark 2.7.4 Let kn ∈ Crd([a, b]T,R). If f1(x), f2(x), . . . , fn(x) and
k1(x), k2(x)., . . . , kn−1(x) are replaced by f1(x)f2(x) . . . fn(x), k1(x)k2(x) . . .
kn(x), f1(x)k2(x) . . . kn(x), k1(x)f2(x)k3(x) . . . kn(x), . . ., k1(x)k2(x) . . .
kn−2(x)fn−1(x)kn(x) in Theorem 2.7.6, respectively, then

∫ b

a

p(x)f1(x)f2(x) . . . fn(x)Δx

(∫ b

a

p(x)k1(x)k2(x) . . . kn(x)Δx

)−1

≥
(∫ b

a

p(x)f1(x)k2(x) . . . kn(x)Δx

)(∫ b

a

p(x)k1(x)f2(x)k3(x) . . . kn(x)Δx

)

. . .

∫ b

a

p(x)k1(x)k2(x) . . . kn−1(x)fn(x)Δx, (2.7.17)

if fi(x)
ki(x)

> 0 for i = 1, 2, . . . , n and k1(x)k2(x) . . . kn−1(x) > 0 on [a, b]T.

Remark 2.7.5 Letting f1(x) = f2(x) = . . . = fn(x) = f(x) and k1(x) =

k2(x) = . . . = kn(x) = k
1

n−1 (x) in (2.7.17) with k(x) > 0 on [a, b]T, we
obtain a Hölder type inequality on time scales

(∫ b

a

p(x)f(x)k(x)Δx

)n

≤
∫ b

a

p(x) (f(x))
n
Δx

(∫ b

a

p(x)k
n

n−1 (x)Δx

)n−1

.

Remark 2.7.6 Let p, f, g ∈ Crd([a, b]T, [0,∞)). Putting f1(x) = (f(x))n

g(x), f2(x) = f3(x) = . . . = fn(x) = g(x), and k1(x) = k2(x) = . . . =
kn−1(x) = f(x)g(x) in (2.7.14), we see that

(∫ b

a

p(x)f(x)g(x)Δx

)n

≤
∫ b

a

p(x) (f(x))
n
g(x)Δx

(∫ b

a

p(x)g(x)Δx

)n−1

.

Remark 2.7.7 Taking k1(x) = k2(x) = . . . = kn−1(x) = (f1(x)f2(x) . . .

fn(x))
1
n in (2.7.14), we obtain

(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)f2(x)Δx

)
. . .

(∫ b

a

p(x)fn(x)Δx

)

≥
(∫ b

a

p(x) (f1(x)f2(x) . . . fn(x))
1
n Δx

)n

,

if fi > 0 on [a, b]T and 1
fi(x)

(f1(x)f2(x) . . . fn(x))
1
n (i = 1, 2, . . . , n) are

similarly ordered.
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Remark 2.7.8 Taking k1(x) = k2(x) = . . . = kn−1(x) = 1 in (2.7.14), we
get the Čebyšev type inequality(∫ b

a

p(x)f1(x)Δx

)(∫ b

a

p(x)f2(x)Δx

)
. . .

(∫ b

a

p(x)fn(x)Δx

)

≤
(∫ b

a

p(x)Δx

)n−1 ∫ b

a

p(x)f1(x)f2(x) . . . fn(x)Δx,

if fi > 0 on [a, b]T and fi(x) (i = 1, 2, . . . , n) are similarly ordered.

We end this section by considering the Čebyšev inequality in the case of
nabla integrals; see [26].

Theorem 2.7.7 Let f and g be both increasing or both decreasing in [a, b]T.
Then ∫ b

a

f(t)g(t)∇t ≥ 1

b− a

∫ b

a

f(t)∇t

∫ b

a

g(t)∇t. (2.7.18)

If one of the functions is increasing and the other is decreasing, then the
inequality is reversed.

Now, we give some applications of Theorem 2.7.7.

Theorem 2.7.8 Assume that f∇n+1

is monotonic on [a, b]T and let

Řn,f (t, s) = f(s)−
n∑

k=0

ĥk(t, s)f
∇k

(s) =

∫ s

t

ĥn(s, ρ(ξ))f
∇n+1

(ξ)∇ξ.

(i). If f∇n+1

is increasing, then

∫ b

a

Řn,f (a, t)∇t−
[
f∇n

(b)− f∇n

(a)

b− a

]
ĥn+2(b, a)

≥
[
f∇n+1

(a)− f∇n+1

(b)
]
ĥn+2(b, a). (2.7.19)

(ii). If f∇n+1

is decreasing, then

∫ b

a

Řn,f (a, t)∇t−
[
f∇n

(b)− f∇n

(a)

b− a

]
ĥn+2(b, a)

≤
[
f∇n+1

(a)− f∇n+1

(b)
]
ĥn+2(b, a).

Proof. The proof of (ii) is analogous to that of (i) so we will just consider

(i). Let F (t) = f∇n+1

(t) and G(t) = ĥn(b, ρ(t)). Then F is increasing and G
is decreasing by assumption. From inequality (2.7.18), we see that

∫ b

a

F (t)G(t)∇t ≤ 1

b− a

∫ b

a

F (t)∇t

∫ b

a

G(t)∇t. (2.7.20)
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By Corollary 2.6.1, we see that

∫ b

a

F (t)G(t)∇t =

∫ b

a

ĥn+1(b, ρ(t))f
∇n+1

(t)∇t =

∫ b

a

Řn,f (a, t)∇t.

We also have∫ b

a

F (t)∇t = f∇n

(b)−f∇n

(a), and

∫ b

a

G(t)∇t =

∫ b

a

ĥn+1(b, ρ(t))∇t = ĥn+2(b, a).

Thus the inequality (2.7.20) implies that
∫ b

a

Řn,f (a, t)∇t ≤ 1

b− a

(
f∇n

(b)− f∇n

(a)
)
ĥn+2(b, a).

Since f∇n+1

is increasing on [a, b]T,

f∇n+1

(a)ĥn+2(b, a) ≤ 1

b− a

(
f∇n

(b)− f∇n

(a)
)
ĥn+2(b, a)

≤ f∇n+1

(b)ĥn+2(b, a),

and, we have

∫ b

a

Řn,f (a, t)∇t− 1

b− a

(
f∇n

(b)− f∇n

(a)
)
ĥn+2(b, a)

≥
∫ b

a

Řn,f (a, t)∇t− f∇n+1

(b)ĥn+2(b, a).

Now Corollary 2.6.1 and f∇n+1

is increasing imply that

f∇
n+1

(b)

∫ b

a

ĥn+1(b, ρ(t))∇t ≥
∫ b

a

Řn,f (a, t)∇t ≥ f∇
n+1

(a)

∫ b

a

ĥn+1(b, ρ(t))∇t,

which simplifies to

f∇n+1

(b)ĥn+2(b, a) ≥
∫ b

a

Řn,f (a, t)∇t ≥ f∇n+1

(a)

∫ b

a

ĥn+2(b, a)∇t.

We now have inequality (2.7.19). The proof is complete.

Theorem 2.7.9 Assume that f∇n+1

is monotonic on [a, b]T.

(i) If fΔn+1

is increasing, then

0 ≤ (−1)n+1

∫ b

a

Rn,f (b, t)Δt−
[
fΔn

(b)− fΔn

(a)

b− a

]
gn+2(b, a)

≤
[
fΔn+1

(b)− fΔn+1

(a)
]
gn+2(b, a). (2.7.21)



90 CHAPTER 2. BASIC INEQUALITIES

(ii). If fΔn+1

is decreasing, then

0 ≥ (−1)n+1

∫ b

a

Rn,f (b, t)∇t−
[
fΔn

(b)− fΔn

(a)

b− a

]
gn+2(b, a)

≥
[
fΔn+1

(b)− fΔn+1

(a)
]
gn+2(b, a).

Proof. The proof of (ii) is analogous to that of (i) so we only consider

(i). Let F (t) = fΔn+1

(t) and G(t) = (−1)n+1hn+1(a, σ(t)). Then F and G
are increasing. Inequality (2.7.6) with p = 1, f = F and g = G, gives

∫ b

a

F (t)G(t)Δt ≥ 1

b− a

∫ b

a

F (t)Δt

∫ b

a

G(t)Δt. (2.7.22)

By Lemma 2.6.2 with t = a,

∫ b

a

F (t)G(t)Δt = (−1)n+1

∫ b

a

hn+1(a, σ(t))f
Δn+1

(t)Δt

= (−1)n+1

∫ b

a

Rn,f (b, t)Δt.

We also have
∫ b
a
F (t)Δt = fΔn

(b)− fΔn

(b) and

∫ b

a

G(t)Δt = (−1)n+1

∫ b

a

hn+1(a, σ(t))Δt = gn+2(b, a).

Thus by (2.7.22), we have

0 ≤ (−1)n+1

∫ b

a

Rn,f (b, t)Δt− 1

b− a

[
fΔn

(b)− fΔn

(b)
]
gn+2(b, a).

Since fΔn+1

is increasing on [a, b]T,

fΔ
n+1

(a)gn+2(b, a) ≤ 1

b− a

[
fΔ

n

(b)− fΔ
n

(b)
]
gn+2(b, a) ≤ fΔ

n+1

(b)gn+2(b, a),

and we have

(−1)n+1

∫ b

a

Rn,f (b, t)Δt− fΔn+1

(a)gn+2(b, a)

≥ (−1)n+1

∫ b

a

Rn,f (b, t)Δt−
[
fΔn

(b)− fΔn

(b)
]

b− a
gn+2(b, a).

Now, from Definition 1.4.1, since

gn(t, s) = (−1)nhn(s, t),
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we have by Lemma 2.6.2 with t = a that

(−1)n+1

∫ b

a

Rn,f (b, t)Δt =

∫ b

a

gn+1(σ(t), a)f
Δn+1

(t)Δt.

Since fΔn+1

is increasing, we get that

fΔn+1

(b)

∫ b

a

gn+1(σ(t), a)Δt ≥ (−1)n+1

∫ b

a

Rn,f (b, t)Δt

≥ fΔn+1

(a)

∫ b

a

gn+1(σ(t), a)Δt

which simplifies to

fΔn+1

(b)gn+1(b, a) ≥ (−1)n+1

∫ b

a

Rn,f (b, t)Δt ≥ fΔn+1

(a)gn+2(b, a).

We now have (2.7.21). The proof is complete.

Remark 2.7.9 In Theorem 2.7.8 (i), if n = 0, we obtain

∫ b

a

f(t)∇t ≤ (b− a)f(a) +
ĥ2(b, a)

b− a
(f(b)− f(a)). (2.7.23)

Theorem 2.7.10 Assume that f is nabla convex on [a, b]T, that is, f
∇2 ≥ 0

on [a, b]T. Then

∫ b

a

fρ(t)(t− a)∇t ≤ (b− a)f(b)− ĥ2(b, a)

b− a
(f(b)− f(a)). (2.7.24)

Proof. If F = f∇ and G = t − a = ĥ1(t, a), then both F and G are
increasing functions. By Čebyšev’s inequality we see that

∫ b

a

fρ(t)(t− a)∇t ≥ 1

b− a

∫ b

a

f∇(t)∇t

∫ b

a

ĥ1(t, a)∇t.

Using nabla integration by parts on the left-hand side we get the desired
inequality (2.7.24). The proof is complete.

The following result is a Hermite–Hadamard type inequality for time
scales and is obtained by a combination of (2.7.23) and (2.7.24).

Corollary 2.7.3 Let f be nabla convex on [a, b]T. Then

1

b− a

∫ b

a

fρ(t) + f(t)

2
∇t ≤ f(a) + f(b)

2
.



Chapter 3

Opial Inequalities

——————————————————————————————
All human knowledge begins with intuitions proceeds thence to concepts

and ends with ideas.
Kant (1724–1804).

——————————————————————————————
In 1960 Opial proved that if x is absolutely continuous on [a, b] with

x(a) = x(b) = 0, then

∫ b

a

|x(t)|
∣∣∣x′

(t)
∣∣∣ dt ≤ (b− a)

4

∫ b

a

∣∣∣x′
(t)
∣∣∣2 dt. (3.0.1)

We refer the reader to [9] for results on Opial type inequalities. We also note
if x is absolutely continuous on (0, b) with x(0) = 0, then

∫ b

0

|x(t)|
∣∣∣x′

(t)
∣∣∣ dt ≤ b

2

∫ b

0

∣∣∣x′
(t)
∣∣∣2 dt. (3.0.2)

The discrete version of (3.0.1) was proved by Lasota [101] and is given by

h−1∑
i=1

|xiΔxi| ≤ 1

2

[
h+ 1

2

] h−1∑
i=1

|Δxi|2 , (3.0.3)

where {xi}0≤i≤h is a sequence of real numbers with x0 = xh = 0 and [x] is
the greatest integer function. For a real sequence {xi}0≤i≤h with x0 = 0, we
have

h−1∑
i=1

|xiΔxi| ≤ h− 1

2

h−1∑
i=0

|Δxi|2 . (3.0.4)

© Springer International Publishing Switzerland 2014
R. Agarwal et al., Dynamic Inequalities On Time Scales,
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The chapter is organized as follows. In Sect. 3.1 we establish some first order
Opial type inequalities and in Sect. 3.2 we establish some generalizations.
Section 3.3 discusses inequalities with two different weight functions and
in Sect. 3.4 we present some Opial type inequalities involving higher order
derivatives. In Sect. 3.5 we obtain a sequence of Opial type inequalities for
first and higher order diamond alpha derivatives on time scales.

Throughout this chapter (usually without mentioning) the integrals in the
statements of the theorems are assumed to exist.

3.1 Opial Type Inequalities I

In this section, we will present some inequalities of Opial’s type on time
scales with first order derivatives. The results in this section are adapted
from [49, 90, 123, 138, 139, 158].

Theorem 3.1.1 Let T be a time scale with 0, h ∈ T. For a delta differen-
tiable x : [0, h]T → R with x(0) = 0, then

∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤ h

∫ h

0

∣∣xΔ(t)
∣∣2 Δt, (3.1.1)

with equality when x(t) = ct.

Proof. Consider y(t) =
∫ t
0

∣∣xΔ(s)
∣∣Δs. Then yΔ(t) =

∣∣xΔ(t)
∣∣ and |x| ≤ y.

By the Cauchy–Schwarz inequality, we have that

∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤

∫ h

0

(|x(t)|+ |xσ(t)|)xΔ(t)Δt

≤
∫ h

0

(y(t) + yσ(t)) yΔ(t)Δt =

∫ h

0

(
y2(t)

)Δ
Δt = y2(h)

=

(∫ h

0

∣∣xΔ(t)
∣∣Δt

)2

≤ h

∫ h

0

∣∣xΔ(t)
∣∣2 Δt,

which is the desired inequality (3.1.1). Now, let x(t) = ct for some c ∈ R.
Then xΔ(t) = c and it is easy to check that equality holds in (3.1.1). The
proof is complete.

Example 3.1.1 Consider the initial value problem

yΔ(t) = 1− t+
1

t
y2(t), 0 ≤ t ≤ 1, y(0) = 0. (3.1.2)
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Let y(t) be a solution of (3.1.2) and let R(t) = 1 − t +
∫ t
0

∣∣yΔ(s)∣∣2 Δs. Let
t ∈ [0, 1]T. Then using (3.1.1), we have

∣∣yΔ(t)∣∣ =

∣∣∣∣1− t+
1

t
y2(t)

∣∣∣∣ ≤ |1− t|+ 1

t
y2(t)

= 1− t+
1

t

∣∣∣∣
∫ t

0

(
y2(s)

)Δ
Δs

∣∣∣∣
≤ 1− t+

1

t

∫ t

0

∣∣∣(y2(s))Δ
∣∣∣Δs

= 1− t+
1

t

∫ t

0

∣∣(y(s) + yσ(s)) yΔ(t)
∣∣Δs

≤ 1− t+

∫ t

0

(
yΔ(t)

)2
Δs = R(t).

Hence RΔ(t) = −1 +
∣∣yΔ(t)∣∣ = −1 +

∣∣yΔ(t)∣∣2 ≤ R2(t)− 1 and R(0) = 1. Let
w be the unique solution of

wΔ(t) = (1 +R(t))w(t), w(0) = 1.

Now, because w(t) > 0 and (R− 1)Δ = RΔ ≤ R2(t)− 1, we have

(
R− 1

w

)Δ

=
w(R− 1)Δ − (R− 1)wΔ

wwσ
=

wRΔ − (1 +R2)w

wwσ

≤ wR2 − (1 +R2)w

wwσ
≤ 0.

Thus

R(t)− 1

w(t)
=

R(0)− 1

w(0)

∫ t

0

(
R− 1

w

)Δ

Δt ≤ 0,

and hence R(t) ≤ 1. Therefore yΔ(t) ≤ ∣∣yΔ(t)∣∣ ≤ R(t) ≤ 1 and hence
y(t) ≤ t.

The following theorem gives the nabla Opial inequality on time scales.

Theorem 3.1.2 Let T be a time scale with 0, h ∈ T. For a nabla differen-
tiable x : [0, h]T → R with x∇(t) ld-continuous and x(0) = 0, then

∫ h

0

|x(t) + xρ(t)| ∣∣x∇(t)
∣∣Δt ≤ h

∫ h

0

∣∣x∇(t)
∣∣2 ∇t, (3.1.3)

with equality when x(t) = ct.
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Proof. Consider y(t) =
∫ t
0

∣∣x∇(s)
∣∣∇s. Then y∇(t) =

∣∣x∇(t)
∣∣ and |x| ≤ y.

By the Cauchy–Schwarz inequality, we have that

∫ h

0

|x(t) + xρ(t)| ∣∣x∇(t)
∣∣∇t ≤

∫ h

0

(|x(t)|+ |xρ(t)|)x∇(t)∇t

≤
∫ h

0

(y(t) + yρ(t)) y∇(t)∇t =

∫ h

0

(
y2(t)

)∇ ∇t = y2(h)− y(0)

=

(∫ h

0

∣∣x∇(t)
∣∣∇t

)2

≤ h

∫ h

0

∣∣x∇(t)
∣∣2 ∇t,

which is the desired inequality (3.1.3). Now, let x(t) = ct for some c ∈ R.
Then x∇(t) = c and it is easy to check that equality holds in (3.1.3). The
proof is complete.

We next present a generalization of Theorem 3.1.1 when x(0) need not be
equal to 0.

Theorem 3.1.3 Let T be a time scale with 0, h ∈ T. For a delta differen-
tiable x : [0, h]T → R, then

∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤ α

∫ h

0

∣∣xΔ(t)
∣∣2 Δt+2β

∫ h

0

∣∣xΔ(t)
∣∣Δt, (3.1.4)

where

α ∈ T with dist(
h

2
, α) = dist(

h

2
,T), (3.1.5)

and β = max{x(0), x(h)}.

Proof. We consider

y(t) =

∫ t

0

∣∣xΔ(t)
∣∣Δt, and z(t) =

∫ h

t

∣∣xΔ(t)
∣∣Δt.

Then yΔ(t) =
∣∣xΔ(t)

∣∣ and zΔ(t) = − ∣∣xΔ(t)
∣∣ ,

|x(t)| ≤ |x(t)− x(0)|+ |x(0)| =
∣∣∣∣
∫ t

0

xΔ(t)Δt

∣∣∣∣+ |x(0)|

≤
∫ t

0

∣∣xΔ(t)
∣∣Δt+ |x(0)| = y(t) + |x(0)| ,
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and similarly |x(t)| ≤ z(t) + |x(h)|. Let u ∈ [0, h]T. Then applying the
Cauchy–Schwarz inequality, we get that∫ u

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt

≤
∫ u

0

[y(t) + yσ(t) + 2 |x(0)|] yΔ(t)Δt

=

∫ u

0

(y(t) + yσ(t))Δt+ 2 |x(0)|
∫ u

0

yΔ(t)Δt = y2(u) + 2 |x(0)| y(u)

≤ u

∫ u

0

∣∣xΔ(t)
∣∣2 Δt+ 2 |x(0)|

∫ u

0

∣∣xΔ(t)
∣∣Δt. (3.1.6)

Similarly, we obtain that∫ h

u

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤ z2(u) + 2 |x(h)| z(u)

≤ (h− u)

∫ h

u

∣∣xΔ(t)
∣∣2 Δt+ 2 |x(h)|

∫ h

u

∣∣xΔ(t)
∣∣Δt. (3.1.7)

By putting υ(u) = max{u, h− u} and adding (3.1.6) and (3.1.7), we have∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤ υ(u)

∫ h

0

∣∣xΔ(t)
∣∣2 Δt+ 2β

∫ h

u

∣∣xΔ(t)
∣∣Δt.

This is true for any u ∈ [0, h]T, so it is also true if υ(u) is replaced by
minu∈[0,h]T υ(u). However, this last quantity is easily seen to be equal to α.
The proof is complete.

The proof of the following theorem follows from the proof of Theorem 3.1.3
when β = 0.

Theorem 3.1.4 Let T be a time scale with 0, h ∈ T. For a delta differen-
tiable x : [0, h]T → R, with x(0) = x(h) = 0, then∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤ α

∫ h

0

∣∣xΔ(t)
∣∣2 Δt, (3.1.8)

where α is given as in (3.1.5).

In the following, we give some generalizations of the above inequalities
which lead to Opial type inequalities with weight functions.

Theorem 3.1.5 Let T be a time scale with 0, h ∈ T and w(t) be a positive

and rd-continuous function on [0, h]T such that
∫ h
0
w1−q(t)Δt < ∞, q > 1.

For a delta differentiable x : [0, h]T → R with x(0) = 0, then

∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤

(∫ h

0

w1−q(t)Δt

) 2
q
(∫ h

0

w(t)
∣∣xΔ(t)

∣∣p Δt

) 2
p

,

(3.1.9)

where p > 1 and 1/p+1/q = 1 and with equality when x(t) = c
∫ t
0
w1−q(s)Δs.
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Proof. Consider y(t) =
∫ t
0

∣∣xΔ(t)
∣∣Δt. Then yΔ(t) =

∣∣xΔ(t)
∣∣ and |x| ≤ y.

By the Cauchy–Schwarz inequality, we have that

∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤

∫ h

0

(|x(t)|+ |xσ(t)|)xΔ(t)Δt

≤
∫ h

0

(y(t) + yσ(t)) yΔ(t)Δt =

∫ h

0

(
y2(t)

)Δ
Δt = y2(h)

=

(∫ h

0

∣∣xΔ(t)
∣∣Δt

)2

=

(∫ h

0

w
−1
p (t)w

1
p (t)
∣∣xΔ(t)

∣∣Δt

)2

≤
(∫ h

0

(
w

−1
p (t)
)q) 2

q
(∫ h

0

w
∣∣xΔ(t)

∣∣p Δt

) 2
p

.

The proof is complete.

Theorem 3.1.6 Let T be a time scale with 0, h ∈ T and w(t) be a positive

and rd-continuous function on [0, h]T such that
∫ h
0
w1−q(t)Δt < ∞, q > 1.

For a delta differentiable x : [0, h]T → R, then

∫ h

0

∣∣x(t) + xσ(t)
∣∣ ∣∣∣xΔ(t)

∣∣∣Δt ≤ υ2/q

(∫ h

0

w
∣∣∣xΔ(t)

∣∣∣p Δt

)2/p

+ 2β

∫ h

0

∣∣∣xΔ(t)
∣∣∣Δt,

where p > 1 and 1/p+ 1/q = 1, β = max{x(0), x(h)}, and

υ = max{
∫ α

0

w1−q(t)Δt,

∫ h

α

w1−q(t)Δt},

and

α ∈ T with dist(
h

2
, α) = dist(

h

2
,T).

Proof. The proof is a combination of Theorems 3.1.3 and 3.1.5 and hence
is omitted.

Corollary 3.1.1 Let T be a time scale with 0, h ∈ T and w(t) be a positive

and rd-continuous function on [0, h]T such that
∫ h
0
w1−q(t)Δt < ∞, q > 1.

For a delta differentiable x : [0, h]T → R with x(0) = x(h) = 0, then

∫ h

0

|x(t) + xσ(t)| ∣∣xΔ(t)
∣∣Δt ≤ υ2/q

(∫ h

0

w
∣∣xΔ(t)

∣∣p Δt

)2/p

, (3.1.10)

where p > 1 and 1/p+ 1/q = 1 and

υ = max{
∫ α

0

w1−q(t)Δt,

∫ h

α

w1−q(t)Δt},
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and

α ∈ T with dist(
h

2
, α) = dist(

h

2
, T). (3.1.11)

Theorem 3.1.7 Let a, b ∈ T and q, f ∈ C1
rd([a, b]T,R) with f(a) = 0. Then

∫ b

a

q(η)
∣∣[f(η) + fσ(η)] fΔ(η)

∣∣Δη ≤ Kq(b, a)

∫ b

a

(
fΔ(η)

)2
Δη, (3.1.12)

where

Kq(b, a) :=

(
2

∫ b

a

q2(t) [σ(t)− a] Δt

)1/2

, for t ∈ [a, b]T. (3.1.13)

Proof. We have

f(t) =

∫ t

a

fΔ(η)Δη ≤ ((t− a)g(t)
)1/2

, (3.1.14)

where

g(t) :=

∫ t

a

∣∣fΔ(η)
∣∣2Δη, for t ∈ [a, b]T. (3.1.15)

Hence, we get [
gΔ(t)

]1/2
=
∣∣fΔ(t)

∣∣, for all t ∈ [a, b]T. (3.1.16)

Then using

α1/2 + β1/2 ≤ 2(α+ β)1/2 for all α, β ∈ R
+

and Hölder’s inequality we have∫ b

a

q(η)
∣∣[f(η) + fσ(η)

]
fΔ(η)

∣∣Δη

≤
∫ b

a

|q(η)| (|f(η)|+ |fσ(η)|) ∣∣fΔ(η)
∣∣Δη

≤
∫ b

a

|q(η)| (σ(η)− a)1/2
(
(g(η))

1/2
+ (gσ(η))

1/2
) (

gΔ(η)
)1/2

Δη

≤ 2

∫ b

a

|q(η)| (σ(η)− a)1/2
(
[g(η) + gσ(η)] gΔ(η)

)1/2
Δη

=

∫ b

a

∣∣q(η)∣∣(σ(η)− a)1/2
(([

g(η)
]2)Δ)1/2

Δη

≤ Kq(b, a)

(∫ b

a

[
(g(η))

2
]Δ

Δη

)1/2

= Kq(b, a)g(b). (3.1.17)

Thus, substituting (3.1.15) into (3.1.17), we see that (3.1.12) is true. The
proof is complete.
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The following result is complementary to Theorem 3.1.7.

Theorem 3.1.8 Let a, b ∈ T and q, f ∈ C1
rd([a, b]T,R) with f(b) = 0. Then

∫ b

a

q(η)
∣∣(f(η) + fσ(η)) fΔ(η)

∣∣Δη ≤ Lq(b, a)

∫ b

a

(
fΔ(η)

)2
Δη, (3.1.18)

where

Lq(b, a) :=

(
2

∫ b

a

q2(t) [b− t] Δt

)1/2

, for t ∈ [a, b]T. (3.1.19)

Proof. Setting

h(t) :=

∫ b

t

∣∣fΔ(η)
∣∣2Δη, for t ∈ [a, b]T,

we have

f(t) =

∫ b

t

[− fΔ(η)
]
Δη ≤ ((b− t)h(t)

)1/2

for all t ∈ [a, b]T. Following the steps in the proof of Theorem 3.1.7 we obtain
the required result.

The next result combines Theorem 3.1.7 and Theorem 3.1.8 on the seg-
ments [a, c]T and [c, b]T, respectively.

Theorem 3.1.9 Let a, b ∈ T and q, f ∈ C1
rd([a, b]T,R) with f(a) = f(b) = 0.

Then∫ b

a

q(η)
∣∣∣[f(η) + fσ(η)

]
fΔ(η)

∣∣∣Δη ≤ max {Kq(b, c), Lq(c, a)}
∫ b

a

(
fΔ(η)

)2
Δη,

holds for any c ∈ [a, b]T, where Kq, Lq are as defined in (3.1.13) and (3.1.19),
respectively.

Corollary 3.1.2 Let a, b ∈ T and q, f ∈ C1
rd([a, b]T,R) with f(a) = f(b) =

0. Then we have

∫ b

a

q(η)
∣∣[f(η) + fσ(η)

]
fΔ(η)

∣∣Δη

≤ min
c∈[a,b]T

{
max {Kq(b, c), Lq(c, a)}

}∫ b

a

(
fΔ(η)

)2
Δη,

where K, L are as defined in (3.1.13) and (3.1.19), respectively.

In the following, we establish some Opial dynamic inequalities with two
different weight functions.
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Theorem 3.1.10 If r and q are positive rd-continuous functions on [0, h]T,∫ h
0
(Δt/r(t)) < ∞, q nonincreasing and x : [0, h]T → R is delta differentiable

with x(0) = 0, then

∫ h

0

qσ(t)
∣∣(x(t) + xσ(t))xΔ(t)

∣∣Δt ≤
∫ h

0

Δt

r(t)

∫ h

0

r(t)q(t)
∣∣xΔ(t)

∣∣2 Δt.

(3.1.20)

Proof. We consider

y(t) =

∫ t

0

√
qσ(s)

∣∣xΔ(s)
∣∣Δs.

Then yΔ(t) =
√
qσ(t)

∣∣xΔ(t)
∣∣ and since for 0 ≤ s < t we have that σ(s) ≤ t.

This implies that qσ(s) ≥ q(t), and then we get

|x(t)| ≤
∫ t

0

∣∣xΔ(s)
∣∣Δs ≤

∫ t

0

√
qσ(s)

q(t)

∣∣xΔ(s)
∣∣Δs =

y(t)√
q(t)

.

Apply the Cauchy–Schwarz inequality and we have

∫ h

0

qσ(t)
∣∣(x(t) + xσ(t))xΔ(t)

∣∣Δt

≤
∫ h

0

qσ(t)

(
y(t)√
q(t)

+
yσ(t)√
qσ(t)

)
yΔ(t)√
qσ(t)

Δt

≤
∫ h

0

(y(t) + yσ(t)) yΔ(t)Δt

= y2(h) =

[∫ t

0

1√
r(s)

√
r(s)qσ(s)

∣∣xΔ(s)
∣∣Δs

]2

≤
(∫ t

0

Δs

r(s)

)(∫ t

0

r(s)qσ(s)
∣∣xΔ(s)

∣∣2 Δs

)
.

The proof is complete.

Remark 3.1.1 Note that in the case when T = R, the inequality (3.1.20)
reduces to the Yang [152] inequality

∫ h

0

q(t) |x(t)|
∣∣∣x′

(t)
∣∣∣ dt ≤ 1

2

∫ h

0

1

r(t)
dt

∫ h

0

r(t)q(t)
∣∣∣x′

(t)
∣∣∣2 dt, (3.1.21)

where r(t) is a positive and continuous function with
∫ t
0
ds/r(s) < ∞ and q(t)

is a positive, bounded, and nonincreasing function on [0, h]R. When q(t) = 1,
we get the Beesack [41] inequality

∫ h

0

|x(t)|
∣∣∣x′

(t)
∣∣∣ dt ≤ 1

2

∫ h

0

1

r(t)
dt

∫ h

0

r(t)
∣∣∣x′

(t)
∣∣∣2 dt. (3.1.22)
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Theorem 3.1.11 Let T be a time scale with a, τ ∈ T. Assume that
s ∈ Crd([a, τ ]T,R) and r be a positive rd-continuous function on (a, τ)T such
that
∫ τ
a
r−1(t)Δt < ∞. If y : [a, τ ]T → R is delta differentiable with y(a) = 0

(and yΔ does not change sign in (a, τ)T) then we have
∫ τ

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K1(a, τ)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣2 Δx,

(3.1.23)

where

K1(a, τ) =
√
2

(∫ τ

a

s2(x)

r(x)

(∫ x

a

Δt

r(t)

)
Δx

) 1
2

+ sup
a≤x≤τ

(
μ(x)

|s(x)|
r(x)

)
.

(3.1.24)

Proof. Since yΔ(t) does not change sign in (a, τ)T, we have

|y(x)| =
∫ x

a

∣∣yΔ(t)∣∣Δt, for x ∈ [a, τ ]T.

This implies that

|y(x)| =
∫ x

a

1√
r(t)

√
r(t)
∣∣yΔ(t)∣∣Δt.

It follows from the Cauchy–Schwarz inequality with

f(t) =
1

(r(t))
1/2

, g(t) = (r(t))
1
2
∣∣yΔ(t)∣∣ ,

that ∫ x

a

∣∣yΔ(t)∣∣Δt ≤
(∫ x

a

1

r(t)
Δt

) 1
2
(∫ x

a

r(t)
∣∣yΔ(t)∣∣2 Δt

) 1
2

.

Then, for a ≤ x ≤ τ , we get (note y(a) = 0)

|y(x)| ≤
(∫ x

a

1

r(t)
Δt

) 1
2
(∫ x

a

r(t)
∣∣yΔ(t)∣∣2 Δt

) 1
2

. (3.1.25)

Since yσ = y + μyΔ, we have

y(x) + yσ(x) = 2y(x) + μyΔ(x). (3.1.26)

Setting

z(x) :=

∫ x

a

r(t)
∣∣yΔ(t)∣∣2 Δt, (3.1.27)

we see that z(a) = 0, and

zΔ(x) = r(x)
∣∣yΔ(x)∣∣2 > 0. (3.1.28)
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From this, we get that

∣∣yΔ(x)∣∣2 =
zΔ(x)

r(x)
, and

∣∣yΔ(x)∣∣ =
(
zΔ(x)

r(x)

) 1
2

. (3.1.29)

From (3.1.25)–(3.1.29), we have that

s(x)
∣∣y(x) + yσ(x)

∣∣ ∣∣∣yΔ(x)
∣∣∣

≤ 2 |s(x)| |y(x)|
∣∣∣yΔ(x)

∣∣∣+ μs(x)
∣∣∣yΔ
∣∣∣2 ≤ 2 |s(x)|

(
1

r(x)

) 1
2

×
(∫ x

a

1

r(t)
Δt

) 1
2

× (z(x))
1
2

(
zΔ(x)

) 1
2
+ μ(x) |s(x)|

(
zΔ(x)

r(x)

)
.

This implies that

∫ τ

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ 2

∫ τ

a

|s(x)|
(

1

r(x)

) 1
2

×
(∫ x

a

1

r(t)
Δt

) 1
2

(z(x))
1
2
(
zΔ(x)

) 1
2 Δx+

∫ τ

a

(
μ(x)

|s(x)|
r(x)

)
zΔ(x)Δx

≤ 2

∫ τ

a

|s(x)|
(

1

r(x)

) 1
2

×
(∫ x

a

1

r(t)
Δt

) 1
2

× (z(x))
1
2
(
zΔ(x)

) 1
2 Δx+ max

a≤x≤τ

(
μ
|s(x)|
r(x)

)∫ τ

a

zΔ(x)Δx. (3.1.30)

Apply the Cauchy–Schwarz inequality and we have∫ τ

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx

≤ 2

(∫ τ

a

s2(x)

(
1

r(x)

)(∫ x

a

1

r(t)
Δt

)
Δx

) 1
2
(∫ τ

a

z(x)zΔ(x)Δx

) 1
2

+ sup
a≤x≤τ

(
μ(x)

|s(x)|
r(x)

)∫ τ

a

zΔ(x)Δx. (3.1.31)

From (3.1.28), and the chain rule (1.1.7), we obtain

2z(x)zΔ(x) ≤ (z2(x))Δ . (3.1.32)

Substituting (3.1.32) into (3.1.31) and using the fact that z(a) = 0, we see
that ∫ τ

a

s(x)
∣∣y(x) + yσ(x)

∣∣ ∣∣∣yΔ(x)
∣∣∣Δx

≤ 2

(∫ τ

a

s2(x)
1

r(x)

(∫ x

a

1

r(t)
Δt

)2

Δx

) 1
2

×
(
1

2

) 1
2

(∫ τ

a

(
z2(t)
)Δ

Δt

) 1
2

=
√
2

(∫ τ

a

s2(x)
1

r(x)

(∫ x

a

1

r(t)
Δt

)
Δx

) 1
2

z(τ) + sup
a≤x≤τ

(
μ(x)

|s(x)|
r(x)

)
z(τ).
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Using (3.1.27), we have from the last inequality that∫ τ

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K1(a, τ)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣2 Δx,

which is the desired inequality (3.1.23) whereK1(a, τ) is defined as in (3.1.24).
The proof is complete.

Here, we only state the following theorem, since its proof is similar to
the proof of Theorem 3.1.11, with [a, τ ] replaced by [τ , b] and |y(x)| =∫ b
x

∣∣yΔ(t)∣∣Δt.

Theorem 3.1.12 Let T be a time scale with τ , b ∈ T. Assume that
s ∈ Crd([τ , b]T,R) and r be a positive rd-continuous function on (τ , b)T such

that
∫ b
τ
r−1(t)Δt < ∞. If y : [τ , b]T → R is delta differentiable with y(b) = 0

(and yΔ does not change sign in (τ , b)T), then we have
∫ b

τ

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K2(τ , b)

∫ b

τ

r(x)
∣∣yΔ(x)∣∣2 Δx, (3.1.33)

where

K2(τ , b) =
√
2

(∫ b

τ

s2(x)

r(x)

(∫ b

x

Δt

r(t)

)
Δx

) 1
2

+ sup
τ≤x≤b

(
μ(x)

|s(x)|
r(x)

)
.

(3.1.34)

In the following, we assume that there exists τ ∈ (a, b) which is the unique
solution of the equation

K(a, b) = K1(a, τ) = K2(τ , b) < ∞, (3.1.35)

where K1(a, τ) and K2(τ , b) are defined as in Theorems 3.1.11 and 3.1.12 and
we establish an inequality when y(a) = 0 = y(b).

Theorem 3.1.13 Let T be a time scale with a, b ∈ T. Assume that
s ∈ Crd([a, b]T,R) and r be a positive rd-continuous function on [a, b]T such

that
∫ b
a
r−1(t)Δt < ∞. If y : [a, b]T → R is delta differentiable with y(a) =

0 = y(b) (and yΔ does not change sign in (a, b)T), then we have
∫ b

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K(a, b)

∫ b

a

r(x)
∣∣yΔ(x)∣∣2 Δx, (3.1.36)

where K(a, b) is given as in (3.1.35).

Proof. Since∫ b

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx =

∫ τ

a

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx

+

∫ b

τ

s(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx.

The rest of the proof is a combination of Theorems 3.1.11 and 3.1.12.
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Corollary 3.1.3 Let T be a time scale with a, τ ∈ T, and let r be a positive
rd-continuous function on [a, τ ]T such that

∫ τ
a
r−1(t)Δt < ∞. If y : [a, τ ]T →

R is delta differentiable with y(a) = 0 (and yΔ does not change sign in
(a, τ)T), then we have∫ τ

a

r(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K∗
1 (a, τ)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣2 Δx,

(3.1.37)
where

K∗
1 (a, τ) =

√
2

(∫ τ

a

r(x)

(∫ x

a

Δt

r(t)

)
Δx

) 1
2

+ sup
a≤x≤τ

(μ(x)) . (3.1.38)

Corollary 3.1.4 Let T be a time scale with τ , b ∈ T, and let r be a

positive rd-continuous function on (τ , b)T such that
∫ b
τ
r−1(t)Δt < ∞. If

y : [τ , b]T → R is delta differentiable with y(b) = 0 (and yΔ does not change
sign in (τ , b)T), then we have∫ b

τ

r(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K∗
2 (τ , b)

∫ b

τ

r(x)
∣∣yΔ(x)∣∣2 Δx,

(3.1.39)
where

K∗
2 (X, b) =

√
2

(∫ b

τ

r(x)

(∫ b

x

Δt

r(t)

)
Δx

) 1
2

+ sup
τ≤x≤b

(μ(x)) . (3.1.40)

In the following, we assume that there exists τ ∈ (a, b), which is the
unique solution of the equation

K∗(a, b) = K∗
1 (a, τ) = K∗

2 (τ , b) < ∞,

where K∗
1 (a, τ) and K∗

2 (τ , b) are defined in Corollaries 3.1.3 and 3.1.4. Using
this and Theorem 3.1.13 we obtain the following result.

Corollary 3.1.5 Let T be a time scale with a, b ∈ T and let r be a positive

rd-continuous function on (a, b)T such that
∫ b
a
r−1(t)Δt < ∞. If y : [a, b]T →

R is delta differentiable with y(a) = 0 = y(b) (and yΔ does not change sign
in (a, b)T), then we have∫ b

a

r(x) |y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤ K∗(a, b)
∫ b

a

r(x)
∣∣yΔ(x)∣∣2 Δx. (3.1.41)

On a time scale T, we note from the chain rule (1.1.7) that

(
(t− a)

2
)Δ

= 2

1∫
0

[h(σ(t)− a) + (1− h)(t− a)] dh

≥ 2

1∫
0

[h(t− a) + (1− h)(t− a)] dh = 2(t− a).
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This implies that

∫ τ

a

(x− a)Δx ≤
∫ τ

a

1

2

(
(x− a)

2
)Δ

Δx =
(τ − a)2

2
. (3.1.42)

From this and (3.1.39) (by putting r(t) = 1), we get that

K∗
1 (a, τ) =

√
2

(∫ τ

a

(x− a)Δx

) 1
2

≤
√
2

(
(τ − a)2

2

) 1
2

+ max
a≤x≤τ

(μ(x))

= max
a≤x≤τ

(μ(x)) + (τ − a). (3.1.43)

Corollary 3.1.6 Let T be a time scale with a, τ ∈ T. If y : [a, τ ]T → R is
delta differentiable with y(a) = 0 (and yΔ does not change sign in (a, τ)T),
then we have
∫ τ

a

|y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤
(
(τ − a) + sup

a≤x≤τ
μ(x)

)∫ τ

a

∣∣yΔ(x)∣∣2 Δx.

(3.1.44)

In Corollary 3.1.5, we note that if r(t) = 1, then the unique solution of
Eq. (3.1.35) is given by h = (a+ b)/2. This gives us the following result.

Corollary 3.1.7 Let T be a time scale with a, b ∈ T. If y : [a, b]T → R is
delta differentiable with y(a) = 0 = y(b) (and yΔ does not change sign in
(a, b)T), then we have

∫ b

a

|y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤
(
b− a

2
+ sup

a≤x≤b
μ(x)

)∫ b

a

∣∣yΔ(x)∣∣2 Δx.

(3.1.45)

Remark 3.1.2 In Corollary 3.1.7 if T = R then μ(x) = 0, σ(x) = x, y(x) =
yσ(x) and the inequality (3.1.45) reduces to the original Opial inequality
(3.0.1).

3.2 Opial Type Inequalities II

In this section we give some other Opial type inequalities on time scales. The
results are adapted from [124, 125, 138, 139].

Theorem 3.2.1 Let a, τ ∈ T and r ∈ Crd([a, τ ]T,R
+) be such that r(t) is

nonincreasing on [a, τ ]T and p ≥ 0 and q ≥ 1. Suppose that x : [a, τ ]T → R

is delta differentiable with x(a) = 0. Then

∫ τ

a

r(t) |x(t)|p ∣∣xΔ(t)
∣∣q Δt ≤ q(τ − a)p

p+ q

∫ τ

a

r(t)
∣∣xΔ(t)

∣∣p+q
Δt. (3.2.1)
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Proof. Suppose that the function g(t) is defined by

g(t) :=

∫ t

a

r
q

p+q (s)
∣∣xΔ(s)

∣∣q Δs,

so that

g(a) = 0, and gΔ(t) = r
q

p+q (t)
∣∣xΔ(t)

∣∣q > 0. (3.2.2)

In the case when q > 1, by using Hölder’s inequality with indices q and
q/(q − 1), we have

|x(t)| ≤
∫ t

a

∣∣xΔ(s)
∣∣Δs =

∫ t

a

r
−1
p+q (s)r

1
p+q (s)

∣∣xΔ(s)
∣∣Δs

≤
(∫ t

a

(
r

−1
p+q (s)

) q
q−1

Δs

) q−1
q
(∫ t

a

r
q

p+q (s)
∣∣xΔ(s)

∣∣q)
1
q

Δs

≤ r
−1
p+q (t) (t− a)

q−1
q g

1
q (t),

which yields that

r
p

p+q (t) |x(t)|p ≤ (t− a)
p(q−1)

q g
p
q (t). (3.2.3)

In the case, when q = 1, we find that

|x(t)| ≤
∫ t

a

∣∣xΔ(s)
∣∣Δs =

∫ t

a

r
−1
p+1 (s)r

1
p+1 (s)

∣∣xΔ(s)
∣∣Δs

≤ r
−1
p+1 (t)

∫ t

a

r
1

p+1 (s)
∣∣xΔ(s)

∣∣Δs = r
−1
p+1 (t)g(t),

which shows that the inequality (3.2.3) holds also when q = 1. Now, from
(3.2.2) and (3.2.3), we see that∫ τ

a

r(s) |x(s)|p ∣∣xΔ(s)
∣∣q Δs =

∫ τ

a

r
p

p+q (s) |x(s)|p r q
p+q (s)

∣∣xΔ(s)
∣∣q Δs

≤
∫ τ

a

(s− a)
p(q−1)

q g
p
q (s)gΔ(s)Δs

≤ (τ − a)
p(q−1)

q

∫ τ

a

g
p
q (s)gΔ(s)Δs.

From (3.2.2) and the chain rule (1.1.7), we obtain

g
p
q (s)gΔ(s) ≤ q

p+ q

(
g

p+q
q (s)

)Δ
.

This and the fact that g(a) = 0 imply that∫ τ

a

r(s) |x(s)|p ∣∣xΔ(s)
∣∣q Δs ≤ q

p+ q
(τ − a)

p(q−1)
q

∫ τ

a

(
g

p+q
q (s)

)Δ
Δs

=
q

p+ q
(τ − a)

p(q−1)
q

(
g

p+q
q (τ)

)
. (3.2.4)
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By Hölder’s inequality with indices (p+ q)/p and q/(p+ q), we see that

g(τ) =

∫ τ

a

r
q

p+q (s)
∣∣xΔ(s)

∣∣q Δs ≤
(∫ τ

a

1Δs

) p
p+q

(∫ τ

a

(
r

q
p+q (s)

∣∣xΔ(s)
∣∣q) p+q

q

Δs

) q
p+q

= (τ − a)
p

p+q

(∫ τ

a

(
r

q
p+q (s)

∣∣xΔ(s)
∣∣q) p+q

q

Δs

) q
p+q

. (3.2.5)

From (3.2.4) and (3.2.5), we have

∫ τ

a

r(s) |x(s)|p ∣∣xΔ(s)
∣∣q Δs ≤ q

p+ q
(τ − a)p

∫ τ

a

r(s)
∣∣xΔ(s)

∣∣p+q
Δs,

which is the desired inequality (3.2.1). The proof is complete.

Remark 3.2.1 When T = R, we see that the inequality (3.2.1) reduces to
the Yang [153] inequality

∫ b

a

r(t) |x(t)|p
∣∣∣x′

(t)
∣∣∣q dt ≤ q

p+ q
(b− a)p

∫ b

a

r(t)
∣∣∣x′

(t)
∣∣∣p+q

dt, (3.2.6)

where r(t) is a positive nonincreasing function and x is a continuous function
on [a, b] with x(a) = 0, p ≥ 0, q ≥ 1. When r(t) = 1, we get the Yang [152]
inequality

∫ b

a

|x(t)|p
∣∣∣x′

(t)
∣∣∣q dt ≤ q

p+ q
(b− a)p

∫ b

a

∣∣∣x′
(t)
∣∣∣p+q

dt, (3.2.7)

where x is a continuous function on [a, b] with x(a) = 0, p ≥ 0, and q ≥ 1.

Remark 3.2.2 When q = 1, we get the Hua [86] inequality

∫ b

a

|x(t)|p
∣∣∣x′

(t)
∣∣∣ dt ≤ (b− a)p

p+ 1

∫ b

a

∣∣∣x′
(t)
∣∣∣p+1

dt, (3.2.8)

where p is a positive integer and x is a continuous function with x(a) = 0.

Remark 3.2.3 Beesack and Das [42] showed that the inequalities (3.2.7)
and (3.2.6) are sharp when q = 1 but are not sharp for q > 1.

Theorem 3.2.2 Let a, b ∈ T and r ∈ Crd([τ , b]T,R
+) be such that r(t) is

nonincreasing on [τ , b]T and p ≥ 0 and q ≥ 1. Suppose that x : [τ , b]T → R is
delta differentiable with x(b) = 0. Then

∫ b

τ

r(t) |x(t)|p ∣∣xΔ(t)
∣∣q Δt ≤ q

p+ q
(b− τ)p

∫ b

τ

r(t)
∣∣xΔ(t)

∣∣p+q
Δt. (3.2.9)
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Proof. Let

g(t) =

∫ b

t

r
q

p+q (s)
∣∣xΔ(s)

∣∣q Δs.

Then

g(b) = 0, and gΔ(t) = −r
q

p+q (t)
∣∣xΔ(t)

∣∣q > 0. (3.2.10)

In the case when q > 1, by using Hölder’s inequality with indices q and
q/(q − 1), we have

|x(t)| ≤
∫ b

t

∣∣xΔ(s)
∣∣Δs =

∫ b

t

r
−1
p+q (s)r

1
p+q (s)

∣∣xΔ(s)
∣∣Δs

≤
(∫ b

t

(
r

−1
p+q (s)

) q
q−1

Δs

) q−1
q
(∫ b

t

r
q

p+q (s)
∣∣xΔ(s)

∣∣q
) 1

q

Δs

≤ r
−1
p+q (t) (b− t)

q−1
q g

1
q (t),

which yields that

r
p

p+q (t) |x(t)|p ≤ (b− t)
p(q−1)

q g
p
q (t). (3.2.11)

In the case, when q = 1, we find that

|x(t)| ≤
∫ b

t

∣∣xΔ(s)
∣∣Δs =

∫ b

t

r
−1
p+1 (s)r

1
p+1 (s)

∣∣xΔ(s)
∣∣Δs

≤ r
−1
p+1 (t)

∫ b

t

r
1

p+1 (s)
∣∣xΔ(s)

∣∣Δs = r
−1
p+1 (t)g(t),

which shows that the inequality (3.2.11) holds also when q = 1. Thus
from (3.2.10) and (3.2.11), we see that

∫ b

τ

r(s) |x(s)|p ∣∣xΔ(s)
∣∣q Δs =

∫ b

τ

r
p

p+q (s) |x(s)|p r q
p+q (s)

∣∣xΔ(s)
∣∣q Δs

≤
∫ b

τ

(b− s)
p(q−1)

q

[
−g

p
q (s)
]
gΔ(s)Δs

≤ (b− τ)
p(q−1)

q

∫ b

τ

q

p+ q

(
−g

p+q
q (s)

)Δ
Δs.

This and the fact that g(b) = 0 imply that∫ τ

a

r(s) |x(s)|p ∣∣xΔ(s)
∣∣q Δs ≤ q

p+ q
(b− τ)

p(q−1)
q

(
g

p+q
q (τ)

)
.

From Hölder’s inequality we get∫ b

τ

r(s) |x(s)|p ∣∣xΔ(s)
∣∣q Δs ≤ q

p+ q
(b− τ)p

∫ b

τ

r(s)
∣∣xΔ(s)

∣∣p+q
Δs,

which is the desired inequality (3.2.9). The proof is complete.
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The combination of Theorems 3.2.1 and 3.2.2 by choosing τ = (a + b)/2
gives us the following result.

Theorem 3.2.3 Let a, b ∈ T and r ∈ Crd([a, b]T,R
+) be such that r(t) is

nonincreasing on [a, b]T and nonincreasing on [a, b]T and p ≥ 0 and q ≥ 1.
Suppose that x : [a, b]T → R is delta differentiable with x(a) = x(b) = 0.
Then
∫ b

a

r(t) |x(t)|p ∣∣xΔ(t)
∣∣q Δt ≤ q

p+ q

(
b− a

2

)p ∫ b

a

r(t)
∣∣xΔ(t)

∣∣p+q
Δt.

Theorem 3.2.4 Let T be a time scale with a, τ ∈ T and p ∈ Crd([a, τ),R)

with
∫ τ
a
(p(t))

1−α
Δt < ∞, α > 1. Let the function q(t) be positive, bounded,

and nonincreasing on [a, τ ]T. If x : [a, τ ] ∩ T → R is delta differentiable with
x(a) = 0, then for γ > 0,

∫ τ

a

q(t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt ≤ 1

γ + 1

(∫ τ

a

1

pα−1(t)
Δt

) 1+γ
α

×
(∫ τ

a

p(t)q
ν

1+γ (t)
∣∣xΔ(t)

∣∣ν Δt

) 1+γ
ν

(3.2.12)

where 1
α + 1

ν = 1.

Proof. Let

y(t) =

∫ t

a

q
1

1+γ (s)
∣∣xΔ(s)

∣∣Δs.

Then

yγ(t) =

(∫ t

a

q
1

1+γ (s)
∣∣xΔ(s)

∣∣Δs

)γ

≥ q
γ

1+γ (t)

(∫ t

a

∣∣xΔ(s)
∣∣Δs

)γ

= q
γ

1+γ (t)
(∣∣xΔ(t)

∣∣)γ ,
and

yΔ(t) = q
1

1+γ (t)
∣∣xΔ(t)

∣∣ .
Therefore, we have
∫ τ

a

q(t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt =

∫ τ

a

q
1

1+γ (t)q
γ

1+γ (t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt

≤
∫ τ

a

q
1

1+γ (t)q
γ

1+γ (t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt

≤
∫ τ

a

yγ(t)yΔ(t)Δt =
1

γ + 1
yγ+1(τ)

=
1

γ + 1

(∫ τ

a

q
1

1+γ (s)
∣∣xΔ(s)

∣∣Δs

)γ+1

.
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In the case when α > 1, by using the Hölder inequality with indices α and ν,
we have that

∫ τ

a

q
1

1+γ (s)
∣∣∣xΔ(s)

∣∣∣Δs =

∫ τ

a

p
−1
ν (s)q

1
1+γ (s)p

1
ν (s)

∣∣∣xΔ(s)
∣∣∣Δs

=

(∫ τ

a

p
−α
ν (s)Δs

) 1
α
(∫ τ

a

q
ν

1+γ (s)p(s)
∣∣∣xΔ(s)

∣∣∣ν Δs

) 1
ν

.

This implies that

∫ τ

a

q(t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt ≤ 1

γ + 1

(∫ τ

a

p1−α(s)Δs

) γ+1
α

×
(∫ τ

a

q
ν

1+γ (s)p(s)
∣∣xΔ(s)

∣∣ν Δs

) γ+1
ν

,

which is the desired inequality (3.2.12). The proof is complete.
A slight modification of the argument above yields the following result.

Theorem 3.2.5 Let T be a time scale with a, τ ∈ T and p ∈ Crd([τ , b),R)

with
∫ b
τ
(p(t))

1−α
Δt < ∞, α > 1. Let the function q(t) be positive, bounded,

and nondecreasing on [τ , b]T. If x : [τ , b] ∩ T → R is delta differentiable with
x(b) = 0, then for γ > 0,

∫ b

τ

q(t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt ≤ 1

γ + 1

(∫ b

τ

1

pα−1(t)
Δt

) 1+γ
α

×
(∫ b

τ

p(t)q
ν

1+γ (t)
∣∣xΔ(t)

∣∣ν Δt

) 1+γ
ν

(3.2.13)

where 1
α + 1

ν = 1.

Theorem 3.2.6 Let T be a time scale with a, b ∈ T and τ ∈ [a, b]T. Let

p ∈ Crd([a, τ),R) with
∫ τ
a
(p(t))

1−α
Δt < ∞, and

∫ b
τ
(p(t))

1−α
Δt < ∞, α ≥

1+γ. Let the function q(t) be positive, bounded, and nonincreasing on [a, τ ]T
and nondecreasing in [τ , b]T. Suppose that

χ :=

(∫ τ

a

1

pα−1(t)
Δt

) 1+γ
α

=

(∫ b

τ

1

pα−1(t)
Δt

) 1+γ
α

.

If x : [a, b]T → R is delta differentiable with x(a) = x(b) = 0, then for γ > 0,

∫ b

a

q(t) |x(t)|γ ∣∣xΔ(t)
∣∣Δt ≤ χ

γ + 1

(∫ b

a

p(t)q
ν

1+γ (t)
∣∣xΔ(t)

∣∣ν Δt

) 1+γ
ν

,

(3.2.14)
where 1

α + 1
ν = 1.
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Proof. Since∫ b

a

q(t) |x(t)|γ
∣∣∣xΔ(t)

∣∣∣Δt =

∫ τ

a

q(t) |x(t)|γ
∣∣∣xΔ(t)

∣∣∣Δt+

∫ b

τ

q(t) |x(t)|γ
∣∣∣xΔ(t)

∣∣∣Δt,

we have by Theorems 3.2.4, 3.2.5 and the inequality

aγ + bγ ≤ (a+ b)
γ
, for a, b > 0 and γ ≥ 1,

that
∫ b

a

q(t) |x(t)|γ
∣∣xΔ(t)

∣∣Δt

≤ 1

γ + 1

(∫ τ

a

1

pα−1(t)
Δt

) 1+γ
α

×
(∫ τ

a

p(t)q
ν

1+γ (t)
∣∣xΔ(t)

∣∣ν Δt

) 1+γ
ν

+
1

γ + 1

(∫ b

τ

p1−α(s)Δs

) γ+1
α

(∫ b

τ

q
ν

1+γ (s)p(s)
∣∣xΔ(s)

∣∣ν Δs

) γ+1
ν

=
χ

γ + 1

⎡
⎣
(∫ τ

a

p(t)q
ν

1+γ (t)
∣∣xΔ(t)

∣∣ν Δt

) 1+γ
ν

+

(∫ b

τ

q
ν

1+γ (s)p(s)
∣∣xΔ(s)

∣∣ν Δs

) γ+1
ν

⎤
⎦

≤ χ

γ + 1

(∫ b

a

p(t)q
ν

1+γ (t)
∣∣xΔ(t)

∣∣ν Δt

) 1+γ
ν

,

which is the desired inequality (3.2.14). The proof is complete.

Remark 3.2.4 As a special case of Theorem 3.2.6 when T =R, we have the
Maroni [107] inequality

∫ b

a

|x(t)|
∣∣∣x′

(t)
∣∣∣ dt ≤ χ

2

(∫ b

a

p(t)
∣∣∣x′

(t)
∣∣∣ν dt
) 2

ν

,

where α ≥ 1, 1
α + 1

ν = 1 and x is an absolutely continuous function on [a, b]
with x(a) = x(b) = 0 and

χ =

(∫ τ

a

(
1

p(t)

)α−1

dt

) 2
α

=

(∫ b

τ

(
1

p(t)

)α−1

dt

) 2
α

,

where τ is the unique solution of the equation

(∫ τ

a

(
1

p(t)

)α−1

dt

) 2
α

=

(∫ b

τ

(
1

p(t)

)α−1

dt

) 2
α

.

In the following, we establish an inequality of Opial type which depends
on the smallest eigenvalue of a boundary value problems on time scales. We
will assume that the boundary value problem

(r(t)(uΔ(t))p)Δ = βsΔ(t)up(t),

u(0) = 0, r(b)
(
uΔ(b)

)p
= βs(b)up(b),

}
(3.2.15)
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has a solution u(t) such that uΔ(t) ≥ 0 on the interval [0, b]T, where r, s are
nonnegative rd-continuous functions on (0, b)T. Let

w(t) =

(
uΔ(t)

u(t)

)p

.

Theorem 3.2.7 Let T be a time scale with 0, b ∈ T and let r, s be nonneg-
ative rd-continuous functions on (0, b)T such that (3.2.15) has a solution for
some β > 0. If x : [0, b] ∩ T → R is delta differentiable with x(0) = 0, then
for p > 0,

∫ b

0

s(t) |x(t)|p ∣∣xΔ(t)
∣∣Δt ≤ 1

(p+ 1)β

∫ b

0

r(t)
∣∣xΔ(t)

∣∣p+1
Δt+

p

(p+ 1)β

×
∫ b

0

[
r(t)w

p+1
p (t)− rσ(t)wσ(t)w

1
p (t)
]
|xσ(t)|p+1

Δt. (3.2.16)

Proof. Let

f(t) =
∣∣xΔ(t)

∣∣ and F (t) =

∫ t

0

f(t)Δt.

Using the inequality

Ap+1 + pBp+1 − (p+ 1)ABp ≥ 0, for all A �= B > 0 and p > 0, (3.2.17)

and substituting f for A and w
1
pF σ for B, we obtain

fp+1 + pwλ (F σ)
p+1 − (p+ 1)fw (F σ)

p ≥ 0, where λ =
(p+ 1)

p
.

Multiplying this inequality by r(t) and integrating from 0 to b and using the
fact that FΔ(t) = f(t) > 0, we have

∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

r(t)wλ(t) (F σ(t))
p+1

Δt

≥ (p+ 1)

∫ b

0

r(t)w(t)f(t) (Fσ(t))
p
Δt

= (p+ 1)

∫ b

0

r(t)w(t) (F σ(t))
p
FΔ(t)Δt. (3.2.18)

By the chain rule (1.1.7) and the fact that FΔ(t) > 0, we obtain

(
F p+1(t)

)Δ
= (p+ 1)

∫ 1

0

[(1− h)F (t) + hF σ(t)]
p
dhFΔ(t). (3.2.19)

Also note∫ σ(t)

t

f(s)Δs = F (σ(t))− F (t) = μ(t)FΔ(t) = μ(t)f(t) > 0.
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From the definition of F (t), we see that

F σ(t) ≥ F (t). (3.2.20)

Substituting this into (3.2.19), we see that

(p+ 1) [F (t)]
p
FΔ(t) ≤ (F p+1(t)

)Δ ≤ (p+ 1) [F σ(t)]
p
FΔ(t). (3.2.21)

Substituting (3.2.21) into (3.2.18), we have

∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

r(t)wλ(t) (F σ(t))
p+1

Δt

≥
∫ b

0

r(t)w(t)
(
F p+1(t)

)Δ
Δt. (3.2.22)

Integrating by parts and using the assumption F (0) = 0, we see that

∫ b

0

r(t)w(t)
(
F p+1(t)

)Δ
Δt

= r(t)w(t)F p+1(t)
∣∣b
0
−
∫ b

0

(r(t)w(t))
Δ
(F σ(t))

p+1
Δt

= r(b)w(b)F p+1(b)−
∫ b

0

(r(t)w(t))
Δ
(F σ(t))

p+1
Δt. (3.2.23)

From (3.2.22) and (3.2.23), we see that

∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

r(t)wλ(t) (F σ(t))
p+1

Δt

≥ r(b)w(b)F p+1(b)−
∫ b

0

(r(t)w(t))
Δ
(F σ(t))

p+1
Δt. (3.2.24)

From the definition of the function w(t), we see that

r(t)w(t) =
r(t)
(
uΔ(t)

)p
up(t)

. (3.2.25)

From this, we obtain that

(r(t)w(t))Δ =
1

up(t)

(
r(t)
(
uΔ(t)

)p)Δ
+
(
r
(
uΔ
)p)σ [ −(up(t))Δ

up(t)up(σ(t))

]
.

(3.2.26)

In view of (3.2.15) and (3.2.26), we get that

(r(t)w(t))Δ = βsΔ(t)−
(
r
(
uΔ
)p)σ

(up(t))Δ

up(t)up(σ(t))
. (3.2.27)
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Using the fact that uΔ(t) ≥ 0 and the chain rule (1.1.7), we see that

(up(t))
Δ

= p

1∫
0

[huσ + (1− h)u]
p−1

uΔ(t)dh

≥ p

1∫
0

[hu+ (1− h)u]
p−1

uΔ(t)dh

= p(u(t))p−1uΔ(t). (3.2.28)

It follows from (3.2.27) and (3.2.28) that

(r(t)w(t))Δ ≤ βsΔ(t)−
(
r
(
uΔ
)p)σ

p(u(t))p−1uΔ(t)

up(t)up(σ(t))

= βsΔ(t)− p
(
r
(
uΔ
)p)σ

uΔ(t)

u(t)up(σ(t))

= βsΔ(t)− prσ(t)
((
uΔ
)p)σ

uΔ(t)

u(t)up(σ(t))

= βsΔ(t)− prσ(t)wσ(t)w
1
p (t). (3.2.29)

From (3.2.29) and (3.2.24), we have

∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

r(t)wλ(t) (F σ(t))
p+1

Δt

≥ r(b)w(b)F p+1(b)−
∫ b

0

βsΔ(t) (F σ(t))
p+1

Δt

+p

∫ b

0

rσ(t)wσ(t)w
1
p (t) (F σ(t))

p+1
Δt.

This implies that

∫ b

0

r(t)fp+1(t)Δt

+p

∫ b

0

[
r(t)wλ(t)− rσ(t)wσ(t)w

1
p (t)
]
(F σ(t))

p+1
Δt

≥ r(b)w(b)F p+1(b)−
∫ b

0

βsΔ(t) (F σ(t))
p+1

Δt. (3.2.30)
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Using integration by parts again and using (3.2.21), we see that

−β

∫ b

0

sΔ(t) (F σ(t))
p+1

Δt

= −β s(t) (F (t))
p+1
∣∣∣b
0
+

∫ b

0

s(t)
(
F p+1(t)

)Δ
Δt

= −βs(b) (F (b))
p+1

+

∫ b

0

s(t)
(
F p+1(t)

)Δ
Δt

≥ −βs(b) (F (b))
p+1

+ β(p+ 1)

∫ b

0

s(t) [F (t)]
p
FΔ(t)Δt (3.2.31)

Substituting (3.2.31) into (3.2.30), we have
∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

[
r(t)wλ(t)− rσ(t)wσ(t)w

1
p (t)
]
(F σ(t))

p+1
Δt

≥ [r(b)w(b− βs(b)]F p+1(b) + (p+ 1)β

∫ b

0

s(t) [F (t)]
p
FΔ(t)Δt.

From this, we obtain∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

[
r(t)wλ(t)− rσ(t)wσ(t)w

1
p (t)
]
(F σ(t))

p+1
Δt

≥ (p+ 1)β

∫ b

0

s(t)F p(t)FΔ(t)Δt.

This implies that∫ b

0

r(t)fp+1(t)Δt+ p

∫ b

0

[
r(t)wλ(t)− rσ(t)wσ(t)w

1
p (t)
]
(F σ(t))

p+1
Δt

≥ (p+ 1)β

∫ b

0

s(t)F p(t)FΔ(t)Δt,

which is the desired inequality (3.2.16) after replacing f by xΔ(t) and F by
x(t). The proof is complete.

Remark 3.2.5 Note that when T = R, we have r(t) = rσ(t) and w(t) =
wσ(t). Then (3.2.16) reduces to the inequality∫ a

0

s(t) |x(t)|p
∣∣∣x′

(t)
∣∣∣ dt ≤ 1

λ0(p+ 1)

∫ a

0

r(t)
∣∣∣x′

(t)
∣∣∣p+1

dt, (3.2.32)

due to Boyd and Wong [54], where p > 0 and x is an absolutely continuous
function defined on [a, b] with x(0) = 0, and r and s are nonnegative functions
in C1[0, a], λ0 is the smallest eigenvalue of the boundary value problem

(r(t)
(
u

′
(t)
)p

)
′
= λs

′
(t)up(t),

with u(0) = 0 and r(a)
(
u

′
(a)
)p

= λs
′
(a)up(a) for which u

′
> 0 in [0, a].
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The following are results motivated by Beesack and Das [42] which are
easy to apply in practice.

Theorem 3.2.8 Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p + q > 1, and let r, s be nonnegative rd-continuous

functions on (a, τ)T such that
∫ τ
a
r

−1
p+q−1 (t)Δt < ∞. If y : [a, τ ] ∩ T → R is

delta differentiable with y(a) = 0 (and yΔ does not change sign in (a, τ)T),
then ∫ τ

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K1(a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.2.33)
where

K1(a, τ , p, q) =

(
q

p+ q

) q
p+q

×
(∫ τ

a

s
p+q
p (x)

r
q
p (x)

(∫ x

a

r
−1

p+q−1 (t)Δt

)p+q−1

Δx

) p
p+q

.(3.2.34)

Proof. Let

|y(x)| =
∫ x

a

∣∣yΔ(t)∣∣Δt =

∫ x

a

1

(r(t))
1

p+q

(r(t))
1

p+q
∣∣yΔ(t)∣∣Δt.

Now, since r is nonnegative on (a, τ)T, it follows from the Hölder inequality
with

f(t) =
1

(r(t))
1

p+q

, g(t) = (r(t))
1

p+q
∣∣yΔ(t)∣∣ , γ =

p+ q

p+ q − 1
and ν = p+ q,

that

∫ x

a

∣∣yΔ(t)∣∣Δt ≤
(∫ x

a

1

(r(t))
1

p+q−1

Δt

) p+q−1
p+q (∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt

) 1
p+q

.

Then, for a ≤ x ≤ τ , we get that

|y(x)|p ≤
(∫ x

a

1

(r(t))
1

p+q−1

Δt

)p( p+q−1
p+q )(∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt

) p
p+q

.

(3.2.35)

Setting

z(x) :=

∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt (3.2.36)
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we see that z(a) = 0, and

zΔ(x) = r(x)
∣∣yΔ(x)∣∣p+q

> 0. (3.2.37)

This gives us

∣∣yΔ(x)∣∣q =

(
zΔ(x)

r(x)

) q
p+q

. (3.2.38)

From (3.2.35) and (3.2.38), since s is a nonnegative on (a, τ)T, we have

s(x) |y(x)|p ∣∣yΔ(x)∣∣q ≤ s(x)

(
1

r(x)

) q
p+q

×
(∫ x

a

1

r
1

p+q−1 (t)
Δt

)p( p+q−1
p+q )

(z(x))
p

p+q
(
zΔ(x)

) q
p+q .

This implies that

∫ τ

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx ≤
∫ τ

a

s(x)

(
1

r(x)

) q
p+q

×
(∫ x

a

1

r
1

p+q−1 (t)
Δt

)p( p+q−1
p+q )

(z(x))
p

p+q
(
zΔ(x)

) q
p+q Δx.(3.2.39)

Next note

∫ τ

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx

≤
⎛
⎝∫ τ

a

s
p+q
p (x)

(
1

r(x)

) q
p

(∫ x

a

1

r
1

p+q−1 (t)
Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

×
(∫ τ

a

z
p
q (x)zΔ(x)Δx

) q
p+q

. (3.2.40)

From (3.2.37), the chain rule (1.1.7) and the fact that zΔ(t) > 0, we obtain

z
p
q (x)zΔ(x) ≤ q

p+ q

(
z

p+q
q (x)

)Δ
. (3.2.41)



3.2. OPIAL TYPE INEQUALITIES II 119

Substituting (3.2.41) into (3.2.40) and using the fact that z(a) = 0, we have

∫ τ

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx

≤
⎛
⎝∫ τ

a

s
p+q
p (x)

(
1

r(x)

) q
p

(∫ x

a

1

r
1

p+q−1 (t)
Δt

)(p+q−1)

dx

⎞
⎠

p
p+q

×
(

q

p+ q

) q
p+q
(∫ τ

a

(
z

p+q
q (t)
)Δ

Δt

) q
p+q

=

⎛
⎝∫ τ

a

s
p+q
p (x)

(
1

r(x)

) q
p

(∫ x

a

1

r
1

p+q−1 (t)
Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

×
(

q

p+ q

) q
p+q

z(τ).

Using (3.2.36), we have from the last inequality that

∫ τ

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K1(a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

which is the desired inequality (3.2.33). The proof is complete.
Similar reasoning yields the following result.

Theorem 3.2.9 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p + q > 1, and let r, s be nonnegative rd-continuous

functions on (τ , b)T such that
∫ b
τ
r

−1
p+q−1 (t)Δt < ∞. If y : [τ , b] ∩ T → R is

delta differentiable with y(b) = 0, (and yΔ does not change sign in (τ , b)T),
then we have

∫ b

τ

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K2(τ , b, p, q)

∫ b

τ

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.2.42)
where

K2(τ , b, p, q) =

(
q

p+ q

) q
p+q

×
⎛
⎝∫ b

τ

(s(x))
p+q
p

(r(x))
q
p

(∫ b

x
r

−1
p+q−1 (t)Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

.(3.2.43)

In the following, we assume that

K(p, q) = K1(a, τ , p, q) = K2(τ , b, p, q) < ∞,

where K1(a, τ , p, q) and K2(τ , b, p, q) are defined as in Theorems 3.2.8 and
3.2.9 and τ is the unique solution of the equationK1(a, τ , p, q) = K2(τ , b, p, q).
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Note that since∫ b

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx =

∫ τ

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx

+

∫ b

τ

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx,

so combining Theorems 3.2.8 and 3.2.9 will give us the following result.

Theorem 3.2.10 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that pq > 0 and p + q > 1, and let r, s be nonnegative

rd-continuous functions on (a, b)T such that
∫ b
a
r

−1
p+q−1 (t)Δt < ∞. If y : [a, b]∩

T → R is delta differentiable with y(a) = 0 = y(b), (and yΔ does not change
sign in (a, b)), then we have

∫ b

a

s(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K(p, q)

∫ b

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx. (3.2.44)

Corollary 3.2.1 Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p + q > 1, and let r be a nonnegative rd-continuous

function on (a, τ)T such that
∫ τ
a
r

−1
p+q−1 (x)Δx < ∞. If y : [a, τ ] ∩ T → R is

delta differentiable with y(a) = 0, (and yΔ does not change sign in (a, τ)T),
then we have∫ τ

a

r(x) |y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K∗
1 (a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.2.45)
where

K∗
1 (a, τ , p, q) =

(
q

p+ q

) q
p+q

(∫ τ

a

r(x)

(∫ x

a

r
−1

p+q−1 (t)Δt

)(p+q−1)

Δx

) p
p+q

.

(3.2.46)

On a time scale T, we note as a consequence of the chain rule (1.1.7) that

(
(t− a)

p+q
)Δ

= (p+ q)

1∫
0

[h(σ(t)− a) + (1− h)(t− a)]
p+q−1

dh

≥ (p+ q)

1∫
0

[h(t− a) + (1− h)(t− a)]
p+q−1

dh

= (p+ q)(t− a)p+q−1.

This implies that∫ τ

a

(x− a)(p+q−1)Δx ≤
∫ τ

a

1

(p+ q)

(
(x− a)

p+q
)Δ

Δx =
(τ − a)p+q

(p+ q)
.

(3.2.47)
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From this and (3.2.46) with r(t) = 1, we get that

K∗
1 (a, τ , p, q) ≤

(
q

p+ q

) q
p+q
(
(τ − a)p+q

(p+ q)

) p
p+q

=
q

q
p+q

p+ q
(τ − a)p. (3.2.48)

Thus setting r = 1 in (3.2.45) and using (3.2.48), we have the following
inequality.

Corollary 3.2.2 Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p + q > 1. If y : [a, τ ] ∩ T → R is delta differentiable
with y(a) = 0, (and yΔ does not change sign in (a, τ)T) then we have

∫ τ

a

|y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ q
q

p+q

p+ q
(τ − a)p

∫ τ

a

∣∣yΔ(x)∣∣p+q
Δx. (3.2.49)

Choose c = (a + b)/2 and applying (3.2.46) to [a, c] and [c, b] and then
add we obtain the following inequality.

Corollary 3.2.3 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p + q > 1. If y : [a, b] ∩ T → R is delta differentiable
with y(a) = 0 = y(b), then we have

∫ b

a

|y(x)|p ∣∣yΔ(x)∣∣q Δx ≤ q
q

p+q

p+ q

(
b− a

2

)p ∫ b

a

∣∣yΔ(x)∣∣p+q
Δx. (3.2.50)

3.3 Opial Type Inequalities III

The main results in this section will be proved by employing the inequality
(see [110, page 500])

|a+ b|r ≤ 2r−1 (|a|r + |b|r) , for r ≥ 1, (3.3.1)

and the inequality (see [9, page 51])

2r−1 (ar + br) ≤ (a+ b)r ≤ (ar + br) , 0 ≤ r ≤ 1, (3.3.2)

where a, b are positive real numbers. The results are adapted from [91].

Theorem 3.3.1 Let T be a time scale with a, τ ∈ T and p, q be positive real
numbers such that p ≥ 1, and let r, s be nonnegative rd-continuous functions
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on (a, τ)T such that
∫ τ
a
r

−1
p+q−1 (t)Δt < ∞. If y : [a, τ ] ∩ T → R

+ is delta
differentiable with y(a) = 0, (and yΔ does not change sign in (a, τ)T), then
we have∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K1(a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.3.3)

where

K1(a, τ , p, q) = 22p−1

(
q

p+ q

) q
p+q

×
(∫ τ

a

(s(x))
p+q
p

(r(x))
q
p

(∫ x

a

r
−1

p+q−1 (t)Δt

)(p+q−1)

Δx

) p
p+q

+2p−1 sup
a≤x≤τ

(
μp(x)

s(x)

r(x)

)
. (3.3.4)

Proof. Since yΔ(t) does not change sign in (a, τ)T, we have

|y(x)| =
∫ x

a

∣∣yΔ(t)∣∣Δt, for x ∈ [a, τ ]T.

This implies that

|y(x)| =
∫ x

a

1

(r(t))
1

p+q

(r(t))
1

p+q
∣∣yΔ(t)∣∣Δt.

Now, since r is nonnegative on (a, τ)T, then it follows from the Hölder
inequality with

f(t) =
1

(r(t))
1

p+q

, g(t) = (r(t))
1

p+q
∣∣yΔ(t)∣∣ , γ =

p+ q

p+ q − 1
and ν = p+ q,

that

∫ x

a

∣∣yΔ(t)∣∣Δt ≤
(∫ x

a

1

(r(t))
1

p+q−1

Δt

) p+q−1
p+q (∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt

) 1
p+q

.

Then, for a ≤ x ≤ τ , we get (note that y(a) = 0) that

|y(x)|p ≤
(∫ x

a

1

(r(t))
1

p+q−1

Δt

)p( p+q−1
p+q )(∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt

) p
p+q

.

(3.3.5)
Since yσ = y + μyΔ, we have

y(x) + yσ(x) = 2y(x) + μyΔ(x).
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Applying the inequality (3.3.1), we get (note p ≥ 1) that

|y + yσ|p ≤ 2p−1(2p |y|p + μp
∣∣yΔ∣∣p) = 22p−1 |y|p + 2p−1μp

∣∣yΔ∣∣p . (3.3.6)

Setting

z(x) :=

∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt, (3.3.7)

we see that z(a) = 0, and

zΔ(x) = r(x)
∣∣yΔ(x)∣∣p+q

> 0. (3.3.8)

From this, we get that

∣∣yΔ(x)∣∣p+q
=

zΔ(x)

r(x)
, and

∣∣yΔ(x)∣∣q =

(
zΔ(x)

r(x)

) q
p+q

. (3.3.9)

From (3.3.6) and (3.3.9), since s is nonnegative on (a, τ)T, we have

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q
≤ 22p−1s(x) |y(x)|p ∣∣yΔ(x)∣∣q + 2p−1μp(x)s(x)

∣∣yΔ∣∣p+q

≤ 22p−1s(x)

(
1

r(x)

) q
p+q

×
(∫ x

a

1

r
1

p+q−1 (t)
Δt

)p( p+q−1
p+q )

× (z(x))
p

p+q
(
zΔ(x)

) q
p+q + 2p−1μp(x)s(x)

(
zΔ(x)

r(x)

)
.

This implies that

∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx

≤ 22p−1

∫ τ

a

s(x)

(
1

r(x)

) q
p+q

×
(∫ x

a

1

r
1

p+q−1 (t)
Δt

)p( p+q−1
p+q )

× (z(x))
p

p+q
(
zΔ(x)

) q
p+q Δx+ 2p−1

∫ τ

a

(
μp s(x)

r(x)

)
zΔ(x)Δx

≤ 22p−1

∫ τ

a

s(x)

(
1

r(x)

) q
p+q

×
(∫ x

a

1

r
1

p+q−1 (t)
Δt

)p( p+q−1
p+q )

× (z(x))
p

p+q
(
zΔ(x)

) q
p+q Δx

+2p−1 max
a≤x≤τ

(
μp s(x)

r(x)

)∫ τ

a

zΔ(x)Δx. (3.3.10)
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Applying the Hölder inequality with indices (p + q)/p and (p + q)/q on the
first integral on the right-hand side, we have

∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx

≤ 22p−1

⎛
⎝∫ τ

a

s
p+q
p (x)

(
1

r(x)

) q
p

(∫ x

a

1

r
1

p+q−1 (t)
Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

×
(∫ τ

a

z
p
q (x)zΔ(x)Δx

) q
p+q

+ 2p−1 sup
a≤x≤τ

μp s(x)

r(x)

∫ τ

a

zΔ(x)Δx.(3.3.11)

From (3.3.8), and the chain rule (1.1.7), we obtain

z
p
q (x)zΔ(x) ≤ q

p+ q

(
z

p+q
q (x)

)Δ
. (3.3.12)

Substituting (3.3.12) into (3.3.11) and using the fact that z(a) = 0, we have
that ∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx

≤ 22p−1

⎛
⎝∫ τ

a

s
p+q
p (x)

(
1

r(x)

) q
p

(∫ x

a

1

r
1

p+q−1 (t)
Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

×
(

q

p+ q

) q
p+q
(∫ τ

a

(
z

p+q
q (t)
)Δ

Δt

) q
p+q

+2p−1 sup
a≤x≤τ

(
μp s(x)

r(x)

)∫ τ

a

zΔ(x)Δx

=

⎛
⎝∫ τ

a

s
p+q
p (x)

(
1

r(x)

) q
p

(∫ x

a

1

r
1

p+q−1 (t)
Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

×22p−1

(
q

p+ q

) q
p+q

z(τ) + 2p−1 sup
a≤x≤τ

(
μp s(x)

r(x)

)
z(τ).

Using (3.3.7), we have from the last inequality that

∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K1(a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

which is the desired inequality (3.3.3). The proof is complete.
Similar reasoning as in Theorem 3.3.1, with [a, τ ]

T
replaced by [τ , b]

T
and

|y(x)| = ∫ b
x

∣∣yΔ(t)∣∣Δt, yields the following result.
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Theorem 3.3.2 Let T be a time scale with τ , b ∈ T and p, q be positive real
numbers such that p ≥ 1, and let r, s be nonnegative rd-continuous functions

on (τ , b)T such that
∫ b
τ
r

−1
p+q−1 (t)Δt < ∞. If y : [τ , b] ∩ T → R

+ is delta
differentiable with y(b) = 0, (and yΔ does not change sign in (τ , b)T), then
we have

∫ b

τ

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K2(τ , b, p, q)

∫ b

τ

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.3.13)

where

K2(τ , b, p, q) = 22p−1

(
q

p+ q

) q
p+q

×
⎛
⎝∫ b

τ

(s(x))
p+q
p

(r(x))
q
p

(∫ b

x

r
−1

p+q−1 (t)Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

+2p−1 sup
τ≤x≤b

(
μp(x)

s(x)

r(x)

)
. (3.3.14)

In the following, we assume that

K(p, q) = K1(a, τ , p, q) = K2(τ , b, p, q) < ∞,

where K1(a, τ , p, q) and K2(τ , b, p, q) are defined as in Theorems 3.3.1 and
3.3.2 and τ is the unique solution of the equationK1(a, τ , p, q) = K2(τ , b, p, q).
Note that,

∫ b

a

s(x)
∣∣y(x) + yσ(x)

∣∣p ∣∣∣yΔ(x)
∣∣∣q Δx

=

∫ τ

a

s(x)
∣∣y(x) + yσ(x)

∣∣p ∣∣∣yΔ(x)
∣∣∣q Δx+

∫ b

τ

s(x)
∣∣y(x) + yσ(x)

∣∣p ∣∣∣yΔ(x)
∣∣∣q Δx,

so combining Theorems 3.3.1 and 3.3.2 gives us the following result.

Theorem 3.3.3 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p ≥ 1, and let r, s be nonnegative rd-continuous

functions on (a, b)T such that
∫ b
a
r

−1
p+q−1 (t)Δt < ∞. If y : [a, b] ∩ T → R

+ is
delta differentiable with y(a) = 0 = y(b), (and yΔ does not change sign in
(a, b)T), then we have

∫ b

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K(p, q)

∫ b

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx.

(3.3.15)

For r = s in Theorem 3.3.1, we obtain the following result.
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Corollary 3.3.1 Let T be a time scale with a, τ ∈ T and p, q be positive real
numbers such that p ≥ 1, and let r be a nonnegative rd-continuous function

on (a, τ)T such that
∫ τ
a
r

−1
p+q−1 (t)Δt < ∞. If y : [a, τ ] ∩ T → R

+ is delta
differentiable with y(a) = 0, (and yΔ does not change sign in (a, τ)T) then
we have∫ τ

a

r(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K∗
1 (a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.3.16)

where

K∗
1 (a, τ , p, q) = 22p−1

(
q

p+ q

) q
p+q

×
(∫ τ

a

r(x)

(∫ x

a

r
−1

p+q−1 (t)Δt

)(p+q−1)

Δx

) p
p+q

+2p−1 sup
a≤x≤τ

(μp(x)) . (3.3.17)

From Theorems 3.3.2 and 3.3.3 one can derive similar results by setting
r = s. From (3.2.47) and (3.3.17) (by putting r(t) = 1), we get

K∗
1 (a, τ , p, q) = 22p−1

(
q

p+ q

) q
p+q

×
(∫ τ

a

(x− a)
(p+q−1)

Δx

) p
p+q

≤ 22p−1

(
q

p+ q

) q
p+q
(
(τ − a)p+q

(p+ q)

) p
p+q

+2p−1 max
a≤x≤τ

(μp(x))

= 2p−1 max
a≤x≤τ

(μp(x)) + 22p−1 q
q

p+q

p+ q
(τ − a)p. (3.3.18)

Setting r = 1 in (3.3.16) and using (3.3.18), we have the following result.

Corollary 3.3.2 Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p ≥ 1. If y : [a, τ ] ∩ T → R

+ is delta differentiable
with y(a) = 0, (and yΔ does not change sign in (a, τ)T), then we have

∫ τ

a

|y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ L(a, τ , p, q)

∫ τ

a

∣∣yΔ(x)∣∣p+q
Δx, (3.3.19)

where

L(a, τ , p, q) :=

(
22p−1 q

q
p+q

p+ q
(τ − a)p + 2p−1 sup

a≤x≤τ
μp(x)

)
.

Choose τ = (a+ b)/2 and apply (3.3.17) to [a, τ ] and [τ , b] and then add
to obtain the following inequality.



3.3. OPIAL TYPE INEQUALITIES III 127

Corollary 3.3.3 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p ≥ 1. If y : [a, b]∩T → R

+ is delta differentiable with
y(a) = 0 = y(b), then we have

∫ b

a

|y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ F (a, b, p, q)

∫ b

a

∣∣yΔ(x)∣∣p+q
Δx, (3.3.20)

where

F (a, b, p, q) := 22p−1 q
q

p+q

p+ q

(
b− a

2

)p

+ 2p−1 sup
a≤x≤b

(μp(x)) .

Setting p = q = 1 in (3.3.20) we have the following Opial type inequality
on a time scale.

Corollary 3.3.4 Let T be a time scale with a, b ∈ T. If y : [a, τ ] ∩ T → R
+

is delta differentiable with y(a) = 0 = y(b), then we have

∫ b

a

|y(x) + yσ(x)| ∣∣yΔ(x)∣∣Δx ≤
(
b− a

2
+ sup

a≤x≤b
μ(x)

)∫ b

a

∣∣yΔ(x)∣∣2 Δx.

(3.3.21)

In the following, we establish some dynamic inequalities of Opial type on
time scales of the form∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K(a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

where p, q be positive real numbers such that p ≤ 1, p+ q > 1.
The proof of our next result is similar to that in Theorem 3.3.1 except

here we use the inequality (3.3.2).

Theorem 3.3.4 Let T be a time scale with a, τ ∈ T and p, q be positive real
numbers such that p ≤ 1, p+ q > 1 and let r, s be nonnegative rd-continuous

functions on (a, τ)T such that
∫ τ
a
r

−1
p+q−1 (t)Δt < ∞. If y : [a, τ ] ∩ T → R

+ is
delta differentiable with y(a) = 0, (and yΔ does not change sign in (a, τ)T),
then we have∫ τ

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K1(a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.3.22)
where

K1(a, τ , p, q) = sup
a≤x≤τ

(
μp(x)

s(x)

r(x)

)
+ 2p

(
q

p+ q

) q
p+q

(∫ τ

a

s
p+q
p (x)

r
q
p (x)

(∫ x

a

r
−1

p+q−1 (t)Δt

)p+q−1

Δx

) p
p+q

.(3.3.23)
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Proof. Since yΔ(t) does not change sign in (a, τ)T, we have

|y(x)| =
∫ x

a

∣∣yΔ(t)∣∣Δt, for x ∈ [a, τ ]T.

This implies that

|y(x)| =
∫ x

a

1

(r(t))
1

p+q

(r(t))
1

p+q
∣∣yΔ(t)∣∣Δt.

Now, since r is nonnegative on (a, τ)T, then it follows from the Hölder
inequality with

f(t) =
1

(r(t))
1

p+q

, g(t) = (r(t))
1

p+q
∣∣yΔ(t)∣∣ , γ =

p+ q

p+ q − 1
, and ν = p+ q,

that

∫ x

a

∣∣yΔ(t)∣∣Δt ≤
(∫ x

a

1

(r(t))
1

p+q−1

Δt

) p+q−1
p+q (∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt

) 1
p+q

.

Then, for a ≤ x ≤ τ , we get (note y(a) = 0) that

|y(x)|p ≤
(∫ x

a

1

(r(t))
1

p+q−1

Δt

)p( p+q−1
p+q )(∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt

) p
p+q

.

(3.3.24)
Since yσ = y + μyΔ, we have

y(x) + yσ(x) = 2y(x) + μyΔ(x).

Applying the inequality (3.3.2), we get (note p ≤ 1) that

|y + yσ|p =
∣∣2y(x) + μyΔ(x)

∣∣p ≤ 2p |y|p + μp
∣∣yΔ∣∣p . (3.3.25)

Setting

z(x) :=

∫ x

a

r(t)
∣∣yΔ(t)∣∣p+q

Δt, (3.3.26)

we see that z(a) = 0, and

zΔ(x) = r(x)
∣∣yΔ(x)∣∣p+q

> 0. (3.3.27)

From this, we get that

∣∣yΔ(x)∣∣p+q
=

zΔ(x)

r(x)
, and

∣∣yΔ(x)∣∣q =

(
zΔ(x)

r(x)

) q
p+q

. (3.3.28)
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Thus, since s is nonnegative on (a, τ)T, we have from (3.3.25) and (3.3.28)
that

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q
≤ 2ps(x) |y(x)|p ∣∣yΔ(x)∣∣q + μp(x)s(x)

∣∣yΔ∣∣p+q

≤ 2ps(x)

(
1

r(x)

) q
p+q

×
(∫ x

a

1

r
1

p+q−1 (t)
Δt

)p( p+q−1
p+q )

× (z(x))
p

p+q
(
zΔ(x)

) q
p+q + μp(x)s(x)

(
zΔ(x)

r(x)

)
.

The rest of the proof is similar to the proof of Theorem 3.3.1. The proof is
complete.

Theorem 3.3.5 Let T be a time scale with τ , b ∈ T and p, q be positive real
numbers such that p ≤ 1, p+ q > 1 and let r, s be nonnegative rd-continuous

functions on (τ , b)T such that
∫ b
τ
r

−1
p+q−1 (t)Δt < ∞. If y : [τ , b] ∩ T → R

+ is
delta differentiable with y(b) = 0, (and yΔ does not change sign in (τ , b)T),
then we have∫ b

τ

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K2(τ , b, p, q)

∫ b

τ

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.3.29)

where

K2(τ , b, p, q) = 2p

(
q

p+ q

) q
p+q

⎛
⎝∫ b

τ

(s(x))
p+q
p

(r(x))
q
p

(∫ b

x

(r(t))
−1

p+q−1 Δt

)(p+q−1)

Δx

⎞
⎠

p
p+q

+ sup
τ≤x≤b

(
μp(x)

s(x)

r(x)

)
. (3.3.30)

In the following, we assume

K(p, q) = K1(a, τ , p, q) = K2(τ , b, p, q) < ∞,

whereK1(a, τ , p, q) andK2(τ , b, p, q) are defined as in Theorems 3.3.4 and 3.3.5
and τ is the unique solution of the equation K1(a, τ , p, q) = K2(τ , b, p, q).

Theorem 3.3.6 Let T be a time scale with a, b ∈ T and p, q be positive real
numbers such that p ≤ 1, p+q > 1 and let r, s be nonnegative rd−continuous

functions on (a, b)T such that
∫ b
a
(r(t))

−1
p+q−1Δt < ∞. If y : [a, b] ∩ T → R

+

is delta differentiable with y(a) = 0 = y(b), (and yΔ does not change sign in
(a, b)T), then we have

∫ b

a

s(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K(p, q)

∫ b

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx.

(3.3.31)
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Proof. Since∫ b

a

s(x)
∣∣y(x) + yσ(x)

∣∣p ∣∣∣yΔ(x)
∣∣∣q Δx =

∫ τ

a

s(x)
∣∣y(x) + yσ(x)

∣∣p ∣∣∣yΔ(x)
∣∣∣q Δx

+

∫ b

τ

s(x)
∣∣y(x) + yσ(x)

∣∣p ∣∣∣yΔ(x)
∣∣∣q Δx,

the rest of the proof is a combination of Theorems 3.3.4 and 3.3.5.
For r = s in Theorem 3.3.4, we obtain the following result.

Corollary 3.3.5 Let T be a time scale with a, τ ∈ T and p, q be positive real
numbers such that p ≤ 1, p+ q > 1 and let r be a nonnegative rd-continuous

function on (a, τ)T such that
∫ τ
a
(r(t))

−1
p+q−1Δt < ∞. If y : [a, τ ] ∩ T → R

+ is
delta differentiable with y(a) = 0, (and yΔ does not change sign in (a, τ)T),
then we have∫ τ

a

r(x) |y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ K∗
1 (a, τ , p, q)

∫ τ

a

r(x)
∣∣yΔ(x)∣∣p+q

Δx,

(3.3.32)

where

K∗
1 (a, τ , p, q) = sup

a≤x≤τ
(μp(x)) + 2p

(
q

p+ q

) q
p+q

×
(∫ τ

a

r(x)

(∫ x

a

r
−1

p+q−1 (t)Δt

)(p+q−1)

Δx

) p
p+q

. (3.3.33)

Using the inequality (3.2.47) and (3.3.33) (by putting r(t) = 1), we get
that

K∗
1 (a, τ , p, q) = 2p

(
q

p+ q

) q
p+q

×
(∫ τ

a

(x− a)
(p+q−1)

Δx

) p
p+q

≤ 2p
(

q

p+ q

) q
p+q
(
(τ − a)p+q

(p+ q)

) p
p+q

+ max
a≤x≤τ

(μp(x))

= max
a≤x≤τ

(μp(x)) + 2p
q

q
p+q

p+ q
(τ − a)p. (3.3.34)

Setting r = 1 in (3.3.32) and using (3.3.34), we have the following result.

Corollary 3.3.6 Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p ≤ 1 and p + q > 1. If y : [a, τ ] ∩ T → R

+ is delta
differentiable with y(a) = 0, (and yΔ does not change sign in (a, τ)T), then
we have∫ τ

a

|y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ L(a, τ , p, q)

∫ τ

a

∣∣yΔ(x)∣∣p+q
Δx, (3.3.35)
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where

L(a, τ , p, q) :=

(
2p

q
q

p+q

p+ q
(τ − a)p + sup

a≤x≤τ
μp(x)

)
.

Choose τ = (a+ b)/2 and apply (3.3.33) to [a, τ ] and [τ , b] and then add
to obtain the following inequality.

Corollary 3.3.7 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p ≤ 1 and p + q > 1. If y : [a, b] ∩ T → R

+ is delta
differentiable with y(a) = 0 = y(b), then we have

∫ b

a

|y(x) + yσ(x)|p ∣∣yΔ(x)∣∣q Δx ≤ F (a, b, p, q)

∫ b

a

∣∣yΔ(x)∣∣p+q
Δx, (3.3.36)

where

F (a, b, p, q) :=
q

q
p+q

p+ q
(b− a)p + sup

a≤x≤b
(μp(x)) .

Next various types of Opial’s inequality involving several functions are
presented on arbitrary time scales. The well-known Muirhead’s inequality
will be employed to obtain the results.

Theorem 3.3.7 ([111]) Let Sn be the symmetry group of the set [1, n]N, and
A := (α1, α2, . . . , αn), B := (β1, β2, . . . , βn) be two vectors with nonnegative

entries and
∑k

j=1 αj ≥ ∑k
j=1 βj for all k ∈ [1, n − 1]N and

∑n
j=1 αj =∑n

j=1 βj, then it is said that A majorizes B (we prefer the notation A � B),
and the following inequality is true:

∑
π∈Sn

n∏
j=1

xαj
πj

≥
∑
π∈Sn

n∏
j=1

x
βj
πj ,

where πj denotes the j-th component of the permutation π, and xj ∈ R
+
0

holds for all j ∈ [1, n]N.

One can easily see that for (2, 0) � (1, 1) Theorem 3.3.7 gives us the
following well-known inequality

x2
1 + x2

2 ≥ 2x1x2 with x1, x2 ≥ 0.

This inequality gives us the well-known inequality between arithmetic and
geometric means by letting y1 := 2x2

1 and y2 := 2x2
2, i.e.,

√
y1y2 ≤ y1 + y2

2
.

Throughout, for convenience, the empty sum and the empty product are
assumed to be 0 and 1, respectively, i.e., for α, β ∈ Z with β < α,

∑β
j=α fj = 0

and
∏β

j=α fj = 1.
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Theorem 3.3.8 Let n ∈ N and fj : T → R be differentiable functions for
j ∈ [1, n]N, then we have

[
n∏

j=1

fj(t)

]Δ
=

n∑
j=1

{[
j−1∏
i=1

fσ
i (t)

]
fΔ
j (t)

[
n∏

i=j+1

fi(t)

]}
, for t ∈ T.

Now, we are ready to establish some generalized Opial inequalities.

Theorem 3.3.9 Let n ∈ N, a, b ∈ T and fj ∈ C1
rd(T,R) for all j ∈ [1, n+1]N

with fj(a) = 0 for all j ∈ [1, n+ 1]N. Then

∫ b

a

n+1∑
j=1

∣∣∣∣∣
[

j−1∏
i=1

fσ
i (ξ)

]
fΔ
j (ξ)

[
n+1∏

i=j+1

fi(ξ)

]∣∣∣∣∣Δξ (3.3.37)

≤ (b− a)n

n+ 1

∫ b

a

n+1∑
j=1

∣∣fΔ
j (ξ)
∣∣n+1

Δξ,

with equality when fj(t) = c(t−a) for all j ∈ [1, n+1]N, where c is a constant.

Proof. The proof of this theorem follows similar steps to that in the
following one, so we skip it here.

Theorem 3.3.10 Let m,n ∈ N, a, b ∈ T and fj ∈ C1
rd(T,R) with fj(a) = 0

for all j ∈ [1, n+ 1]N. Then

∫ b

a

m∑
j=0

∣∣∣∣∣∣
(

n+1∏
i=1

fσ
i (ξ)

)j (n+1∏
i=1

fi(ξ)

)m−j
∣∣∣∣∣∣
n+1∑
j=1

(
j−1∏
i=1

fσ
i (ξ)

)
fΔ
j (ξ)

(
n+1∏

i=j+1

fi(ξ)

)
Δξ

≤ (b− a)(n+1)(m+1)−1

n+ 1

∫ b

a

[
n+1∑
j=1

∣∣∣fΔ
j (ξ

∣∣∣
](n+1)(m+1)

Δξ.

(3.3.38)

with equality when fj(t) = c(t − a) for all j ∈ [1, n + 1]N, where c is a
constant.

Proof. Set Fj(t) :=
∫ t
a
|fΔ

j (ξ)|Δξ for t ∈ [a, b]T and all j ∈ [1, n + 1]N.

Then, on [a, b]T, we have FΔ
j = |fΔ

j | and Fj ≥ |fj | for all j ∈ [1, n + 1]N.

Now, set F (t) :=
∏n+1

j=1 Fj(t) for t ∈ [a, b]T. It follows that
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∫ b

a

m∑
j=0

∣∣∣∣∣∣
[
n+1∏
i=1

fσi (ξ)

]j (n+1∏
i=1

fi(ξ)

)m−j
∣∣∣∣∣∣
n+1∑
j=1

∣∣∣∣∣∣
[
j−1∏
i=1

fσi (ξ)

]
fΔj (ξ)

n+1∏
i=j+1

fi(ξ)

∣∣∣∣∣∣Δξ

≤
∫ b

a

m∑
j=0

[
n+1∏
i=1

Fσ
i (ξ)

]j [n+1∏
i=1

Fi(ξ)

]m−j

×
n+1∑
j=1

j−1∏
i=1

⎛
⎝Fσ

i (ξ)FΔ
j (ξ)

n+1∏
i=j+1

Fi(ξ)

⎞
⎠Δξ

=

∫ b

a

m∑
j=0

[
Fσ(ξ)

]j
[F (ξ)]m−j FΔ(ξ)Δξ =

∫ b

a

[
(F (ξ))(m+1)

]Δ
Δξ

= (F (b))m+1 =

n+1∏
j=1

[
Fj(b)

]m+1 ≤ 1

n+ 1

n+1∑
j=1

[
Fj(b)

](n+1)(m+1)
(3.3.39)

is true, where we have applied the arithmetic mean and geometric mean
inequalities in the last step. Also for j ∈ [1, n+ 1]N, we have

[
Fj(b)

](n+1)(m+1)

=

(∫ b

a

∣∣fΔ
j (ξ)
∣∣Δξ

)(n+1)(m+1)

≤ (b− a)(n+1)(m+1)−1

∫ b

a

∣∣fΔ
j (ξ)
∣∣(n+1)(m+1)

Δξ,

(3.3.40)

by applying Hölder’s inequality. Also by letting fj(t) = c(t−a) for t ∈ [a, b]T
and all j ∈ [1, n + 1]N for some constant c, one can easily see that (3.3.38)
holds with equality. The proof is complete.

Theorem 3.3.11 Let n ∈ N, a, b ∈ T and fj ∈ C1
rd(T,R) with fj(a) = 0 for

all j ∈ [1, n + 1]N, and that p ∈ Crd(T,R
+) with

∫ b
a

[
p(ξ)
]−1/n

Δξ < ∞ and
q ∈ Crd(T,R

+) be a nonincreasing function. Then

∫ b

a

qσ(ξ)

n+1∑
j=1

∣∣∣∣∣∣
[
j−1∏
i=1

fσ
i (ξ)

]
fΔ
j (ξ)

⎛
⎝ n+1∏

i=j+1

fi(ξ)

⎞
⎠
∣∣∣∣∣∣Δξ

≤ 1

n+ 1

(∫ b

a

1

(p(ξ))
1
n

Δξ

)n
⎛
⎝∫ b

a

p(ξ)qσ(ξ)

n+1∑
j=1

(
fΔ
j (ξ)
)n+1

Δξ

⎞
⎠ .

(3.3.41)

Proof. Set

Fj(t) :=

∫ t

a

[qσ(ξ)]
1

n+1
∣∣fΔ

j (ξ)
∣∣Δξ,

and then

FΔ
j (t) = (qσ(t))

1
n+1
∣∣fΔ

j (t)
∣∣

for t ∈ [a, b]T and all j ∈ [1, n+ 1]N. Then we have

Fj(t) ≥ q
1

n+1 (t)

∫ t

a

|fΔ
j (ξ)|Δξ ≥ q

1
n+1 (t)

∣∣∣∣
∫ t

a

fΔ
j (ξ)Δξ

∣∣∣∣ ≥ q
1

n+1 (t) |fj(t)| ,
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for t ∈ [a, b]T and all j ∈ [1, n + 1]N (note here that for any t ∈ [a, b]T,
ξ ∈ [a, t)T implies σ(ξ) ≤ t and thus qσ(ξ) ≤ q(t)). Now, set

F (t) :=
∏n+1

j=1
Fj(t), for t ∈ [a, b]T.

Similar reasoning as in the proof of Theorem 3.3.10 yields

∫ b

a

qσ(ξ)

n+1∑
j=1

∣∣∣∣∣∣
[
j−1∏
i=1

fσ
i (ξ)

]
fΔ
j (ξ)

⎡
⎣ n+1∏
i=j+1

fi(ξ)

⎤
⎦
∣∣∣∣∣∣Δξ

≤
∫ b

a

n+1∑
j=1

{[
j−1∏
i=1

F σ
i (ξ)

]
FΔ
j (ξ)

[
n+1∏

i=j+1

Fi(ξ)

]}
Δξ

=

∫ b

a

FΔ(ξ)Δξ = F (b) =

n+1∏
j=1

Fj(b) ≤ 1

n+ 1

n+1∑
j=1

[
Fj(b)

]n+1

=
1

n+ 1

n+1∑
j=1

{∫ b

a

1

(p(ξ))
1

n+1

[
p(ξ)qσ(ξ)

] 1
n+1
∣∣fΔ

j (ξ)
∣∣Δξ

}n+1

≤ 1

n+ 1

(∫ b

a

1[
p(ξ)
] 1

n

Δξ

)n

(3.3.42)

×
n∑

j=1

{∫ b

a

p(ξ)qσ(ξ)
∣∣fΔ

j (ξ)
∣∣n+1

Δξ

}
.

The proof is complete.

Theorem 3.3.12 Let n ∈ N, a, b ∈ T and fj ∈ C1
rd(T,R) with fj(a) = 0 for

all j ∈ [1, n + 1]N, and that p ∈ Crd(T,R) with
∫ b
a

[
p(ξ)
]−1/(m+n)

Δξ < ∞
and q ∈ Crd(T,R) be a nonincreasing function. Then

∫ b

a

qσ(ξ)

m∑
j=0

∣∣∣∣∣
[

n+1∏
i=1

fσ
i (ξ)

]j[ n+1∏
i=1

fi(ξ)

]m−j∣∣∣∣∣

×
n+1∑
j=1

∣∣∣∣∣
[

j−1∏
i=1

fσ
i (ξ)

]
fΔ
j (ξ)

[
n+1∏

i=j+1

fi(ξ)

]∣∣∣∣∣Δξ

≤ 1

n+ 1

(∫ b

a

1[
p(ξ)
] 1

m+n

Δξ

) (m+n)(m+1)(n+1)
m+n+1

×
n+1∑
j=1

(∫ b

a

p(ξ)qσ(ξ)
∣∣fΔ

j (ξ)
∣∣m+n+1

Δξ

) (m+1)(n+1)
m+n+1

.

The results can be extended by applying the Muirhead inequality. For
example the result of Theorem 3.3.10 can be arranged as follows.
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Corollary 3.3.8 In addition to the assumptions of Theorem 3.3.10,
suppose that there exists (α1, α2, . . . , αn+1) such that

∑n+1
j=1 αj = n + 1 and∑k

j=1 αj ≥ k for all k ∈ [1, n]N, then the right-hand side of (3.3.38) can be
replaced by the following one

1

(n+ 1)!

∑
π∈Sn+1

{
n+1∏
j=1

(b− a)αj(m+1)

∫ b

a

∣∣∣∣∣
[

n+1∏
j=1

fΔ
πj
(ξ)

]αj(m+1)∣∣∣∣∣Δξ

}
,

where Sn+1 is the set of all permutations of the set [1, n+1]N, and πj stands
for the j-th component of the permutation π.

Proof. From the second term in (3.3.39) and Muirhead’s inequality, we
have

n+1∏
j=1

[
Fj(b)

]m+1

=
1

(n+ 1)!

∑
π∈Sn+1

n+1∏
j=1

[
Fπj (b)

]m+1

≤ 1

(n+ 1)!

∑
π∈Sn+1

n+1∏
j=1

[
Fπj (b)

]αj(m+1)

,

where (α1, α2, . . . , αn+1)�(1, 1, . . . , 1). The rest of the proof is similar to that
of Theorem 3.3.10.

3.4 Higher Order Opial Type Inequalities

In this section, we present some Opial type inequalities involving higher order
derivatives. The results in this section are adapted from [49, 91, 127, 136,
139, 149]. To prove the results we need the following theorem [111, p. 338].

Theorem 3.4.1 Let k ≥ 2 be an integer and xi ≥ 0 be reals for all i ∈ [1, k]N.
Then (

k∑
i=1

xi

)α

≤
⎧⎨
⎩

1, if 0 ≤ α ≤ 1

kα−1, if α ≥ 1

⎫⎬
⎭

k∑
i=1

xα
i . (3.4.1)

We recall the definition of the generalized Taylor Monomials which is
given as follows:

hk(t, s) :=

⎧⎪⎪⎨
⎪⎪⎩

1, k = 0,
t∫

s

hk−1(ξ, s)Δξ, k ∈ N,

for all s, t ∈ T. For convenience, for yΔ
n

we mean the (nth) delta derivative

of y which is equivalent to
(
yΔ

n−1
)Δ

for n ∈ N.
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Theorem 3.4.2 Let T be a time scale with a, b ∈ T and y ∈ C
(n)
rd ([a, b]∩T).

If yΔ
i

(a) = 0, for i = 0, 1, . . . , n− 1, then

∫ b

a

|y(t)|
∣∣∣yΔn

(t)
∣∣∣Δt ≤

√
1

2

(∫ b

a

(∫ t

a

|hn−1(t, σ(s))|2 Δs

)
Δt

) 1
2

×
∫ b

a

∣∣∣yΔn

(t)
∣∣∣2 Δt. (3.4.2)

Proof. From the Taylor formula (1.4.6), since yΔ
i

(a) = 0, for i =
0, 1, . . . , n− 1, we have

y(t) :=

∫ t

a

hn−1(t, σ(s))y
Δn

(s)Δs. (3.4.3)

This implies that

∣∣∣yΔn

(t)
∣∣∣ |y(t)| ≤

∣∣∣yΔn

(t)
∣∣∣
∫ t

a

|hn−1(t, σ(s))|
∣∣∣yΔn

(s)
∣∣∣Δs.

Applying the Schwartz inequality, we have

∣∣∣yΔn

(t)
∣∣∣ |y(t)| ≤

∣∣∣yΔn

(t)
∣∣∣
(∫ t

a

|hn−1(t, σ(s))|2 Δs

) 1
2
(∫ t

a

∣∣∣yΔn

(s)
∣∣∣2 Δs

) 1
2

.

Then

∫ b

a

∣∣∣yΔn

(t)
∣∣∣ |y(t)|Δt ≤

∫ b

a

(∫ t

a

|hn−1(t, σ(s))|2 Δs

) 1
2 ∣∣∣yΔn

(t)
∣∣∣

×
(∫ t

a

∣∣∣yΔn

(s)
∣∣∣2 Δs

) 1
2

Δt. (3.4.4)

Let

z(t) :=

∫ t

a

∣∣∣yΔn

(s)
∣∣∣2 Δs.

Then z(a) = 0 and
∣∣yΔn

(t)
∣∣2 = zΔ(t). From this and (3.4.4), we have

∫ b

a

∣∣∣yΔn

(t)
∣∣∣ |y(t)|Δt ≤

∫ b

a

(∫ t

a

|hn−1(t, σ(s))|2 Δs

) 1
2 (

z(t)zΔ(t)
) 1

2 Δt.

(3.4.5)

Applying the Schwartz inequality we obtain

∫ b

a

∣∣∣yΔn

(t)
∣∣∣ |y(t)|Δt ≤

(∫ b

a

(∫ t

a

|hn−1(t, σ(s))|2 Δs

)
Δt

) 1
2

×
(∫ b

a

z(t)zΔ(t)Δt

) 1
2

. (3.4.6)
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By the chain rule (1.1.7), we see (note that z(t) > 0 and zΔ(t) > 0), that

(
z2(t)
)Δ

= 2zΔ(t)

1∫
0

[hzσ + (1− h)z] dh ≥ 2zΔ(t)z(t).

Then, since z(a) = 0, we have that

∫ b

a

z(t)zΔ(t)Δt ≤ 1

2

∫ b

a

(
z2(t)
)Δ

Δt =
1

2
z2(b), (3.4.7)

Substituting (3.4.7) into (3.4.6), we have

∫ b

a

∣∣∣yΔn

(t)
∣∣∣ |y(t)|Δt ≤

√
1

2

(∫ b

a

(∫ t

a

|hn−1(t, σ(s))|2 Δs

)
Δt

) 1
2

z(b)

=

√
1

2

(∫ b

a

(∫ t

a

|hn−1(t, σ(s))|2 Δs

)
Δt

) 1
2 ∫ b

a

∣∣∣yΔn

(t)
∣∣∣2 Δt,

which is the desired inequality (3.4.2). The proof is complete.

Remark 3.4.1 Let 0 ≤ k < n, be fixed, and let x ∈ C
(n−k)
rd ([a, b] ∩ T) be

such that xΔi

(a) = 0, 0 ≤ i ≤ n− k − 1. Then from (3.4.2) it follows that

∫ b

a

|x(t)|
∣∣∣xΔn−k

(t)
∣∣∣Δt ≤

√
1

2

(∫ b

a

(∫ t

a

|hn−k−1(t, σ(s))|2 Δs

)
Δt

) 1
2

×
∫ b

a

∣∣∣xΔn

(t)
∣∣∣2 Δt.

Thus for x = yΔk , where y ∈ C
(n−k)
rd [a, b], yΔ

i

= 0, k ≤ i ≤ n − 1, we have
the following result.

Corollary 3.4.1 Let T be a time scale with a, b ∈ T and y ∈ C
(n)
rd ([a, b]∩T).

If yΔ
i

(a) = 0, k ≤ i ≤ n− 1, then

∫ b

a

∣∣yΔk(t)
∣∣ ∣∣∣yΔn

(t)
∣∣∣Δt ≤

√
1

2

(∫ b

a

(∫ t

a

|hn−k−1(t, σ(s))|2 Δs

)
Δt

) 1
2

×
∫ b

a

∣∣∣yΔn

(t)
∣∣∣2 Δt.

Theorem 3.4.2 can be extended to a general inequality with two different
constants by applying the Hölder inequality with indices p and q satisfying
1/p+ 1/q = 1.
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Theorem 3.4.3 Let T be a time scale with a, b ∈ T, p and q are real num-

bers such that 1/p + 1/q = 1 and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0, for
i = 0, 1, . . . , n− 1, then

∫ b

a

|y(t)|
∣∣∣yΔn

(t)
∣∣∣Δt ≤

(
1

2

) 1
q

(∫ b

a

(∫ t

a

|hn−1(t, σ(s))|p Δs

)
Δt

) 1
p

×
∫ b

a

∣∣∣yΔn

(t)
∣∣∣q Δt.

Theorem 3.4.4 Let T be a time scale with a, b ∈ T and l, m be positive real

numbers such that l + m > 1, and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0, for
i = 0, 1, . . . , n− 1, then

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤

(
m

l +m

) m
l+m

(∫ b

a

H(l+m−1)(t, s)Δt

) l
l+m

×
∫ b

a

∣∣∣yΔn

(t)
∣∣∣l+m

Δt, (3.4.8)

where

H(t, s) :=

∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1 Δs.

Proof. From the Taylor formula (1.4.6) and since yΔ
i

(a) = 0, for i =
0, 1, . . . , n− 1, we have

|y(t)| ≤
∫ t

a

hn−1(t, σ(s))
∣∣∣yΔn

(s)
∣∣∣Δs.

Applying the Hölder inequality with γ = l +m and ν = l+m
l+m−1 , we have

|y(t)| ≤
(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1Δs

) l+m−1
l+m

(∫ t

a

∣∣∣yΔn

(s)
∣∣∣l+m

Δs

) 1
l+m

.

This implies that

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m ≤

∣∣∣yΔn

(t)
∣∣∣m
(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1 Δs

)l( l+m−1
l+m )

(∫ t

a

∣∣∣yΔn

(s)
∣∣∣l+m

Δs

) l
l+m

.

Then

∫ b

a

∣∣∣yΔn

(t)
∣∣∣m |y(t)|l Δt ≤

∫ b

a

(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1Δs

)l( l+m−1
l+m )

×
∣∣∣yΔn

(t)
∣∣∣m
(∫ t

a

∣∣∣yΔn

(s)
∣∣∣l+m

Δs

) l
l+m

Δt. (3.4.9)
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Let z(t) :=
∫ t
a

∣∣yΔn

(s)
∣∣l+m

Δs. This implies that z(a) = 0, and

∣∣∣yΔn

(t)
∣∣∣m =

(
zΔ(t)

) m
l+m > 0.

From this and (3.4.9), we have

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤

∫ b

a

(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1Δs

)l( l+m−1
l+m )

× (zΔ(t)) m
l+m (z(t))

l
l+m Δt. (3.4.10)

Applying the Hölder inequality with γ = (l + m)/l and ν = (l + m)/m,
we have

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤

(∫ b

a

(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1 Δs

)l( l+m−1
l+m

)( l+m
l

)

Δt

) l
l+m

×
(∫ b

a

z
Δ
(t) (z(t))

(l/m)
Δt

) m
m+l

. (3.4.11)

From (1.1.7), we have (note that z(t) and zΔ(t) > 0) that

(
z

l+m
m (t)

)Δ
≥ l +m

m

∫ 1

0

[hzσ + (1− h)z]
l+m
m −1zΔ(t)

≥ l +m

m
(z(t))

(l/m)
zΔ(t).

Then, since z(a) = 0, we have

∫ b

a

zl/m(t)zΔ(t)Δt ≤ m

l +m

∫ b

a

(
z

l+m
m (t)

)Δ
Δt =

m

l +m
z

l+m
m (b). (3.4.12)

Substituting (3.4.12) into (3.4.11) yields
∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt

≤
(

m

l +m

) m
l+m

⎛
⎝
∫ b

a

(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1 Δs

)l( l+m−1
l+m

)( l+m
l

)

Δt

⎞
⎠

l
l+m

z(b)

=

(
m

l +m

) m
l+m

(∫ b

a

(∫ t

a

(hn−1(t, σ(s)))
l+m

l+m−1 Δs

)(l+m−1)

Δt

) l
l+m

×
∫ b

a

∣∣∣yΔn
(t)

∣∣∣l+m
Δt,

which is the desired inequality (3.4.8). The proof is complete.
Using the ideas in Remark 3.4.1 we obtain the following result.
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Corollary 3.4.2 Let T be a time scale with a, b ∈ T and l, m be positive

real numbers such that l + m > 1 and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0,
k ≤ i ≤ n− 1, then

∫ b

a

∣∣yΔk(t)
∣∣l ∣∣∣yΔn

(t)
∣∣∣m Δt ≤

(
m

l +m

) m
l+m

(∫ b

a

H(l+m−1)(t, s)Δt

) l
l+m

×
∫ b

a

∣∣∣yΔn

(t)
∣∣∣l+m

Δt,

where

H(t, s) :=

∫ t

a

(hn−k−1(t, σ(s)))
l+m

l+m−1 Δs.

Note that Theorem 3.4.4 cannot be applied when l + m = 1. In the
following theorem we prove an inequality which can be applied in this case.

Theorem 3.4.5 Let T be a time scale with a, b ∈ T and l, m be positive

real numbers such that l+m = 1 and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0, for
i = 0, 1, . . . , n− 1, then

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤ mm

(∫ b

a

hn−1(t, a)Δt

)l ∫ b

a

∣∣∣yΔn

(t)
∣∣∣Δt.

(3.4.13)

Proof. Using the fact that |hn(t, s)| is increasing with respect to its first
component for t ≥ σ(s) > a, we have from the Taylor formula (1.4.6) and

yΔ
i

(a) = 0, for i = 0, 1, . . . , n− 1, that

|y(t)| ≤ hn−1(t, a)

∫ t

a

∣∣∣yΔn

(s)
∣∣∣Δs.

This implies that

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m ≤ (hn−1(t, a))

l
∣∣∣yΔn

(t)
∣∣∣m
(∫ t

a

∣∣∣yΔn

(s)
∣∣∣Δs

)l

.

Now applying the Hölder inequality with indices 1/l and 1/m, we obtain

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤

(∫ b

a

hn−1(t, a)Δt

)l

×
(∫ b

a

∣∣∣yΔn

(t)
∣∣∣
(∫ t

a

∣∣∣yΔn

(s)
∣∣∣Δs

)l/m

Δt

)m

.
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Let z(t) =
∫ t
a

∣∣yΔn

(s)
∣∣Δs. Then z(a) = 0 and zΔ(t) =

∣∣yΔn

(t)
∣∣, so

∫ b

a

∣∣∣yΔn

(t)
∣∣∣
(∫ t

a

∣∣∣yΔn

(s)
∣∣∣Δs

)l/m

Δt =

∫ b

a

zΔ(t) (z(t))
l/m

Δt,

and hence

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤

(∫ b

a

hn−1(t, a)Δt

)l(∫ b

a

zΔ(t) (z(t))
l/m

Δt

)m

.

(3.4.14)

As in the proof of Theorem 3.4.4, we have that

∫ b

a

zΔ(t) (z(t))
l/m

Δt ≤
∫ b

a

zl/m(t)zΔ(t)Δt ≤ m

∫ b

a

(
z

l+m
m (t)

)Δ
Δt

= mz
1
m (b) = m

(∫ b

a

∣∣∣yΔn

(t)
∣∣∣Δt

)1/m

.

Substituting into (3.4.14), we have

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤ mm

(∫ b

a

hn−1(t, a)Δt

)l(∫ b

a

∣∣∣yΔn

(t)
∣∣∣Δt

)
,

which is the desired inequality (3.4.13). The proof is complete.
Using the ideas in Remark 3.4.1 we obtain the following result.

Corollary 3.4.3 Let T be a time scale with a, b ∈ T and l, m be positive

real numbers such that l + m = 1, and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0,
k ≤ i ≤ n− 1, then

∫ b

a

∣∣yΔk(t)
∣∣l ∣∣∣yΔn

(t)
∣∣∣m Δt ≤ mm

(∫ b

a

|hn−k−1(t, a)|Δt

)l(∫ b

a

∣∣∣yΔn

(t)
∣∣∣Δt

)
.

Theorem 3.4.6 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p ≥ 0 and q ≥ 1. Suppose that h is a positive rd-

continuous function and is nonincreasing on [a, τ ]T and y ∈ C
(n)
rd ([a, b] ∩ T).

If yΔ
i

(a) = 0, for i = 0, 1, . . . , n− 1, then

∫ b

a

h(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ q(b− a)pn

p+ q

∫ b

a

h(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt. (3.4.15)

Proof. Let

z(t) =

∫ t

a

∫ tn−1

a

. . .

∫ t1

a

∣∣∣yΔn

(s)
∣∣∣ΔsΔt1 . . .Δtn−1, (3.4.16)
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Then

zΔ(t), . . . , zΔ
n

(t) ≥ 0, zΔ
n

(t) =
∣∣∣yΔn

(s)
∣∣∣ ≥ 0, and z(t) ≥ |y(t)| .

(3.4.17)

and

zΔ
i

(t) =

∫ t

a

zΔ
i+1

(s)Δs ≤ (t− a)zΔ
i+1

(t), i = 0, 1, . . . , n− 2. (3.4.18)

Applying Theorem 3.2.1 in conjunction with (3.4.16)–(3.4.18), we have

∫ τ

a

h(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt

≤
∫ τ

a

h(t) |y(t)|p
∣∣∣zΔn

(t)
∣∣∣Δt

≤
∫ τ

a

h(t) |y(t)|p
∣∣∣zΔn

(t)
∣∣∣Δt ≤

∫ τ

a

h(t)
[
(t− a)zΔ(t)

]p ∣∣∣zΔn

(t)
∣∣∣q Δt

...

≤
∫ τ

a

h(t)
[
(t− a)n−1zΔ

n−1

(t)
]p ∣∣∣zΔn

(t)
∣∣∣q Δt

≤ (τ − a)p(n−1) q

p+ q
(τ − a)p

∫ τ

a

h(t)
∣∣∣zΔn

(t)
∣∣∣p+q

Δt

=
q(τ − a)pn

p+ q

∫ τ

a

∣∣∣yΔn

(t)
∣∣∣p+q

Δt,

which is the desired inequality (3.4.15). The proof is complete.

Theorem 3.4.7 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p ≥ 0 and q ≥ 1. Suppose that h is a positive rd-

continuous function and is nonincreasing on [a, τ ]T and x, y ∈ C
(n)
rd ([a, b]∩T).

If xΔi

(a) = yΔ
i

(a) = 0, for i = 0, 1, . . . , n− 1, then

∫ b

a

h(t)
[
|x(t)|p

∣∣∣yΔn

(t)
∣∣∣q + |y(t)|p

∣∣∣xΔn

(t)
∣∣∣q]Δt

≤ 2q(b− a)pn

p+ q

∫ b

a

h(t)

[∣∣∣xΔn

(t)
∣∣∣p+q

+
∣∣∣yΔn

(t)
∣∣∣p+q
]
Δt. (3.4.19)

Proof. Let

z(t) =

∫ t

a

∫ tn−1

a

. . .

∫ t1

a

[∣∣∣xΔn

(s)
∣∣∣p+q

+
∣∣∣yΔn

(s)
∣∣∣p+q
] 1

p+q

ΔsΔt1 . . .Δtn−1,
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Then

zΔ(t), . . . , zΔ
n−1

(t) ≥ 0, zΔ
n

(t) =

[∣∣∣xΔn

(s)
∣∣∣p+q

+
∣∣∣yΔn

(s)
∣∣∣p+q
] 1

p+q

≥ max{
∣∣∣xΔn

(s)
∣∣∣ ,
∣∣∣yΔn

(s)
∣∣∣} ≥ 0,

z(t) ≥ |x(t)| and z(t) ≥ |y(t)| .
Applying Theorem 3.4.6, we have∫ τ

a

h(t)
[
|x(t)|p

∣∣∣yΔn

(t)
∣∣∣q + |y(t)|p

∣∣∣xΔn

(t)
∣∣∣q]Δt

≤
∫ τ

a

h(t) |z(t)|p
[∣∣∣xΔn

(t)
∣∣∣q +
∣∣∣yΔn

(t)
∣∣∣q]Δt

≤ 2

∫ τ

a

h(t) |z(t)|p
∣∣∣zΔn

(t)
∣∣∣q Δt

≤ (τ − a)pn
2q

p+ q

∫ τ

a

h(t)
∣∣∣zΔn

(t)
∣∣∣p+q

Δt

=
2q(τ − a)pn

p+ q

∫ τ

a

h(t)

[∣∣∣xΔn

(t)
∣∣∣p+q

+
∣∣∣yΔn

(t)
∣∣∣p+q
]
Δt,

which is the desired inequality (3.4.19). The proof is complete.

Theorem 3.4.8 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p ≥ 0 and q ≥ 1. Suppose that h is a positive

rd-continuous function and is nonincreasing on [a, τ ]T and x, y ∈ C
(n)
rd

([a, b] ∩ T). If xΔi

(a) = yΔ
i

(a) = 0 and xΔi

(b) = yΔ
i

(b) = 0, for
i = 0, 1, . . . , n− 1, then

∫ b

a
h(t)

[
|x(t)|p

∣∣∣yΔn
(t)

∣∣∣q + |y(t)|p
∣∣∣xΔn

(t)
∣∣∣q]Δt

≤ 2q

p+ q
(
b− a

2
)pn

∫ b

a
h(t)

[∣∣∣xΔn
(t)

∣∣∣p+q
+

∣∣∣yΔn
(t)

∣∣∣p+q
]
Δt. (3.4.20)

In the following, we prove some inequalities with two different weight
functions.

Theorem 3.4.9 Let T be a time scale with a, τ ∈ T, let p ∈ Crd([a, τ ]T,R)
with ∫ τ

a

(p(t))1−αΔt < ∞, (α > 1).

Suppose that q is a positive bounded rd-continuous function and is nonin-

creasing on [a, τ ]T. Let y ∈ C
(n)
rd ([a, τ ]T). If y

Δi

(a) = 0, for i = 0, 1, . . . , n−1,
then for r > 0, we have

∫ τ

a

q(t) |y(t)|r
∣∣∣yΔn

(t)
∣∣∣Δt ≤ Λ1(r, α)

(∫ τ

a

p(t)q
r

r+1 (t)
∣∣∣yΔn

(t)
∣∣∣ν Δt

) 1+r
ν

,

(3.4.21)



144 CHAPTER 3. OPIAL INEQUALITIES

where

Λ1(r, α) :=
(τ − a)r(n−1)

r + 1

(∫ τ

a

p1−α(t)Δt

) 1+r
α

,
1

α
+

1

ν
= 1. (3.4.22)

Proof. Let

z(t) =

∫ t

a

∫ tn−1

a

. . .

∫ t1

a

∣∣∣yΔn

(s)
∣∣∣ΔsΔt1 . . .Δtn−1. (3.4.23)

Then

zr(t) =

(∫ t

a

∫ tn−1

a

. . .

∫ t1

a

∣∣∣yΔn

(s)
∣∣∣ΔsΔt1 . . .Δtn−1

)r

, (3.4.24)

zΔ
n

(t) =
∣∣∣yΔn

(s)
∣∣∣ ≥ 0, and z(t) ≥ |y(t)| , (3.4.25)

and

zΔ
i

(t) =

∫ t

a

zΔ
i+1

(s)Δs ≤ (t− a)zΔ
i

(t), i = 0, 1, . . . , n− 2. (3.4.26)

Applying Theorem 3.2.4 in conjunction with (3.4.23)–(3.4.26), we have∫ τ

a

q(t) |y(t)|r
∣∣∣yΔn

(t)
∣∣∣Δt

≤
∫ τ

a

q(t) |y(t)|r
∣∣∣zΔn−1

(t)
∣∣∣Δt

≤
∫ τ

a

q(t) |y(t)|r
∣∣∣zΔn−1

(t)
∣∣∣Δt ≤

∫ τ

a

q(t)
[
(t− a)zΔ(t)

]r ∣∣∣zΔn−1

(t)
∣∣∣Δt

...

≤
∫ τ

a

q(t)
[
(t− a)n−1zΔn−1 (t)

]r ∣∣∣zΔn

(t)
∣∣∣Δt

≤ (τ − a)r(n−1)

∫ τ

a

q(t)
[
zΔ

n−1
(t)
]r ∣∣zΔn

(t)
∣∣Δt

≤ (τ − a)r(n−1)

r + 1

(∫ τ

a

p1−α(t)Δt

) 1+r
α
(∫ τ

a

p(t)q
r

r+1 (t)
∣∣yΔn

(t)
∣∣ν Δt

) 1+r
ν

,

which is the desired inequality (3.4.21). The proof is complete.

Theorem 3.4.10 Let T be a time scale with a, b ∈ T and l, m, r be positive
real numbers such that l + m > 1 and r > 1. Furthermore, let p and q be

positive rd-continuous functions defined on [a, b]∩T and y ∈ C
(n)
rd ([a, b]∩T).

If yΔ
i

(a) = 0, for i = 0, 1, . . . , n− 1, then

∫ b

a

q(t) |y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤ Λ1(l,m, r, p, q)

(∫ b

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

) l+m
r

,

(3.4.27)
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where

Λ1(l,m, p, q, r) :=

(
m

l +m

)m/r
(∫ b

a

q
r

r−m (t)p
−m
r−m (t) (P (t))

l( r−1
r−m ) Δt

) r−m
r

,

(3.4.28)

and

P (t) :=

∫ t

a

p
−1
r−1 (s) (hn−1(t, σ(s)))

r
r−1 Δs.

Proof. From the Taylor formula (1.4.6), we see that

|y(t)| ≤
∫ t

a

p
−1
r (s) (hn−1(t, σ(s))) p

l
r (s)
∣∣∣yΔn

(s)
∣∣∣Δs.

Applying the Hölder inequality on the right-hand side with indices r and
r/(r − 1), we have

|y(t)| ≤
∫ t

a

p
−1
r (s)hn−1(t, σ(s))p

l
r (s)
∣∣∣yΔn

(s)
∣∣∣Δs

≤
(∫ t

a

p
−1
r−1 (s) (hn−1(t, σ(s)))

r
r−1 Δs

) r−1
r

×
(∫ t

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

)1/r

.

This implies that

q(t) |y(t)|l
∣∣∣yΔn

(t)
∣∣∣m ≤ q(t)P l( r−1

r )(t)
∣∣∣yΔn

(t)
∣∣∣m
(∫ t

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

)l/r

Integrating from a to b, we have∫ b

a

q(t) |y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt

≤
∫ b

a

q(t)P l( r−1
r )(t)

∣∣∣yΔn

(t)
∣∣∣m
(∫ t

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

)l/r

Δt.

Let

z(t) :=

∫ t

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs.

Then z(a) = 0, zΔ(t) = p(t)
∣∣yΔn

(t)
∣∣r and

∣∣yΔn

(t)
∣∣m =

(
zΔ(t
)
)

m
r p

−m
r (t).

This implies that ∫ b

a

q(t) |y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt

≤
∫ b

a

q(t)P l( r−1
r )(t)p

−m
r (t)

(
zΔ(t
)
)

m
r (z(t))

l/r
Δt. (3.4.29)
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Applying the Hölder inequality with indices r/m and r/(r −m), we obtain
∫ b

a

q(t)P l( r−1
r )(t)p

−m
r (t)

(
zΔ(t
)
)

m
r (z(t))

l/r
Δt

≤
(∫ b

a

(
zΔ(t
)
) (z(t))

l/m
Δt

)m/r

×
(∫ b

a

q
r

r−m (t)P l( r−1
r−m )(t)p

−m
r−m (t)Δt

) r−m
r

.

Substituting into (3.4.29), we have∫ b

a

q(t) |y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt

≤
(∫ b

a

q
r

r−m (t)P l( r−1
r−m )(t)p

−m
r−m (t)Δt

) r−m
r
(∫ b

a

(
zΔ(t
)
) (z(t))l/m Δt

)m/r

.

Also we have(∫ b

a

zΔ(t) (z(t))
l/m

Δt

)m/r

≤
(

m

l +m

∫ b

a

(
z

l+m
m (t)

)Δ
Δt

)m/r

=

(
m

l +m

)m/r

(z(b))
l+m

r =

(
m

l +m

)m/r
(∫ b

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

) l+m
r

.

This implies that

∫ b

a

q(t) |y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤ Λ1(l,m, p, q, r)

(∫ b

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

) l+m
r

,

which is the desired inequality (3.4.27) where Λ1(l,m, p, q, r) is defined as
in (3.4.28). The proof is complete.

Using the ideas in Remark 3.4.1 we obtain the following result.

Theorem 3.4.11 Let T be a time scale with a, b ∈ T and l, m be positive
real numbers such that l + m > 1 and r > 1. Furthermore, let p and q be

positive rd-continuous functions defined on [a, b]∩T and y ∈ C
(n)
rd ([a, b]∩T).

If yΔ
i

(a) = 0, k ≤ i ≤ n− 1, then

∫ b

a

q(t)
∣∣∣yΔk

(t)
∣∣∣l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤ Λ2(l,m, r, p, q)

(∫ b

a

p(s)
∣∣∣yΔn

(s)
∣∣∣r Δs

) l+m
r

,

where

Λ2(l,m, p, q, r) :=

(
m

l +m

)m/r
(∫ b

a

q
r

r−m (t)p
−m
r−m (t) (P (t))

l( r−1
r−m ) Δt

) r−m
r

,
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and

P (t) :=

∫ t

a

p
−1
r−1 (s)h

r
r−1

n−k−1(t, σ(s))Δs.

Theorem 3.4.12 Let T be a time scale with a, b ∈ T and α, β be pos-
itive real numbers such that α + β > 1, and let p, q be nonnegative rd-

continuous functions on (a, b)T and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0, for
i = 0, 1, . . . , n− 1, then

∫ b

a

q(t) |y(t)|α
∣∣∣yΔn

(t)
∣∣∣β Δt ≤ Λ3(a, b, α, β)

∫ b

a

p(t)
∣∣∣yΔn

(t)
∣∣∣α+β

Δt,

(3.4.30)

where

Λ3(a, b, α, β) =

(
β

α+ β

) β
α+β

⎛
⎜⎝
∫ b

a

q
α+β
α (t)

p
β
α (t)

⎛
⎝∫ t

a

h
α+β

α+β−1

n−1 (t, σ(s)

p
1

α+β−1 (s)
Δs

⎞
⎠

α+β−1

Δt

⎞
⎟⎠

α
α+β

.(3.4.31)

Proof. From the Taylor formula (1.4.6), we see that

|y(t)| ≤
∫ t

a

hn−1(t, σ(s))
∣∣∣yΔn

(s)
∣∣∣Δs

=

∫ t

a

hn−1(t, σ(s))

(p(s))
1

α+β

(p(s))
1

α+β

∣∣∣yΔn

(s)
∣∣∣Δs.

Now, since p is nonnegative on (a, b)T, it follows from the Hölder inequality
with

f(s) =
|hn−1(t, σ(s))|
(p(s))

1
α+β

, g(s) = (p(s))
1

α+β

∣∣∣yΔn

(s)
∣∣∣ ,

γ =
α+ β

α+ β − 1
and ν = α+ β,

that

|y(t)| ≤
⎛
⎝∫ t

a

h
α+β

α+β−1

n−1 (t, σ(s))

(p(s))
1

α+β−1

Δs

⎞
⎠

α+β−1
α+β (∫ t

a

p(s)
∣∣∣yΔn

(s)
∣∣∣α+β

Δs

) 1
α+β

.

Then

|y(t)|α ≤
⎛
⎝∫ t

a

h
α+β

α+β−1

n−1 (t, σ(s))

(p(s))
1

α+β−1

Δs

⎞
⎠

α(α+β−1
α+β )(∫ t

a

p(s)
∣∣∣yΔn

(s)
∣∣∣α+β

Δs

) α
α+β

.

(3.4.32)
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Setting z(t) :=
∫ t
a
p(s)
∣∣yΔn

(s)
∣∣α+β

Δs, we see that z(a) = 0, and

zΔ(t) = p(t)
∣∣∣yΔn

(t)
∣∣∣α+β

> 0. (3.4.33)

This gives us

∣∣∣yΔn

(t)
∣∣∣β =

(
zΔ(t)

p(t)

) β
α+β

. (3.4.34)

Since q is nonnegative on (a, b)T, we have from (3.4.32) and (3.4.34) that

q(t) |y(t)|α
∣∣∣yΔn

(t)
∣∣∣β ≤ q(t)

(
1

p(t)

) β
α+β

×
(∫ t

a

(hn−1(t, σ(s)))
α+β

α+β−1

p
1

α+β−1 (s)
Δs

)α(α+β−1
α+β )

(z(t))
α

α+β
(
zΔ(t)

) β
α+β .

This implies that

∫ b

a

q(t) |y(t)|α
∣∣∣yΔn

(t)
∣∣∣β Δt ≤

∫ b

a

q(t)

(
1

p(t)

) β
α+β

×
(∫ t

a

(hn−1(t, σ(s)))
α+β

α+β−1

p
1

α+β−1 (s)
Δs

)α(α+β−1
α+β )

(z(t))
α

α+β
(
zΔ(t)

) β
α+β Δt

(3.4.35)

so applying the Hölder inequality with indices (α+ β)/α and (α+ β)/β, we
have

∫ b

a

q(t) |y(t)|α
∣∣∣yΔn

(t)
∣∣∣β Δt

≤
⎛
⎝∫ b

a

s
α+β
α (t)

p
β
α (t)

(∫ t

a

(hn−1(t, σ(s)))
α+β

α+β−1

p
1

α+β−1 (s)
Δs

)(α+β−1)

Δt

⎞
⎠

α
α+β

×
(∫ b

a

z
α
β (t)zΔ(t)Δt

) β
α+β

. (3.4.36)

From (3.4.33), the chain rule (1.1.7) and the fact that zΔ(s) > 0, we obtain

z
α
β (t)zΔ(t) ≤ β

α+ β

(
z

α+β
β (t)

)Δ
. (3.4.37)
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Substituting (3.4.37) into (3.4.36) and using the fact that z(a) = 0, we have

∫ b

a

q(t) |y(t)|α
∣∣∣yΔn

(t)
∣∣∣β Δt

≤
⎛
⎝∫ b

a

q
α+β
α (t)

p
β
α (t)

(∫ t

a

(hn−1(t, σ(s)))
α+β

α+β−1

p
1

α+β−1 (s)
Δs

)(α+β−1)

dt

⎞
⎠

α
α+β

×
(

α

α+ β

) β
α+β

(∫ b

a

(
z

α+β
β (s)

)Δ
Δs

) β
α+β

=

⎛
⎝∫ b

a

q
α+β
α (t)

p
β
α (t)

(∫ t

a

(hn−1(t, σ(s)))
α+β

α+β−1

p
1

α+β−1 (s)
Δs

)(α+β−1)

Δt

⎞
⎠

α
α+β

×
(

β

α+ β

) β
α+β

z(b).

Using z(b) :=
∫ b
a
p(s)
∣∣yΔn

(s)
∣∣α+β

Δs, we have from the last inequality that

∫ b

a

q(t) |y(t)|α
∣∣∣yΔn

(t)
∣∣∣β Δt ≤ Λ3(a, b, α, β)

∫ b

a

p(t)
∣∣∣yΔn

(t)
∣∣∣α+β

Δt,

which is the desired inequality (3.4.30). The proof is complete.
Using the ideas in Remark 3.4.1 we obtain the following result.

Theorem 3.4.13 Let T be a time scale with a, b ∈ T and α, β be positive
real numbers such that α+ β > 1, and let p, q be nonnegative rd-continuous

functions on (a, b)T and y ∈ C
(n)
rd ([a, b] ∩ T). If yΔ

i

(a) = 0, k ≤ i ≤ n − 1,
then

∫ b

a

q(t)
∣∣yΔk(t)

∣∣α ∣∣∣yΔn

(t)
∣∣∣β Δt ≤ Λ4(a, b, α, β)

∫ b

a

p(t)
∣∣∣yΔn

(t)
∣∣∣α+β

Δt,

where

Λ4(a, b, α, β) =

(
β

α+ β

) β
α+β

×

⎛
⎜⎝
∫ b

a

q
α+β
α (t)

p
β
α (t)

⎛
⎝∫ t

a

h
α+β

α+β−1

n−1 (t, σ(s))

p
1

α+β−1 (s)
Δs

⎞
⎠

(α+β−1)

Δt

⎞
⎟⎠

α
α+β

.

Next instead of (3.4.3) we use the relation between gn and hn and define

y(t) := (−1)n
∫ b

t

gn−1(σ(s), t)y
Δn

(s)Δs. (3.4.38)
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Proceeding as above and using (3.4.38) one can obtain some results when

yΔ
i

(b) = 0, for i = 0, 1, . . . , n − 1. For example one can get the following
results.

Theorem 3.4.14 Let T be a time scale with a, b ∈ T and y ∈ C
(n)
rd ([a, b]

∩ T). If yΔ
i

(b) = 0, for i = 0, 1, . . . , n− 1, then

∫ b

a

|y(t)|
∣∣∣yΔn

(t)
∣∣∣Δt ≤

√
1

2

(∫ b

a

(∫ b

t

g2n−1(σ(s), t)Δs

)
Δt

) 1
2 ∫ b

a

∣∣∣yΔn

(t)
∣∣∣2 Δt.

(3.4.39)

Theorem 3.4.15 Let T be a time scale with a, b ∈ T and l, m be positive

real numbers such that l+m > 1. Let y ∈ C
(n)
rd ([a, b] ∩T). If yΔ

i

(b) = 0, for
i = 0, 1, . . . , n− 1, then

∫ b

a

|y(t)|l
∣∣∣yΔn

(t)
∣∣∣m Δt ≤

⎛
⎝∫ b

a

(∫ b

t

g
l+m

l+m−1

n−1 (σ(s), t)Δs

)(l+m−1)

Δt

⎞
⎠

l
l+m

×
∫ b

a

∣∣∣yΔn

(t)
∣∣∣l+m

Δt.

Theorem 3.4.16 . Let T be a time scale with 0, h ∈ T and l, n be positive

integers. If y ∈ C
(n)
rd ([0, h] ∩ T) with yΔ

i

(0) = 0, for i = 0, 1, 2, . . . , n − 1,
then we have

∫ h

0

∣∣∣∣∣
{

l∑
k=0

yk(t)(yσ(t))l−k

}
yΔ

n

(t)

∣∣∣∣∣Δt ≤ hnl

∫ h

0

∣∣∣yΔn

(t)
∣∣∣l+1

Δt. (3.4.40)

Proof. We consider

z(t) =

∫ t

0

∫ τn−1

0

. . .

∫ τ2

0

{∫ τ1

0

∣∣∣yΔn

(s)
∣∣∣Δs

}
Δτ1Δτ2 . . .Δτn−1.

Hence, we have

zΔ(t) =

∫ t

0

∫ τn−1

0

. . .

∫ τ2

0

{∫ τ1

0

∣∣∣yΔn

(s)
∣∣∣Δs

}
Δτ1Δτ2 . . .Δτn−2, . . . ,

zΔ
n

(t) =

∫ t

0

∣∣∣yΔn

(s)
∣∣∣Δs, zΔ

n

(t) =
∣∣∣yΔn

(t)
∣∣∣ ,

and for 0 ≤ t ≤ h,

y(t) ≤
∫ t

0

∣∣yΔ(t1)∣∣Δt1 ≤
∫ t

0

∫ t1

0

∣∣yΔΔ(t2)
∣∣Δt2Δt1 ≤ . . . ≤ z(t)

=

∫ t

0

zΔ(s)Δs ≤
∫ t

0

zΔ(t)Δs ≤
∫ h

0

zΔ(t)Δs ≤ hzΔ(t)

≤ h2zΔΔ(t) ≤ . . . ≤ hn−1zΔ
n−1

(t) = hn−1f(t),
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where we put f(t) = zΔ
n−1

(t). Therefore,

∫ h

0

∣∣∣∣∣
{

l∑
k=0

yk(t)(yσ(t))l−k

}
yΔ

n

(t)

∣∣∣∣∣Δt

≤
∫ h

0

{
l∑

k=0

|y(t)|k |yσ(t)|l−k
∣∣∣yΔn

(t)
∣∣∣
}
Δt

≤
∫ h

0

{
(hn−1f(t))k

∣∣hn−1fσ(t)
∣∣l−k ∣∣yΔ(t)∣∣}Δt

= h(n−1)l

∫ h

0

{
(f(t))k(fσ(t))l−kfΔ(t)

}
Δt = h(n−1)l

∫ h

0

(f l+1(t))ΔΔt

= h(n−1)lf l+1(h) = h(n−1)l

[∫ h

0

∣∣∣yΔn

(t)
∣∣∣Δt

]l+1

.

Applying the Hölder inequality with indices (l + 1)/l and l + 1, we see that

∫ h

0

∣∣∣∣∣
{

l∑
k=0

yk(t)(yσ(t))l−k

}
yΔ

n

(t)

∣∣∣∣∣Δt ≤ h(n−1)lhl

∫ h

0

∣∣∣yΔn

(t)
∣∣∣l+1

Δt

= hnl

∫ h

0

∣∣∣yΔn

(t)
∣∣∣l+1

Δt,

which is the desired inequality (3.4.40). The proof is complete.

Similarly using Taylor formula (1.4.6) one can prove the following result.

Theorem 3.4.17 Let T be a time scale with 0, h ∈ T and l, n be positive

integers. If y ∈ C
(n)
ld ([0, h] ∩ T) with yΔ

i

(0) = 0, for i = 0, 1, 2, . . . , n − 1,
then we have

∫ h

0

∣∣∣∣∣
{

l∑
k=0

yk(t)(yρ(t))l−k

}
y∇

n

(t)

∣∣∣∣∣Δt ≤ hnl

∫ h

0

∣∣∣y∇n

(t)
∣∣∣l+1

∇t. (3.4.41)

Theorem 3.4.18 . Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p > 1, 1/p + 1/q = 1, and let r, s be nonnegative

rd-continuous functions on (a, τ)T. If y ∈ C
(n)
rd ([a, τ ] ∩ T) with yΔ

i

(a) = 0,
for i = 0, 1, 2, . . . , n− 1, then

∫ τ

a

s(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ K(a, τ , p, q)

∫ τ

a

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt,

(3.4.42)
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where K(a, τ , p, q) = K1(a, τ , p, q) +K2(a, τ , p, q),

K1(a, τ , p, q) = 22p−1

(
q

p+ q

) q
p+q

×
⎛
⎝∫ τ

a

(s(t))
p+q
p

(r(t))
q
p

(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

,

and

K2(a, τ , p, q) = 2p−1

(
q

p+ q

) q
p+q

×
⎛
⎝
∫ τ

a

μp+q(t)(s(t))
p+q
p

(r(t))
q
p

(∫ t

a

hn−2(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

.

Proof. From Taylor’s formula, since yΔ
i

(a) = 0, for i = 0, 1, 2, . . . , n− 1,
we have

y(t) =

∫ t

a

hn−1(t, σ(s))y
Δn

(s)Δs, for t ∈ [a, τ ]T. (3.4.43)

This implies that

|y(t)| ≤
∫ t

a

hn−1(t, σ(s))

(r(s))
1

p+q

(r(s))
1

p+q

∣∣∣yΔn

(s)
∣∣∣Δs.

Applying the Hölder inequality with

f(s) =
hn−1(t, σ(s))

(r(s))
1

p+q

, g(s) = (r(s))
1

p+q

∣∣∣yΔn

(s)
∣∣∣ ,

γ =
p+ q

p+ q − 1
and ν = p+ q,

we have

∫ t

a

hn−1(t, σ(s))
∣∣∣yΔn

(s)
∣∣∣Δs ≤

(∫ t

a

hn−1(t, σ(s))

(r(s))
1

p+q−1

Δs

) p+q−1
p+q

×
(∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs

) 1
p+q

.

Then, for a ≤ t ≤ τ , we get that

|y(t)|p ≤
(∫ t

a

hn−1(t, σ(s))

(r(s))
1

p+q−1

Δs

)p( p+q−1
p+q )(∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs

) p
p+q

.

(3.4.44)
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Since yσ = y + μyΔ, we have

y(t) + yσ(t) = 2y(t) + μyΔ(t).

Applying the inequality (3.3.2), we get (here p > 1) that

|y + yσ|p ≤ 2p−1(2p |y|p + μp
∣∣yΔ∣∣p) = 22p−1 |y|p + 2p−1μp

∣∣yΔ∣∣p . (3.4.45)

From (3.4.44), we get that

|y(t)|p
∣∣∣yΔn

(t)
∣∣∣q ≤

(∫ t

a

hn−1(t, σ(s))

(r(s))
1

p+q−1

Δs

)p( p+q−1
p+q )

×
∣∣∣yΔn

(t)
∣∣∣q
(∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs

) p
p+q

.(3.4.46)

Also, by using (3.4.43), we get that

∣∣∣yΔ(t)
∣∣∣p ∣∣∣yΔn

(t)
∣∣∣q ≤

(∫ t

a

hn−2(t, σ(s))

(r(s))
1

p+q−1

Δs

)p( p+q−1
p+q

)

×
∣∣∣yΔn

(t)
∣∣∣q

(∫ t

a
r(s)

∣∣∣yΔn
(s)

∣∣∣p+q
Δs

) p
p+q

. (3.4.47)

Substituting (3.4.47) and (3.4.46) into (3.4.45), we have

s(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q

≤ 22p−1s(t)

(∫ t

a

hn−1(t, σ(s))

(r(s))
1

p+q−1

Δs

)p( p+q−1
p+q ) ∣∣∣yΔn

(t)
∣∣∣q

(∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs

) p
p+q

+2p−1μp(t)s(t)

(∫ t

a

hn−2(t, σ(s))

(r(s))
1

p+q−1

Δs

)p( p+q−1
p+q )

×
∣∣∣yΔn

(t)
∣∣∣q
(∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs

) p
p+q

. (3.4.48)

Setting

z(t) :=

∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs, (3.4.49)

we see that z(a) = 0, and

zΔ(t) = r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

> 0. (3.4.50)
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From this, we get that

∣∣∣yΔn

(t)
∣∣∣p+q

=
zΔ(t)

r(t)
, and

∣∣∣yΔn

(t)
∣∣∣q =

(
zΔ(t)

r(t)

) q
p+q

. (3.4.51)

From (3.4.46) and (3.4.51), since s is nonnegative on (a, τ), we have that

22p−1s(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q

≤ 22p−1s(t)

(
1

r(t)

) q
p+q

×
(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)p( p+q−1
p+q )

× (z(t))
p

p+q
(
zΔ(t)

) q
p+q .

This implies that

22p−1

∫ τ

a

s(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt

≤ 22p−1

∫ τ

a

s(t)

(
1

r(t)

) q
p+q

×
(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)p( p+q−1
p+q )

× (z(t))
p

p+q
(
zΔ(t)

) q
p+q Δt.

Applying the Hölder inequality with indices (p + q)/p and (p + q)/q on the
right-hand side of the last inequality, we have

22p−1

∫ τ

a

s(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt

≤ 22p−1

⎛
⎝∫ τ

a

s
p+q
p (t)

(
1

r(t)

) q
p

(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

×
(∫ τ

a

z
p
q (t)zΔ(t)Δt

) q
p+q

. (3.4.52)

From (3.4.50), and the chain rule formula (1.1.7), we obtain

z
p
q (t)zΔ(t) ≤ q

p+ q

(
z

p+q
q (t)
)Δ

. (3.4.53)
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Substituting (3.4.53) into (3.4.52) and using the fact that z(a) = 0, we have
that

22p−1

∫ τ

a

s(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt

≤ 22p−1

⎛
⎝∫ τ

a

s
p+q
p (t)

(
1

r(t)

) q
p

(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

×
(

p

p+ q

) q
p+q
(∫ τ

a

(
z

p+q
q (s)

)Δ
Δs

) q
p+q

=

⎛
⎝∫ τ

a

s
p+q
p (t)

(
1

r(t)

) q
p

(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

×22p−1

(
q

p+ q

) q
p+q

z(τ).

Using (3.4.49), we have from the last inequality that

22p−1

∫ τ

a

s(t) |y(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ K1(a, τ , p, q)

∫ τ

a

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt.

(3.4.54)

Proceeding as above, we can also show that

2p−1

∫ τ

a

μp(t)s(t)

(∫ t

a

hn−2(t, σ(s))

(r(s))
1

p+q−1

Δs

)p( p+q−1
p+q )

×
∣∣∣yΔn

(t)
∣∣∣q
(∫ t

a

r(s)
∣∣∣yΔn

(s)
∣∣∣p+q

Δs

) p
p+q

Δt

≤ K2(a, τ , p, q)

∫ τ

a

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt. (3.4.55)

Integrating (3.4.48) from a to τ and using (3.4.54) and (3.4.55), we get that∫ τ

a

s(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt

≤ (K1(a, τ , p, q) +K2(a, τ , p, q))

∫ τ

a

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt,

which is the desired inequality (3.4.42). The proof is complete.
Similar reasoning as in the proof of Theorem 3.4.18, with [a, τ ] replaced

by [b, τ ]T and y(t) in (3.4.43) is replaced by

y(t) = (−1)n
∫ b

t

gn−1(σ(s), t)y
Δn

(s)Δs, for t ∈ [b, τ ]T

yields the following result.
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Theorem 3.4.19 Let T be a time scale with τ , b ∈ T and p, q be positive
real numbers such that p > 1, 1/p + 1/q = 1, and let r, s be nonnegative

rd-continuous functions on (τ , b)T. If y ∈ C
(n)
rd ([τ , b] ∩ T) with yΔ

i

(b) = 0,
for 0 ≤ i ≤ n− 1, then
∫ b

τ

s(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ K∗(τ , b, p, q)

∫ b

τ

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt,

(3.4.56)

where K∗(τ , b, p, q) = K∗
1 (τ , b, p, q) +K∗

2 (τ , b, p, q),

K∗
1 (τ , b, p, q) = 22p−1

(
q

p+ q

) q
p+q

×
⎛
⎝∫ b

τ

(s(t))
p+q
p

(r(t))
q
p

(∫ b

t

gn−1(σ(s), t)

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

.

and

K∗
2 (τ , b, p, q) = 22p−1

(
q

p+ q

) q
p+q

×
⎛
⎝∫ b

τ

μp+q(t)(s(t))
p+q
p

(r(t))
q
p

(∫ b

t

gn−2(σ(s), t)

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

.

In the following, we assume that there exists τ ∈ (a, b)T such that

K1(p, q) = K1(a, τ , p, q) = K∗
1 (τ , b, p, q) < ∞,

K2(p, q) = K2(a, τ , p, q) = K∗
2 (τ , b, p, q) < ∞,

where K1(a, τ , p, q), K2(τ , b, p, q), K
∗
1 (a, τ , p, q), and K∗

2 (τ , b, p, q) are defined
before. Note that∫ b

a

s(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt

=

∫ τ

a

s(t) |y(t)+yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt+

∫ b

τ

s(t) |y(t)+yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt,

so combining Theorems 3.4.18 and 3.4.19 yields the following result.

Theorem 3.4.20 Let T be a time scale with a, b ∈ T and p, q be positive
real numbers such that p > 1, 1/p + 1/q = 1, and let r, s be nonnegative

rd-continuous functions on (a, b)T. If y ∈ C
(n)
rd ([a, b] ∩ T) with yΔ

i

(a) = yΔ
i

(b) = 0, for i = 0, 1, 2, . . . , n− 1, then

∫ b

a

s(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ K(a, b)

∫ b

a

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt,

(3.4.57)
where K(a, b) = K1(p, q) +K2(p, q).
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For r = s in Theorem 3.4.18, we obtain the following result.

Corollary 3.4.4 Let T be a time scale with a, τ ∈ T and p, q be positive
real numbers such that p > 1, 1/p + 1/q = 1, and let r be a nonnegative

rd-continuous function on (a, τ)T. If y ∈ C
(n)
rd ([a, τ ]∩T) with yΔ

i

(a) = 0, for
i = 0, 1, 2, . . . , n− 1, then
∫ τ

a

r(t) |y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ K∗(a, τ , p, q)

∫ τ

a

r(t)
∣∣∣yΔn

(t)
∣∣∣p+q

Δt,

(3.4.58)
where

K∗(a, τ , p, q) = 22p−1

(
q

p+ q

) q
p+q

×
⎛
⎝
∫ τ

a

r(t)

(∫ t

a

hn−1(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

+2p−1

(
q

p+ q

) q
p+q

×
⎛
⎝
∫ τ

a

μp+q(t)r(t)

(∫ t

a

hn−2(t, σ(s))

r
1

p+q−1 (s)
Δs

)(p+q−1)

Δt

⎞
⎠

p
p+q

.

From Theorems 3.4.19 and 3.4.20 one can derive similar results by setting
r = s. Setting r = 1 in (3.4.58), we have the following result.

Corollary 3.4.5 Let T be a time scale with a, τ ∈ T and p, q be positive

real numbers such that p > 1, 1/p + 1/q = 1. If y ∈ C
(n)
rd ([a, τ ] ∩ T) is delta

differentiable with yΔ
i

(a) = 0, for i = 0, 1, 2, . . . , n− 1, then

∫ τ

a

|y(t) + yσ(t)|p
∣∣∣yΔn

(t)
∣∣∣q Δt ≤ L(a, b, p, q)

∫ τ

a

∣∣∣yΔn

(t)
∣∣∣p+q

Δt, (3.4.59)

where

L(a, τ , p, q) = 22p−1

(
q

p+ q

) q
p+q

(∫ τ

a

(∫ t

a

hn−1(t, σ(s))Δs

)(p+q−1)

Δt

) p
p+q

+2p−1

(
q

p+ q

) q
p+q

(G(t))
p

p+q ,

where G(t) =
∫ τ
a
μp+q(t)

(∫ t
a
hn−2(t, σ(s))Δs

)(p+q−1)

Δt.

Next we present Opial inequalities involving several functions and their
higher-order derivatives. The generalized Taylor’s formula and generalized
polynomials will be used.
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Theorem 3.4.21 Let �, n ∈ N, a, b ∈ T and yj ∈ C�
rd(T,R) with yΔ

i

j (a) = 0
for all j ∈ [1, n+1]N and all i ∈ [0, �)N0

. Then, the following inequality holds

∫ b

a

n+1∑
j=1

∣∣∣∣∣
[

j−1∏
i=1

yσi (ξ)

]
yΔ




j (ξ)

[
n+1∏

i=j+1

yi(ξ)

]∣∣∣∣∣Δξ

≤
(

1

n+ 1

∫ b

a

(∫ σ(ξ)

a

[
h�−1(σ(ξ), σ(ζ))

]2
Δζ

)n

Δξ

) 1
2

×
n+1∑
j=1

(∫ b

a

[
yΔ




j (ξ)
]2
Δξ

)n+1
2

.

Proof. We have

yj(t) =

∫ t

a

h�−1(t, σ(ξ))y
Δ


j (ξ)Δξ, for all t ∈ [a, b]T and all j ∈ [0, n+ 1]N.

(3.4.60)
Now, set

yj(t) :=

∫ t

a

[
yΔ




j (ξ)
]2
Δξ, for all t ∈ [a, b]T and all j ∈ [0, n+ 1]N. (3.4.61)

Then

∣∣∣∣∣∣
j−1∏
i=1

yσi (t)y
Δ


j (t)

n+1∏
i=j+1

yi(t)

∣∣∣∣∣∣ =
∣∣∣∣∣
[
j−1∏
i=1

∫ σ(t)

a

h�−1(σ(t), σ(ξ))y
Δ


i (ξ)Δξ

](
yΔj (t)

) 1
2

×
n+1∏

i=j+1

∫ t

a

h�−1(t, σ(ξ))y
Δ


i (ξ)Δξ

∣∣∣∣∣∣

≤ H(t)

j−1∏
i=1

yσi (t)y
Δ
j (t)

n+1∏
i=j+1

yi(t)

) 1
2

(3.4.62)

for all j ∈ [1, n+ 1]N, where

H(t) :=

(∫ σ(t)

a

[
h�−1(σ(t), σ(ξ))

]2
Δξ

)n
2

, for all t ∈ [a, b]T. (3.4.63)

Integrating (3.4.62) from a to b and applying Hölder’s inequality, we get

∫ b

a

∣∣∣∣∣∣
j−1∏
i=1

yσi (ξ)y
Δ


j (ξ)

n+1∏
i=j+1

yi(ξ)

∣∣∣∣∣∣Δξ

≤
(∫ b

a

[H(ξ)]
2
Δξ

) 1
2

⎛
⎝∫ b

a

j−1∏
i=1

yσi (ξ)y
Δ
j (ξ)

n+1∏
i=j+1

yi(ξ)Δξ

⎞
⎠

1
2

.
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Then, summing the resulting inequality over j ∈ [1, n+ 1]N, we get

∫ b

a

n+1∑
j=1

∣∣∣∣∣
[

j−1∏
i=1

yσi (ξ)

]
yΔ




j (ξ)

[
n+1∏

i=j+1

yi(ξ)

]∣∣∣∣∣Δξ

≤
(∫ b

a

[
H(ξ)

]2
Δξ

) 1
2

(3.4.64)

×
n+1∑
j=1

(∫ b

a

[
j−1∏
i=1

yσi (ξ)

]
yΔj (ξ)

[
n+1∏

i=j+1

yi(ξ)

]
Δξ

) 1
2

≤
(∫ b

a

[
H(ξ)

]2
Δξ

) 1
2

×
(
(n+ 1)

n+1∑
j=1

∫ b

a

[
j−1∏
i=1

yσi (ξ)

]
yΔj (ξ)

[
n+1∏

i=j+1

yi(ξ)

]
Δξ

) 1
2

=

(
(n+ 1)

∫ b

a

[
H(ξ)

]2
Δξ

) 1
2

×
(∫ b

a

[
n+1∏
j=1

yj(ξ)

]Δ
Δξ

) 1
2

(3.4.65)

=

(
(n+ 1)

∫ b

a

[
H(ξ)

]2
Δξ

) 1
2
(

n+1∏
j=1

yj(b)

) 1
2

≤
(

1

n+ 1

∫ b

a

[
H(ξ)

]2
Δξ

) 1
2 n+1∑

j=1

[
yj(b)

]n+1
2

, (3.4.66)

where the elementary inequalities

n+1∑
j=1

λ
1
2
j ≤

(
(n+ 1)

n+1∑
j=1

λj

) 1
2

,

(
n+1∏
j=1

λj

) 1
2

≤ 1

n+ 1

n+1∑
j=1

λ
n+1
2

j ,

for all λj ∈ R
+
0 and j ∈ [1, n+1]N are employed. The proof is hence completed.

In the rest of this section, we make use of the following notations and
definitions. Let n ∈ N satisfy n ≥ 2, Ti be a time scale for all i ∈ [1, n]N, and
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ai, bi ∈ Ti satisfy −∞ < ai ≤ bi < ∞ for all i ∈ [1, n]N. Set Ωn := [a1, b1]T1
×

· · ·× [an, bn]Tn
, and for y ∈ Crd(Ωn,R) (y belongs to Crd([ai, bi]Ti

,R) for each
i ∈ [1, n]N) denote⎧⎪⎪⎨

⎪⎪⎩

∫
Ωn

y(ξ)Δξ =
b1∫
a1

· · ·
bn∫
an

y(ξ1, . . . , ξn)Δξ1 · · ·Δξn,

gradrny(t) :=

(
∂r

Δtr1
y(t), . . . , ∂r

Δtrn
y(t)

)
.

(3.4.67)

and

‖gradrny(t)‖ :=

(
n∑

i=1

∣∣∣∣ ∂
r

Δtri
y(t)

∣∣∣∣
2
) 1

2

, (3.4.68)

where t = (t1, t2, . . . , tn) ∈ Ωn and r ∈ N.

Theorem 3.4.22 Let p and q be real constants such that p ≥ 1 and q ≥ 1,
and y1rd(Ωn,R) (y belongs to C1

rd([ai, bi]Ti
,R) for each i ∈ [1, n]N) vanishes

on the boundary ∂Ωn of Ωn. Then∫
Ωn

|y(ξ)|p ∥∥grad1ny(ξ)∥∥q Δξ

≤ 1

2pn

[
n∑

i=1

(bi − ai)
p(p+q)

q

] q
p+q ∫

Ωn

∥∥grad1ny(ξ)∥∥p+q
Δξ. (3.4.69)

Proof. Clearly, because of the boundary condition on y, for all t =
(t1, . . . , tn) ∈ Ωn and all i ∈ [1, n]N, we have

ti∫
ai

∂

Δξi
y(t; ξi)Δξi = y(t; ti)− y(t; ai) = y(t) (3.4.70)

and similarly
bi∫

ti

∂

Δξi
y(t; ξi)Δξi = −y(t), (3.4.71)

where y(t; si) := y(t1, . . . , ti−1, si, ti+1, . . . , tn) for all i ∈ [1, n]N. Therefore,
from (3.4.70) and (3.4.71), we have

y(t) =
1

n

n∑
i=1

ti∫
ai

∂

Δξi
y(t; ξi)Δξi (3.4.72)

and

y(t) = − 1

n

n∑
i=1

bi∫
ti

∂

Δξi
y(t; ξi)Δξi (3.4.73)
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for all t ∈ Ωn. Taking (3.4.72) and (3.4.73) into account, we see that

|y(t)| = 1

2
(|y(t)|+ |y(t)|)

=
1

2n

⎛
⎝
∣∣∣∣∣∣

n∑
i=1

ti∫
ai

∂

Δξi
y(t; ξi)Δξi

∣∣∣∣∣∣+
∣∣∣∣∣∣

n∑
i=1

bi∫
ti

∂

Δξi
y(t; ξi)Δξi

∣∣∣∣∣∣
⎞
⎠

≤ 1

2n

⎛
⎝ n∑

i=1

ti∫
ai

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣Δξi +

n∑
i=1

bi∫
ti

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣Δξi

⎞
⎠

=
1

2n

n∑
i=1

bi∫
ai

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣Δξi (3.4.74)

holds for all t ∈ Ωn. Applying Hölder’s inequality with the indices
(p+ q)/(p+ q − 1) and p+ q to the right-hand side of (3.4.74), we get

|y(t)| ≤ 1

2n

n∑
i=1

⎡
⎢⎣(bi − ai)

p+q−1
p+q

⎛
⎝

bi∫
ai

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣
p+q

Δξi

⎞
⎠

1
p+q

⎤
⎥⎦ (3.4.75)

for all t ∈ Ωn. Raising both sides of (3.4.75) to the p-th power, and apply-
ing (3.4.1), we have

|y(t)|p ≤ np−1

(
1

2n

)p

×
n∑

i=1

⎡
⎢⎣(bi − ai)

p(p+q−1)
p+q

⎛
⎝

bi∫

ai

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣
p+q

Δξi

⎞
⎠

p
p+q

⎤
⎥⎦ (3.4.76)

for all t ∈ Ωn. Multiplying both sides of (3.4.76) by |∇1
ny|q, we have

|y(t)|p|∇1
ny(t)|q ≤ 1

2pn

n∑
i=1

[
(bi − ai)

p(p+q−1)
p+q |∇1

ny(t)|q (3.4.77)

×
( bi∫

ai

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣
p+q

Δξi

) p
p+q
]
,

for all t ∈ Ωn. Here we note that

bi∫
ai

∣∣∣∣ ∂

Δξi
y(t; ξi)

∣∣∣∣
p+q

Δξi, (3.4.78)
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does not depend on the i-th component ti. Integrating both sides of (3.4.77)
on Ωn with respect to t, we obtain

∫
Ωn

|y(ξ)|p∣∣∣∣grad1ny(ξ)∣∣∣∣qΔξ

≤ 1

2pn

n∑
i=1

[(bi−ai)
p(p+q−1)

p+q

∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣q
( bi∫

ai

∣∣∣∣ ∂

Δζi
y(ξ; ζi)

∣∣∣∣
p+q

Δζi

) p
p+q

Δξ]

≤ 1

2pn

n∑
i=1

[
(bi − ai)

p(p+q−1)
p+q

(∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) q
p+q

×
(∫

Ωn

bi∫
ai

∣∣∣∣ ∂

Δζi
y(ξ; ζi)

∣∣∣∣
p+q

ΔζiΔξ

) p
p+q
]

(3.4.79)

=
1

2pn

n∑
i=1

[
(bi − ai)

p(p+q−1)
p+q (bi − ai)

p
p+q

(∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) q
p+q

×
(∫

Ωn

∣∣∣∣ ∂

Δξi
y(ξ)

∣∣∣∣
p+q

Δξ

) p
p+q
]

(3.4.80)

=
1

2pn

n∑
i=1

[
(bi − ai)

p

(∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) q
p+q

(3.4.81)

×
(∫

Ωn

∣∣∣∣ ∂

Δξi
y(ξ)

∣∣∣∣
p+q

Δξ

) p
p+q
]
. (3.4.82)

Now using (3.4.1) we have

∫
Ωn

n∑
i=1

∣∣∣∣ ∂

Δξi
y(ξ)

∣∣∣∣
p+q

Δξ

=

∫
Ωn

(( n∑
i=1

∣∣∣∣ ∂

Δξi
y(ξ)

∣∣∣∣
p+q) 2

p+q

) p+q
2

Δξ (3.4.83)

≤
∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ. (3.4.84)
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Applying Hölder’s inequality and (3.4.1) to the right-hand side of (3.4.81),
and taking (3.4.84) into account, we have

∫
Ωn

|y(ξ)|p∣∣∣∣grad1ny(ξ)∣∣∣∣qΔξ

≤ 1

2pn

n∑
i=1

[
(bi − ai)

p(p+q)
q

(∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) q
p+q

×
(∫

Ωn

∣∣∣∣ ∂

Δξi
y(ξ)

∣∣∣∣
p+q

Δξ

) p
p+q
]

(3.4.85)

=
1

2pn

(
n∑

i=1

(bi − ai)
p(p+q)
p+q

∫
Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) q
p+q

×
(

n∑
i=1

∫
Ωn

∣∣∣∣ ∂

Δξi
y(ξ)

∣∣∣∣
p+q

Δξ

) p
p+q

(3.4.86)

≤ 1

2pn

(
n∑

i=1

(bi − ai)
p(p+q)
p+q

) q
p+q
(∫

Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) q
p+q

×
(∫

Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ

) p
p+q

(3.4.87)

=
1

2pn

(
n∑

i=1

(bi − ai)
p(p+q)
p+q

) q
p+q ∫

Ωn

∣∣∣∣grad1ny(ξ)∣∣∣∣p+q
Δξ. (3.4.88)

The proof is complete.
The following result considers several functions.

Theorem 3.4.23 Let m be an integer satisfying m ≥ 2, pi and qi be real
constants such that pi ≥ 1 and qi ≥ 1 for all i ∈ [1,m]N, and yi

1
rd(Ωn,R)

vanish on the boundary ∂Ωn of Ωn for all i ∈ [1, k]N. Then

∫
Ωn

k∏
i=1

|yi(ξ)|pi
∥∥grad1

nyi(ξ)
∥∥qi Δξ (3.4.89)

≤ 1

kn

k∑
i=1

⎡
⎣ 1

2kpi

(
n∑

j=1

(bj − aj)
kpi(pi+qi)

qi

) qi
pi+qi

∫
Ωn

∥∥grad1
nyi(ξ)

∥∥k(pi+qi) Δξ

⎤
⎦
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Proof. Applying the well-known inequality concerning the arithmetic
mean and geometric mean , we get

∫
Ωn

k∏
i=1

∣∣yi(ξ)∣∣pi
∣∣∣∣grad1nyi(ξ)∣∣∣∣qiΔξ

=

∫
Ωn

( k∏
i=1

∣∣yi(ξ)∣∣kpi
∣∣∣∣grad1nyi(ξ)∣∣∣∣kqi

) 1
k

Δξ (3.4.90)

≤ 1

k

k∑
i=1

∫
Ωn

∣∣yi(ξ)∣∣kpi
∣∣∣∣grad1nyi(ξ)∣∣∣∣kqiΔξ. (3.4.91)

Applying Theorem 3.4.22 on the right-hand side of (3.4.91), we see that
(3.4.89) is true.

Theorem 3.4.24 Let p and q be real constants such that p ≥ 1 and q ≥ 1,
r be a fixed integer satisfying r ≥ 1, and yrrd(Ωn,R) and each of its partial
delta-derivatives up to the order r − 1 vanish on the boundary ∂Ωn of Ωn.
Then

∫
Ωn

|y(ξ)|p ‖gradrny(ξ)‖qi Δξ

≤ 1

2pn

⎡
⎣ n∑

i=1

(bi − ai)
p

q+p

(∫ bi

ai

|hr−1(ti, σ(ξi))|
p+q

p+q−1 Δξi

) p(p+q−1)
p+q

⎤
⎦

q
p+q

×
∫
Ωn

‖gradrny(ξ)‖p+q
Δξ (3.4.92)

Proof. Now

ti∫
ai

hr−1(ti, σ(ξi))
∂r

Δξri
y(t; ξi)Δξi = y(t) (3.4.93)

and
bi∫

ti

hr−1(ti, σ(ξi))
∂r

Δξri
y(t; ξi)Δξi = −y(t), (3.4.94)
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for all t = (t1, . . . , tn) ∈ Ωn and all i ∈ [1, n]N. From (3.4.93) and (3.4.94),
we get

|y(t)| = 1

2n

(∣∣∣∣∣
n∑

i=1

ti∫
ai

hr−1(ti, σ(ξi))
∂r

Δξri
y(t; ξi)Δξi

∣∣∣∣∣

+

∣∣∣∣∣
n∑

i=1

bi∫
ti

hr−1(ti, σ(ξi))
∂r

Δξri
y(t; ξi)Δξi

∣∣∣∣∣
)

(3.4.95)

≤ 1

2n

(
n∑

i=1

ti∫
ai

∣∣hr−1(ti, σ(ξi))
∣∣
∣∣∣∣ ∂

r

Δξri
y(t; ξi)

∣∣∣∣Δξi

+
n∑

i=1

bi∫
ti

∣∣hr−1(ti, σ(ξi))
∣∣
∣∣∣∣ ∂

r

Δξri
y(t; ξi)

∣∣∣∣Δξi

)
(3.4.96)

≤ 1

2n

n∑
i=1

ti∫
ai

∣∣hr−1(ti, σ(ξi))
∣∣
∣∣∣∣ ∂

r

Δξri
y(t; ξi)

∣∣∣∣Δξi (3.4.97)

holds for all t ∈ Ωn. Following similar reasoning as in Theorem 3.4.22
yields (3.4.92).

Finally we combine Theorems 3.4.23 and 3.4.24.

Theorem 3.4.25 Let m be a fixed integer satisfying m ≥ 2, pi and qi be real
constants such that pi ≥ 1 and qi ≥ 1 for all i ∈ [1,m]N, r be a fixed integer
satisfying r ≥ 1, and yi

r
rd(Ωn,R) and each of their partial derivatives up to

the order r − 1 vanish on the boundary ∂Ωn of Ωn for all i ∈ [1, k]N. Then

∫
Ωn

k∏
i=1

|yi(ξ)|pi ‖gradrnyi(ξ)‖qi Δξ

≤ 1

kn

n∑
i=1

1

2kpi

⎡
⎢⎣
⎛
⎝ k∑

j=1

(bj − aj)
pj

pj+qj H
p(p+q−1)

p+q (aj , bj)

⎞
⎠

qi
pi+qi

×
∫
Ωn

‖gradrnyi(ξ)‖pi+qi Δξ

]
. (3.4.98)

where H(aj , bj) =

(∫ bj
aj

|hr−1(ti, σ(ξi))|
k(pj+qj)

k(pj+qj−1) Δξi

)
.

3.5 Diamond-α Opial Inequalities

In this section, we present a sequence of Opial type inequalities for first
and higher order diamond alpha derivatives on time scales. The results are
adapted from [32, 47, 50]. Throughout this section, we say that a function
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y : [0, τ ]T → R is in the class C1
♦α

if y is ♦α-differentiable such that αyΔ is

rd-continuous and (1−α)y∇ is ld-continuous and α(1−α)y♦α is continuous.
Note that C1

♦α
is, for α ∈ (0, 1), equal to the class of functions that are

Δ-differentiable and ∇-differentiable such that yΔ is rd-continuous and y∇

is ld-continuous, and y♦α is continuous. Moreover, C1
♦0

is equal to the class

of functions that are ∇-differentiable such that y∇ is ld-continuous and C1
♦1

is equal to the class of functions that are Δ-differentiable such that y∇ is
ld-continuous.

Theorem 3.5.1 Let α ∈ [0, 1] and h ∈ T with h > 0. For any y ∈ C1
♦α

with

y(0) = 0 and α(1− α)y∇yΔ ≥ 0, we have

α3

∫ h

0

∣∣(y + yσ)yΔ
∣∣ (t)Δt+(1−α)3

∫ h

0

∣∣(y + yρ)y∇
∣∣ (t)∇t ≤ h

∫ h

0

(
y♦α
)2 ♦αt.

Proof. By Theorem 3.1.1 we have

α3

∫ h

0

∣∣(y + yσ)yΔ
∣∣ (t)Δt ≤ α3h

∫ h

0

∣∣yΔ∣∣2 (t)Δt,

and by Theorem 3.1.2

(1− α)3
∫ h

0

∣∣(y + yρ)y∇
∣∣ (t)∇t ≤ (1− α)3h

∫ h

0

∣∣y∇∣∣2 (t)∇t.

Also from the definition of y♦α , we see that

(
y♦α
)2

= α2
(
yΔ
)2

+ 2α(1− α)yΔy∇ + (1− α)2
(
y∇
)2

.

Now, since yΔy∇ ≥ 0, and we get that

α2
(
yΔ
)2 ≤ (y♦α

)2
, and (1− α)2

(
y∇
)2 ≤ (y♦α

)2
. (3.5.1)

This implies that

α3
∫ h

0

∣∣∣(y + yσ)yΔ
∣∣∣ (t)Δt+ (1− α)3

∫ h

0

∣∣∣(y + yρ)y∇
∣∣∣ (t)∇t

≤ h

[
α

∫ h

0

(
y♦α(t)

)2
Δt+ (1− α)

∫ h

0

(
y♦α(t)

)2
∇t

]
= h

∫ h

0

(
y♦α(t)

)2
♦αt,

which completes the proof.
Notice that if we take α = 1 and α = 0, then Theorem 3.5.1 reduces to

Theorem 3.1.1 and Theorem 3.1.2, respectively.
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Theorem 3.5.2 Let α ∈ [0, 1] and h ∈ T with h > 0. For any y ∈ C1
♦α

with

y(0) = 0 and αyΔ ≥ 0 and (1− α)y∇ ≥ 0, we have

α3

∫ h

0

∣∣(y + yσ)yΔ
∣∣ (t)Δt+ (1− α)3

∫ h

0

∣∣(y + yρ)y∇
∣∣ (t)∇t

≤ β

∫ h

0

(
y♦α
)2 ♦αt+ 2γ(1− 3α+ 3α2)(y(h)− y(0)),

where

β = min
u∈[0,h]T

{u, h− u} and γ = max{|y(0)| , |y(h)|}.

Proof. Using the fact that αyΔ ≥ 0, it follows from Theorem 3.1.3 that

α3

∫ h

0

∣∣(y + yσ)yΔ
∣∣ (t)Δt ≤ α3β

∫ h

0

∣∣yΔ∣∣2 (t)Δt+ 2γα3

∫ h

0

yΔ(t)Δt

= α3β

∫ h

0

∣∣yΔ∣∣2 (t)Δt+ 2γα3(y(h)− y(0)).

Similarly, with help of (1− α)y∇ ≥ 0, one can get that

(1− α)3
∫ h

0

∣∣(y + yρ)y∇
∣∣ (t)∇t ≤ β(1− α)3

∫ h

0

∣∣y∇∣∣2 (t)∇t

+2γ(1− α)3(y(h)− y(0)).

Combining these inequalities and also using (3.5.1), we obtain that

α3

∫ h

0

∣∣(y + yσ)yΔ
∣∣ (t)Δt+ (1− α)3

∫ h

0

∣∣(y + yρ)y∇
∣∣ (t)∇t

≤ β

{
α3

∫ h

0

∣∣yΔ∣∣2 (t)Δt+ (1− α)3
∫ h

0

∣∣y∇∣∣2 (t)∇t

}

+2γ
[
α3 + (1− α)3

]
(y(h)− y(0))

≤ β

{
α

∫ h

0

(
y♦α
)2
α
Δt+ (1− α)

∫ h

0

(
y♦α
)2 ∇t

}

+2γ
[
α3 + (1− α)3

]
(y(h)− y(0))

= β

∫ h

0

(
y♦α
)2 ♦αt+ 2γ

[
1− 3α+ 3α2

]
(y(h)− y(0)),

which completes the proof.

Corollary 3.5.1 Let α ∈ [0, 1] and h ∈ T with h > 0. For any y ∈ C1
♦α

with

y(0) = y(h) = 0 and αyΔ ≥ 0 and (1− α)y∇ ≥ 0, we have

α3

∫ h

0

∣∣(y + yσ)yΔ
∣∣ (t)Δt+(1−α)3

∫ h

0

∣∣(y + yρ)y∇
∣∣ (t)∇t ≤ β

∫ h

0

(
y♦α
)2 ♦αt,

where β is defined as in Theorem 3.5.2.
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Theorem 3.5.3 Let α ∈ [0, 1] and h ∈ T with h > 0. Assume that g :
[0, h]T → R is a nonincreasing continuous function. For any y ∈ C1

♦α
with

y(0) = 0 and α(1− α)yΔy∇ ≥ 0, we have

α3

∫ h

0

[
gσ
∣∣(y + yσ)yΔ

∣∣] (t)Δt+ (1− α)3
∫ h

0

[
gρ
∣∣(y + yρ)y∇

∣∣] (t)∇t

≤ h

∫ h

0

g(t)
(
y♦α
)2 ♦αt.

Proof. By Theorem 3.1.10, we get that

α3

∫ h

0

[
gσ
∣∣(y + yσ)yΔ

∣∣] (t)Δt ≤ α3h

∫ h

0

g(t)(yΔ(t))2Δt.

In a similar manner, we can obtain that

(1− α)3
∫ h

0

[
gρ
∣∣(y + yρ)y∇

∣∣] (t)∇t ≤ (1− α)3h

∫ h

0

g(t)(y∇(t))2∇t.

Combining these inequalities and using (3.5.1), we get that

α3

∫ h

0

[
gσ
∣∣(y + yσ)yΔ

∣∣] (t)Δt+ (1− α)3
∫ h

0

[
gρ
∣∣(y + yρ)y∇

∣∣] (t)∇t

≤ h

{
α3

∫ h

0

g(t)(yΔ(t))2Δt+ (1− α)3
∫ h

0

g(t)(y∇(t))2∇t

}

≤ h

{
α

∫ h

0

g(t)(y♦α)2Δt+ (1− α)

∫ h

0

g(t)(y♦α)2∇t

}

= h

∫ h

0

g(t)(y♦α)2♦αt,

which completes the proof.
In the following, we deal with two weight functions and generalize some

delta Opial inequalities obtained in Sect. 3.1 to the diamond-alpha case. For
our purposes, we offer the following slight but essential improvement of The-
orem 3.1.11.

Theorem 3.5.4 Assume that a ∈ T, b ∈ (a,∞)
T
, r, s ∈ Crd([a, b]T, (0,∞))

and f ∈ C1
rd([a, b]T,R).

If f(a) = 0, then

∫ b

a

s(t)| (f2
)Δ

(t)|Δt ≤ K

∫ b

a

r(t)|fΔ(t)|2Δt,

where

K =

√∫ b

a

s2(t) (R2)
Δ
(t)Δt with R(t) =

∫ t

a

Δs

r(s)
.
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Proof. Define g(t) :=
∫ t
a
r(s)|fΔ(s)|2Δs. Then g(a) = 0, gΔ(t) :=

r(t)|fΔ(t)|2 so that |fΔ(t)| =
√

gΔ(t)
r(t) =

√
RΔ(t)gΔ(t), and

|f(t)| = |f(t)− f(a)| = |
∫ t

a

fΔ(s)Δs| ≤
∫ t

a

∣∣fΔ(s)
∣∣Δs

=

∫ t

a

1√
r(s)

(√
r(s)
∣∣fΔ(s)

∣∣)Δs

≤
√

Δs

r(s)

√
r(s) |fΔ(s)|2 Δs =

√
R(t)g(t),

where we have used the time scales Cauchy–Schwarz inequality. Thus

| (f2
)Δ

(t)| =
∣∣(f(t) + f(σ(t))) fΔ(t)

∣∣
≤ (|f(t)|+ |f(σ(t))|) ∣∣fΔ(t)

∣∣
≤
(√

R(t)g(t) +
√
R(σ(t))g(σ(t))

)√
RΔ(t)gΔ(t)

≤
√
R(t) +R(σ(t))

√
g(t) + g(σ(t))

√
RΔ(t)gΔ(t)

=

√
(R2)

Δ
(t)

√
(g2)

Δ
(t),

where we have used the classical Cauchy–Schwarz inequality, and hence
∫ b

a

s(t)| (f2
)Δ

(t)|Δt ≤
∫ b

a

s(t)

√
(R2)

Δ
(t)

√
(g2)

Δ
(t)Δt

≤
√∫ b

a

s2(t) (R2)
Δ
(t)Δt

√∫ b

a

(g2)
Δ
(t)Δt

= K
√
g2(b) = Kg(b) = K

∫ b

a

r(t)|fΔ(t)|2Δt,

where we have used the time scales Cauchy–Schwarz inequality one last time.

Similarly, we may prove the following nabla result.

Theorem 3.5.5 Assume that a ∈ T, b ∈ (a,∞)
T
, r, s ∈ Cld([a, b]T, (0,∞))

and f ∈ C1
ld([a, b]T,R).

If f(a) = 0, then

∫ b

a

s(t)| (f2
)∇

(t)|∇t ≤ L

∫ b

a

r(t)|f∇(t)|2∇t,

where

L =

√∫ b

a

s2(t) (S2)
∇
(t)∇t with S(t) =

∫ t

a

∇s

r(s)
.

Now we are ready to prove the corresponding diamond-alpha inequality.
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Theorem 3.5.6 Assume that α ∈ [0, 1] , a ∈ T, b ∈ (a,∞)
T

r, s ∈
C([a, b]T, (0,∞)) and f ∈ C1

♦α
([a, b]T,R). If α (1− α) fΔf∇ ≥ 0 and f(a) =

0, then

α5

∫ b

a

s(t)| (f2
)Δ

(t)|Δt+ (1− α)
5
∫ b

a

s(t)| (f2
)∇

(t)|∇t

≤ Λ

∫ b

a

r(t)|f♦α(t)|2♦α(t),

where

Λ =

√∫ b

a

s2(t) (T 2)
♦α (t)♦αt with T (t) =

∫ t

a

♦αs

r(s)
.

Proof. From Theorems 3.5.4 and 3.5.5, we have

α5

∫ b

a

s(t)| (f2)Δ (t)|Δt+ (1− α)5
∫ b

a

s(t)| (f2)∇ (t)|∇t

≤ α5K

∫ b

a

r(t)|fΔ(t)|2Δt+ (1− α)5 L

∫ b

a

r(t)|f∇(t)|2∇t

= α3K

∫ b

a

r(t)|αfΔ(t)|2Δt+ (1− α)3 L

∫ b

a

r(t)| (1− α) f∇(t)|2∇t

≤ α3K

∫ b

a

r(t)|f♦α(t)|2Δt+ (1− α)3 L

∫ b

a

r(t)|f♦α(t)|2∇t

=
(
α2K

)(
α

∫ b

a

r(t)|f♦α(t)|2Δt

)
+
(
(1− α)2 L

)(
(1−α)

∫ b

a

r(t)|f♦α(t)|2∇t

)

≤ Λ∼

√(
α

∫ b

a

r(t)|f♦α(t)|2Δt

)2

+

(
(1− α)

∫ b

a

r(t)|f♦α(t)|2∇t

)2

≤ Λ∼

√(∫ b

a

r(t)|f♦α(t)|2♦αt

)2

= Λ∼
∫ b

a

r(t)|f♦α(t)|2♦αt,

where we have used the classical Cauchy–Schwarz inequality and

Λ∼ =

√
α4K2 + (1− α)

4
L2

=

√
α4

∫ b

a

s2(t) (R2)
Δ
(t)Δt+ (1− α)

4
∫ b

a

s2(t) (S2)
∇
(t)∇t

≤
√
α

∫ b

a

s2(t) (T 2)
♦α (t)Δt+ (1− α)

∫ b

a

s2(t) (T 2)
♦α (t)∇t

=

√∫ b

a

s2(t) (T 2)
♦α (t)♦αt = Λ,



3.5. DIAMOND-α OPIAL INEQUALITIES 171

where we have used the inequalities

α3
(
R2
)Δ ≤ (T 2

)♦α
and (1− α)

3 (
S2
)Δ ≤ (T 2

)♦α
. (3.5.2)

Now we show (3.5.2) in order to complete the proof. Note first that by [52,
Theorem 5.37], we have

RΔ = S∇ =
1

r
, R∇ =

1

rρ
and SΔ =

1

rσ
,

and all of these derivatives are positive. Using these relations and the time
scales product rules, we have

(
R2
)∇

=
R+Rρ

rρ
,
(
S2
)Δ

=
S + Sσ

rσ
,
(
R2
)Δ

=
R+Rσ

r
,

(
S2
)∇

=
S + Sρ

r
, (RS)

Δ
=

S

r
+

Rσ

rσ
, (RS)

∇
=

S

rρ
+

Rρ

r
,

and again all of these derivatives are positive. Since T = αR+ (1− α)S, the
calculation

(
T 2
)♦α

= α
(
T 2
)Δ

+ (1− α)
(
T 2
)∇

= α
(
α2
(
R2
)Δ

+ 2α (1− α) (RS)
Δ
+ (1− α)

2 (
S2
)Δ)

+(1− α)
(
α2
(
R2
)∇

+ 2α (1− α) (RS)
∇
+ (1− α)

2 (
S2
)∇)

= α3
(
R2
)Δ

+ (1− α)
3 (

S2
)∇

+ 2α2 (1− α) (RS)
Δ

+2α (1− α)
2
(RS)

∇
+ α (1− α)

2 (
S2
)Δ

+ α2(1− α)
(
R2
)∇

confirms the validity of the inequalities (3.5.2).
Following the same steps as in the proofs of all previous results in this

section, we can establish the following result.

Theorem 3.5.7 Assume that α ∈ [0, 1] , a ∈ T, b ∈ (a,∞)
T

r, s ∈
C([a, b]T, (0,∞)) and f ∈ C1

♦α
([a, b]T,R). If α (1− α) fΔf∇ ≥ 0 and f(b) =

0, then

α5

∫ b

a

s(t)| (f2
)Δ

(t)|Δt+ (1− α)
5
∫ b

a

s(t)| (f2
)∇

(t)|∇t

≤ Ω

∫ b

a

r(t)|f♦α(t)|2♦α(t),

where

Ω =

√∫ b

a

s2(t) (T 2)
♦α (t)♦αt with T (t) =

∫ b

t

♦αs

r(s)
.

The last result combines Theorems 3.5.6 and 3.5.7.
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Theorem 3.5.8 Assume that α ∈ [0, 1] , a ∈ T, b ∈ (a,∞)
T

r, s ∈
C([a, b]T, (0,∞)) and f ∈ C1

♦α
([a, b]T,R). If α (1− α) fΔf∇ ≥ 0 and f(a) =

f(b) = 0, then

α5

∫ b

a

s(t)| (f2
)Δ

(t)|Δt+ (1− α)
5
∫ b

a

s(t)| (f2
)∇

(t)|∇t

≤ β

∫ b

a

r(t)|f♦α(t)|2♦α(t),

where

β := min υ(u)

with

υ(u) := max

⎧⎨
⎩
√∫ u

a

s2(t) (T 2
a )

♦α (t)♦αt,

√∫ b

u

s2(t) (T 2
b )

♦α (t)♦αt

⎫⎬
⎭ ,

and Tc for c ∈ T is defined by Tc(t) =
∫ t
c

♦αs
r(s) .

In the following, we obtain a sequence of Opial inequalities for first order
diamond alpha derivatives on time scales and establish some higher order
inequalities. Throughout, we say that a function f : [0, h]T → R is in the class
Cn

♦α if f is n ♦α-differentiable such that αfΔn

is rd-continuous, (1−α)f∇n

is

ld-continuous, and α(1− α)f♦n
α is continuous. To prove the results we need

the following Lemmas.

Lemma 3.5.1 Let i ∈ N and j ∈ N0. Assume f is (i + j) times

♦α-differentiable. If (1− α)f♦i−1
α Δj∇ ≥ 0, then

f♦i
αΔj ≥ αf♦i−1

α Δj+1

,

and if αf♦i−1
α Δ∇j ≥ 0, then

f♦i
α∇j ≥ (1− α)f♦i−1

α ∇j+1

.

Proof. We have

f♦i
α =
(
f♦i−1

α

)♦α

= α
(
f♦i−1

α

)Δ
+ (1− α)

(
f♦i−1

α

)∇
,

so by using the assumption we have that

f♦i
αΔj

= α
(
f♦i−1

α

)Δj+1

+ (1− α)
(
f♦i−1

α

)∇Δj

≥ α
(
f♦i−1

α

)Δj

,

and

f♦i
α∇j

= α
(
f♦i−1

α

)Δ∇j

+ (1− α)
(
f♦i−1

α

)∇j+1

≥ (1− α)
(
f♦i−1

α

)∇j+1

,

which completes the proof.
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Lemma 3.5.2 Let n ∈ N. Assume f is n times ♦α-differentiable. If
(1− α)f♦n−j−1

α Δj∇ ≥ 0 for all j ∈ {0, 1, . . . , n− 1}, then
f♦n

α ≥ αnfΔn

,

and if αf♦n−j−1
α Δ∇j ≥ 0 for all j ∈ {0, 1, . . . , n− 1}, then

f♦n
α ≥ (1− α)nf∇n

.

Proof. We use Lemma 3.5.1 for i = n− j, where j ∈ {0, 1, . . . , n− 1}, to
obtain

f♦n
α = f♦n

αΔ0 ≥ α
(
f♦n−1

α

)Δ1

≥ α2
(
f♦n−2

α

)Δ2

≥ . . . ≥ αn
(
f♦0

α

)Δn

= αnfΔ
n

,

and similarly

f♦n
α =

(
f♦n

α

)∇0

≥ (1− α)
(
f♦n−1

α

)∇1

≥ (1− α)2
(
f♦n−2

α

)∇2

≥ . . . ≥ (1− α)n
(
f♦0

α

)∇n

= (1− α)nf∇n

,

which completes the proof.

Theorem 3.5.9 Let T be a time scale, m, n ∈ N, α ∈ [0, 1] and h ∈ T with

h > 0. Assume that f is n times ♦α-differentiable with (1−α)f♦n−j−1
α Δ∇j ≥ 0

and αf♦n−j−1
α Δj∇ ≥ 0, αfΔn ≥ 0 and (1 − α)f∇n ≥ 0 for all j ∈ {0, 1, . . . ,

n− 1}. If

αfΔj

(0) = (1− α)f∇j

(0) = 0, for j ∈ {0, 1, . . . , n− 1},
then

αn(m+1)+1

∫ h

0

∣∣∣∣∣
(

m∑
k=0

fk(fσ)m−k

)
fΔn

∣∣∣∣∣ (t)Δt

+(1− α)n(m+1)+1

∫ h

0

∣∣∣∣∣
(

m∑
k=0

fk(fρ)m−k

)
f∇n

∣∣∣∣∣ (t)∇t

≤ hmn

∫ h

0

(
f♦n

α

)m+1

(t)♦αt.

Proof. It follows from Theorem 3.4.16 that

αn(m+1)+1

∫ h

0

∣∣∣∣∣
(

m∑
k=0

fk(fσ)m−k

)
fΔn

∣∣∣∣∣ (t)Δt ≤ αn(m+1)+1hmn

∫ h

0

(
fΔn

(t)
)m+1

Δt.

(3.5.3)
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Similarly, we get

(1− α)n(m+1)+1

∫ h

0

∣∣∣∣∣
(

m∑
k=0

fk(fρ)m−k

)
f∇n

∣∣∣∣∣ (t)∇t

≤ (1− α)n(m+1)+1

∫ h

0

(f∇n

(t))m+1∇t. (3.5.4)

Also

αn(m+1)
(
fΔn

)m+1

≤
(
f♦n

α

)m+1

, and (1− α)n(m+1)(f∇n

(t))m+1 ≤
(
f♦n

α

)m+1

.

(3.5.5)

Hence, combining (3.5.3)–(3.5.5), we obtain that

αn(m+1)+1

∫ h

0

∣∣∣∣∣
(

m∑
k=0

fk(fσ)m−k

)
fΔn

∣∣∣∣∣ (t)Δt

+(1− α)n(m+1)+1

∫ h

0

∣∣∣∣∣
(

m∑
k=0

fk(fρ)m−k

)
f∇n

∣∣∣∣∣ (t)∇t

≤ hmn

{
α

∫ h

0

(
f♦n

α

)m+1

(t)♦αt+ (1− α)

∫ h

0

(
f♦n

α

)m+1

(t)♦αt

}

= hmn

∫ h

0

(
f♦n

α

)m+1

(t)♦αt,

which completes the proof.



Chapter 4

Lyapunov Inequalities

——————————————————————————————
You know that I write slowly. This is chiefly because I am never satisfied

until I have said as much as possible in a few words, and writing briefly takes
far more time than writing at length.

Gauss (1777–1855).
——————————————————————————————

In 1906 Lyapunov [105] proved an inequality giving the distance between
two consecutive zeros of solutions of second order differential equations. It is
proved that, if the differential equation

y
′′
(t) + p(t)y(t) = 0, (4.0.1)

has a nontrivial solution y(t) with y(a) = y(b) = 0 (a < b) and y(t) �= 0 for
t ∈ (a, b), then ∫ b

a

p(t)dt >
4

b− a
, (4.0.2)

where p is a positive real valued function defined on [a, b]. If the difference
equation

Δ2y(n) + p(n)y(n+ 1) = 0, (4.0.3)

has a nontrivial solution y(n) satisfying y(0) = y(N) = 0, where p(n) is a
positive sequence, then the Lyapunov inequality is given by

N−1∑
k=0

p(n) ≥
{

2
m+1 , if N = 2m+ 2,
2m+1

m(m+1) , if N = 2m+ 1.

The chapter is organized as follows. In Sect. 4.1 we present some Lyapunov
type inequalities for second order linear dynamic equations and in Sect. 4.2

© Springer International Publishing Switzerland 2014
R. Agarwal et al., Dynamic Inequalities On Time Scales,
DOI 10.1007/978-3-319-11002-8 4

175



176 CHAPTER 4. LYAPUNOV INEQUALITIES

we present results for half-linear dynamic equations. Section 4.3 considers
dynamic equations with damping terms and in Sect. 4.4 we consider
Hamiltonian systems on time scales.

Throughout this chapter (usually without mentioning) the integrals in the
statements of the theorems are assumed to exist.

4.1 Second Order Linear Equations

In this section, we establish some Lyapunov type inequalities for Sturm–
Liouville linear dynamic equations on time scales and then establish some
sufficient conditions for disconjugacy of solutions. The results in this section
are adapted from [48, 90, 123, 125, 128]. First, we consider the Sturm–
Liouville dynamic equation

yΔΔ(t) + p(t)yσ(t) = 0, (4.1.1)

together with the quadratic functional

F(y) =

b∫
a

{
(yΔ(t))2 − p(yσ)2(t)

}
Δt,

where p(t) is a positive rd-continuous function defined on T.

By a solution of (4.1.1), we mean a continuous function y : [a, σ2(b)]T →
R, which is twice differentiable on [a, b]T with yΔ

2

rd-continuous. It is known
that (4.1.1) admits a unique solution when y(a) and yΔ(a) are prescribed. We
say y has a generalized zero at some c ∈ [a, σ(b)]T provided that y(c)yσ(c) ≤ 0
holds, and (4.1.1) is called disconjugate on [a, b]T if there is no nontrivial
solution of (4.1.1) with at least two generalized zeros in [a, b]T. Finally, (4.1.1)
is said to be disfocal on [a, σ2(b)]T provided there is no nontrivial solution y
of (4.1.1) with a generalized zero in [a, σ2(b)]T followed by a generalized zero
of yΔ in [a, σ(b)]T.

Lemma 4.1.1 If x solves (4.1.1) and if F(y) is defined, then

F(y)−F(x) = F(y − x) + 2(y − x)(b)xΔ(b)− 2(y − x)xΔ(a).

Proof. Under the above assumptions we find

F(y)−F(x)−F(y − x)

=

b∫
a

{
(yΔ)2 − p(yσ)2 − (xΔ)2+ p(xσ)2

− (yΔ − xΔ)2 + p(yσ − xσ)
}
(t)Δt
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=

b∫
a

{
(yΔ)2 − p(yσ)2 − (xΔ)2+ p(xσ)2 − (yΔ)2 + 2yΔxΔ − (xΔ)2

+p(yσ)2 − 2pyσx σ + p(xσ)2
}
(t)Δt

= 2

b∫
a

{
yΔxΔ − pyσxσ + p(xσ)2 − (xΔ)2

}
(t)Δt

= 2

b∫
a

{
yΔxΔ + yσxΔ2 − xσxΔ2 − (xΔ)2

}
(t)Δt

= 2

b∫
a

{
yxΔ − xxΔ

}Δ
Δ(t) = 2

b∫
a

{
(y − x)xΔ

}Δ
Δt

= 2(y(b)− x(b))xΔ(b)− 2(y(a)− x(a))xΔ(a),

where we have used the product rule.

Lemma 4.1.2 If F(y) is defined, then for any r, s ∈ T with a ≤ r < s ≤ b

s∫
r

(
yΔ(t)

)2
Δt ≥ (y(s)− y(r))2

s− r
.

Proof. Let

x(t) =
y(s)− y(r)

s− r
t+

sy(r)− ry(s)

s− r
.

Then x solves the Sturm–Liouville equation (4.1.1) with p = 0 and therefore
we may apply Lemma 4.1.1 to F0 defined by

F0(x) =

s∫
r

(xΔ(t))2Δt,

to find

F0(y) = F0(x) + F0(y − x) + (y − x)(s)xΔ(s)− (y − x)(r)xΔ(r)

= F0(x) + F0(y − x)

≥ F0(x) =

s∫
r

{
y(s)− y(r)

s− r

}2

Δt =
(y(s)− y(r))2

s− r
,

and this completes the proof.

The following lemma will be used later (see [51]).
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Lemma 4.1.3 Equation (4.1.1) is disconjugate on [a, b]T if and only if

F(y) =

b∫
a

{
(yΔ(t))2 − p(yσ)2(t)

}
Δt > 0,

for all nontrivial solutions y with y(a) = y(b) = 0.

The following theorem gives the Lyapunov type inequality for the second
order dynamic equation (4.1.1).

Theorem 4.1.1 If y(t) is a nontrivial solution of (4.1.1) with y(a) = y
(b) = 0 (a < b), then ∫ b

a

p(t)Δt >
b− a

f(d)
, (4.1.2)

where f(d) = max{f(t) : t ∈ [a, b]} and f(t) = (t− a) (b− t).

Proof. From Lemma 4.1.1, since y is a nontrivial solution of (4.1.1) with
y(a) = y(b) = 0, we have that

F(y) =

b∫
0

{
(yΔ(t))2 − p(yσ)2(t)

}
Δt = 0.

Also, since y is nontrivial, we see that

M := max{y2(t) : t ∈ [a, b] ∩ T}, (4.1.3)

is defined and positive. Now let c ∈ [a, b] be such that y2(c) = M . Applying
the above and Lemma 4.1.2, twice (once with r = a and s = c and a second
time with r = c and s = b), we find

M

b∫
0

p(t)Δt ≥
b∫

0

{
p(yσ)2(t)

}
Δt

=

b∫
0

(yΔ(t))2Δt =

b∫
0

(yΔ(t))2Δt+

b∫
0

(yΔ(t))2Δt

≥ (y(c)− y(a))2

c− a
+

(y(b)− y(c))2

b− c

= y2(c)

{
1

c− a
+

1

b− c

}
= M

b− a

f(c)
≥ M

b− a

f(d)
,

where the last inequality holds since f(d) = max{f(t) : t ∈ [a, b]∩T}. Hence,
dividing by M > 0 yields the desired inequality. The proof is complete.
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Example 4.1.1 We use the notation from the proof of Theorem 4.1.1.

(i). If T = R , then

min

{∣∣∣∣a+ b

2
− s

∣∣∣∣ : s ∈ [a, b]

}
= 0, and so that d =

a+ b

2
.

Hence f(d) = ((b− a)2/4) and the Lyapunov inequality from Theorem 4.1.1
reads

b∫
0

p(t)dt ≥ 4

b− a
.

(ii). If T = Z, then we consider two cases. First, if a+ b is even, then

min

{∣∣∣∣a+ b

2
− s

∣∣∣∣ : s ∈ [a, b] ∩ Z

}
= 0, and so that d =

a+ b

2
.

Hence f(d) = ((b− a)2/4) and the Lyapunov inequality reads

b−1∑
t=a

p(t) ≥ 4

b− a
.

If a+ b is odd, then

min

{∣∣∣∣a+ b

2
− s

∣∣∣∣ : s ∈ [a, b] ∩ Z

}
=

1

2
, and so that d =

a+ b− 1

2
.

Then, we have f(d) = ((b− a)2 − 1/4) and the Lyapunov inequality reads

b−1∑
t=a

p(t) ≥ 4

b− a

{
1

1− (1/(b− a)2)

}
.

As an application of Theorem 4.1.1, we now prove a sufficient condition
for the disconjugacy of (4.1.1).

Theorem 4.1.2 If p satisfies

b∫
a

p(t)Δ(t) <
b− a

f(d)
, (4.1.4)

then (4.1.1) is disconjugate on [a, b]T.

Proof. Suppose that (4.1.4) holds. For the sake of contradiction we
assume that (4.1.1) is not disconjugate. But then, by Lemma 4.1.3, there
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exists a nontrivial y with y(a) = y(b) = 0 such that F(y) ≤ 0. Using this y,
we now define M by (4.1.3) and we find

M

b∫
a

p(t)Δt ≥
b∫

a

p(t)(yσ(t))2Δt ≥
b∫

a

(yΔ(t))2Δt ≥ M(b− a)

f(d)
,

where the last inequality follows as in the proof of Theorem 4.1.1. Hence,
after dividing by M > 0, we arrive at

b∫
a

p(t)Δt ≥ b− a

f(d)
,

which contradicts (4.1.4) and hence completes the proof.

Remark 4.1.1 Note that in both condition (4.1.2) and (4.1.4) we could
replace (b−a)/f(d) by 4/(b−a), and Theorems 4.1.1 and 4.1.2 would remain
true. This is because for a ≤ c ≤ b, we have

1

c− a
+

1

b− c
=

(a+ b− 2c)2

(b− a)(c− a)(b− c)
+

4

b− a
≥ 4

b− a
.

In the following, we apply Opial type inequalities on time scales to
prove some Lyapunov type inequalities for the second-order dynamic equation
(4.1.1).

Theorem 4.1.3 Assume that y is a nontrivial solution of the second-order
dynamic equation (4.1.1) with y(a) = yΔσ(b) = 0. Then, we have

KP (σ(b), a) =

(
2

∫ σ(b)

a

|P (t)|2 [σ(t)− a] Δt

)1/2

≥ 1, (4.1.5)

where

P (t) :=

∫ σ(b)

t

p(s)Δs, for t ∈ [a, σ(b)]T. (4.1.6)

Proof. Now

∫ σ(b)

a

yσ(t)yΔ
2

(t)Δt = yσ(b)yΔσ(b)− y(a)yΔ(a)−
∫ σ(b)

a

[
yΔ(t)

]2
Δt

= −
∫ σ(b)

a

[
yΔ(t)

]2
Δt, (4.1.7)
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and using (4.1.6), we get that

∫ σ(b)

a

p(t)
[
yσ(t)

]2
Δt = −

∫ σ(b)

a

PΔ(t)
[
yσ(t)

]2
Δt

= P (a)
[
y(a)
]2

+

∫ σ(b)

a

P (t)
[[
y(t)
]2]Δ

Δt

=

∫ σ(b)

a

P (t)
[[
y(t)
]2]Δ

Δt

=

∫ σ(b)

a

P (t)
([
y(t) + yσ(t)

]
yΔ(t)

)
Δt

≤
∫ σ(b)

a

∣∣P (t)
∣∣([y(t) + yσ(t)

]
yΔ(t)

)
Δt. (4.1.8)

Multiplying (4.1.1) by yσ and integrating from a to σ(b) and using Theorem
3.1.7, (4.1.7) and (4.1.8), we get

∫ σ(b)

a

(
yΔ(t)

)2
Δt ≤

∫ σ(b)

a

∣∣P (t)
∣∣([y(t) + yσ(t)

]
yΔ(t)

)
Δt

≤ KP (σ(b), a)

∫ σ(b)

a

[
yΔ(t)

]2
, (4.1.9)

Clearly, (4.1.5) follows from (4.1.9) by dividing by

∫ σ(b)

a

[
yΔ(t)

]2
Δt,

on both sides. The proof is complete.

Remark 4.1.2 The conclusion of Theorem 4.1.3 also holds for the second
order dynamic inequality

yΔ
2

(t) + p(t)yσ(t) ≥ 0, for t ∈ [a, b]T, (4.1.10)

with y(a) = 0 and y(b)yΔσ(b) ≤ 0.

Similar reasoning by considering Theorem 3.1.8 instead of Theorem 3.1.7
yields the following result.

Theorem 4.1.4 Assume that x is a nontrivial solution of (4.1.1) with

xΔ(a) = xσ2

(b) = 0. Then, we have

LP (σ
2(b), a) =

(
2

∫ σ2(b)

a

(P (t))
2 [

σ2(b)− t
]
Δt

)1/2

≥ 1,

where

P (t) :=

∫ t

a

p(s)Δs, for t ∈ [a, σ(b)]T.
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Remark 4.1.3 The conclusion of Theorem 4.1.4 also holds for (4.1.10) with

x(a)xΔ(a) ≥ 0 and xσ2

(b) = 0.

In the following, we establish a disconjugacy result for solutions of (4.1.1).

Theorem 4.1.5 Assume that y is a nontrivial solution of (4.1.1) with y(a) =

yσ
2

(b) = 0, and let P ∈ C1
rd([a, b]T,R) be a function satisfying PΔ ≡ p on

[a, b]T. Then, we have

min
c∈[a,σ2(b)]T

{
max
{
KP (σ

2(b), c), LP (c, a)
}} ≥ 1. (4.1.11)

Proof. Similar reasoning as in the proof of Theorem 4.1.3 yields the
desired inequality (4.1.11) by applying Corollary 3.1.2 instead of Theorem
3.1.7.

Corollary 4.1.1 Assume that y is a nontrivial solution of (4.1.1) with
y(a) = 0, and let P ∈ C1

rd([a, b]T,R) be a function as in Theorem 4.1.5. If

min
c∈[a,σ2(b)]T

{
max
{
KP (σ

2(b), c), LP (c, a)
}}

< 1,

then yσ
2

(b) �= 0.

Next we consider the second order dynamic equation on [a, b]

[
r(t)yΔ(t)

]Δ
+ q(t)yσ(t) = 0, t ∈ [a, b], (4.1.12)

on an arbitrary time scale T, where r is a positive rd-continuous function
and q is rd-continuous function and

∫ β

α

1/r(t)Δt < ∞, and

∫ β

α

|q(t)|Δt < ∞. (4.1.13)

We obtain lower bounds for the spacing β−α where y is a solution of (4.1.12)
satisfying some conditions at α and β.

By a solution of (4.1.12) on an interval T, we mean a nontrivial real-valued
function y ∈ Crd(T), which has the property that r(t)yΔ(t) ∈ C1

rd(T) and
satisfies Eq. (4.1.12) on T. We say that (4.1.12) is right disfocal (left disfocal)
on [α, β]T if the solutions of (4.1.12) such that yΔ(α) = 0 (yΔ(β) = 0) have
no generalized zeros in [α, β]T.

Theorem 4.1.6 Suppose y is a nontrivial solution of (4.1.12). If y(α) =
yΔ(β) = 0, then

⎡
⎣√2

(∫ β

α

Q2(t)

r(t)

(∫ t

α

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

∣∣∣∣μ(t)Q(t)

r(t)

∣∣∣∣
⎤
⎦ ≥ 1, (4.1.14)
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where Q(t) =
∫ β
t
q(s)ds. If instead yΔ(α) = y(β) = 0, then

⎡
⎣√2

(∫ β

α

Q2(t)

r(t)

(∫ β

t

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

∣∣∣∣μ(t)Q(t)

r(t)

∣∣∣∣
⎤
⎦ ≥ 1, (4.1.15)

where Q(t) =
∫ t
α
q(s)ds.

Proof. We prove (4.1.14). Multiplying (4.1.12) by yσ and integrating by
parts, we have

∫ β

α

yσ(t)
(
r(t)yΔ(t)

)Δ
Δt = y(t)r(t)yΔ(t)

∣∣β
α
−
∫ β

α

r(t)(yΔ(t))2Δt

= −
∫ β

α

q(t) (yσ(t))
2
Δt.

Using the assumptions that y(α) = yΔ(β) = 0 and Q(t) =
∫ β
t
q(s)Δs, we get

that∫ β

α

r(t)
(
yΔ(t)

)2
Δt =

∫ β

α

q(t) (yσ(t))
2
Δt = −

∫ β

α

QΔ(t) (yσ(t))
2
Δt.

Integrating by parts the right-hand side and using the fact that y(α) =
0 = Q(β), we see that

∫ β

α

r(t)
(
yΔ(t)

)2
Δt =

∫ β

α

Q(t) (y(t) + yσ(t)) yΔ(t)Δt

≤
∫ β

α

|Q(t)| |y(t) + yσ(t)| ∣∣yΔ(t)∣∣Δt.

Applying the inequality (3.1.23) with s = Q, we have

∫ β

α

r(t)
(
yΔ(t)

)2

Δt ≤
[√

2

(∫ β

α

Q2(t)

r(t)

(∫ t

α

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

∣∣∣∣μ(t)Q(t)

r(t)

∣∣∣∣
]

×
∫ β

α

r(t)
∣∣∣yΔ(t)

∣∣∣2 Δt.

This implies that⎡
⎣√2

(∫ β

α

Q2(t)

r(t)

(∫ t

α

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

∣∣∣∣μ(t)Q(t)

r(t)

∣∣∣∣
⎤
⎦ ≥ 1,

which is the desired inequality (4.1.14). The proof of (4.1.15) is similar to the
proof of (4.1.14) by using integration by parts and Theorem 3.1.12 instead
of Theorem 3.1.11. The proof is complete.

As a special case of Theorem 4.1.6, when r(t) = 1, we have the following
results for Eq. (4.1.1).
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Corollary 4.1.2 Suppose y is a nontrivial solution of (4.1.1). If y(α) =
yΔ(β) = 0, then

⎡
⎣√2

(∫ β

α

Q2(t) (t− α)Δt

) 1
2

+ sup
α≤t≤β

(μ(t) |Q(t)|)
⎤
⎦ ≥ 1,

where Q(t) =
∫ β
t
q(s)ds. If instead yΔ(α) = y(β) = 0, then

⎡
⎣√2

(∫ β

α

Q2(t) (β − t)Δt

) 1
2

+ sup
α≤t≤β

(μ(t) |Q(t)|)
⎤
⎦ ≥ 1,

where Q(t) =
∫ t
α
q(s)ds.

Remark 4.1.4 Note that if T = R then μ(t) = 0 and Eq. (4.1.12) (when
r(t) = 1) becomes

y
′′
(t) + q(t)y(t) = 0. (4.1.16)

In this case the result in Corollary 4.1.2 reduces to a result obtained by Brown
and Hinton [57].

Corollary 4.1.3 ([57]). Suppose y is a solution of Eq. (4.1.16). If y (α) =
y

′
(β) = 0, then

2

∫ β

α

Q2(s)(s− α)ds > 1, (4.1.17)

where Q(t) =
∫ β
t
q(s)ds. If instead y

′
(α) = y (β) = 0, then

2

∫ β

α

Q2(s)(β − s)ds > 1, (4.1.18)

where Q(t) =
∫ t
α
q(s)ds.

Remark 4.1.5 Note that if T = N, then μ(t) = 1 and Eq. (4.1.12) (when
r(t) = 1) becomes

Δ2y(n) + q(n)y(n+ 1) = 0, (4.1.19)

and the result in Corollary 4.1.2 reduces to the following result.

Corollary 4.1.4 Suppose y is a solution of Eq. (4.1.19). If y (α) = Δy
(β) = 0, then

√
2

(
β−1∑
n=α

(Q(n))
2
(n− α)

) 1
2

+ sup
α≤n≤β

|Q(n)| > 1,
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where Q(n) =
∑β−1

s=n q(s). If instead Δy (α) = y (β) = 0, then

√
2

(
β−1∑
n=α

(Q(n))
2
(β − n)

) 1
2

+ sup
α≤n≤β

|Q(n)| > 1,

where Q(n) =
∑n−1

s=α q(s).

Theorem 4.1.7 Suppose that y is a nontrivial solution of (4.1.12). If
y(α) = yΔ(β) = 0, then

√
2

(
sup

α≤t≤β

Q2(t)

r(t)

∫ β

α

1

r(t)

(∫ t

α

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

∣∣∣∣Q(t)

r(t)

∣∣∣∣μ(t) ≥ 1,

(4.1.20)

where Q(t) =
∫ β
t
q(s)ds. If instead yΔ(α) = y(β) = 0, then

√
2

(
sup

α≤t≤β

Q2(t)

r(t)

∫ β

α

1

r(t)

(∫ β

t

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

∣∣∣∣Q(t)

r(t)

∣∣∣∣μ(t) ≥ 1,

(4.1.21)

where Q(t) =
∫ t
α
q(s)ds.

Proof. We prove (4.1.20). Multiplying (4.1.12) by yσ and integrating by
parts and following the proof of Theorem 4.1.6, we have

∫ β

α

r(t)
(
yΔ(t)

)2
Δt =

∫ β

α

q(t) (yσ(t))
2
Δt = −

∫ β

α

QΔ(t) (yσ(t))
2
Δt.

Integrating by parts the right-hand side and using the fact that y(α) =
0 = Q(β), we see that

∫ β

α

r(t)
(
yΔ(t)

)2
Δt ≤

∫ β

α

|Q(t)| |y(t) + yσ(t)| ∣∣yΔ(t)∣∣Δt

≤ sup
α≤t≤β

∣∣∣∣Q(t)

r(t)

∣∣∣∣
∫ β

α

r(t) |y(t) + yσ(t)| ∣∣yΔ(t)∣∣Δt.

Applying the inequality (3.1.37) with (3.1.38) and cancelling the term
∫ β
α
r(t)(

yΔ(t)
)2

Δt, we get the desired inequality (4.1.20). The proof of (4.1.21) is
similar to the proof of (4.1.20) by using integration by parts and Corollary
3.1.4 instead of Corollary 3.1.3. The proof is complete.

As a special case of Theorem 4.1.7, when r(t) = 1, we have the following
result.
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Corollary 4.1.5 Suppose that y is a nontrivial solution of (4.1.1). If y(α) =
yΔ(β) = 0, then

sup
α≤t≤β

|Q(t)| (β − α) + sup
α≤t≤β

|Q(t)|μ(t) ≥ 1,

where Q(t) =
∫ β
t
q(s)ds. If instead yΔ(α) = y(β) = 0, then

sup
α≤t≤β

|Q(t)| (β − α) + sup
α≤t≤β

|Q(t)|μ(t) ≥ 1,

where Q(t) =
∫ t
α
q(s)ds.

As special case of Corollary 4.1.5, when T = R, (note that in this case
μ(t) = 0), we have the following result due to Harris and Kong [73] for the
second order differential equation (4.1.16).

Corollary 4.1.6 Suppose that y is a nontrivial solution of (4.1.16). If
y(α) = y

′
(β) = 0, then

(β − α) max
α≤t≤β

∣∣∣∣∣
(∫ β

t

q(s)ds

)∣∣∣∣∣ ≥ 1. (4.1.22)

If instead y
′
(α) = y(β) = 0, then

(β − α) max
α≤t≤β

∣∣∣∣
∫ t

α

q(s)ds

∣∣∣∣ ≥ 1. (4.1.23)

As a special case of Corollary 4.1.5, when T = N (note that in this case
μ(t) = 1), we have the following result for the second order difference equation
(4.1.19).

Corollary 4.1.7 Suppose y is a solution of Eq. (4.1.19). If Δy (α) = y
(β) = 0, then

sup
α≤n≤β

|Q(n)| (β + 1− α) > 1,

where Q(n) =
∑β−1

s=n q(s). If instead y (α) = Δy (β) = 0, then

sup
α≤n≤β

|Q(n)| (β + 1− α) > 1 > 1,

where Q(n) =
∑n−1

s=α q(s).

Remark 4.1.6 The above results yield sufficient conditions for the disfocal-
ity of (4.1.12), i.e., sufficient conditions so that there does not exist a non-
trivial solution y satisfying either y(α) = yΔ(β) = 0 or yΔ(α) = y(β) = 0.
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Now, we assume that there exists a unique h ∈ [α, β]T such that

∫ h

α

Δt

r(t)
=

∫ β

h

Δt

r(t)
. (4.1.24)

Note that when r(t) = 1, we see that (h − α) = (β − h), so that the unique
solution of (4.1.24) is given by h = (α+ β)/2.

Theorem 4.1.8 Assume that (4.1.24) holds and QΔ(t) = q(t). Suppose
that y is a nontrivial solution of (4.1.12). If y(α) = y(β) = 0, then⎡
⎣√2

(∫ β

α

Q2(t)

r(t)

(∫ h

α

Δu

r(u)

)
Δt

) 1
2

+ sup
α≤t≤β

μ(t)

∣∣∣∣Q(t)

r(t)

∣∣∣∣
⎤
⎦ ≥ 1. (4.1.25)

Proof. As in the proof of Theorem 4.1.6 by multiplying (4.1.12) by
yσ(t), integrating by parts and using y(α) = y(β) = 0, we have that

∫ β

α

r(t)
∣∣yΔ(t)∣∣2 dt ≤

∫ β

α

|Q(t)| |y(t) + yσ(t)|γ ∣∣yΔ(t)∣∣ dt. (4.1.26)

Then ∫ β

α

r(t)
∣∣yΔ(t)∣∣2 dt ≤ K(α, β)

∫ β

α

r(t)
∣∣yΔ(t)∣∣2 dt,

where K(α, β) is defined as in (4.2.10). From the last inequality, after can-

celling the term
∫ β
α
r(t)
∣∣yΔ(t)∣∣2 Δt, we get the desired inequality (4.1.25).

This completes the proof.
When r(t) = 1, (note that in this case h = (α + β)/2)), we have the

following result for Eq. (4.1.1).

Theorem 4.1.9 Assume that QΔ(t) = q(t). Suppose that y is a nontrivial
solution of (4.1.1). If y(α) = y(β) = 0, then⎡

⎣√β − α

(∫ β

α

Q2(t)Δt

) 1
2

+ sup
α≤t≤β

(μ(t) |Q(t)|)
⎤
⎦ ≥ 1.

Remark 4.1.7 The results in Theorems 4.1.8 and 4.1.9 yield sufficient con-
ditions for the disconjugacy of (4.3.1), i.e., sufficient conditions so that there
does not exist a nontrivial solution y satisfying y(α) = y(β) = 0.

As a special case of Theorem 4.1.9, when T = R and T = N, we have the
following results for the second order differential equation (4.1.16) and the
second order difference equation (4.1.19).

Corollary 4.1.8 Assume that Q
′
(t) = q(t). Suppose that y is a nontrivial

solution of (4.1.16). If y(α) = y(β) = 0, then

∫ β

α

(∫ t

α

q(u)du

)2

dt ≥ 1

β − α
. (4.1.27)
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Corollary 4.1.9. Assume that ΔQ(n) = q(n). Suppose that y is a nontrivial
solution of (4.1.19). If y(α) = y(β) = 0, then

⎡
⎣√β − α

(
n−1∑
n=α

Q2(n)

) 1
2

+ sup
α≤n≤β

|Q(n)|
⎤
⎦ ≥ 1.

4.2 Second Order Half-Linear Equation

In this section, we consider some second order half-linear dynamic equations
on time scales and establish Lyapunov inequalities. First we consider the
second-order half-linear dynamic equation of the form

(
r(t)ϕ(xΔ)

)Δ
+ p(t)ϕ(xσ(t)) = 0, (4.2.1)

on an arbitrary time scale T, where ϕ(u) = |u|γ−1
u, γ > 0 is a positive

constant, r and p are real rd-continuous positive functions defined on T with
r(t) �= 0. The results for (4.2.1) are adapted from [130].

Theorem 4.2.1 Let x(t) be a positive solution of (4.2.1) on T satisfying
x(a) = x(b) = 0, x(t) �= 0 for t ∈ (a, b) and x(t) has a maximum at a point
c ∈ (a, b). Then

(∫ b

a

r
−1
γ (t)Δt

)γ ∫ b

a

p(t)Δt ≥ 2γ+1. (4.2.2)

Proof. Let

M = |x(c)| =
∣∣∣∣
∫ c

a

xΔ(t)Δt

∣∣∣∣ =
∣∣∣∣∣
∫ b

c

xΔ(t)Δt

∣∣∣∣∣ . (4.2.3)

From (4.2.3), we observe that

2M =

∣∣∣∣
∫ c

a

xΔ(t)Δt

∣∣∣∣+
∣∣∣∣∣
∫ b

c

xΔ(t)Δt

∣∣∣∣∣ ≤
∫ c

a

∣∣xΔ(t)
∣∣Δt+

∫ b

c

∣∣xΔ(t)
∣∣Δt.

This implies that

2M ≤
∫ b

a

∣∣xΔ(t)
∣∣Δt =

∫ b

a

r
−1
γ+1 (t)(r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)Δt. (4.2.4)

From this we get

(2M)
γ+1 ≤

(∫ b

a

r
−1
γ+1 (t)(r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)Δt

)γ+1

. (4.2.5)
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Applying the Hölder inequality with f(t) = r
−1
γ+1 (t), g(t) = r

1
γ+1 (t)

∣∣xΔ(t)
∣∣,

p = γ + 1 and q = γ+1
γ , we obtain

∫ b

a

r
−1
γ+1 (t)(r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)Δt

≤
(∫ b

a

(
r

−1
γ+1 (t)

) γ+1
γ

Δt

) γ
γ+1
(∫ b

a

(
r

1
γ+1 (t)

∣∣xΔ(t)
∣∣))γ+1

Δt

) 1
γ+1

=

(∫ b

a

r
−1
γ (t)Δt

) γ
γ+1
(∫ b

a

(
r

1
γ+1 (t)

∣∣xΔ(t)
∣∣))γ+1

Δt

) 1
γ+1

=

(∫ b

a

r
−1
γ (t)Δt

) γ
γ+1
(∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt

) 1
γ+1

.

Thus

(∫ b

a

r
−1
γ+1 (t)(r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)Δt

)γ+1

≤
(∫ b

a

r
−1
γ (t)Δt

)γ (∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt

)
.

(4.2.6)

Substituting (4.2.6) in (4.2.5), we have

(2M)
γ+1 ≤

(∫ b

a

r
−1
γ (t)Δt

)γ (∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt

)
. (4.2.7)

Using integration by parts we see that (note x(a) = x(b) = 0)

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt =

∫ b

a

xΔ(t)
(
r(t)(
∣∣xΔ(t)

∣∣)γ−1xΔ(t)
)
Δt

= −
∫ b

a

[
r(t)(
∣∣xΔ(t)

∣∣)γ−1xΔ(t)
]Δ

xσ(t)Δt. (4.2.8)

Now (4.2.1) implies that

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt =

∫ b

a

p(t) (xσ(t))
γ+1

Δt.

This and (4.2.7) imply that

(2M)
γ+1 ≤

(∫ b

a

r
−1
γ (t)Δt

)γ (∫ b

a

p(t) (xσ(t))
γ+1

Δt

)

≤ Mγ+1

(∫ b

a

r
−1
γ (t)Δt

)γ (∫ b

a

p(t)Δt

)
.
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Now, dividing by Mγ+1, we have

(∫ b

a

r
−1
γ (t)Δt

)γ (∫ b

a

p(t)Δt

)
≥ 2γ+1,

which is the desired inequality (4.2.2). The proof is complete.

Remark 4.2.1 Note the inequality with γ = 1 and r(t) = 1, reduces to the
inequality

∫ b

a

p(t)Δt >
4

b− a
. (4.2.9)

Now, we consider the half-linear delay dynamic equation

(r(t)(ϕ(xΔ(t)))Δ + p(t)(ϕ(x(τ(t))) = 0, (4.2.10)

on an arbitrary time scale T, where γ > 0 is a positive constant, r and p are
real rd-continuous positive functions defined on T with r(t) �= 0, τ : T → T,
τ(t) ≤ t for all t ∈ T, limt→∞ τ(t) = ∞, and

∫ ∞

t0

(
1

r(t)

) 1
γ

Δt = ∞. (4.2.11)

Note that when the condition (4.2.11) holds, then the positive solution x(t)
of (4.2.10) satisfies xΔ(t) > 0. Under this condition, we see, since τ(t) ≤ t,
that x(τ(t))/xσ(t) ≤ 1. Using this claim we have the following result
for (4.2.10).

Corollary 4.2.1 Assume that (4.2.11) holds and let x(t) be a positive sol-
ution of (4.2.10) on T satisfying x(a) = x(b) = 0, x(t) �= 0 for t ∈ (a, b) and
x(t) has a maximum at a point c ∈ (a, b). Then

(∫ b

a

r
−1
γ (t)Δt

)γ ∫ b

a

p(t)Δt ≥ 2γ+1.

Proof. We proceed as in the proof of Theorem 4.2.1, to get

(2M)
γ+1 ≤

(∫ b

a

r
−1
γ (t)Δt

)γ (∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt

)
.

Using integration by parts we see that (note x(a) = x(b) = 0)

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt = −
∫ b

a

[
r(t)(
∣∣xΔ(t)

∣∣)γ−1xΔ(t)
]Δ

xσ(t)Δt.
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Now (4.2.10) implies that

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt =

∫ b

a

p(t)

(
x(τ(t))

xσ(t)

)γ

(xσ(t))
γ+1

Δt.

Using the above claim, since x(τ(t))/xσ(t) ≤ 1, we have

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt ≤
∫ b

a

p(t) (xσ(t))
γ+1

Δt.

The remainder of the proof is similar to the proof in Theorem 4.2.1 and hence
is omitted.

In the following, we establish some sufficient conditions for the disconju-
gacy of (4.2.1).

Theorem 4.2.2 Let r and p satisfy

∫ b

a

p(t)Δt <

⎧⎪⎪⎨
⎪⎪⎩

rγ+1(a)

rγ(b)

(b− c)γ + (c− a)γ

(c− a)γ(b− c)γ
, if r(t) is increasing,

rγ+1(b)

rγ(a)

(b− c)γ + (c− a)γ

(c− a)γ(b− c)γ
, if r(t) is decreasing.

(4.2.12)

Then (4.2.1) is disconjugate in T.

Proof. Suppose that (4.2.12) holds and assume for the sake of contradic-
tion that (4.2.1) is not disconjugate. Then there exists a nontrivial solution
x with x(a) = x(b) = 0. Using this x, and integrate by parts to see that
(note x(a) = x(b) = 0)

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt =

∫ b

a

xΔ(t)
(
r(t)(
∣∣xΔ(t)

∣∣)γ−1xΔ(t)
)
Δt

= −
∫ b

a

[
r(t)(
∣∣xΔ(t)

∣∣)γ−1xΔ(t)
]Δ

x(t)Δt.

Now (4.2.1) implies that

∫ b

a

r(t)(
∣∣xΔ(t)

∣∣)γ+1Δt =

∫ b

a

p(t) (x(t))
γ+1

Δt

Then, we have

Mγ+1

∫ b

a

p(t)Δt ≥
∫ b

a

p(t) |x(t)|γ+1
Δt ≥

∫ b

a

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

=

∫ c

a

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt+

∫ b

c

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt, (4.2.13)
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where M is defined as in Theorem 4.2.1. Now, since

∫ c

a

r(t)
∣∣xΔ(t)

∣∣Δt =

∫ c

a

r
γ

γ+1 (t)
(
r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)Δt,

we have after applying the Hölder inequality with f(t) = r
γ

γ+1 (t), g(t) =

r
1

γ+1 (t)
∣∣xΔ(t)

∣∣, p = γ + 1 and q = γ+1
γ , that

∫ c

a

r
γ

γ+1 (t)
(
r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)Δt

≤
(∫ c

a

(
r

γ
γ+1 (t)

) γ+1
γ

Δt

) γ
γ+1
(∫ c

a

(
r

1
γ+1 (t)

∣∣xΔ(t)
∣∣)γ+1

Δt

) 1
γ+1

=

(∫ c

a

r(t)Δt

) γ
γ+1
(∫ c

a

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

) 1
γ+1

.

Then

(∫ c

a

r(t)Δt

)γ (∫ c

a

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

)

≥
(∫ c

a

r
γ

γ+1 (t)
(
r

1
γ+1 (t)xΔ(t)

)
Δt

)γ+1

=

(∫ c

a

r(t)
∣∣xΔ(t)

∣∣Δt

)γ+1

.

This implies that

(∫ c

a

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

)
≥
(∫ c

a
r(t)
∣∣xΔ(t)

∣∣Δt
)γ+1

(∫ c
a
r(t)Δt

)γ . (4.2.14)

Also we see that

(∫ b

c

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

)
≥
(∫ b

c
r(t)
∣∣xΔ(t)

∣∣Δt
)γ+1

(∫ b
c
r(t)Δt

)γ . (4.2.15)

Substituting (4.2.14) and (4.2.15) into (4.2.13), we have

Mγ+1

∫ b

a

p(t)Δt

≥
(∫ c

a
r(t)
∣∣xΔ(t)

∣∣Δt
)γ+1

(∫ c
a
r(t)Δt

)γ +

(∫ b
c
r(t)
∣∣xΔ(t)

∣∣Δt
)γ+1

(∫ b
c
r(t)Δt

)γ
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≥

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

(
r(a)
∫ c
a

∣∣∣xΔ(t)
∣∣∣Δt
)γ+1

(∫ c
a
r(t)Δt

)γ +

(
r(a)
∫ b
c

∣∣∣xΔ(t)
∣∣∣Δt
)γ+1

(∫ b
c
r(t)Δt

)γ , if r(t) is increasing,

(
r(b)
∫ c
a

∣∣∣xΔ(t)
∣∣∣Δt
)γ+1

(∫ c
a
r(t)Δt

)γ +

(
r(b)
∫ b
c

∣∣∣xΔ(t)
∣∣∣Δt
)γ+1

(∫ b
c
r(t)Δt

)γ , if r(t) is decreasing,

≥

⎧⎪⎪⎨
⎪⎪⎩

rγ+1(a)Mγ+1

rγ(b)(c− a)γ
+

rγ+1(a)Mγ+1

rγ(b)(b− c)γ
, if r(t) is increasing,

rγ+1(b)Mγ+1

rγ(a)(c− a)γ
+

rγ+1(b)Mγ+1

rγ(a)(b− c)γ
, if r(t) is decreasing.

Dividing by Mγ+1, we have

∫ b

a

p(t)Δt ≥

⎧⎪⎪⎨
⎪⎪⎩

rγ+1(a)

rγ(b)

(b− c)γ + (c− a)γ

(c− a)γ(b− c)γ
, if r(t) is increasing,

rγ+1(b)

rγ(a)

(b− c)γ + (c− a)γ

(c− a)γ(b− c)γ
, if r(t) is decreasing,

which is a contradiction with (4.2.12) and hence completes the proof.
As a consequence from Theorem 4.2.2, by using the fact that

(
xγ
1 + xγ

2

2

) 1
γ

≥ 2x1x2

x1 + x2
, for x1 = c− a and x2 = b− c,

we have the following result.

Theorem 4.2.3 . If r and p satisfy

∫ b

a

p(t)Δt <

⎧⎪⎪⎨
⎪⎪⎩

rγ+1(a)

rγ(b)

2γ+1

(b− a)γ
, if r(t) is increasing,

rγ+1(b)

rγ(a)

2γ+1

(b− a)γ
, if r(t) is decreasing.

(4.2.16)

Then (4.2.1) is disconjugate in T.

We end this section by applying Opial type inequalities to establish some
Lyapunov type inequalities for the second order half-linear dynamic equation

(r(t)(yΔ(t))γ)Δ + q(t) (yσ(t))
γ
= 0, on [a, b]T, (4.2.17)

where T is an arbitrary time scale. The results are adapted from [133]. For
Eq. (4.2.17), we assume that 0 < γ ≤ 1 is a quotient of odd positive integers,
r and q are real rd-continuous functions defined on T with r(t) > 0. We
obtain lower bounds for the spacing β − α where y is a solution of (4.2.17)
satisfying some conditions at α and β.
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To simplify the presentation of the results, we define

M(β) : = sup
α≤t≤β

μγ(t)
|Q(t)|
r(t)

, where Q(t) =

∫ β

t

q(s)Δs,

M(α) : = sup
α≤t≤β

μγ(t)
|Q(t)|
r(t)

, where Q(t) =

∫ t

α

q(s)Δs.

Note that when T = R, we have M(α) = 0 = M(β), and when T = Z, we
have

M(β) = sup
α≤t≤β

∣∣∣∑β−1
s=t q(s)

∣∣∣
r(t)

, and M(α) = sup
α≤t≤β

∣∣∣∑t−1
s=α q(s)

∣∣∣
r(t)

. (4.2.18)

Theorem 4.2.4 Suppose that y is a nontrivial solution of (4.2.17) and yΔ

does not change sign in (α, β)T. If y(α) = yΔ(β) = 0, then

2

(γ + 1)
γ

γ+1

×
(∫ β

α

|Q(x)| γ+1
γ

r
1
γ (x)

(∫ x

α

Δt

r
1
γ (t)

)γ

Δx

) γ
γ+1

+ 21−γM(β) ≥ 1,

(4.2.19)

where Q(t) =
∫ β
t
q(s)Δs. If yΔ(α) = y(β) = 0, then

2

(γ + 1)
γ

γ+1

(∫ β

α

|Q(x)| γ+1
γ

r
1
γ (x)

(∫ β

x

Δt

r
1
γ (t)

)γ

Δx

) γ
γ+1

+ 21−γM(α) ≥ 1,

(4.2.20)

where Q(t) =
∫ t
α
q(s)Δs.

Proof. We prove (4.2.19). Without loss of generality we may assume
that y(t) > 0 in [α, β]T. Multiplying (4.2.17) by yσ and integrating by parts,
we have

∫ β

α

(
r(t)
(
yΔ(t)

)γ)Δ
yσ(t)Δt = r(t)

(
yΔ(t)

)γ
y(t)
∣∣∣β
α

−
∫ β

α

r(t)
(
yΔ(t)

)γ+1
Δt

= −
∫ β

α

q(t) (yσ(t))
γ+1

Δt.

Using the assumptions that y(α) = yΔ(β) = 0 and Q(t) =
∫ β
t
q(s)Δs, we

have

∫ β

α

r(t)
(
yΔ(t)

)γ+1
Δt =

∫ β

α

q(t) (yσ(t))
γ+1

Δt = −
∫ β

α

QΔ(t) (yσ(t))
γ+1

Δt.

(4.2.21)
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Integrating by parts the right-hand side we see that

∫ β

α

r(t)
(
yΔ(t)

)γ+1
Δt = − Q(t)(y(t))γ+1

∣∣β
α
+

∫ β

α

Q(t)
(
yγ+1(t)

)Δ
Δt.

Again using the facts that y(α) = 0 = Q(β), we obtain

∫ β

α

r(t)
(
yΔ(t)

)γ+1
dt =

∫ β

α

Q(t)
(
yγ+1(t)

)Δ
dt. (4.2.22)

Applying the chain rule formula and the inequality (3.3.2), we see that

∣∣∣(yγ+1(t)
)Δ∣∣∣ ≤ (γ + 1)

1∫
0

|hyσ(t) + (1− h)y(t)|γ dh ∣∣yΔ(t)∣∣

≤ (γ + 1)
∣∣yΔ(t)∣∣

1∫
0

|hyσ(t)|γ dh

+(γ + 1)
∣∣yΔ(t)∣∣

1∫
0

|(1− h)y(t)|γ dh

=
∣∣yΔ(t)∣∣ |yσ(t)|γ +

∣∣yΔ(t)∣∣ |y(t)|γ
≤ 21−γ |yσ(t) + y(t)|γ ∣∣yΔ(t)∣∣ . (4.2.23)

This and (4.2.22) imply that

∫ β

α

r(t)
∣∣yΔ(t)∣∣γ+1

Δt ≤ 21−γ

∫ β

α

|Q(t)| |y(t) + yσ(t)|γ ∣∣yΔ(t)∣∣Δt.

Applying the inequality (3.3.22) with s(t) = |Q(t)|, p = γ and q = 1, we have

∫ β

α

r(t)
∣∣yΔ(t)∣∣γ+1

Δt ≤ 21−γK1(α, β, γ, 1)

∫ β

α

r(t)
∣∣yΔ(t)∣∣γ+1

Δt, (4.2.24)

where

K1(α, β, γ, 1) = M(β) + 2γ
(

1

γ + 1

) 1
γ+1

×
(∫ β

α

|Q(x)| γ+1
γ r−

1
γ (x)

(∫ x

α

r
−1
γ (t)Δt

)γ

Δx

) γ
γ+1

.

Then, we have from (4.2.24) after cancelling the term
∫ β
α
r(t)
∣∣yΔ(t)∣∣γ+1

Δt,
that

21−γM(β) +
2

(γ + 1)
1

γ+1

×
(∫ β

α

|Q(x)| γ+1
γ

r
1
γ (x)

(∫ x

α

Δt

r
1
γ (t)

)γ

Δx

) γ
γ+1

≥ 1,
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which is the desired inequality (4.2.19). The proof of (4.2.20) is similar
to (4.2.19) by using integration by parts and (3.3.29) of Theorem 3.3.5 and
(3.3.30) instead of (3.3.23). The proof is complete.

As a special case of Theorem 4.2.4, when r(t) = 1, we have the following
result.

Corollary 4.2.2 Suppose that y is a nontrivial solution of

((
yΔ(t)

)γ)Δ
+ q(t) (yσ(t))

γ
= 0, t ∈ [α, β]T, (4.2.25)

and yΔ does not change sign in (α, β)T. If y(α) = yΔ(β) = 0, then

2

(γ + 1)
1

γ+1

×
[∫ β

α

|Q(t)| 1+γ
γ (t− α)

γ
Δt

] γ
γ+1

+21−γ sup
α≤t≤β

(μγ(t) |Q(t)|) ≥ 1,

(4.2.26)

where Q(t) =
∫ β
t
q(s)Δs. If yΔ(α) = y(β) = 0, then

2

(γ + 1)
1

γ+1

[∫ β

α

|Q(t)| 1+γ
γ (β − t)

γ
Δt

] γ
γ+1

+ 21−γ sup
α≤t≤β

(μγ(t) |Q(t)|) ≥ 1,

(4.2.27)

where Q(t) =
∫ t
α
q(s)Δs.

Corollary 4.2.3 Suppose that y is a nontrivial solution of (4.2.25) and yΔ

does not change sign in (α, β)T, and γ ≤ 1 is a quotient of odd positive
integers. If y(α) = yΔ(β) = 0, then

2(β − α)γ

(γ + 1)
max
α≤t≤β

∣∣∣∣∣
∫ β

t

q(s)Δs

∣∣∣∣∣+ 21−γ sup
α≤t≤β

(
μγ(t)

∣∣∣∣∣
∫ β

t

q(s)Δs

∣∣∣∣∣
)

≥ 1,

(4.2.28)

whereas if yΔ(α) = y(β) = 0, then

2(β − α)γ

(γ + 1)
max

α≤t≤β

∣∣∣∣
∫ t

α

q(s)Δs

∣∣∣∣+ 21−γ sup
α≤t≤β

(
μγ(t)

∣∣∣∣
∫ t

α

q(s)Δs

∣∣∣∣
)

≥ 1.

(4.2.29)

As a special when T = R, we have M(α) = M(β) = 0 and we consider
the second order half-linear differential equation

(
(y

′
(t))γ
)′

+ q(t)(y(t))γ = 0, α ≤ t ≤ β, (4.2.30)

where γ ≤ 1 is a quotient of odd positive integers.
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Corollary 4.2.4 Assume that γ ≤ 1 is a quotient of odd positive integers.
Suppose that y is a nontrivial solution of (4.2.30) and y

′
does not change

sign in (α, β). If y (α) = y
′
(β) = 0, then

2

(γ + 1)
(β − α)

γ
sup

α≤t≤β

∣∣∣∣∣
∫ β

t

q(s)ds

∣∣∣∣∣ ≥ 1. (4.2.31)

If instead y
′
(α) = y (β) = 0, then

2

(γ + 1)
(β − α)

γ
sup

α≤t≤β

∣∣∣∣
∫ t

α

q(s)ds

∣∣∣∣ ≥ 1. (4.2.32)

As a special when T = Z, we see that M(α) and M(β) are defined as
in (4.2.18) and we consider the second order half-linear difference equation

Δ ((Δy(n))γ) + q(n)(y(n+ 1))γ = 0, α ≤ n ≤ β, (4.2.33)

where γ ≤ 1 is a quotient of odd positive integers.

Corollary 4.2.5 Suppose that y is a nontrivial solution of (4.3.17) and
Δy(n) does not change sign in (α, β)T, and γ ≤ 1 is a quotient of odd positive
integers. If y(α) = Δy(β) = 0, then

2(β − α)γ

(γ + 1)
max

α≤n≤β

∣∣∣∣∣
β−1∑
s=n

q(s)

∣∣∣∣∣+ 21−γ sup
α≤n≤β

(∣∣∣∣∣
β−1∑
s=n

q(s)

∣∣∣∣∣
)

≥ 1,

whereas if Δy(α) = y(β) = 0, then

2(β − α)γ

(γ + 1)
max

α≤n≤β

∣∣∣∣∣
n−1∑
s=α

q(s)

∣∣∣∣∣+ 21−γ sup
α≤n≤β

(∣∣∣∣∣
n−1∑
s=α

q(s)

∣∣∣∣∣
)

≥ 1.

Remark 4.2.2 The above results yield sufficient conditions for the disfocal-
ity of (4.3.1), i.e., sufficient conditions so that there does not exist a non-
trivial solution y satisfying either y(α) = yΔ(β) = 0, or yΔ(α) = y(β) = 0.

Next we employ Theorem 3.3.6 to determine a lower bound for the dis-
tance between consecutive zeros of solutions of (4.2.17). Note that the appli-
cations of the above results allow the use of arbitrary anti-derivative Q in the
above arguments. In the following, we assume that QΔ(t) = q(t) and there
exists h ∈ (α, β) which is the unique solution of the equation

K1(α, β) = K1(α, β, h) = K1(α, h, β) < ∞, (4.2.34)

where

K1(α, β, h) =
2γ

(γ + 1)
1

γ+1

×
(∫ β

α

|Q(x)| γ+1
γ

r
1
γ (x)

(∫ h

α

Δt

r
1
γ (t)

)γ

Δx

) γ
γ+1

,
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and

K1(α, h, β) =
2γ

(γ + 1)
1

γ+1

(∫ β

α

|Q(x)| γ+1
γ

r
1
γ (x)

(∫ β

h

Δt

r
1
γ (t)

)γ

Δx

) γ
γ+1

.

Theorem 4.2.5 Assume that QΔ(t) = q(t). Suppose y is a nontrivial solu-
tion of (4.2.17) and yΔ(t) does not change sign in (α, β). If y(α) = y(β) = 0,
then

K1(α, β) ≥ 1, (4.2.35)

where K1(α, β) is defined as in (4.2.34).

Proof. Multiply (4.2.17) by yσ(t), and proceed as in Theorem 4.2.4 and
use y(α) = y(β) = 0, to get

∫ β

α

r(t)
(
yΔ(t)

)γ+1
Δt =

∫ β

α

q(t) (y(t))
γ+1

Δt =

∫ β

α

QΔ(t) (yσ(t))
γ+1

Δt.

Integrating by parts the right-hand side, we see that
∫ β

α

r(t)
(
yΔ(t)

)γ+1
Δt = Q(t)(y(t))γ+1

∣∣β
α
+

∫ β

α

(−Q(t))
(
yγ+1(t)

)Δ
Δt.

Again using the facts that y(α) = 0 = y(β), we obtain

∫ β

α

r(t)
∣∣yΔ(t)∣∣γ+1

Δt ≤
∫ β

α

|Q(t)| |y(t) + yσ(t)|γ ∣∣yΔ(t)∣∣Δt.

Applying the inequality (3.3.31) with s(t) = |Q(t)|, p = γ and q = 1, we have

∫ β

α

r(t)
∣∣yΔ(t)∣∣γ+1

dt ≤ 21−γK1(α, β)

∫ β

α

r(t)
∣∣yΔ(t)∣∣γ+1

Δt.

From this inequality, after cancelling
∫ β
α

∣∣yΔ(t)∣∣γ+1
Δt, we get the desired

inequality (4.2.35). This completes the proof.

4.3 Second Order Equations with Damping
Terms

In this section we consider the second-order half-linear dynamic equation
with a damping term
(
r(t)
(
xΔ(t)

)γ)Δ
+ p(t)

(
xΔ(t)

)γ
+ q(t) (xσ(t))

γ
= 0, t ∈ [α, β]T, (4.3.1)

where T is an arbitrary time scale and σ(t) is the forward jump operator on
T which is defined by σ(t) := inf{s ∈ T : s > t}.

We say that a solution x of (4.3.1) has a generalized zero at t if x(t) = 0,
and has a generalized zero in (t, σ(t)) in the case x(t)xσ(t) < 0 and μ(t) > 0.
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Equation (4.3.1) is disconjugate on the interval [t0, b]T, if there is no nontrivial
solution of (4.3.1) with two (or more) generalized zeros in [t0, b]T. We say
that (4.3.1) is right disfocal (left disfocal) on [α, β]T if the solutions of (4.3.1)
such that xΔ(α) = 0 (xΔ(β) = 0) have no generalized zeros in [α, β]T. For
Eq. (4.3.1) the point β > α is called a right focal point of α if the solution
of (4.3.1) with initial conditions x(α) �= 0, xΔ(α) = 0 satisfies x(β) = 0. The
left focal point is defined similarly.

We will assume that γ ≥ 1 is a quotient of odd positive integers, r,
p and q are real rd-continuous functions defined on T with r(t) > 0 and
μ(t) |p(t)| ≤ r(t)/c where c is a positive constant such that c ≥ 1. We
also assume that supT = ∞, and define the time scale interval [a, b]T by
[a, b]T := [a, b] ∩ T. To simplify the presentation of the results, we define

Λ(β) : = sup
α≤t≤β

μγ(t)
|Q(t)|
r(t)

, where Q(t) =

∫ β

t

q(s)Δs,

Λ(α) : = sup
α≤t≤β

μγ(t)
|Q(t)|
r(t)

, where Q(t) =

∫ t

α

q(s)Δs,

Rα(t) : =

∫ t

α

Δs

r
1
γ (s)

, and Rβ(t) :=

∫ β

t

Δs

r
1
γ (s)

.

Note that when T = R, we have Λ(α) = 0 = Λ(β) and when T = Z, we have

Λ(β) = sup
α≤t≤β

∣∣∣∑β−1
s=t q(s)

∣∣∣
r(t)

, and Λ(α) = sup
α≤t≤β

∣∣∣∑t−1
s=α q(s)

∣∣∣
r(t)

. (4.3.2)

Now, we are ready to state and prove the main results.

Theorem 4.3.1 Suppose that x is a nontrivial solution of (4.3.1) and xΔ

does not change sign on (α, β)T. If x(α) = xΔ(β) = 0, then

22γ−2Λ(β)+
23γ−2

(γ+1)
1

γ+1

×
(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

(Rα(t))
γ
Δt

) γ
γ+1

+

(
γ

1+γ

) γ
γ+1

×
(∫ β

α

|p(t)|γ+1

rγ(t)
(Rα(t))

γ
Δt

) 1
γ+1

≥ 1−1

c
, (4.3.3)

where Q(t) =
∫ β
t
q(s)Δs. If instead xΔ(α) = x(β) = 0, then

22γ−2Λ(α)+
23γ−2

(γ+1)
1

γ+1

×
(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

(Rβ(t))
γ
Δt

) γ
γ+1

+

(
γ

1+γ

) γ
γ+1

×
(∫ β

α

|p(t)|γ+1

rγ(t)
(Rβ(t))

γ
Δt

) 1
γ+1

≥ 1−1

c
, (4.3.4)

where Q(t) =
∫ t
α
q(s)Δs.
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Proof. We prove (4.3.3). Without loss of generality we may assume that
x(t) ≥ 0 in [α, β]T. Multiplying (4.3.1) by xσ and integrating by parts, we
have

∫ β

α

(
r(t)
(
xΔ(t)

)γ)Δ
xσ(t)Δt+

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt

= r(t)
(
xΔ(t)

)γ
x(t)
∣∣∣β
α
−
∫ β

α

r(t)
(
xΔ(t)

)γ+1
Δt

+

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt = −

∫ β

α

q(t) (xσ(t))
γ+1

Δt.

Using the assumption x(α) = xΔ(β) = 0 we have

−
∫ β

α

r(t)
(
xΔ(t)

)γ+1
Δt+

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt = −

∫ β

α

q(t) (xσ(t))
γ+1

Δt.

This implies (note that Q(t) =
∫ β
t
q(s)Δs) that

∫ β

α

r(t)
(
xΔ(t)

)γ+1
Δt =

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt−
∫ β

α

QΔ(t) (xσ(t))
γ+1

Δt.

(4.3.5)
Integrating by parts the right-hand side, we see that

∫ β

α

r(t)
(
xΔ(t)

)γ+1
Δt =

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt

− Q(t)(x(t))γ+1
∣∣β
α
+

∫ β

α

Q(t)
(
xγ+1(t)

)Δ
Δt.

Again using the assumptions x(α) = 0 and Q(β) = 0, we obtain

∫ β

α

r(t)
(
xΔ(t)

)γ+1
dt =

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt+

∫ β

α

Q(t)
(
xγ+1(t)

)Δ
Δt.

(4.3.6)

Applying the chain rule formula

(
xλ(t)

)Δ
= λ

∫ 1

0

[hxσ(t) + (1− h)x(t)]
λ−1

dhxΔ(t), for λ > 0, (4.3.7)

and the inequality

aλ + bλ ≤ (a+ b)λ ≤ 2λ−1(aλ + bλ), if a, b ≥ 0, λ ≥ 1, (4.3.8)
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we see that

∣∣∣(xγ+1(t)
)Δ∣∣∣ ≤ (γ + 1)

∫ 1

0

|hxσ(t) + (1− h)x(t)|γ dh ∣∣xΔ(t)
∣∣

≤ 2γ−1(γ + 1)
∣∣xΔ(t)

∣∣ ∫ 1

0

|hxσ(t)|γ dh

+2γ−1(γ + 1)
∣∣xΔ(t)

∣∣ ∫ 1

0

|(1− h)x(t)|γ dh

= 2γ−1
∣∣xΔ(t)

∣∣ |xσ(t)|γ + 2γ−1
∣∣xΔ(t)

∣∣ |x(t)|γ
≤ 2γ−1 |xσ(t) + x(t)|γ ∣∣xΔ(t)

∣∣ . (4.3.9)

This and (4.3.6) imply that

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt ≤

∫ β

α

|p(t)| |xσ(t)| ∣∣xΔ(t)
∣∣γ Δt

+2γ−1

∫ β

α

|Q(t)| |x(t) + xσ(t)|γ ∣∣xΔ(t)
∣∣Δt

(4.3.10)

Applying the inequality (3.3.3) on the integral
∫ β
α
|Q(t)| |x(t) + xσ(t)|γ∣∣xΔ(t)

∣∣Δt, with s(t) = |Q(t)| , p = γ, q = 1, we have

∫ β

α

|Q(t)| |x(t) + xσ(t)|γ ∣∣xΔ(t)
∣∣Δt ≤ K1(α, β, γ, 1)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt,

(4.3.11)

where

K1(α, β, γ, 1) = 22γ−2Λ(β)+23γ−2 1

(γ + 1)
1

γ+1

(∫ β

α

|Q(x)| γ+1
γ

r
1
γ (x)

(Rα(x))
γ Δx

) γ
γ+1

.

Using that fact that xσ = x(t) + μ(t)xΔ(t), we see that

∫ β

α

|p(t)| |xσ(t)|
∣∣∣(xΔ(t)

)γ∣∣∣Δt =

∫ β

α

|p(t)| ∣∣x(t) + μ(t)xΔ(t)
∣∣ ∣∣xΔ(t)

∣∣γ Δt

≤
∫ β

α

|p(t)| |x(t)| ∣∣xΔ(t)
∣∣γ Δt

+

∫ β

α

μ(t) |p(t)| ∣∣xΔ(t)
∣∣γ+1

Δt.

Applying the inequality (3.2.33) on the integral
∫ β
α
|p(t)| |x(t)| ∣∣xΔ(t)

∣∣γ Δt
with s(t) = |p(t)|, p = 1 and q = γ, we see that

∫ β

α

|p(t)| |x(t)| ∣∣xΔ(t)
∣∣γ Δt ≤ G1(α, β, 1, γ)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt, (4.3.12)
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where

G1(α, β, 1, γ) =

(
γ

1 + γ

) γ
γ+1

×
(∫ β

α

|p(t)|γ+1

(r(t))γ
(Rα(t))

γ
Δt

) 1
γ+1

.

Using the assumption that 0 ≤ p(t)μ(t) ≤ r(t)/c, we see that

∫ β

α

p(t) |xσ(t)| ∣∣xΔ(t)
∣∣γ Δt ≤ G1(α, β, 1, γ)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

+
1

c

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt. (4.3.13)

Substituting (4.3.11) and (4.3.13) into (4.3.10), we have

(1− 1

c
)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt ≤ K1(α, β, γ, 1)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt

+G1(α, β, 1, γ)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt.

(4.3.14)

Then, we have from (4.3.14) that

1− 1

c
≤ K1(α, β, γ, 1) +G1(α, β, 1, γ)

= 22γ−2Λ(β) +
23γ−2

(γ + 1)
1

γ+1

(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

(Rα(t))
γ
Δt

) γ
γ+1

+

(
γ

1 + γ

) γ
γ+1

(∫ β

α

|p(t)|γ+1

rγ(t)
(Rα(t))

γ
Δt

) 1
γ+1

,

which is the desired inequality (4.3.3). The proof of (4.3.4) is similar to (4.3.3)
using Theorems 3.2.9 and 3.3.2. The proof is complete.

In Theorem 4.3.1 if r(t) = 1, then we have the following result.

Corollary 4.3.1 Suppose that x is a nontrivial solution of (4.3.1) and xΔ

does not change sign in (α, β)T. If x(α) = xΔ(β) = 0, then

22γ−2Λ(β) +
23γ−2

(γ + 1)
1

γ+1

×
(∫ β

α

|Q(t)| γ+1
γ (t− α)

γ
Δt

) γ
γ+1

+

(
γ

1 + γ

) γ
γ+1

×
(∫ β

α

|p(t)|γ+1

(t− α)
γ
Δt

) 1
γ+1

≥ 1− 1

c
,
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where Q(t) =
∫ β
t
q(s)Δs. If instead xΔ(α) = x(β) = 0, then

22γ−2Λ(α) +
23γ−2

(γ + 1)
1

γ+1

×
(∫ β

α

|Q(t)| γ+1
γ (β − t)

γ
Δt

) γ
γ+1

+

(
γ

1 + γ

) γ
γ+1

×
(∫ β

α

|p(t)|γ+1

(β − t)
γ
Δt

) 1
γ+1

≥ 1− 1

c
,

where Q(t) =
∫ t
α
q(s)Δs.

As a special case of Theorem 4.3.1, when γ = 1, we have the following
result.

Corollary 4.3.2 Suppose that x is a nontrivial solution of (4.3.1) and xΔ

does not change sign in (α, β)T. If x(α) = xΔ(β) = 0, then

Λ(β) +
√
2

(∫ β

α

|Q(t)|2
r(t)

rα(t)Δt

) 1
2

+
1√
2

(∫ β

α

p2(t)

r(t)
Rα(t)Δt

) 1
2

≥ 1− 1

c
,

where Rα(t) =
∫ t
α

Δs
r(s) and Q(t) =

∫ β
t
q(s)Δs. If instead xΔ(α) = x(β) = 0,

then

Λ(α) +
√
2

(∫ β

α

|Q(t)|2
r(t)

rβ(t)Δt

) 1
2

+
1√
2

(∫ β

α

p2(t)

r(t)
Rβ(t)Δt

) 1
2

≥ 1− 1

c
,

where Rβ(t) =
∫ β
t

Δs
r(s) and Q(t) =

∫ t
α
q(s)Δs.

As a special case of Corollary 4.3.2, when p(t) = 0, we have the following
result.

Corollary 4.3.3 Suppose that x is a nontrivial solution of

(
r(t)xΔ(t)

)Δ
+ q(t)xσ(t) = 0, t ∈ [α, β]T, (4.3.15)

and xΔ does not change sign in (α, β)T. If x(α) = xΔ(β) = 0, then

√
2

(∫ β

α

|Q(t)|2
r(t)

(∫ t

α

Δt

r(t)

)
Δt

) 1
2

+ Λ(β) ≥ 1,

where Q(t) =
∫ β
t
q(s)Δs. If instead xΔ(α) = x(β) = 0, then

√
2

(∫ β

α

|Q(t)|2
r(t)

(∫ β

t

Δt

r(t)

)
Δt

) 1
2

+ Λ(α) ≥ 1,

where Q(t) =
∫ t
α
q(s)Δs.
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Remark 4.3.1 Theorem 4.3.1 yield sufficient conditions for the disfocality
of (4.3.1), i.e., sufficient conditions so that there does not exist a nontrivial
solution x satisfying x(α) = xΔ(β) = 0 or xΔ(α) = x(β) = 0.

On a time scale T, we note from the chain rule (4.3.7) that

(
(t− a)

λ+δ
)Δ

= (λ+ δ)

∫ 1

0

[h(σ(t)− a) + (1− h)(t− a)]
λ+δ−1

dh

≥ (λ+ δ)

∫ 1

0

[h(t− a) + (1− h)(t− a)]
λ+δ−1

dh

= (λ+ δ)(t− a)λ+δ−1.

This implies that

∫ τ

a

(t− a)(λ+δ−1)Δt ≤
∫ τ

a

1

(λ+ δ)

(
(t− a)

λ+δ
)Δ

Δt =
(τ − a)λ+δ

(λ+ δ)
.

(4.3.16)

Now using the maximum of |Q| and |p| on [α, β]T and substituting (4.3.16)
into the results of Corollary 4.3.1, we have the following result.

Corollary 4.3.4 Suppose that x is a nontrivial solution of (4.3.1) and xΔ

does not change sign in (α, β)T. If x(α) = xΔ(β) = 0, then

23γ−2(β − α)γ

(γ + 1)
max

α≤t≤β

∣∣∣∣∣
∫ β

t

q(s)Δs

∣∣∣∣∣+
γ

γ
γ+1

γ + 1
(β − α) max

α≤t≤β
|p(t)|

+22γ−2 sup
α≤t≤β

μγ(t)

∣∣∣∣∣
∫ β

t

q(s)Δs

∣∣∣∣∣ ≥ 1− 1

c
.

If instead xΔ(α) = x(β) = 0, then

23γ−2(β − α)γ

(γ + 1)
max

α≤t≤β

∣∣∣∣
∫ t

α

q(s)Δs

∣∣∣∣+ γ
γ

γ+1

γ + 1
(β − α) max

α≤t≤β
|p(t)|

+22γ−2 sup
α≤t≤β

μγ(t)

∣∣∣∣
∫ t

α

q(s)Δs

∣∣∣∣ ≥ 1− 1

c
,

As a special when T = Z, we see that Λ(α) and Λ(β) are defined as
in (4.3.2) and we consider the second order half-linear difference equation

Δ(Δx(n))γ + p(n)(Δx(n))γ + q(n)(x(n+ 1))γ = 0, α ≤ n ≤ β, (4.3.17)

where γ ≥ 1 is a quotient of odd positive integers and p(n) ≤ 1/c.
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Corollary 4.3.5 Suppose that x is a nontrivial solution of (4.3.17) and
Δx(n) does not change sign in (α, β)T. If x(α) = Δx(β) = 0, then

1− 1

c
≤ 23γ−2(β − α)γ

(γ + 1)
max

α≤n≤β

∣∣∣∣∣
β−1∑
s=n

q(s)

∣∣∣∣∣+ 22γ−2 sup
α≤n≤β

∣∣∣∣∣
β−1∑
s=n

q(s)

∣∣∣∣∣
+
γ

γ
γ+1

γ + 1
(β − α) max

α≤n≤β
|p(n)| .

If instead Δx(α) = x(β) = 0, then

1− 1

c
≤ 23γ−2(β − α)γ

(γ + 1)
max

α≤n≤β

∣∣∣∣∣
n−1∑
s=α

q(s)

∣∣∣∣∣+ 22γ−2 sup
α≤n≤β

∣∣∣∣∣
n−1∑
s=α

q(s)

∣∣∣∣∣
+
γ

γ
γ+1

γ + 1
(β − α) max

α≤n≤β
|p(n)| .

If we apply the inequality

|a+ b|λ ≤ 2λ−1
(
|a|λ + |b|λ

)
, where a, b are real numbers and λ ≥ 1,

with a = x(t) and b = μ(t)hxΔ(t), then we have from (4.3.7) that

∣∣∣(xγ+1(t)
)Δ∣∣∣ ≤ (γ + 1)

∣∣xΔ(t)
∣∣ ∫ 1

0

∣∣x(t) + μ(t)hxΔ(t)
∣∣γ dh

≤ 2γ−1(γ + 1)
∣∣xΔ(t)

∣∣ ∫ 1

0

|x(t)|γ dh

+2γ−1(γ + 1)
∣∣xΔ(t)

∣∣ ∫ 1

0

∣∣μ(t)hxΔ(t)
∣∣γ dh

= 2γ−1(γ+1)
∣∣xΔ(t)

∣∣ |x(t)|γ +2γ−1μ(t)
∣∣xΔ(t)

∣∣γ+1
. (4.3.18)

Substituting (4.3.18) into (4.3.6), we have that

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
dt ≤

∫ β

α

|p(t)| |xσ(t)| ∣∣xΔ(t)
∣∣γ Δt

+2γ−1(γ + 1)

∫ β

α

|Q(t|) ∣∣xΔ(t)
∣∣ |x(t)|γ Δt

+2γ−1

∫ β

α

μ(t) |Q(t)| ∣∣xΔ(t)
∣∣γ+1

Δt. (4.3.19)

Using the inequality

∫ β

α

|p(t)| |xσ(t)| ∣∣xΔ(t)
∣∣γ Δt ≤

∫ β

α

|p(t)| |x(t)| ∣∣xΔ(t)
∣∣γ Δt

+

∫ β

α

μ(t) |p(t)| ∣∣xΔ(t)
∣∣γ+1

Δt,
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we have from (4.3.19) that∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
dt ≤

∫ β

α

|p(t)| |x(t)| ∣∣xΔ(t)
∣∣γ Δt

+2γ−1(γ + 1)

∫ β

α

|Q(t|) ∣∣xΔ(t)
∣∣ |x(t)|γ Δt

+

∫ β

α

μ(t)(|p(t)|+ 2γ−1 |Q(t)| ∣∣xΔ(t)
∣∣γ+1

Δt

(4.3.20)

We now apply Opial inequalities to obtain results when the condition μ(t)
|p(t)| ≤ r(t)/c is replaced by the new condition μ(t)(|p(t)| + 2γ−1 |Q(t)|) ≤
r(t)/c.

Now, applying the inequality (3.2.33) on the term∫ β

α

|Q(t)| ∣∣xΔ(t)
∣∣ |x(t)|γ Δt, with s(t) = |Q(t)| , p = γ and q = 1,

we have∫ β

α

|Q(t|) |x(t)|γ ∣∣xΔ(t)
∣∣Δt ≤ K∗

1 (α, β, γ, 1)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt,

where

K∗
1 (α, β, γ, 1) =

(
1

γ + 1

) 1
γ+1

(∫ β

α

|Q(t)| γ+1
γ

(r(t))
1
γ

Rγ
α(t)Δt

) γ
γ+1

.

Using the inequality∫ β

α

|p(t)| |x(t)| ∣∣xΔ(t)
∣∣γ Δt ≤ G1(α, β, 1, γ)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt,

where

G1(α, β, 1, γ) =

(
γ

1 + γ

) γ
γ+1

×
(∫ β

α

|p(t)|γ+1

(r(t))γ
Rγ

α(t)Δt

) 1
γ+1

.

and proceeding as in the proof of Theorem 4.3.1, we obtain the following
result.

Theorem 4.3.2 Assume that μ(t)(|p(t)| + 2γ−1 |Q(t)|) ≤ r(t)/c where c is
a positive constant such that c ≥ 1. Suppose that x is a nontrivial solution
of (4.3.1) and xΔ does not change sign in (α, β)T. If x(α) = xΔ(β) = 0, then

2γ−1 (γ + 1)
γ

γ+1

(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

Rγ
α(t)Δt

) γ
γ+1

+

(
γ

1 + γ

) γ
γ+1

(∫ β

α

|p(t)|γ+1

rγ(t)
Rγ

α(t)Δt

) 1
γ+1

≥ 1− 1

c
,
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where Q(t) =
∫ β
t
q(s)Δs. If instead xΔ(α) = x(β) = 0, then

2γ−1 (γ + 1)
γ

γ+1

(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

Rγ
β(t)Δt

) γ
γ+1

+

(
γ

1 + γ

) γ
γ+1

(∫ β

α

|p(t)|γ+1

rγ(t)
Rγ

β(t)Δt

) 1
γ+1

≥ 1− 1

c
,

where Q(t) =
∫ t
α
q(s)Δs.

Remark 4.3.2 Note that when T = R the condition μ(t)(|p(t)| + 2γ−1

|Q(t)|) ≤ r(t)/c is removed since μ(t) = 0.

Next we apply Theorems 3.2.10 and 3.3.3 to determine a lower bound for
the distance between consecutive generalized zeros of solutions of (4.3.1). In
the following, we assume that QΔ(t) = q(t) and assume that there exists a
unique h ∈ (α, β)T, such that

R(h) := Rα(h) = Rβ(h). (4.3.21)

Note that the best choice of h when r(t) = 1 is h = (β + α) /2. In the
following, we assume that

Kh(α, β, γ, 1) = Kh(α, β, γ, 1) < ∞, (4.3.22)

where

Kh(α, β, γ, 1) =
23γ−2

(γ + 1)
1

γ+1

(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

Rγ
α(h)Δt

) γ
γ+1

+ 22γ−2Λ,

Kh(α, β, γ, 1) =
23γ−2

(γ + 1)
1

γ+1

(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

Rγ
β(h)Δt

) γ
γ+1

+ 22γ−2Λ,

Λ := sup
α≤t≤β

μγ(t)
|Q(t)|
r(t)

, where QΔ(t) = q(t),

and

Gh(α, β, 1, γ) = Gh(α, β, 1, γ) < ∞, (4.3.23)

where

Gh(α, β, 1, γ) =

(
γ

1 + γ

) γ
γ+1

(∫ β

α

|p(t)|γ+1

rγ(t)
Rγ

α(h)Δt

) 1
γ+1

,

Gh(α, β, 1, γ) =

(
γ

1 + γ

) γ
γ+1

(∫ β

α

|p(t)|γ+1

rγ(t)
Rγ

β(h)Δt

) 1
γ+1

.
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Now, we assume that K(γ, 1) is the solution of the equation K(γ, 1) =
Kh(α, β, γ, 1) = Kh(α, β, γ, 1) and given by

K(γ, 1) =
23γ−2

(γ + 1)
1

γ+1

(∫ β

α

|Q(t)| γ+1
γ

r
1
γ (t)

Rγ(h)Δt

) γ
γ+1

+ 22γ−2Λ, (4.3.24)

and similarly G(1, γ) is given by

G(1, γ) =

(
γ

1 + γ

) γ
γ+1

(∫ β

α

|p(t)|γ+1

rγ(t)
Rγ(h)Δt

) 1
γ+1

. (4.3.25)

Theorem 4.3.3 Assume that QΔ(t) = q(t) and suppose x is a nontrivial
solution of (4.3.1). If x(α) = x(β) = 0, then

K(γ, 1) +G(1, γ) ≥ 1− 1

c
, (4.3.26)

where K(α, β) and K(α, β) are defined as in (4.3.24) and (4.3.25).

Proof. We multiply (4.3.1) by xσ(t) and proceed as in Theorem 4.3.1 to
obtain

∫ β

α

r(t)
(
xΔ(t)

)γ+1
Δt =

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt+

∫ β

α

QΔ(t) (xσ(t))
γ+1

Δt.

Integrating by parts the right-hand side, we see that

∫ β

α

r(t)
(
xΔ(t)

)γ+1
Δt =

∫ β

α

p(t)xσ(t)
(
xΔ(t)

)γ
Δt

+ Q(t)(x(t))γ+1
∣∣β
α
−

∫ β

α

Q(t)
(
xγ+1(t)

)Δ
Δt. (4.3.27)

Using x(α) = 0 = x(β) we obtain

∫ β

α

r(t)
∣∣∣xΔ(t)

∣∣∣γ+1
dt ≤

∫ β

α

|p(t)|
∣∣xσ(t)∣∣ ∣∣∣xΔ(t)

∣∣∣γ Δt+

∫ β

α

|Q(t)|
∣∣∣∣
(
xγ+1(t)

)Δ∣∣∣∣ dt.

We proceed as in the proof of Theorem 4.3.1 to get

∫ β

α

|Q(t)|
∣∣∣(xγ+1(t)

)Δ∣∣∣Δt ≤ 2γ−1

∫ β

α

|Q(t)| |x(t) + xσ(t)|γ ∣∣xΔ(t)
∣∣Δt.

Applying the inequality (3.3.15) with s(t) = |Q(t)|, p = γ and q = 1, we have

∫ β

α

|Q(t)| ∣∣xγ+1(t)
∣∣Δ dt ≤ 2γ−1K(γ, 1)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt.
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Also, we obtain

∫ β

α

|p(t)| |xσ(t)| ∣∣xΔ(t)
∣∣γ Δt

≤ G(1, γ)

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt+

1

c

∫ β

α

r(t)
∣∣xΔ(t)

∣∣γ+1
Δt.

The rest of the proof is similar to that in the proof of Theorem 4.3.1.

4.4 Hamiltonian Systems

In this section we consider a linear matrix Hamiltonian dynamic system on
time scales of the form

xΔ(t) = A(t)xσ +B(t)u, uΔ(t) = −C(t)xσ −A∗(t)u, (4.4.1)

where A, B, and C are rd-continuous n×n-matrix-valued functions on T such
that I−μ(t)A(t) is invertible and B(t) and C(t) are positive semidefinite for
all t ∈ T. A corresponding quadratic functional is given by

F(x, u) =

b∫
a

{u∗Bu− (xσ)∗Cxσ} (t)Δt.

A pair (x, u) is called admissible if it satisfies the equation of motion

xΔ = A(t)xσ +B(t)u.

Lemma 4.4.1 If (x, u) solves (4.4.1) and if (y, v) is admissible, then

F(y, v)−F(x, u) = F(y − x, v − u)

+2Re [(y − x)∗(b)u(b)− (y − x)∗(a)u(a)] .

Proof. Under the above assumption

F(y, v)−F(x, u)−F(y − x, v − u)

=

b∫
a

{v∗Bv − (yσ)∗Cyσ − u∗Bu+ (xσ)∗Cxσ

− [(v − u)∗B(v − u)− (yσ − xσ)∗C(yσ − xσ)]} (t)Δt

=

b∫
a

{−2u∗Bu+ v∗Bu+ u∗Bv

+2(xσ)∗Cxσ − (yσ)∗Cxσ − (xσ)∗Cyσ} (t)Δ(t)

=

b∫
a

{−2u∗Bu+ 2Re [u∗Bv] + 2(xσ)∗Cxσ − 2Re [(yσ)∗Cxσ]} (t)Δ(t)



210 CHAPTER 4. LYAPUNOV INEQUALITIES

= 2Re

⎛
⎝

b∫
a

{u∗(Bv −Bu) + [(xσ)∗ − (yσ)∗]Cx∗} (t)Δ(t)

⎞
⎠

= 2Re

⎛
⎝

b∫
a

{u∗ (yΔ −Ayσ − xΔ +Axσ)

+ [(xσ)∗ − (yσ)∗]− uΔ −A∗u](t)Δ(t)
)

= 2Re

⎛
⎝

b∫
a

{
u∗(yΔ − xΔ) + (yσ − xσ)∗ uΔ

+2i Im[u∗Axσ + (yσ)∗A∗u] (t)Δ(t)

)

= 2Re

⎛
⎝

b∫
a

{
u∗(yΔ − xΔ) + (yσ − xσ)∗uΔ

}
(t)Δt

⎞
⎠

= 2Re

⎛
⎝

b∫
a

{
u∗(yΔ − xΔ) + (uΔ)∗(yσ − xσ)

}
(t)Δt

⎞
⎠

= 2Re

⎛
⎝

b∫
a

{
[u∗(y − x)]Δ

}
(t)Δt

⎞
⎠

= 2Re {u∗(b)[y(b)− x(b)]− u∗(a)[y(a)− x(a)]} .
= 2Re {[y − x]∗(b)u(b)− [y − x]∗(a)u(a)]} ,

and we are finished.
For the remainder of this section we denote by W (., r) the unique solution

of the initial value problem

WΔ = −A∗(t)W, W (r) = I, (4.4.2)

where r ∈ [a, b] is given. We also write

F (s, r) =

s∫
r

W ∗(t, r)B(t)W (t, r)Δt. (4.4.3)

Observe that W (t, r) ≡ I provided A(t) ≡ 0.

Lemma 4.4.2 Let W and F be defined as in (4.4.2) and (4.4.3). If (y, v) is
admissible and if r, s ∈ T with a ≤ r < s ≤ b such that F (s, r) is invertible,
then

s∫
r

(v∗Bv)(t)Δt ≥ [W ∗(s, r)y(s)− y(r)]
∗
F−1(s, r) [W ∗(s, r)y(s)− y(r)] .



4.4. HAMILTONIAN SYSTEMS 211

Proof. Let

x(t) = W ∗−1(t, r)
{
y(r) + F (t, r)F−1(s, r) [W ∗(s, r)y(s)− y(r)]

}
and

u(t) = W (t, r)F−1(s, r)[W ∗(s, r)y(s)− y(r)].

Now

W (t, r)W−1(σ(t), r) = [W (σ(t), r)− μ(t)WΔ(t, r)W−1(σ(t), r)

= I + μ(t)A∗(t)W (t, r)W−1(σ(t), r),

and therefore [I − μ(t)A∗(t)]W (t, r)W−1(σ(t), r) = I, so that

[I − μ(t)A(t)]xΔ(t) = A(t)x(t) +B(t)u(t),

and hence

xΔ(t) = A(t)x(t) + μ(t)A(t)x2(t) +B(t)u(t)

= A(t)xσ(t) +B(t)u(t).

Thus (x, u) solves the Hamiltonian system (4.4.1) with C = 0 and, we may
apply Lemma 4.4.1 to F0 defined by

F0(x, u) =

s∫
r

(u∗Bu)(t)Δt,

to obtain

F0(y, v) = F0(x, u) + F0(y − x, v − u)

+2Re {u∗(s)y(s)− x(s)− u∗(r)[y(r)− x(r)]}

= F0(x, u) + F0(y − x, v − u) ≥ F0(x, u) =

s∫
r

(u∗Bu)(t)Δt

= [W ∗(s, r)y(s)− y(r)]∗F−1(r, s)[W ∗(s, r)y(s)− y(r)].

which shows our claim.

Remark 4.4.1 The assumption in Lemma 4.4.2 that F (s, r) is invertible if
r < s can be dropped if B is positive definite rather than positive semidefinite.

We now may use Lemma 4.4.2 to derive a Lyapunov inequality for Hamil-
tonian systems.

Theorem 4.4.1 Assume (4.4.1) has a solution (x, u) such that x is non-
trivial and satisfies x(a) = x(b) = 0. With W and F introduced in (4.4.2)
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and (4.4.3), suppose that F (b, c) and F (c, a) are invertible, where ‖x(c)‖ =
maxt∈[a,b]∩T ‖x(t)‖. Let λ be the biggest eigenvalue of

F =

b∫
a

W ∗(t, c)B(t)W (t, c)Δt,

and let v(t) be the biggest eigenvalue of C(t). Then the Lyapunov inequality
b∫

a

v(t)Δt ≥ 4

λ
,

holds.

Proof. Suppose we are given a solution (x, u) of (4.4.1) such that x(a) =
x(b) = 0. Lemma 4.4.1 then yields (using y = v = 0) that

F(x, u) =

b∫
a

{u∗Bu− (xσ)∗Cxσ} (t)Δt = 0.

Apply Lemma 4.4.2 twice (once with r = a and s = c and a second time with
r = c and s = b) to obtain

b∫
a

[(xσ)∗Cxσ](t)Δt

=

b∫
a

(u∗Bu)(t)Δt =

c∫
a

(u∗Bu)(t)Δt+

b∫
a

(u∗Bu)(t)Δt

≥ x∗(c)W (c, a)F−1(c, a)W ∗(c, a)x(c) + x∗(c)F−1(b, c)x(c)

= x∗(c)[F−1(b, c)− F−1(a, c)]x(c) ≥ 4x∗(c)F−1x(c);

here we have used the relation W (t, r)W (r, s) = W (t, s) and the inequality
(see [34, Theorem 9 (i)]) and [120])

M−1 +N−1 ≥ 4(M +N)−1,

Now, by applying the Rayleigh–Ritz Theorem (see [85, page 176]), we
conclude

b∫
a

v(t)Δt ≥
b∫

a

v(t)
‖xσ(t)‖2
‖x(c)‖2

Δt

=
1

‖x(c)‖2
b∫

a

v(t)(xσ(t))∗xσ(t)Δt ≥ 1

‖x(c)‖2
b∫

a

(xσ(t))∗C(t)xσ(t)Δt

≥ 1

‖x(c)‖2
4x∗(c)F−1x(c) ≥ 4min

x �=0

x∗F−1x

x∗x
=

4

λ
,

which is the desired inequality. The proof is complete.
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Remark 4.4.2 If A ≡ 0, then W ≡ I and F =

b∫
a

B(t)Δt. If, in addition

B ≡ 1, then F = b − a. Note the Lyapunov inequality

b∫
a

v(t)Δt ≥ (4/λ)

reduces to

b∫
a

p(t)Δt ≥ (4/b− a) for the scalar case.

We conclude with a result concerning the so-called right-focal boundary
condition, i.e., x(a) = u(b) = 0.

Theorem 4.4.2 Assume (4.4.1) has a solution (x, u) with x nontrivial and
x(a) = u(b) = 0. With the notation as in Theorem 4.4.1, the Lyapunov
inequality

b∫
a

v(t)Δt ≥ 1

λ
,

holds.

Proof. Suppose (x, u) is a solution of (4.4.1) such that x(a) = u(b) = 0
with a < b. Choose the point c in (a, b] where ‖x(t)‖ is maximal. Applying
Lemma 4.4.1 and we see

b∫
a

[(xσ)∗Cxσ] (t)Δt =

b∫
a

(u∗Bu)(t)Δt ≥
b∫

a

(u∗Bu)(t)Δt.

Using Lemma 4.4.2 with r = a and s = c, we get

b∫
a

(u∗Bu)(t)Δt ≥ [W ∗(c, a)x(c)− x(a)]
∗
F−1(c, a) [W ∗(c, a)x(c)− x(a)]

= x∗(c)W (c, a)F−1(c, a)W ∗(c, a)x(c)
= −x∗(c)F−1(a, c)x(c)

= x∗(c)

⎛
⎝

b∫
a

W ∗(t, c)B(t)W (t, c)Δt

⎞
⎠

−1

x(c)

≥ x∗(c)

⎛
⎝

b∫
a

W ∗(t, c)B(t)W (t, c)Δt

⎞
⎠

−1

x(c)

= x∗(c)F−1x(c).
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Hence,
b∫

a

[(xσ)∗Cxσ] (t)Δt ≥ x∗(c)F−1x(c),

and the same arguments as in the proof of Theorem 4.4.1 completes the proof.



Chapter 5

Halanay Inequalities

——————————————————————————————
If people do not believe that mathematics is simple, it is only because they

do not realize how complicated life is.
Von Neumann (1903–1957).

——————————————————————————————
In 1966 Halanay [71] studied the stability of the delay differential equation

x′(t) = −px(t) + qx(t− τ), τ > 0,

and proved that if

f ′(t) ≤ −αf(t) + β sup
s∈[t−τ,t]

f(s) for t ≥ t0

and α > β > 0, then there exist γ > 0 and K > 0 such that

f(t) ≤ Ke−γ(t−t0) for t ≥ t0.

In this chapter we discuss Halanay type inequalities on time scales and
we investigate the global stability of delay dynamic equations on time scales.
In particular we employ the shift operators δ± to construct delay dynamic ine-
qualities on time scales and we derive Halanay type inequalities for dynamic
equations on time scales.

The chapter is organized as follows. In Sect. 5.1 we give a generalized ver-
sion of shift operators and in Sect. 5.2 we define the delay function by means
of shift operators on time scales. In Sect. 5.3 we prove Halanay type inequal-
ities on time scales and in Sect. 5.4 we establish some sufficient conditions
guaranteeing global stability of nonlinear dynamic equations.

© Springer International Publishing Switzerland 2014
R. Agarwal et al., Dynamic Inequalities On Time Scales,
DOI 10.1007/978-3-319-11002-8 5
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5.1 Shift Operators

In this section we give a generalized version of shift operators (see [5, 6]).

Definition 5.1.1 (Shift Operators) Let T
∗ be a nonempty subset of the

time scale T including a fixed number t0 ∈ T
∗ such that there exist operators

δ± : [t0,∞)T × T
∗ → T

∗ satisfying the following properties:

P.1 The functions δ± are strictly increasing with respect to their second
arguments, i.e., if

(T0, t), (T0, u) ∈ D± := {(s, t) ∈ [t0,∞)T × T
∗ : δ±(s, t) ∈ T

∗} ,
then

T0 ≤ t < u implies δ±(T0, t) < δ±(T0, u),

P.2 If (T1, u), (T2, u) ∈ D− with T1 < T2, then

δ−(T1, u) > δ−(T2, u),

and if (T1, u), (T2, u) ∈ D+ with T1 < T2, then

δ+(T1, u) < δ+(T2, u),

P.3 If t ∈ [t0,∞)T, then (t, t0) ∈ D+ and δ+(t, t0) = t. Moreover, if t ∈ T
∗,

then (t0, t) ∈ D+ and δ+(t0, t) = t holds,

P.4 If (s, t) ∈ D±, then (s, δ±(s, t)) ∈ D∓ and δ∓(s, δ±(s, t)) = t,

P.5 If (s, t) ∈ D± and (u, δ±(s, t)) ∈ D∓, then (s, δ∓(u, t)) ∈ D± and

δ∓(u, δ±(s, t)) = δ±(s, δ∓(u, t)).

Then the operators δ− and δ+ associated with t0 ∈ T
∗ (called the initial

point) are said to be backward and forward shift operators on the set
T
∗, respectively. The variable s ∈ [t0,∞)T in δ±(s, t) is called the shift

size. The values δ+(s, t) and δ−(s, t) in T
∗ indicate s units translation

of the term t ∈ T
∗ to the right and left, respectively. The sets D± are

the domains of the shift operators δ±, respectively.

Example 5.1.1 Let T = R and t0 = 1. The operators

δ−(s, t) =
{

t/s if t ≥ 0
st if t < 0

, for s ∈ [1,∞) (5.1.1)

and

δ+(s, t) =

{
st if t ≥ 0
t/s if t < 0

, for s ∈ [1,∞) (5.1.2)

are backward and forward shift operators (on the set T∗ = R−{0}) associated
with the initial point t0 = 1. In the table below, we present different time
scales with their corresponding shift operators.
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T t0 T
∗ δ−(s, t) δ+(s, t)

R 0 R t− s t+ s
Z 0 Z t− s t+ s

qZ ∪ {0} 1 qZ t
s st

N
1/2 0 N

1/2
√
t2 − s2

√
t2 + s2

The proof of the next lemma is a direct consequence of Definition 5.1.1.

Lemma 5.1.1 Let δ− and δ+ be the shift operators associated with the initial
point t0. We have

i. δ−(t, t) = t0 for all t ∈ [t0,∞)T,

ii. δ−(t0, t) = t for all t ∈ T
∗,

iii. If (s, t) ∈ D+, then δ+(s, t) = u implies δ−(s, u) = t. Conversely,
if (s, u) ∈ D−, then δ−(s, u) = t implies δ+(s, t) = u.

iv. δ+(t, δ−(s, t0)) = δ−(s, t) for all (s, t) ∈ D(δ+) with t ≥ t0,

v. δ+(u, t) = δ+(t, u) for all (u, t) ∈ ([t0,∞)T × [t0,∞)T) ∩ D+,

vi. δ+(s, t) ∈ [t0,∞)T for all (s, t) ∈ D+ with t ≥ t0,

vii. δ−(s, t) ∈ [t0,∞)T for all (s, t) ∈ ([t0,∞)T × [s,∞)T) ∩ D−,

viii. If δ+(s, .) is Δ-differentiable in its second variable, then δΔt
+ (s, .) > 0,

ix. δ+(δ−(u, s), δ−(s, v)) = δ−(u, v) for all (s, v) ∈ ([t0,∞)T × [s,∞)T) ∩
D− and (u, s) ∈ ([t0,∞)T × [u,∞)T) ∩ D−,

x. If (s, t) ∈ D− and δ−(s, t) = t0, then s = t.

5.2 Delay Functions Generated by Shift
Operators

In this section we define the delay function by means of shift operators on
time scales. Delay functions generated by shift operators were first introduced
in [5] to construct delay equations on time scales.

Definition 5.2.1 (Delay Functions) Let T be a time scale that is unb-
ounded above and T

∗ an unbounded subset of T including a fixed number
t0 ∈ T

∗ such that there exist shift operators δ± : [t0,∞)T×T
∗ → T

∗ associated
with t0. Suppose that h ∈ (t0,∞)T is a constant such that (h, t) ∈ D± for
all t ∈ [t0,∞)T, the function δ−(h, t) is differentiable with an rd-continuous
derivative δΔt− (h, t), and δ−(h, t) maps [t0,∞)T onto [δ−(h, t0),∞)T. Then
the function δ−(h, t) is called the delay function generated by the shift δ− on
the time scale T.
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It is obvious from P.2 in Definition 5.2.1 and (ii) of Lemma 5.1.1 that

δ−(h, t) < δ−(t0, t) = t for all t ∈ [t0,∞)T. (5.2.1)

Notice that δ−(h, .) is strictly increasing and it is invertible. Hence, by P.4
and P.5, we see that

δ−1
− (h, t) = δ+(h, t).

Hereafter, we shall suppose that T is a time scale with the delay function
δ−(h, .) : [t0,∞)T → [δ−(h, t0),∞)T, where t0 ∈ T is fixed. Denote by T1

and T2 the sets

T1 = [t0,∞)T and T2 = δ−(h,T1). (5.2.2)

Evidently, T1 is closed in R. By definition we have T2 = [δ−(h, t0),∞)T.
Hence, T1 and T2 are both time scales. Let σ1 and σ2 denote the forward
jumps on the time scales T1 and T2, respectively. By (5.2.1)–(5.2.2)

T1 ⊂ T2 ⊂ T.

Thus,

σ(t) = σ2(t) for all t ∈ T2

and

σ(t) = σ1(t) = σ2(t) for all t ∈ T1.

That is, σ1 and σ2 are the restrictions of forward jump operator σ : T → T

to the time scales T1 and T2, respectively, i.e.,

σ1 = σ|
T1

and σ2 = σ|
T2

.

Lemma 5.2.1 The delay function δ−(h, t) preserves the structure of the
points in T1. That is,

σ1(t̂) = t̂ implies σ2(δ−(h, t̂)) = δ−(h, t̂).

σ1(t̂) > t̂ implies σ2(δ−(h, t̂) > δ−(h, t̂).

Using the preceding lemma and applying the fact that σ2(u) = σ(u) for
all u ∈ T2 we arrive at the following result.

Corollary 5.2.1 We have

δ−(h, σ1(t)) = σ2(δ−(h, t)) for all t ∈ T1.

Thus,

δ−(h, σ(t)) = σ(δ−(h, t)) for all t ∈ T1. (5.2.3)
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By (5.2.3) we have

δ−(h, σ(s)) = σ(δ−(h, s)) for all s ∈ [t0,∞)T.

Substituting s = δ+(h, t) we obtain

δ−(h, σ(δ+(h, t))) = σ(δ−(h, δ+(h, t))) = σ(t).

This and (iv) of Lemma 5.1.1 imply

σ(δ+(h, t)) = δ+(h, σ(t)) for all t ∈ [δ−(h, t0),∞)T.

Example 5.2.1 In the following, we give some time scales with their shift
operators:

T h δ−(h, t) δ+(h, t)

R ∈ R+ t− h t+ h
Z ∈ Z+ t− h t+ h

qZ ∪ {0} ∈ qZ+ t
h ht

N
1/2 ∈ Z+

√
t2 − h2

√
t2 + h2

Example 5.2.2 There is no delay function δ−(h, .) : [0,∞)
T̃
→ [δ−(h, 0),

∞)T on the time scale T̃= (−∞, 0] ∪ [1,∞).
Suppose on the contrary that there exists a such delay function on T̃.

Then since 0 is right scattered in T̃1 := [0,∞)
T̃
the point δ−(h, 0) must be

right scattered in T̃2 = [δ−(h, 0),∞)T, i.e., σ2(δ−(h, 0)) > δ−(h, 0). Since
σ2(t) = σ(t) for all t ∈ [δ−(h, 0), 0)T, we have

σ(δ−(h, 0)) = σ2(δ−(h, 0)) > δ−(h, 0).

That is, δ−(h, 0) must be right scattered in T̃. However, in T̃ we have
δ−(h, 0) < 0, that is, δ−(h, 0) is right dense. This leads to a contradiction.

5.3 Halanay Inequality on Time Scales

Let T be a time scale that is unbounded above and t0 ∈ T
∗ an element such

that there exist shift operators δ± : [t0,∞) × T
∗ → T

∗ associated with t0.
Suppose that h1, h2, . . . , hr ∈ (t0,∞)T are constants with

t0 = h0 < h1 < h2 < . . . < hr

and that there exist delay functions δ−(hi, t), i = 1, 2, . . . , r, on T. We define
the lower Δ-derivative ϕΔ−(t) of a function ϕ : T → R on time scales as
follows:

ϕΔ−(t) = lim inf
s→t−

ϕ(s)− ϕ(σ(t))

s− σ(t)
. (5.3.1)
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Notice that

ϕΔ−(t) = ϕΔ(t)

provided that ϕ is Δ-differentiable at t ∈ T
κ. Let f(t, u, v) be a continu-

ous function for all (u, v) and t ∈ [t0, α)T. Hereafter, we suppose that f is
monotone increasing with respect to v and nondecreasing with respect to u.

Proposition 5.3.1 Let g(u1, u2, . . . , ur) be a continuous function that is
monotone increasing with respect to each of its arguments. If ϕ and ψ are
continuous functions satisfying

ϕΔ−(t) < f (t, ϕ(t), g (ϕ(δ−(h1, t)), ϕ(δ−(h2, t)), . . . , ϕ(δ−(hr, t)))) ,

ψΔ−(t) ≥ f (t, ψ(t), g (ψ(δ−(h1, t)), ψ(δ−(h2, t)), . . . , ψ(δ−(hr, t)))) ,

for all t ∈ [t0, α)T and ϕ(s) < ψ(s) for all s ∈ [δ−(hr, t0), t0]T, then

ϕ(t) < ψ(t) for all t ∈ (t0, α)T, (5.3.2)

where α ∈ (t0,∞)T.

Proof. Suppose that (5.3.2) does not hold for some t ∈ (t0, α)T. Then
the set

M := {t ∈ (t0, α)T : ϕ(t) ≥ ψ(t)} .
is nonempty. Since M is bounded below we can let ξ := infM . If ξ is left
scattered (i.e., σ(ρ(ξ)) = ξ), then it follows from the definition of ξ that

ϕ(ρ(ξ)) < ψ(ρ(ξ)),

ϕ(ξ) ≥ ψ(ξ).

Since ρ(ξ) is right scattered, the function ϕ is Δ-differentiable at ρ(ξ) (see
[51, Theorem 1.16, (ii)]), and hence, ϕΔ−(ρ(ξ)) = ϕΔ(ρ(ξ)). Similarly we
obtain ψΔ−(ρ(ξ)) = ψΔ(ρ(ξ)). Thus,

ϕ(ξ) = ϕ(σ(ρ(ξ)))

= ϕ(ρ(ξ)) + μ(ρ(ξ))ϕΔ(ρ(ξ))

= ϕ(ρ(ξ)) + μ(ρ(ξ))ϕΔ− (ρ(ξ))

< ϕ(ρ(ξ))

+ μ(ρ(ξ))f (ρ(ξ), ϕ(ρ(ξ)), g (ϕ(δ−(h1, ρ(ξ))), ϕ(δ−(h2, ρ(ξ))), . . . , ϕ(δ−(hr, ρ(ξ)))))

< ψ(ρ(ξ))

+ μ(ρ(ξ))f (ρ(ξ), ψ(ρ(ξ)), g (ψ(δ−(h1, ρ(ξ))), ψ(δ−(h2, ρ(ξ))), . . . , ψ(δ−(hr , ρ(ξ)))))

≤ ψ(ρ(ξ)) + μ(ρ(ξ))ψΔ− (ρ(ξ))

= ψ(ρ(ξ)) + μ(ρ(ξ))ψΔ(ρ(ξ))

= ψ(σ(ρ(ξ)))

= ψ(ξ).
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This leads to a contradiction. If ξ is left dense, then we have ξ > t0 and

ϕ(ξ) = ψ(ξ).

Since

δ−(hr, ξ) < ξ for all i = 1, 2, . . . , r

and

ϕ(s) < ψ(s) for all s ∈ [δ−(hr, ξ), ξ)T,

we obtain

g(ϕ(δ−(h1, ξ)), . . . , ϕ(δ−(hr, ξ))) ≤ g(ψ(δ−(h1, ξ)), . . . , ψ(δ−(hr, ξ))),

and therefore,

ϕΔ−(ξ) < f (ξ, ϕ(ξ), g (ϕ(δ−(h1, ξ)), ϕ(δ−(h2, ξ)), . . . , ϕ(δ−(hr, ξ))))

≤ f (ξ, ψ(ξ), g (ψ(δ−(h1, ξ)), ψ(δ−(h2, ξ)), . . . , ψ(δ−(hr, ξ))))

≤ ψΔ−(ξ).

Also since

ϕ(s)− ϕ(σ(ξ))

s− σ(ξ)
≥ ψ(s)− ψ(σ(ξ))

s− σ(ξ)

for all s ∈ [δ−(hr, ξ), ξ)T we get by (5.3.1) that

ϕΔ−(ξ) ≥ ψΔ−(ξ).

This also leads to a contradiction and so this completes the proof.

Proposition 5.3.2 If

ωΔ(t) ≤ f (t, ω(t), g (ω(δ−(h1, t)), ω(δ−(h2, t)), . . . , ω(δ−(hr, t))))

for t ∈ [s0, δ+(α, s0))T and y(t; s0, ω) is a solution of the equation

yΔ(t) = f (t, y(t), g (y(δ−(h1, t)), y(δ−(h2, t)), . . . , y(δ−(hr, t)))) ,

which coincides with ω in [δ−(hr, s0), s0]T, then, supposing that this solution
is defined in [s0, δ+(α, s0))T, it follows that ω(t) ≤ y(t; s0, ω) for t ∈ [s0, δ+
(α, s0))T.

Proof. Let εn be a sequence of positive numbers tending monotonically
to zero, and yn be a solution of the equation

yΔ(t) = f (t, y(t), g (y(δ−(h1, t)), y(δ−(h2, t)), . . . , y(δ−(hr, t)))) + εn,

which in [δ−(hr, s0), s0]T coincides with ω + εn. From the preceding propo-
sition, we have

yn+1(t) < yn(t)
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and

lim
n→∞ yn(t) = y(t; s0, ω)

for all t ∈ [s0, δ+(α, s0))T. From Proposition 5.3.1 we have ω(t) < yn(t) for
t ∈ [s0, δ+(α, s0))T, and hence, ω(t) ≤ y(t; s0, ω). The proof is complete.

Hereafter, we will denote by μ̃ the function defined by

μ̃(t) := sup
s∈[δ−(hr,t0),t]T

μ(s) (5.3.3)

for t ∈ [t0,∞)T. It is obvious that the sets R, Z, qZ = {qn : n ∈ Z and
q > 1} ∪ {0}, hZ = {hn : n ∈ Z and h > 0} are examples of time scales on
which μ̃ = μ.

Theorem 5.3.1 Let x be a function satisfying the inequality

xΔ(t) ≤ −p(t)x(t) +
r∑

i=0

qi(t)x
�(δ−(hi, t)), t ∈ [t0,∞)T, (5.3.4)

where � ∈ (0, 1] is a constant, p and qi, i = 0, 1, . . . , r, are continuous and
bounded functions satisfying 1 − μ̃(t)p(t) ≥ 0, qi(t) ≥ 0, i = 0, 1, . . . , r − 1,
qr(t) > 0 for all t ∈ [t0,∞)T. Suppose that

p(t)−
r∑

i=0

qi(t) > 0 for all t ∈ [t0,∞)T. (5.3.5)

Then there exist a positively regressive function λ : [t0,∞)T→ (−∞, 0) and
K0 > 1 such that

x(t) ≤ K0eλ(t, t0) for t ∈ [t0,∞)T (5.3.6)

Proof. Consider the delay dynamic equation

yΔ(t) = −p(t)y(t) +

r∑
i=0

qi(t)y
�(δ−(hi, t)), t ∈ [t0,∞)T. (5.3.7)

We look for a solution of Eq. (5.3.7) in the form eλ(t, t0), where λ : T →
(−∞, 0) is positively regressive (i.e., 1 + μ(t)λ(t) > 0) and rd-continuous.
First note that

eΔλ (t, t0) = λ(t)eλ(t, t0).

For a given K > 1, the function Keλ(t, t0) is a solution of (5.3.7) if and only
if λ is a root of the characteristic polynomial P (t, λ) defined by

P (t, λ) := (λ+ p(t)) eλ(t, δ−(hr, t))e
1−�
λ (δ−(hr, t), t0)

−K�−1
r∑

i=0

qi(t)e
�
λ(δ−(hi, t), δ−(hr, t)). (5.3.8)
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For each fixed t ∈ [t0,∞)T define the set

S(t) := {k ∈ (−∞, 0) : 1 + μ̃(t)k > 0} . (5.3.9)

It follows from Lemma 1.1.1 that if k is a scalar in S(t), then 0 < 1+ μ̃(t)k ≤
1 + μ(u)k for all u ∈ [δ−(hr, t0), t]T and

0 < ek(τ , s) ≤ exp(k(τ − s)), (5.3.10)

for all τ ∈ [δ−(hr, t0), t]T with τ ≥ s. Now for each fixed t ∈ [t0,∞)T the
function P (t, k) is continuous with respect to k in S(t). Since e0(t, t0) = 1
we have

P (t, 0) = p(t)−K�−1
r∑

i=0

qi(t) > 0. (5.3.11)

Let t ∈ [t0,∞)T be fixed. If the interval [δ−(hr, t0), t]T has not any right
scattered points, then μ̃(t) = 0 and S(t) = (−∞, 0). By (5.3.10), we get

lim
k→−∞

ek(t, s) = 0,

and hence,

lim
k→−∞

P (t, k) = −K�−1qr(t) < 0.

If the interval [δ−(hr, t0), t]T has some right scattered points (i.e., if μ̃(t) > 0),
then we have S(t) = (− 1

μ̃(t) , 0). For all k ∈ (− 1
μ̃(t) , 0) we have ek(t, s) > 0.

Since 1− μ̃(t)p(t) ≥ 0 for all t ∈ [t0,∞)T, we obtain

lim
k→− 1

μ̃(t)
+
P (t, k) =

(
− 1

μ̃(t)
+ p(t)

)
lim

k→− 1
μ̃(t)

+

[
ek(t, δ−(hr, t))e

1−�
k (δ−(hr, t), t0)

]

−K�−1
r−1∑
i=0

qi(t) lim
k→− 1

μ̃(t)
+
e�k(δ−(hi, t), δ−(hr, t))−K�−1qr(t)

< −K�−1qr(t) < 0.

Therefore, for each fixed t ∈ [t0,∞)T, we obtain

0 > −K�−1qr(t) ≥
⎧⎨
⎩

lim
k→− 1

μ̃(t)
+
P (t, k) if μ̃(t) > 0

lim
k→−∞

P (t, k) if μ̃(t) = 0
. (5.3.12)

It follows from the continuity of P in k and (5.3.11)–(5.3.12) that for each
fixed t ∈ [t0,∞)T, there exists a largest element k0 of the set S(t) such that

P (t, k0) = 0.
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Using all these largest elements we can construct a positively regressive
function λ : [δ−(hr, t0),∞)T→ (−∞, 0) by

λ(t) := max {k ∈ S(t) : P (t, k) = 0} (5.3.13)

so that for a given K > 1, y(t) = Keλ(t, t0) is a solution to (5.3.7).
If y(t) be a solution of (5.3.7), x(t) satisfies (5.3.4), and x(t) ≤ y(t) for all
t ∈ [δ−(hr, t0), t0]T, then by Proposition 5.3.2 the inequality x(t) ≤ y(t) holds
for all t ∈ [t0,∞)T. For a given K > 1, we have

inf
t∈[δ−(hr,t0),t0]T

Keλ(t, t0) = K,

hence, by choosing a K0 > 1 with

K0 > sup
t∈[δ−(hr,t0),t0]T

x(t),

we get

x(t) < K0eλ(t, t0) for all t ∈ [δ−(hr, t0), t0]T.

It follows from Proposition 5.3.2 that the inequality

x(t) ≤ K0eλ(t, t0)

holds for all t ∈ [t0,∞)T. This completes the proof.

Example 5.3.1 Let T = Z, t0 = 0, δ−(hi, t) = t−hi, hi ∈ N, i = 1, 2, . . . , r−
1, hr ∈ Z

+, and 0 = h0 < h1 < . . . < hr. Assume that p and qi ≥ 0,
i = 0, 1, 2, . . . , r, are the scalars satisfying qr > 0 and

r∑
i=0

qi < p ≤ 1.

Then Eq. (5.3.7) becomes

Δy(t) = −py(t) +

r∑
i=0

qiy
�(t− hi), t ∈ {0, 1, . . .} . (5.3.14)

The characteristic polynomial and the set S(t) given by (5.3.8) and (5.3.9)
turn into

P (t, λ) = (λ+ p)(1 + λ)hr (1 + λ)(1−�)(t−hr) −K�−1
r∑

i=0

qi(1 + λ)�(hr−hi)

and

S(t) = (−1, 0) for all t ∈ {0, 1, . . .} ,
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respectively. Let {x(t)}, t ∈ [−hr,∞)Z be a sequence satisfying the inequality

Δx(t) ≤ −px(t) +

r∑
i=0

qix
�(t− hi), t ∈ {0, 1, . . .} .

Then by Theorem 5.3.1, we conclude that there exists a constant K0 > 1
such that

x(t) < K0

t−1∏
s=0

(1 + λ0(s)), t ∈ {0, 1, . . .} ,

where λ0 : Z →(−1, 0) is a positively regressive function defined by

λ0(t) = max
{
ν ∈ (−1, 0) : (ν + p) (1 + ν)hr (1 + ν)(1−�)(t−hr)

− K�−1
r∑

i=0

qi(1 + ν)�(hr−hi) = 0

}
.

Theorem 5.3.2 Let τ ∈ [t0,∞)T be a constant such that there exists a delay
function δ−(τ , t) on T. Let x be a function satisfying the inequality

xΔ(t) ≤ −p(t)x(t) + q(t) sup
s∈[δ−(τ,t),t]

x�(s), t ∈ [t0,∞)T,

where � ∈ (0, 1] is a constant. Suppose that p and q are the continuous and
bounded functions satisfying p(t) > q(t) > 0 and 1 − μ̃(t)p(t) ≥ 0 for all
t ∈ [t0,∞)T. Then there exists a constant M0 > 0 such that

x(t) ≤ M0eλ̃(t, t0),

where λ̃ is a positively regressive function chosen as in (5.3.16).

Proof. We proceed as in the proof of Theorem 5.3.1. Consider the
dynamic equation

yΔ(t) = −py(t) + q sup
s∈[δ−(τ,t),t]

y�(s), t ∈ [t0,∞)T. (5.3.15)

For a given M > 1, Meλ(t, t0) is a solution of (5.3.7) if and only if λ is a root
of the characteristic polynomial P̃ (t, λ) defined by

P̃ (t, λ) := (λ+ p(t)) eλ(t, t0)−M �q(t) sup
s∈[δ−(τ,t),t]

e�λ(s, t0).

For each fixed t ∈ [t0,∞)T define the set

S(t) := {k ∈ (−∞, 0) : 1 + μ̃(t)k > 0} .
It is obvious that for each fixed t ∈ [t0,∞)T and for all k ∈ S(t) we have

P̃ (t, k) = (k + p(t)) ek(t, t0)−M �q(t)e�k(δ−(τ , t), t0).
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As in the proof of Theorem 5.3.1, one may easily show that for each
t ∈ [t0,∞)T, there exists a largest element of S(t) such that P (t, k) = 0.
Using these largest elements we can define a positively regressive function
λ̃ : [δ−(hr, t0),∞)T→ (−∞, 0) by

λ̃(t) := max
{
k ∈ S(t) : P̃ (t, k) = 0

}
, (5.3.16)

so that for a given M > 1, y(t) = Meλ̃(t, t0) is a solution to (5.3.15). The
rest of the proof is similar to that in Theorem 5.3.1.

Finally in this section we give a result for functions satisfying the dynamic
inequality

xΔ(t) ≤ −p(t)x(t) +

r∏
i=0

βi(t)x
αi(δ−(hi, t)), (5.3.17)

where αi ∈ (0,∞), i = 0, 1, . . . , r, are the scalars with
∑r

i=0 αi = 1. Let the
characteristic polynomial Q(t, k) and the set S(t) be defined by

Q(t, k) := (λ+ p) eλ(t, t0)−
r∏

i=0

βie
αi

λ (δ−(hi, t), t0),

and (5.3.9), respectively. Using a procedure similar to that used in the proof
of Theorem 5.3.1 we obtain the next result.

Theorem 5.3.3 Let x be a Δ-differentiable function satisfying (5.3.17),
where αi ∈ (0,∞), i = 0, 1, . . . , r, are the scalars with

∑r
i=0 αi = 1, p and βi,

i = 0, 1, . . . , r, are continuous functions with the property that 1− μ̃(t)p(t) ≥
0, βi(t) > 0, i = 0, 1, . . . , r, for all t ∈ [t0,∞)T. Suppose that

p(t)−
r∏

i=0

βi(t) > 0

for all t ∈ [t0,∞)T. Then there exists a constant L0 > 0 such that

x(t) ≤ L0eγ(t, t0) for t ∈ [t0,∞)T,

where γ : [t0,∞)T→ (−∞, 0) is a positively regressive function given by

γ(t) := max {k ∈ S(t) : Q(t, k) = 0} . (5.3.18)

5.4 Stability of Nonlinear Dynamic
Equations

In this section by means of Halanay type inequalities we propose some suffi-
cient conditions guaranteeing global stability of nonlinear dynamic equations
of the form

xΔ(t) = −p(t)x(t)+F (t, x(t), x(δ−(h1, t)), . . . , x(δ−(hr, t))), for t ∈ [t0,∞)T.
(5.4.1)
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Theorem 5.4.1 Let p and qi, i = 0, 1, . . . , r, be continuous and bounded
functions satisfying 1− μ̃(t)p(t) > 0, qi(t) ≥ 0, i = 0, 1, . . . , r, qr(t) > 0 and

p(t)−
r∑

i=0

qi(t) > 0

for all t ∈ [t0,∞)T. Let � ∈ (0, 1] be a constant. Assume that there exist
scalars hi ∈ [t0,∞)T, i = 0, 1, . . . , r, such that h0 = t0, δ−(hi, t), i = 1, . . . , r,
are delay functions on T, and

|F (t, x(t), x(δ−(h1, t)), . . . , x(δ−(hr, t)))| ≤
r∑

i=0

qi(t) |x(δ−(hi, t))|� (5.4.2)

for all (t, x(t), x(δ−(h1, t)), . . . , x(δ−(hr, t))) ∈ [t0,∞)T × R
r+1. Then there

exists a constant M0 > 1 such that every solution x to (5.4.1) satisfies

|x(t)| ≤ M0eλ(t, t0),

where λ is a positively regressive function chosen as in (5.3.13).

Proof. Let

ξ := �(−p) =
p

1− μp
.

Multiplying by eξ(t, t0) and integrating the resulting equation from t0 to t
we get that

x(t) = x0e�ξ(t, t0) +

∫ t

t0

F (s, x(s), x(δ−(h1, s)), . . . , x(δ−(hr, s)))e�ξ(t, σ(s))Δs.

(5.4.3)

It is straightforward to show that a solution x(t) to (5.4.3) satisfies (5.4.1).
This means every solution of (5.4.1) can be rewritten in the form of (5.4.3).
By using (5.4.2) we obtain

|x(t)| ≤ |x0| e�ξ(t, t0) +

∫ t

t0

r∑
i=0

qi(s) |x(δ−(hi, s))|� e�ξ(t, σ(s))Δs.

Let the function y be defined as follows:

y(t) = |x(t)| for t ∈ [δ−(hr, t0), t0]T

and

y(t) = |x0| e�ξ(t, t0) +

∫ t

t0

r∑
i=0

qi(s) |x(δ−(hi, s))|� e�ξ(t, σ(s))Δs for [t0,∞)T.
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Then we have |x(t)| ≤ y(t) for all t ∈ [δ−(hr, t0),∞)T. By [51, Theorem 1.117]
we get that

yΔ(t) = −p(t)

(
|x0| e�ξ(t, t0) +

∫ t

t0

r∑
i=0

qi(s) |x(δ−(hi, s))|� e�ξ(t, σ(s))Δs

)

+
r∑

i=0

qi(t) |x(δ−(hi, t))|�

= −p(t)y(t) +

r∑
i=0

qi(t) |x(δ−(hi, t))|�

≤ −p(t)y(t) +
r∑

i=0

qi(t)y
�(δ−(hi, t))

for all [t0,∞)T. Therefore, it follows from Theorem 5.3.1 that there exists a
constant M0 > 1 such that

|x(t)| ≤ M0eλ(t, t0) for t ∈ [t0,∞)T,

where λ : [t0,∞)T→ (−∞, 0) is a positively regressive function defined by
(5.3.13). The proof is complete.



Chapter 6

Wirtinger Inequalities

——————————————————————————————
If a nonnegative quantity was so small that is smaller than any given one,

then it certainly could not be anything but zero. To those who ask what the
infinity small quantity in mathematics is, we answer that it is actually zero.
Hence there are not so many mysteries hidden in this concept as they are
usually believed to be. These supposed mysteries have rendered the calculus
of the infinity small quite suspect to many people.

Euler (1707–1783).
——————————————————————————————

The inequality of W. Wirtinger is given by

∫ 1

0

(y′(t))2 dt ≥ π2

∫ 1

0

y2(t)dt (6.0.1)

for any y ∈ C1[0, 1] such that y(0) = y(1) = 0.
In [81] Hinton and Lewis established a Wirtinger-type inequality (using

the Schwarz inequality)

∫ b

a

M2(t)

|M ′(t)| (y
′(t))2 dt ≥ 1

4

∫ b

a

∣∣∣M ′
(t)
∣∣∣ y2(t)dt (6.0.2)

for any positive M ∈ C1([a, b]) with M ′(t) �= 0, y ∈ C1([a, b]) and y(a) =
y(b) = 0.

In [119], Pen̆a established the discrete analogue of (6.0.2) and proved
the following result. For a positive sequence {Mn}0≤n≤N+1 satisfying either
ΔM > 0 or ΔM < 0 on [0, N ] ∩ Z,

N∑
n=0

MnMn+1

|ΔMn| (Δyn)
2 ≥ 1

ψJ

N∑
n=0

|ΔMn| y2n+1 (6.0.3)

© Springer International Publishing Switzerland 2014
R. Agarwal et al., Dynamic Inequalities On Time Scales,
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holds for any sequence {yn}0≤n≤N+1 with y0 = yN+1 = 0, where

ψJ =

(
sup

0≤n≤N

Mn

Mn+1

)[
1 +

(
sup

0≤n≤N

|ΔMn|
|ΔMn+1|

)1/2
]2

. (6.0.4)

In this chapter we present Wirtinger-type inequalities on time scales.
In Sects. 6.1–6.3 a variety of Wirtinger-type inequalities will be established.
Section 6.4 will present an application.

6.1 Wirtinger-Type Inequality I

In this section we prove a Wirtinger-type inequality on time scales. The
results are adapted from [82].

Theorem 6.1.1 For a positive function M ∈ C1
rd(I) satisfying either

MΔ > 0 or MΔ < 0 on Iκ, we have

∫ b

a

M(t)M(σ(t))

|MΔ(t)|
(
yΔ(t)

)2
Δt ≥ 1

ψ2

∫ b

a

∣∣MΔ(t)
∣∣ (yσ(t))2Δt (6.1.1)

for any y ∈ C1
rd(I) with y(a) = y(b) = 0, I = [a, b]T ⊂ T, and

ψ =

(
sup
t∈Iκ

M(t)

M(σ(t))

)1/2

+

[(
sup
t∈Iκ

μ(t)
∣∣MΔ(t)

∣∣
M(σ(t))

)
+

(
sup
t∈Iκ

M(t)

M(σ(t))

)]1/2
.

(6.1.2)

Proof. Let M and y be as in the theorem. We will omit the subscript t
in the computations. Let

A : =

∫ b

a

∣∣MΔ
∣∣ (yσ)2 Δt, B :=

∫ b

a

MMσ

|MΔ| (y
Δ)2Δt,

α : =

(
sup
t∈Ik

Mt

Mσ
t

)1/2

, β :=

(
sup
t∈Ik

μt

∣∣MΔ
t

∣∣
Mσ

t

)
.

Suppose that MΔ > 0 (the other case is treated similarly). Then we have

A =

∫ b

a

MΔ(yσ)2Δt = −
∫ b

a

MyΔ(y + yσ)Δt = −
∫ b

a

MyΔ(2yσ − μyΔ)Δt

≤ 2

∫ b

a

M |yσ| ∣∣yΔ∣∣Δt+

∫ b

a

μM
(
yΔ
)2

Δt

= 2

∫ b

a

√
MMσ

|MΔ|
∣∣yΔ∣∣
√

M

Mσ
|MΔ|Δt+

∫ b

a

MMσ

|MΔ|
μ
∣∣MΔ

∣∣
Mσ

(yΔ)2Δt.
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As a result we have

A =

∫ b

a

MΔ(yσ)2Δt ≤ 2

(∫ b

a

MMσ

|MΔ|
∣∣∣yΔ

∣∣∣2 Δt

)1/2 (∫ b

a

M

Mσ

∣∣∣MΔ
∣∣∣ (yσ)Δt

)1/2

+

(
sup
t∈Ik

μ1

∣∣MΔ
t

∣∣
Mσ

t

)∫ b

a

MMσ

|MΔ|
∣∣∣yΔ

∣∣∣2 Δt

≤ 2
√
B

(
sup
t∈Ik

Mt

Mσ
t

)1/2 (∫ b

a

∣∣∣MΔ
∣∣∣ (yσ)2 Δt

)1/2

+ βB = 2α
√
AB + βB.

Dividing both sides of the above inequality by
√
AB we obtain

√
A√
B

≤ 2α+ β

√
B√
A
.

By relabeling with C :=
√
A/B we get a quadratic inequality C2 ≤ 2αC + β,

i.e., (C − α)2 ≤ α2 + β. Hence,

α−
√

β + α2 ≤ C ≤ α+
√
β + α2,

and since C ≥ 0, we have C2 ≤ (α+
√
β + α2)2. The proof is complete.

6.2 Wirtinger-Type Inequality II

In this section we derive some Wirtinger-type inequalities on time scales
where we will use yγ+1 instead of the term (yσ)γ+1. The results are adapted
from [13]. Throughout this section and in the next section we assume that
the function M ∈ C1

rd(I) is positive, where I = [a, b]T, and let

α := sup
t∈Iκ

(
M(σ(t))

M(t)

) γ
γ+1

and β := sup
t∈Iκ

(
μ(t)
∣∣MΔ(t)

∣∣
M(t)

)γ

. (6.2.1)

Theorem 6.2.1 Suppose γ ≥ 1 is an odd integer. For a positive M ∈ C1
rd(I)

satisfying either MΔ > 0 or MΔ < 0 on Iκ, we have

∫ b

a

Mγ(t)M(σ(t))

|MΔ(t)|γ
(
yΔ(t)

)γ+1
Δt ≥ 1

Ψγ+1(α, β, γ)

∫ b

a

∣∣MΔ(t)
∣∣ (y(t))γ+1Δt

(6.2.2)

for any y ∈ C1
rd(I) with y(a) = y(b) = 0, where Ψ(α, β, γ) is the largest root

of the equation

xγ+1 − 2γ−1(γ + 1)αxγ − 2γ−1β = 0. (6.2.3)

Proof. Let y and M be defined as above and let

A :=

∫ b

a

MΔ(t)(y(t))γ+1Δt and B :=

∫ b

a

Mγ(t)Mσ(t)

|MΔ(t)|γ
(
yΔ(t)

)γ+1
Δt.
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Using the integration by parts formula and the fact that y(a) = y(b) = 0, we
have

A =

∫ b

a

MΔ(t)(y(t))γ+1Δt

=
{
sgn
(
MΔ(a)

)} ∫ b

a

MΔ(t)yγ+1(t)Δt

=
{
sgn
(
MΔ(a)

)}{[
M(t)yγ+1(t)

]b
a
−
∫ b

a

M(σ(t))
(
yγ+1
)Δ

(t)Δt

}

= −{sgn (MΔ(a)
)} ∫ b

a

M(σ(t))
(
yγ+1
)Δ

(t)Δt

≤
∫ b

a

M(σ(t))
∣∣∣(yγ+1

)Δ
(t)
∣∣∣Δt.

(6.2.4)

By the Pötzsche chain rule we obtain

∣∣∣(yγ+1
)Δ

(t)
∣∣∣ = (γ + 1)

∣∣∣∣
∫ 1

0

[
y(t) + μ(t)hyΔ(t)

]γ
dh

∣∣∣∣
∣∣yΔ(t)∣∣

≤ (γ + 1)
∣∣yΔ(t)∣∣

∫ 1

0

∣∣y(t) + μ(t)hyΔ(t)
∣∣γ dh.

(6.2.5)

Applying the inequality (see [110, page 500])

|u+ v|γ ≤ 2γ−1 (|u|γ + |v|γ) , where u, v ∈ R

with u = y(t) and v = μ(t)hyΔ(t), we have from (6.2.5) that

∣∣∣(yγ+1
)Δ

(t)
∣∣∣ ≤ (γ + 1)

∣∣yΔ(t)∣∣
∫ 1

0

∣∣y(t) + μ(t)hyΔ(t)
∣∣γ dh

≤ 2γ−1(γ + 1)
∣∣yΔ(t)∣∣

{∫ 1

0

|y(t)|γ dh+

∫ 1

0

∣∣μ(t)hyΔ(t)∣∣γ dh

}

= 2γ−1(γ + 1)
∣∣yΔ(t)∣∣ |y(t)|γ + 2γ−1

∣∣yΔ(t)∣∣ ∣∣μ(t)yΔ(t)∣∣γ .
(6.2.6)

Substituting (6.2.6) into (6.2.4), we have

A ≤ 2γ−1(γ + 1)

∫ b

a

Mσ(t)
∣∣yΔ(t)∣∣ |y(t)|γ Δt

+2γ−1

∫ b

a

Mσ(t)μγ(t)
∣∣yΔ(t)∣∣γ+1

Δt
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= 2γ−1(γ + 1)

∫ b

a

(
Mσ(t)Mγ(t)

(MΔ(t))
γ

) 1
γ+1 ∣∣yΔ(t)∣∣

×
(
MσMΔ(t)

M(t)

) γ
γ+1

|y(t)|γ Δt

+2γ−1

∫ b

a

(
μ(t)MΔ(t)

M(t)

)γ
Mσ(t)Mγ(t)

(MΔ(t))
γ

∣∣yΔ(t)∣∣γ+1
Δt

= 2γ−1(γ + 1)

∫ b

a

(
Mσ(t)Mγ(t)

(MΔ(t))
γ

∣∣yΔ(t)∣∣γ+1
) 1

γ+1

×
(
MσMΔ(t)

M(t)
|y(t)|γ+1

) γ
γ+1

Δt

+2γ−1

∫ b

a

(
μ(t)MΔ(t)

M(t)

)γ (
Mσ(t)Mγ(t)

(MΔ(t))
γ

∣∣yΔ(t)∣∣γ+1
)
Δt.

(6.2.7)

Applying the Hölder inequality with

f =

(
MσMγ

|MΔ|γ
∣∣∣yΔ

∣∣∣γ+1
) 1

γ+1

, g =

(
Mσ

∣∣MΔ
∣∣

M
|y|γ+1

) γ
γ+1

, p = γ + 1, q =
γ + 1

γ
,

we obtain from (6.2.7) that

A ≤ 2γ−1(γ + 1)

{∫ b

a

(
MσMγ

|MΔ|γ
∣∣yΔ∣∣γ+1

)
(t)Δt

} 1
γ+1

×
{∫ b

a

(
Mσ
∣∣MΔ

∣∣
M

|y|γ+1

)
(t)Δt

} γ
γ+1

+ 2γ−1

∫ b

a

{(
μ
∣∣MΔ

∣∣
M

)γ (
MσMγ

|MΔ|γ
∣∣yΔ∣∣γ+1

)}
(t)Δt

≤ 2γ−1(γ + 1)α

{∫ b

a

(
MσMγ

|MΔ|γ
∣∣yΔ∣∣γ+1

)
(t)Δt

} 1
γ+1

×
{∫ b

a

(∣∣MΔ
∣∣ |y|γ+1

)
(t)Δt

} γ
γ+1

+ 2γ−1β

∫ b

a

(
MσMγ

|MΔ|γ
∣∣yΔ∣∣γ+1

)
(t)Δt

holds, i.e.,

A ≤ 2γ−1
(
(γ + 1)αB

1
γ+1A

γ
γ+1 + βB

)
. (6.2.8)
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Dividing both sides of (6.2.8) by B
1

γ+1A
γ

γ+1 , we obtain

A
1

γ+1

B
1

γ+1

≤ 2γ−1

(
(γ + 1)α+ β

B
γ

γ+1

A
γ

γ+1

)
,

and putting C := A
1

γ+1 /B
1

γ+1 > 0, we get

C ≤ 2γ−1

(
(γ + 1)α+

β

Cγ

)
,

which gives

Cγ+1 − 2γ−1(γ + 1)αCγ − 2γ−1β ≤ 0 with C =
A

1
γ+1

B
1

γ+1

. (6.2.9)

By (6.2.9), we have

C ≤ Ψ(α, β, γ),

where Ψ(α, β, γ) is the largest root of Eq. (6.2.3), and thus we have, replacing
C in terms of A and B as in (6.2.9),

A
1

γ+1 ≤ Ψ(α, β, γ)B
1

γ+1 ,

i.e.,

A ≤ Ψγ+1(α, β, γ)B,

which is the desired inequality (6.2.2). The proof is complete.
Using Theorem 6.2.1 with γ = 1, we obtain the following result.

Corollary 6.2.1 For a positive function M ∈ C1
rd(I) satisfying either

MΔ > 0 or MΔ < 0 on Iκ, we have

∫ b

a

M(t)M(σ(t))

|MΔ(t)|
(
yΔ(t)

)2
Δt ≥ 1

ϕ2

∫ b

a

∣∣MΔ(t)
∣∣ (y(t))2Δt (6.2.10)

for any y ∈ C1
rd(I) with y(a) = y(b) = 0, where

ϕ :=

√
sup
t∈Iκ

M(σ(t))

M(t)
+

√
sup
t∈Iκ

M(σ(t))

M(t)
+ sup

t∈Iκ

μ(t) |MΔ(t)|
M(t)

.

Proof. When γ = 1, we see that the largest root Ψ(α, β, 1) of the
quadratic equation x2 − 2xα− β = 0 is given by

Ψ(α, β, 1) = α+
√
α2 + β = ϕ,

and then (6.2.10) follows from Theorem 6.2.1.
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6.3 Further Wirtinger Inequalities

In this section we apply different algebraic inequalities to establish some
Wirtinger-type inequalities. The results in this section are adapted from [13].
To prove the main results, we will use the inequality (see [110, page 518])

(u+ v)γ+1 ≤ uγ+1 + (γ + 1)uγv + Lγvu
γ , where u > v > 0. (6.3.1)

Note that Lγ > 1 in (6.3.1) is a constant which does not depend on u or v.

Theorem 6.3.1 Suppose γ ≥ 1 is an odd integer. For a positive M ∈ C1
rd(I)

satisfying either MΔ > 0 or MΔ < 0 on Iκ, we have

∫ b

a

Mγ(t)M(σ(t))

|MΔ(t)|γ
(
yΔ(t)

)γ+1
Δt ≥ 1

Φγ+1(α, β, γ)

∫ b

a

∣∣MΔ(t)
∣∣ (y(t))γ+1Δt

(6.3.2)

for any y ∈ C1
rd(I) with y(a) = y(b) = 0, where Φ(α, β, γ) is the largest root

of the equation

(γ+1)x+
(γ + 1)γ

2
x2−(γ+1)xγ−2γ−1(γ+1)(1+α)xγ−2γ−1β = 0. (6.3.3)

Proof. We proceed as in the proof of Theorem 6.2.1 to get (6.2.9), i.e.,

Cγ+1 ≤ 2γ−1(γ + 1)αCγ + 2γ−1β, with C =
A

1
γ+1

B
1

γ+1

. (6.3.4)

Applying the inequality (6.3.1) with u = C, v = 1, and Lγ = 2γ−1(γ+1) > 1,
we have

Cγ+1 ≥ (C + 1)γ+1 − (γ + 1)Cγ − 2γ−1(γ + 1)Cγ ,

which together with (6.3.4) implies that

(C + 1)γ+1 − (γ + 1)Cγ − 2γ−1(γ + 1)(1 + α)Cγ − 2γ−1β ≤ 0. (6.3.5)

Using the inequality

(1 + u)γ+1 ≥ (γ + 1)u+
(γ + 1)γ

2
u2, where u > 0 (6.3.6)

for u = C, we have from (6.3.5) that

(γ + 1)C +
(γ + 1)γ

2
C2 − (γ + 1)Cγ − 2γ−1(γ + 1)(1 + α)Cγ − 2γ−1β ≤ 0.

Therefore

C ≤ Φ(α, β, γ),
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where Φ(α, β, γ) is the largest root of the equation (6.3.3), and thus we have,
replacing C in terms of A and B as in (6.3.4),

A
1

γ+1 ≤ Φ(α, β, γ)B
1

γ+1 ,

i.e.,

B ≥ 1

Φγ+1(α, β, γ)
A,

which is the desired inequality (6.3.2). The proof is complete.
Using the inequality

(1 + u)γ+1 ≥ (γ + 1)γ

2
u2, where u > 0

instead of the inequality (6.3.6) that was used in the proof of Theorem 6.3.1,
we have the following result.

Theorem 6.3.2 Suppose γ ≥ 1 is an odd integer. For a positive M ∈ C1
rd(I)

satisfying either MΔ > 0 or MΔ < 0 on Iκ, we have

∫ b

a

Mγ(t)M(σ(t))

|MΔ(t)|γ
(
yΔ(t)

)γ+1
Δt ≥ 1

Ωγ+1(α, β, γ)

∫ b

a

∣∣MΔ(t)
∣∣ (y(t))γ+1Δt

(6.3.7)

for any y ∈ C1
rd(I) with y(a) = y(b) = 0, where Ω(α, β, γ) is the largest root

of the equation

(γ + 1)γ

2
x2 − (γ + 1)xγ − 2γ−1(γ + 1)(1 + α)xγ − 2γ−1β = 0. (6.3.8)

In the following, we apply the inequality

uγ+1 + γvγ+1 − (γ + 1)uvγ ≥ 0, where u, v ≥ 0 (6.3.9)

and derive the following result.

Theorem 6.3.3 Suppose γ ≥ 1 is an odd integer. For a positive M ∈ C1
rd(I)

satisfying either MΔ > 0 or MΔ < 0 on Iκ, we have

∫ b

a

Mγ(t)M(σ(t))

|MΔ(t)|γ
(
yΔ(t)

)γ+1
Δt ≥ 1

Λγ+1(α, β, γ)

∫ b

a

∣∣MΔ(t)
∣∣ (y(t))γ+1Δt

(6.3.10)

for any y ∈ C1
rd(I) with y(a) = y(b) = 0, where Λ(α, β, γ) is the largest root

of the equation

(γ+1)(x+1)− γ− (γ+1)xγ − 2γ−1(γ+1)(1+α)xγ − 2γ−1β = 0. (6.3.11)
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Proof. We proceed as in the proof of Theorem 6.3.1 to get (6.3.5), i.e.,

(C+1)γ+1−(γ+1)Cγ−2γ−1(γ+1)Cγ ≤ 2γ−1(γ+1)αCγ+2γ−1β. (6.3.12)

Applying the inequality (6.3.9) with u = C + 1 and v = 1, we have from
(6.3.12) that

(γ + 1)(C + 1)− γ − (γ + 1)Cγ − 2γ−1(γ + 1)(1 + α)Cγ − 2γ−1β ≤ 0.

Therefore C ≤ Λ(α, β, γ), where Λ(α, β, γ) is the largest root of Eq. (6.3.11).
This implies from the definition of C that

A
1

γ+1 ≤ Λ(α, β, γ)B
1

γ+1 .

Thus A ≤ Λγ+1(α, β, γ)B, which is the desired inequality (6.3.10). The proof
is complete.

Note that in the case T = R, we have σ(t) = t and μ(t) = 0 so that

α = 1 and β = 0. (6.3.13)

Then we have from Theorems 6.2.1, 6.3.1–6.3.3 the following results.

Theorem 6.3.4 Let γ ≥ 1 be an odd integer. For a positive function
M ∈ C1([a, b]) satisfying either M ′ > 0 or M ′ < 0 on [a, b], we have

∫ b

a

Mγ+1(t)

|M ′(t)|γ (y′(t))γ+1
dt ≥ 1

2γ2−1(γ + 1)γ+1

∫ b

a

∣∣∣M ′
(t)
∣∣∣ (y(t))γ+1dt,

for any y ∈ C1([a, b]) with y(a) = y(b) = 0.

Proof. Using (6.3.13), Eq. (6.2.3) becomes

xγ+1 − 2γ−1(γ + 1)xγ = 0.

Hence Ψ(1, 0, γ) from Theorem 6.2.1 is given by

Ψ(1, 0, γ) = 2γ−1(γ + 1),

and the proof is completed by applying Theorem 6.2.1.

Theorem 6.3.5 Let γ ≥ 1 be an odd integer. For a positive M ∈ C1([a, b])
satisfying either M ′ > 0 or M ′ < 0 on [a, b], we have

∫ b

a

Mγ+1(t)

|M ′(t)|γ (y′(t))γ+1
dt ≥ 1

Φγ+1(1, 0, γ)

∫ b

a

∣∣∣M ′
(t)
∣∣∣ (y(t))γ+1dt,

for any y ∈ C1([a, b]) with y(a) = y(b) = 0, where Φ(1, 0, γ) is the largest
root of the equation

(γ + 1)x+
(γ + 1)γ

2
x2 − (γ + 1)xγ − 2γ(γ + 1)xγ = 0.
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Theorem 6.3.6 Let γ ≥ 1 be an odd integer. For a positive M ∈ C1([a, b])
satisfying either M ′ > 0 or M ′ < 0 on [a, b], we have

∫ b

a

Mγ+1(t)

|M ′(t)|γ (y′(t))γ+1
dt ≥ 1

Ωγ+1(1, 0, γ)

∫ b

a

∣∣∣M ′
(t)
∣∣∣ (y(t))γ+1dt,

for any y ∈ C1([a, b]) with y(a) = y(b) = 0, where Ω(1, 0, γ) is the largest
root of the equation

(γ + 1)γ

2
x2 − (γ + 1)xγ − 2γ(γ + 1)xγ = 0.

Theorem 6.3.7 Let γ ≥ 1 be an odd integer. For a positive M ∈ C1([a, b])
satisfying either M ′ > 0 or M ′ < 0 on [a, b], we have

∫ b

a

Mγ+1(t)

|M ′(t)|γ (y′(t))γ+1
dt ≥ 1

Λγ+1(1, 0, γ)

∫ b

a

∣∣∣M ′
(t)
∣∣∣ (y(t))γ+1dt,

for any y ∈ C1([a, b]) with y(a) = y(b) = 0, where Λ(1, 0, γ) is the largest root
of the equation

(γ + 1)(x+ 1)− γ − (γ + 1)xγ − 2γ(γ + 1)xγ = 0.

Note that in the case T = Z, we have σ(t) = t+ 1 and μ(t) = 1 so that

α = sup
0≤n≤N

(
Mn+1

Mn

) γ
γ+1

and β = sup
0≤n≤N

( |ΔMn|
Mn

)γ

. (6.3.14)

Then we have from Theorems 6.2.1, 6.3.1–6.3.3 the following results.

Theorem 6.3.8 Let γ ≥ 1 be an odd integer. For a positive sequence
{Mn}0≤n≤N+1 satisfying either ΔM > 0 or ΔM < 0 on [0, N ] ∩ Z, we
have

N∑
n=0

Mγ
nMn+1

|ΔMn|γ (Δyn)
γ+1 ≥ 1

Ψγ+1(α, β, γ)

N∑
n=0

|ΔM(n)| (y(n))γ+1,

for any sequence {yn}0≤n≤N+1 with y0 = yN+1 = 0, where Ψ(α, β, γ) is the
largest root of the equation

xγ+1 − 2γ−1(γ + 1)αxγ − 2γ−1β = 0.

Theorem 6.3.9 Let γ ≥ 1 be an odd integer. For a positive sequence
{Mn}0≤n≤N+1 satisfying either ΔM > 0 or ΔM < 0 on [0, N ] ∩ Z, we
have

N∑
n=0

Mγ
nMn+1

|ΔMn|γ (Δyn)
γ+1 ≥ 1

Φγ+1(α, β, γ)

N∑
n=0

|ΔM(n)| (y(n))γ+1,
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for any sequence {yn}0≤n≤N+1 with y0 = yN+1 = 0, where Φ(α, β, γ) is the
largest root of the equation

(γ + 1)x+
(γ + 1)γ

2
x2 − (γ + 1)xγ − 2γ−1(γ + 1)(1 + α)xγ − 2γ−1β = 0.

Theorem 6.3.10 Let γ ≥ 1 be an odd integer. For a positive sequence
{Mn}0≤n≤N+1 satisfying either ΔM > 0 or ΔM < 0 on [0, N ] ∩ Z, we have

N∑
n=0

Mγ
nMn+1

|ΔMn|γ (Δyn)
γ+1 ≥ 1

Ωγ+1(α, β, γ)

N∑
n=0

|ΔM(n)| (y(n))γ+1,

for any sequence {yn}0≤n≤N+1 with y0 = yN+1 = 0, where Ω(α, β, γ) is the
largest root of the equation

(γ + 1)γ

2
x2 − (γ + 1)xγ − 2γ−1(γ + 1)(1 + α)xγ − 2γ−1β = 0.

Theorem 6.3.11 Let γ ≥ 1 be an odd integer. For a positive sequence
{Mn}0≤n≤N+1 satisfying either ΔM > 0 or ΔM < 0 on [0, N ] ∩ Z, we have

N∑
n=0

Mγ
nMn+1

|ΔMn|γ (Δyn)
γ+1 ≥ 1

Λγ+1(α, β, γ)

N∑
n=0

|ΔM(n)| (y(n))γ+1

for any sequence {yn}0≤n≤N+1 with y0 = yN+1 = 0, where Λ(α, β, γ) is the
largest root of the equation

(γ + 1)(x+ 1)− γ − (γ + 1)xγ − 2γ−1(γ + 1)(1 + α)xγ − 2γ−1β = 0.

6.4 An Application of Wirtinger Inequalities
on Time Scales

In this section we show how Opial and Wirtinger inequalities may be used to
find a lower bound for the smallest eigenvalue of a Sturm–Liouville eigenvalue
problem. The results are adapted from [13, 123].

Consider the Sturm–Liouville eigenvalue problem

− yΔΔ(t) + q(t)yσ(t) = λyσ(t), y(0) = y(β) = 0, (6.4.1)

and assume that λ0 is the smallest eigenvalue of (6.4.1). To find a lower
bound, we will apply an Opial type inequality and the Wirtinger inequality

∫ β

α

M(t)Mσ(t)

|MΔ(t)|
(
yΔ(t)

)2
Δt ≥ 1

ψ2

∫ β

α

∣∣MΔ(t)
∣∣ (yσ(t))2Δt, (6.4.2)
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for a positive function M ∈ C1
rd(I) with eitherMΔ(t) > 0 or MΔ(t) < 0 on

I, y ∈ C1
rd(I) with y(α) = 0 = y(β), for I = [α, β]T ⊂ T and

ψ =

(
sup
t∈Ik

M(t)

Mσ(t)

)1/2

+

[(
sup
t∈Ik

μ(t)
∣∣MΔ(t)

∣∣
Mσ(t)

)
+

(
sup
t∈Ik

M(t)

Mσ(t)

)]1/2
.

We let

A(Q) =
√
(β − α)

(∫ β

α

Q2(t)Δt

) 1
2

+ sup
α≤t≤β

μ(t) |Q(t)| .

Theorem 6.4.1 Assume that λ0 is the smallest eigenvalue of (6.4.1) and
assume that q(t) = QΔ(t) + γ, where γ < λ0. Then

|λ0 − γ| ≥ 1−A(Q)

(1 +
√
2)2σ2(β)

. (6.4.3)

Proof. Let y(t) be the eigenfunction of (6.4.1) corresponding to λ0.
Multiplying (6.4.1) by yσ(t) and proceeding as in the proof of Theorem 4.1.6,
we have

−
∫ β

0

yΔΔyσ(t)Δt+

∫ β

0

q(t) (yσ(t))
2
Δt = λ0

∫ β

0

(yσ(t))
2
Δt.

This implies, after integrating by parts and using the fact that y(0) =
y(β) = 0, that

(λ0 − γ)

∫ β

0

(yσ(t))
2
Δt

=

∫ β

0

(
yΔ(t)

)2
Δt+

∫ β

0

QΔ(t) (yσ(t))
2
Δt

=

∫ β

0

(
yΔ(t)

)2
Δt−

∫ β

0

Q(t) [y(t) + yσ(t)] yΔ(t)Δt

≥
∫ β

0

(
yΔ(t)

)2
Δt−

∫ β

0

|Q(t)| |y(t) + yσ(t)| ∣∣yΔ(t)∣∣Δt.

Proceeding as in the proof of Theorem 4.1.6 by applying an Opial type
inequality on the term

∫ β

0

|Q(t)| |y(t) + yσ(t)| ∣∣yΔ(t)∣∣Δt,

we obtain

|λ0 − γ|
∫ β

0

(yσ(t))
2
Δt ≥

∫ β

0

(
yΔ(t)

)2
Δt−A(Q)

∫ β

0

∣∣yΔ(t)∣∣2 Δt.
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Now, applying Wirtinger’s inequality (6.4.2) by putting M(t) = t, we have
that

|λ0 − γ|ψ2
1σ

2(β)

∫ β

0

(yΔ(t))2Δt ≥
∫ β

0

(
yΔ(t)

)2
Δt−A(Q)

∫ β

0

(
yΔ(t)

)2
Δt,

where

ψ1 =

(
sup
t∈Ik

t

σ(t)

)1/2

+

[(
sup
t∈Ik

μ(t)

σ(t)

)
+

(
sup
t∈Ik

t

σ(t)

)]1/2
≤ 1 +

√
2.

This implies that

|λ0 − γ| (1 +
√
2)2σ2(β) ≥ 1−A(Q).

From this we obtain a lower bound of λ0 as given in (6.4.3). The proof is
complete.



Bibliography

[1] S. Abramovich, G. Jameson, and G. Sinnamon, Inequalities for averages
of convex and superquadratic functions, J. Inequal. Pure Appl. Math.
5 (2004), no. 4, Article 91, 14 pages.

[2] S. Abramovich, G. Jameson, and G. Sinnamon, Refining Jensen’s
inequality, Bull. Math. Soc. Sci. Math. Roumanie (N.S.) 47(95) (2004),
no. 1–2, 3–14.

[3] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions
with Formulas, Graphs, and Mathematical Tables, 9th printing. New
York: Dover, 1972.

[4] M. Adıvar and Y. N. Raffoul, Stability and Periodicity in dynamic delay
equations, Comput. Math. Appl. 58 (2009), 264–272.

[5] M. Adıvar and Y.N. Raffoul, Shift operators and stability in delayed
dynamic equations, Rendiconti del Seminario Matematico Università e
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[21] E. Akın, L. Erbe, B. Kaymakçalan, and A. Peterson, Oscillation results
for a dynamic equation on a time scale, On the occasion of the 60th
birthday of Calvin Ahlbrandt. J. Differ. Equations Appl. (6), 793–810,
2001.

[22] E. Akın Bohner, M. Bohner, and Faysal Akın, Pachpatte inequalites on
time scales, Journal of Inequalities in Pure and Applied Mathematics,
6 (1), Article 6, 2005.



BIBLIOGRAPHY 245

[23] M. R. S. Ammi, R. A. Ferreira and D. F. M. Torres, Diamond-
α Jensen’s Inequality on Time Scales, Journal of Inequalities and
Applications, Volume 2008, Article ID 576876, 13 pages.

[24] M. R. S Ammi and D. F. M. Torres, Hölder’s and Hardy’s two dimen-
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[56] I. Brnetić and J. Pečarić, Some new Opial-type inequalities, Math. Ineq.
Appl. 3 (1998), 385–390.

[57] R. C. Brown and D. B. Hinton, Opial’s inequality and oscillation of 2nd

order equations, Proc. Amer. Math. Soc. 125 (1997), 1123–1129.

[58] S. Chen, Lyapunov inequalities for differential and difference equations,
Fasc. Math. 41 (1991), 23–25.

[59] Erbe, T. S. Hassan, A. Peterson and S. H. Saker, Oscillation criteria
for half-linear delay dynamic equations on time scales, Nonlinear Dyn..
Sys. Th. 9 (2009). 51–68.

[60] L. Erbe, A. Peterson, and S. H. Saker, Oscillation criteria for second-
order nonlinear dynamic equations on time scales. J. London Math.
Soc. 76 (2003) 701–714.

[61] L. Erbe, A. Peterson and S. H. Saker, Hille-Kneser type criteria for
second-order dynamic equations on time scales, Advances in Difference
Eqns. 2006 (2006), 1–18.

[62] J. B. Diaz and F. T. Metcalf; An analytic proof of Young’s inequality,
American Math. Monthly, 77 (1970) 603–609.

[63] C. Dinu, Hermite-Hadamard inequality on time scales, J. Ieq. Appl.
2008, (2008), Article ID 287947, 24 pages.

[64] C. Dinu, A weighted Hermite Hadamard inequality for Steffensen-
Popoviciu and Hermite-Hadamard weights on time scales, An. Şt. Univ.
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[119] S. Peňa, Discrete spectra criteria for singular difference operators,
Math. Bohem. 124 (1) (1999) 35–44.

[120] A. Peterson and J. Ridenhour, A disconjugacy criterion of W. T. Reid
for difference equations. Proe. Amer. Math. Soc. 114 (1992), 459–468.

[121] J. W. Rogers Jr., Q. Sheng, Notes on the diamond-alpha dynamic
derivative on time scales, J. Math. Anal. Appl. 326, 228–241, (2007).

[122] S. H. Saker, Oscillation Theory of Dynamic Equations on Time Scales:
Second and Third Orders, Lambert Academic Publishing, Germany
(2010).

[123] S. H. Saker, Opial’s type inequalities on time scales and some applica-
tions, Annales Polonici Mathematici 104 (2012), 243–260.

[124] S. H. Saker, Some new inequalities of Opial’s type on time scales,
Abstract and Applied Analysis 2012, art. no. 683136.

[125] S. H. Saker, New inequalities of Opial’s type on time scales and some
of their applications, Discrete Dynamics in Nature and Society 2012,
art. no. 362526.

[126] S. H. Saker, Dynamic inequalities on time scales: A Survey, Journal of
Fractional Calculus and Applications, Vol. 3(S). July, 11, 2012 (Proc.
of the 4th. Symb. of Fractional Calculus and Applications), No. 2,
pp. 1–36.



252 BIBLIOGRAPHY

[127] S. H. Saker, Some Opial dynamic inequalities involving higher order
derivatives on time scales, Discrete Dynamics in Nature and Society
(2012), art. no. 157301.

[128] S. H. Saker, Applications of Opial inequalities on time scales on dy-
namic equations with damping terms, Mathl. Comp. Modelling 58
(2013) (11–12), 1777–1790

[129] S. H. Saker, Some nonlinear dynamic inequalities on time scales and
applications, J. Math. Ineq. 4 (2010), 561–579.

[130] S. H. Saker, Lyapunov inequalities for half-linear dynamic equations on
time scales and disconjugacy, Dyn. Contin. Discr. Impuls. Syst. Series
B: Applications & Algorithms 18 (2011), 149–161.

[131] S. H. Saker, Some new inequalities of Opial’s type on time scales,
Abstract and Applied Analysis 2012, art. no. 683136.

[132] S. H. Saker, Some Opial-type inequalities on time scales, Abstr. Appl.
Anal. 2011 (2011), Art. no. 265316, 19 pages.

[133] S. H. Saker, New inequalities of Opial’s type on time scales and some
of their applications, Discrete Dynamics in Nature and Society 2012,
art. no. 362526.

[134] S. H. Saker, Lyapunov type inequalities for a second order differen-
tial equations with a damping term, Annal. Polon. Math. 103 (2012),
pp. 37–57.

[135] S. H. Saker, Oscillation criteria of second-order half-linear dynamic
equations on time scales, J. Comp. Appl. Math. 177 (2005), 375–387.

[136] S. H. Saker, R. P. Agarwal, D O’Regan, Higher order dynamic inequal-
ities on time scales, Math. Ineq. Appl. 17 (2014), 461–472.

[137] I. J. Schoenberg, The finite Fourier series and elementary geometry,
Amer. Math. Monthly 57 (1950), 390–404.

[138] H. M. Sirvastava, K. L. Tseng, S. J. Tseng and J. C. Lo, Some Weighted
Opial type inequalities on time scales, Taw. J. Math. 14 (2010),
107–122.

[139] H. M. Sirvastava, K. L. Tseng, S. J. Tseng and J. C. Lo, Some gener-
alizations of Maroni’s inequality on time scales, Math. Ineq. Appl. 14
(2012), 469–480.

[140] Q. Sheng, M. Fadag, J. Henderson and J. M. Davis, An exploration
of combined dynamic derivatives on time scales and their applications,
Nonlinear Anal. Real World Appl. 7, 395–413, (2006).



BIBLIOGRAPHY 253

[141] V. Spedding, Taming Nature’s Numbers, New Scientist, July 19, 2003,
28–31.

[142] J. F. Steffensen, On certain inequalities between mean values, and
their application to actuarial problems, Skandinavisk Aktuarietidskrift
1, (1918), 82–97.
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Cebyšev’s type inequalities, 80
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