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Abstract. The aim of this study was to design an moving object detection and 
localization algorithm able to detect and localize especially humans, vehicles 
and planes. We focused on classical methods for cameras calibration and trian-
gulation techniques to calculate the position of the detected objects in a stereo 
vision rig coordinates frame. Verification of a proper operation of the proposed 
algorithm was made by conducting series of experiments. Our results indicates 
that the algorithm detects objects accurately and the troublesome un-stationary 
background regions can be excluded from detection using the presented locali-
zation method.  
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1 Introduction 

In the last few years, visual surveillance has become a challenging area in a computer 
vision, especially in a view of the growing importance of these systems for security 
purposes [1–4]. The ultimate target in designing smart surveillance systems is to min-
imize the need of continuous monitoring and analyzing visual data by an operator [5]. 
This goal seems to be very difficult to reach without developing trusted object detec-
tion and localization algorithms. 

Automatic moving object detection and localization algorithms play a fundamental 
role in video surveillance [1, 2]. Moving object detection algorithms are necessary to 
detect threat, while localization algorithms may be used for identifying a detected 
danger. 

The algorithms have been proposed in literature for an object detection can be cat-
egorized as optical flow, a frame difference and a background subtraction [6]. The 
goal of the optical flow estimation is to compute an approximation to the motion field 
from an time-varying image intensity. Unfortunately, this method is highly compli-
cated and very sensitive to a noise [7]. The frame difference and the background sub-
traction are based on a pixel difference between a reference image and a current  
image [8]. For the frame difference, the reference image is the previous frame. The 
frame difference method is able to detect objects even though the environment chang-
es dynamically, but it is ineffective for detection of low-speed objects. In the back-
ground subtraction method, the reference frame is reconstructed from the previous 



418 B. Żak and S. Hożyń 

 

video sequence, which contains an observed scene with no moving objects [9]. The 
background subtraction has been reported as the most popular object detection meth-
od because of its high effectiveness and simplicity in implementation. However, the 
simple background methods are inadequate to handle rapid lighting and shadow 
changes. 

As a result, many more sophisticated methods, based on the optical flow, the frame 
difference and the background subtraction have been developed to reduce mentioned 
drawbacks [1–5, 7–9]. Unfortunately, these methods strongly depend on applications 
and camera parameters, consequently cannot be easily adopted to use for other pur-
pose. For example, a resolution and optics of cameras, indoor and outdoor conditions, 
lighting and a size or a speed of potential objects play an important role in  
a selection and a parameterization of an image processing technique. Therefore, for 
the purpose of the object detection, the novel algorithm suited for our application was 
elaborated. This algorithm is particularly design for military applications; it is able to 
detect especially humans, vehicles and planes. 

For the object localization, a stereo vision method was applied. Usage of two cam-
eras enables a calculation of localizations of various points in a scene, relative to  
a position of cameras [10–12]. Much research in recent years has been focus on im-
plementation of the stereo vision in a large variety of applications [12, 13]. Most of 
developed algorithms are based on a disparity map calculation and a triangulation 
technique [6, 13]. Because of the disparity map is very time consuming, in our work 
the triangulation algorithm was used to calculate a position of a detected object in  
a stereo vision rig coordinates frame. 

2 Methodology 

2.1 Stereo Vision 

Depth perception is one of the most important tasks of computer vision systems.  
A stereo correspondence by calculating localizations of various points in a scene, 
relative to the position of cameras, allows to perform complex tasks, such as depth 
measurements and an environmental reconstruction [10]. 

 

Fig. 1. Sensor head with CCD-C-Z36 TV cameras (Carl Zeiss Optronics GmbH) 
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For the purpose of object detection and localization, the stereo rig shown in Fig. 1 
was used. It is built in the sensor head, consists of the thermal imager ATTICA, the 
visual daylight color TV camera and the laser range finder LDM38, stable aligned to 
each other. The sensor head is especially designed for an advanced surveillance task 
under rough environmental conditions. The main components of the stereo rig are 
visual cameras. They combine ¼ inch CCD detector with a powerful 36 × auto-focus 
zoom lens providing a wide/telescopic field of view, ideally suitable within surveil-
lance system applications. The effective picture elements of the cameras are approxi-
mately 440,000 px (752 × 582). The distance between cameras is equal to 225 mm. 
For the purpose of a video stream acquiring and a real-time operation, the Matrox 
Morphis Family frame grabber and Matrox Imaging Library were used. 

2.2 Camera Parameters 

In order to obtain a reconstruction of the scene depth in the Euclidean space, it is nec-
essary to determine the camera parameters. The classic calibration methods are based 
on a specially prepared calibration pattern with known dimensions and a position in  
a certain coordinate system [11]. For the purpose of obtaining the cameras parame-
ters, the calibration pattern with 289 markers was used. The calibration procedure 
(presented in detail in [11]) was conducted for 10 different zoom levels.  

2.3 Triangulation 

The 3D reconstruction from two views involves extracting target features from one 
image, matching and tracking these features across the second image, and using  
a triangulation method to determine position of the target points relative to the stereo 
rig. In this work, an extracting target area was set using the object detection algorithm 
on the left camera image. Next, the correspondence problem of finding the same win-
dows in the right image was solved using correlation-based method. The Sum of Ab-
solute Differences used in this work is presented below [12]: 

 1 2SAD( , , ) ( , ) ( , )
w w
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i w j w

x y d I x i y j I x d i y d j
=− =−

= + + − + + + +   (1) 

where I1, I2 are left and right image pixel grayscale values; dx, dy are disparity ranges; 
w is window size; i, j are coordinates of the central pixel of the working window for 
which the similarity measurement is computed. 

 

Fig. 2. Triangulation with non-intersecting rays 
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For the estimated central point of the windows in the left and right images (pl, pr), 
the point P(a, b, c) lies at the intersection of the two rays from ol through pl and from 
or through pr respectively (Fig. 2). 

Because of approximate camera calibration parameters and a target location, the 
two rays don’t actually intersect in the space, their intersection can only be estimated 
as the point of minimum distance from both rays. Assuming lap  can be the ray l , 

T
rc+T R p  can be the ray r and w can be a vector orthogonal to both l and r, triangu-

lation problem reduces to determining a midpoint of segment parallel to w and joins l 
and r. It can be computed solving the linear system of equations [12] 

 Ta b c+ = +p w T R pl r  (2) 

where a, b, and c are coordinates of point P. 

2.4 Object Detection Algorithm 

One of the purpose of this study was to elaborate an reliable object detection algo-
rithm. It means, that any changes caused by a new object should be detected, whereas 
un-stationary background regions, such as branches and leafs of a tree or a flag wav-
ing in the wind should be identified as a part of the background. In order to meet the 
above assumption, the following algorithm was proposed. To present our work in  
a readable way, the algorithm was divided into the main pieces and shortly described. 

Grabbing 5 Consecutive Frames. Working with more consecutive frames improve 
detection quality, but it is very time consuming. In our experiment, there was found 
that 5 frames were the best choice for the further calculation. Because of the video 
stream consists 25 frames per second, this assumption determines that the algorithm 
can detect object 5 times per second. The each grabbed frame is divided then into red, 
blue and green channels. All operation on images were performed using Matrox Li-
brary, which represents each pixel of an image as an element of a matrix.  

Image Filtration Using Median Filter. A median filter is effective against all local 
noise pulse, causing them to not blur in to the larger areas [13]. It eliminates those 
pixels of the image for which the intensity values differ significantly from the other 
pixel intensity values in the window. Median filtering does not introduce new values 
to the image, so requires no additional scaling. 

Reduction of Resolution of Frames. It was presented in the literature [14], that a 
reduction in a resolution of an image helps decrease an influence of a noise. In the 
present work the resolution of frames is reduced by 50 %. 

Edge Detection Using Sobel Operators. For each channel, an edge detection is car-
ried out using Sobel operators. The advantage of using Sobel operators is that the 
calculated edges are very broad [15]; this feature is important for further standard 
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deviation calculations. Working on each color channel separately allows to improve 
the edge detection. 

Addition Red, Blue and Green Channels. In this step the edges of 5 consecutive 
frames are retrieved. The red, blue and green channels of each frame are added and 
normalized to consist the edge information in the range from 0 to 1. 

Combination of 5 Consecutive Frames. This is crucial a part of the algorithm. By 
combination of 5 consecutive frames we achieved that the only trace of moving object 
was capture on the image. Number of 5 frames allows for real-time calculations with 
fairly well object detection. For the smaller number of frames objects were not detect-
ed properly, whereas larger number of frames was not suited for a real-time calcula-
tion. The combined frame was calculated as 

 4 3 2 2 1| |c k k k k k kf f f f f f f− − − − −= + + − + +  (3) 

where cf  is the combined frame and kf  is the number of the grabbed frame. 

Division the Combined Frame into 10 × 10 Pixels Blocks. In this step the combined 
frame are divided into 10 × 10 px blocks. For each block a mean value of all pixels is 
calculated. Next, the matrix composed of mean values of pixels blocks is computed.  

Statistical Analysis. The matrix obtained in the previous step is used for a statistical 
analysis. First, the standard deviation in each row and column is calculated. Then, the 
value of each element of the matrix is compared to the mean value of the standard 
deviation of its row and column. The elements with higher values are classified as 
foreground and label as 1. Simultaneously, each element is compared with mean val-
ue of all elements and classified as previously. Then, each elements classified as fore-
ground in both comparisons is labeled as containing moving object. 

Morphological Opening Operation. Morphological opening operation removes 
small objects and details, and smooths the contour of the recognized object, without 
changing its size [15]. This operation is able to clean the background from almost all 
noises in the form of short segments defined at the stage of a statistical analysis.  

3 Results 

It is apparent that an universal detection and localization algorithm suited for every 
application is impossible to elaborate. Therefore, in this study, the algorithm particu-
larly design for military applications, that is able to detect especially humans, vehicles 
and planes was performed. Verification of its proper operation was made by conduct-
ing series of experiments. Fig. 4 shows sample results of executed tests. 
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Fig. 3. Performance of the algorithm for an example video sequence 

The third frame grabbed from 5 consecutive images is visible in Fig. 4a. Fig. 4b il-
lustrates combination of the grabbed images after a median filtration, a reduction of 
resolution, an edge detection and an addition of red, green and blue channels. As can 
be seen, the only edges connected to the moving object remained on the picture.  

The effect of a division the combined frames into 10 × 10 px blocks can be ob-
served in Fig. 4c. This step is very important because identifies and connects an area 
where the detected object is placed.  

Some results of the statistical analysis are given in Fig. 4d. By calculation of the 
standard deviation in each column, the accurate position of the detected object was 
obtained and additionally a remained noise was removed from the frame.  
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The standard deviation calculation is an essential step for a foreground classifica-
tion and a morphological opening operation shown in Fig. 3e. The foreground classi-
fication identifies and connects an area of the detected object, whereas a morphologi-
cal opening operation removes the noise and small unnecessary objects.  

In order to compare our method with methods presented in the literature, basic 
Gaussian mixture and optical flow algorithms were implemented. For example, figure 
3f illustrates the Gaussian mixture method for the example video sentence. As can be 
seen, the background is not updated properly and the object steel exist in its previous 
position. On the other hand, optical flow method appeared to be too sensitive and a lot 
of noise was detected as the object. It confirms that basic algorithms should not be 
adapted for a specific application. 

The labeled area from the Morphological opening operation step is used in The 
Sum of Absolute Differences method for solving the correspondence problem of find-
ing the same windows in both stereo pair images. Solving correspondence problem 
allows determine a position of the target relative to the stereo rig using the triangula-
tion method. To validate the results the obtained position was compared with a hand-
made measurement. For the various 3D scenes observed by the cameras, the positions 
of the selected points were calculated using the triangulation method. Then, the hand-
made measurement using an laser distance meter was done. The experiment shown 
that the distance difference between the hand-made and the stereo measurement was 
less than 3 % for the close objects (up to 10 meters) and less than 10 % for the distant 
objects (up to 100 meters). The obtained results strictly dependent on geometric  
parameters of a stereo vision system; accuracy of a measurement decreases with dis-
tance increase between a stereo rig and a target. It could be unacceptable for applica-
tions based on an exact position, but for the target localization it seems to be  
appropriate. 

In general, for the most obtained results, the algorithm detects objects accurately. It 
should, however, be noted that sometimes un-stationary background regions, such as 
branches and leafs of a tree or flags waving in the wind were detected as foreground. 
In this case the target localization algorithm can be easily used. It is possible to mark 
an unwanted object position and exclude the object from detection using the presented 
localization method. For example, branches of a tree would be passed over, whereas 
moving cars of humans in front of the tree, nearer to the cameras, would be detected. 

4 Conclusions 

The problem of smart visual surveillance for an automatic object detection and locali-
zation was studied. We have developed the algorithm particularly design for military 
applications that is able to detect especially humans, vehicles and planes. For the pur-
pose of the object detection and localization, the stereo rig consist of  CCD-C-Z36 TV 
(Carl Zeiss Optronics GmbH) cameras have been used. We have focused on a classic 
method of cameras calibration and triangulation technique to calculate a position of  
a detected object in a stereo vision rig coordinates frame.  
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Our results show that the algorithm detects objects accurately and the troublesome 
un-stationary background regions can be excluded from the detection using the pre-
sented localization method. However, one positive feature of a 3D reconstruction 
using a stereo vision system have not been utilized; usage of two cameras enables not 
only localization, but also calculation of detected object dimensions. This advantage 
is very important for a classification problem. Therefore, the future work will focus 
on the classification problem based on dimensions and shapes of detected objects. 
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