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Industrial Research Institute for Automation

and Measurements PIAP
Warsaw
Poland

ISSN 2194-5357 ISSN 2194-5365 (electronic)
ISBN 978-3-319-10989-3 ISBN 978-3-319-10990-9 (eBook)
DOI 10.1007/978-3-319-10990-9

Library of Congress Control Number: 2014948177

Springer Cham Heidelberg New York Dordrecht London

c© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broad-
casting, reproduction on microfilms or in any other physical way, and transmission or information storage
and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known
or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with reviews
or scholarly analysis or material supplied specifically for the purpose of being entered and executed on a
computer system, for exclusive use by the purchaser of the work. Duplication of this publication or parts
thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location, in its cur-
rent version, and permission for use must always be obtained from Springer. Permissions for use may be
obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under
the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material
contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Foreword

Broadly perceived control, automation, robotics and measuring techniques belong to
the most relevant fields of science and technology, both from the point of view of theo-
retical challenges and practical importance. In spite of being separate areas of research,
knowledge and expertise, they are strongly related, both in terms of paradigms and tools
and techniques employed, as well as in terms of their industrial scope of applications.
Therefore, an industrial, practice oriented perspective is an important aspect of those
areas. Moreover, automation, robotics and measuring techniques have a significant in-
novative potential as the current industrial practice calls for a further integration of all
kinds of production systems, more ecological and energy efficient solutions as well as
cost and time effective production and manufacturing processes.

Among many important problems and challenges faced by automation and control,
most of which have been reflected in the scope of the papers included in this volume,
one can mention, for instance, discrete systems, actuators, diagnostics, and modern
tools exemplified by fuzzy logic, evolutionary computation, neural networks, proba-
bilistic approaches, etc.

In robotics, in particular in its part related to the development of mobile robots, one
can quote as crucial problems and challenges various problem solving tasks related to
the control of walking robots, control of manipulators, motors and drivers, mechatronic
systems, and tracking control.

Measuring techniques and systems have to overcome, first of all, barriers implied
by environmental conditions and limitations. They call for the development of novel
sensors (also utilizing novel materials such as graphene), advanced signal processing
and a more foundational development focused on the theory of metrology.

This book presents the recent advances and developments in control, automation,
robotics, and measuring techniques that are trying to meet those challenges and to fulfil
those technological, economic and social needs. It presents contributions of top experts
in the fields, focused on both theory and industrial practice. The particular chapters
present a deep analysis of a specific technical problem which is in general followed by
a numerical analysis and simulation, and results of an implementation for the solution
of a real world problem.



VI Foreword

We strongly believe that the presented theoretical results, practical solutions and
guidelines will be useful for both researchers working in the area of engineering sci-
ences and for practitioners solving industrial problems.

Warsaw Jan Awrejcewicz
July 2014 Roman Szewczyk

Maciej Trojnacki
Małgorzata Kaliczyńska
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Synchronized Trajectory Tracking Control of 3-DoF Hydraulic
Translational Parallel Manipulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269
Piotr Wos, Ryszard Dindorf

Part III: Measuring Techniques and Systems

Wireless Temperature Measurement System Based on the IQRF
Platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Piotr Bazydło, Szymon Dąbrowski, Roman Szewczyk
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Rational Use of Primary Energy in Single-Family  
Residential Houses 

Dominik Ambroziak, Łukasz Skarbek, Piotr M. Tojza, Jacek Jaworski,  
Dawid Gradolewski, and Grzegorz Redlarski 

Gdansk University of Technology, Gdansk, Poland 
{dambroziak,lskarbek,ptojza,jjaworski,gradolewski, 

g.redlarski}@eia.pg.gda.pl 

Abstract. This work presents results of the primary energy use for heating resi-
dential single-family house. Analysis includes domestic hot water system 
(DHW) and heating, ventilation and air condition system (HVAC). During re-
searches the conventional and alternative energy sources (natural gas, biomass, 
fuel oil, bituminous coal, lignite, or electric energy obtained from electric 
power system – EPS) were used in DHW and HVAC systems. Furthermore in 
the article, the analysis of sulfur dioxide emission to the atmosphere during en-
ergetic combustion of energy source was performed. 

Keywords: primary energy, energy politick, sulfur dioxide emission, single-
family residential house. 

1 Introduction 

Dynamic industrial development of European Union Countries makes the issues of 
effective utilization of fuels as essential task in the immediate future [4, 6, 7]. Exam-
ple of this initiative is the ruling of Kioto Protocol [21] (implemented in 2005) deter-
mining the international agreement concerning limitations of pollutants emission to 
the atmosphere through the increase in renewable energy utilization. 

The consequence of these decisions are numerous regulations in terms of effective 
energy utilization, introduced both by the European Parliament [2, 15–17] and by the 
all member states of the European Union – including Poland [10–14]. 

Constantly growing energy demand [20] causes a great number of problems con-
cerning environmental pollutions and creates difficulties related to the energy balanc-
ing. Depending on the source type of generated power (electrical, thermal, nuclear, 
etc.), further appear inconveniences associated with the optimal delivery of energy 
raw material for energy production. 

Analyzing the usage of primary energy sources in Poland, the dominant role of 
coal as a primary resource can be noticed. This is due to substantial deposits of this 
material in Poland, located mainly in the southern part of the country. This arrange-
ment results in the location of the power plants majority almost exclusively in the  
areas of energy resource deposits occurrence (Fig. 1). Such situation creates another 
issue related to the necessity of electricity transmission to other parts of the country. 
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Fig. 1. Distribution of system power plants in Poland (source: [9]) 

It should be noted that in the 50 % Polish area the 91 % of total energy from sys-
tem plants is generated. Existing imbalance prompts the obvious loss of energy result-
ing from the transport over long distances (Table 1). 

Table 1. Values of electric energy consumption and losses in Poland over the last decade [5, 20] 

Value [GWh] 2005 2007 2008 2009 2010 2011 

Domestic consumption: 131,186 139,584 143,700 136,996 144,453 147,668 

Household consumption: 26,565 27,713 28,425 28,684 29,774 29,383 

Energy losses: 14,563 14,416 11,255 12,533 11,851 10,638 

 
The analysis of data presented in Table. 1 shows that approx. 7.2 % of domestic 

electric energy consumption accounts for the losses associated with the generation, 
transmission, control and storage. Hence, they are so essential that could satisfy 
approx. 36.2 % of the total electric energy consumption of all the households in Po-
land. Such a significant share of losses, on a global scale, means that the issue of en-
ergy effectiveness is currently of particular importance. Instances are inter alia: new 
regulations placed on residential building including single family houses. These re-
quirements are of particular concern to the need of reducing the consumption of non-
renewable energy, used for the purpose of exploitation. 

Currently, most of household energy consumption (from 60 % to 90 %) is associat-
ed with the operation of systems: domestic hot water system and heating, ventilation 
and air condition system. Therefore, the analyses of those systems are performed 
further in the article. 
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2 Analysis of Annual Energy Demands and Sulfur Dioxide 
Emissions to the Atmosphere in a Single-Family Residential 
Building 

2.1 The Assumptions and Analysis Range 

Fig. 2 presents the scheme of single-family residential building used as a base for the 
simulations and further analysis. In this research, to supply the domestic hot water 
system (DHW) and heating ventilation and air condition system (HVAC), were used 
traditional energy sources such as: bituminous coal, lignite, natural gas, fuel oil, elec-
tric energy as well as environmentally friendly biomass. 

 

Fig. 2. Scheme of single-family residential building used in the research 

Table 2. Summary of the building parameters used in the analysis 

Surface: 216.2 m2

Cubature: 535.1 m3

Place Gdansk (1st climatic zone) 
Type of cooling system: non 
Type of ventilation system: gravitational 
Citizens: 5

Moreover, it was assumed that the object of the research is located in the first cli-
matic zone in Gdansk and is inhabited by five citizens (very important information 
due to calculations of annual energy consumption). Table 2 presents the statement of 
the building parameters used in the analysis, as: cubature, type of cooling and ventila-
tion systems, or number of inhabitants. 
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2.2 The Calculation of Annual Sulfur Dioxide Emissions and Building 
Demands for Primary Energy 

The calculation methodology results from the adoption of normative value of losses 
on building heating and ventilation – according to requirements of EN 13790:2008 [3, 
18, 19] standard. In the next step the primary energy was obtained, in accordance to 
current methodology pertain to determining the energy efficiency of buildings. The 
value of this energy depends mainly on the total surface of the building (Af), as well 
as total energy consumption for each subsystem (QP,W for HVAC system and QP,H for 
DHW system). 

 f

HPWP

A

QQ
EP ,, +

=   (1) 

The amount of annual emission of sulfur dioxide mainly depends on fuel ratio 
(Bw, BK), emissions of sulfur dioxide ratio (SO2,W, SO2,H) and normalization coefficient 
(mW, mK) [18]. 

 KKKWWW mSOBmSOBSO ⋅⋅+⋅⋅= ,2,22
  (2) 

This method allows to estimate the total primary energy consumption in residential 
buildings and the total annual sulfur dioxide emission to atmosphere. This approach 
also enables to determine the benefits of utilize the non-conventional energy sources. 

3 Results of the Analysis 

Table 3 presents results of the above mentioned analysis, taking into account: annual 
energy demand for HVAC system (QK, H), annual energy demand for DHW system 
(QK, W), total annual emissions of sulfur dioxide to the atmosphere from selected en-
ergy source (SO2) and total annual demand for primary energy of the object (EP). 

Table 3. Summary of the analysis results 

Energy source QK,H [kWh·a-1] QK,W [kWh·a-1] SO2 EP 
Biomass 24,154.94 3501.56    4.46  25.58 
Bituminous coal 18,558.06 3501.56  55.01 112.23 
Lignite 18,558.06 3501.56 522.88 112.23 
Fuel oil 17,098.44 3501.06   17.47 104.81 
Natural gas 17,098.44 3501.06     0.00 104.81 
Electric energy 12,171.58 2433.03 132.90 202.65 

 
Due to the similar nature of HVAC and DHW systems the analyses results of final 

energy demand for bituminous coal and lignite energy sources are the same (for natu-
ral gas and fuel oil the approach is analogical). 
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In order to better present the annual primary energy demand and total annual sulfur 
dioxide emission, depending on use of different energy source, Fig. 3 and Fig. 4 illus-
trate summary those analysis results. 

 
Fig. 3. Summary of primary energy consumption for the referential object 

 

Fig. 4. Summary of sulfur dioxide emission to the atmosphere for the referential object 

The results clearly show that primary energy consumption is greatest when HVAC 
system and DHW system utilize electric energy obtained from the EPS as an energy 
source. Simultaneously, the results show on biomass as the lowest primary energy 
consumption source of energy. 
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This information is very important on the grounds of planning energy development 
strategy, because it shows how to limit the consumption of raw materials. Evidence to 
support that thesis is possibility to utilize biomass as an energy source to reduce pri-
mary energy demands by up to 87 %, compared to the worst scenario (electric energy 
obtained from electrical power system). Taking into account this fact, the utilize of 
non-conventional energy sources is particularly important, especially for areas distant 
from the power plants, or/and heating plants. Due to utilize biomass as energy source, 
energy losses associated with its transmission can be sharply reduced. Also it should 
be noted that in Poland the bituminous coal is the main energy raw material which 
during the energetic combustion emits great amounts of carbon and sulfur dioxide to 
the atmosphere. 

Definitely the greatest sulfur dioxide emission to the atmosphere was in the case of 
lignite used as a source of energy. Furthermore biomass and natural gas were charac-
terized by the lowest sulfur dioxide emission to the atmosphere. 

The analysis clearly shows superiority pro ecological solutions over conventional 
solutions (bituminous coal, lignite, fuel oil, or electricity) in view of environmental 
impact. The worst results was gained for lignite and electrical energy obtained from 
EPS. 

4 Conclusions 

The mentioned above issues, in the light of current topics of primary energy ergo-
nomic use, take on special meaning especially when referring to the current European 
Union guidelines and to the problems related to environmental protection. Thus it is 
particularly valuable to conduct diverse forms of support for any thermomoderniza-
tion projects, especially for those which seek to use renewable energy sources. An 
example of government policy in this area is undoubtedly the law act of supporting 
thermomodernisation projects that, following an energy audit, allow for applying for  
a 20% refund of the contracted for this purpose investment loan amount. 

It should be noted also that although the presented results refer to a specific type of 
residential building, they can be considered as representative of the majority of resi-
dential buildings. The differences in primary energy consumption for other buildings, 
will result most of all from the application of other than the assumed in the analysis 
technological solutions – including the efficiency of certain devices. 
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Abstract. Effective and robust method of determination of Jiles-Atherton 
model’s parameters is one of the most significant problem connected with mag-
netic hysteresis loop modelling. Parameters of this model are determined during 
the optimisation process targeting experimental results of hysteresis loop meas-
urements. However, due to appearance of local minima, the cognitive methods 
have to be applied. One of the most common method are evolutionary strate-
gies. On the other hand, typical evolutionary strategies, such as μ+λ are expen-
sive from the point of view of calculation time. To overcome this problem,  
differential evolution was applied. As a result, the calculation time for determi-
nation of Jiles-Atherton model’s parameters was significantly reduced. 

Keywords: magnetic hysteresis model, differential evolution. 

1 Introduction 

In spite of the fact, that Jiles-Atherton model of magnetization process [1, 2] was 
presented the first time in 1984, it is still very popular and utilized for crystalline and 
amorphous alloys [3–9]. Recent developments of Jiles-Atherton model are mainly 
focused on physical aspects [10–13] and engineering [14] applications. 

However, all these works require robust, reliable and cost-effective methods of de-
termination of Jiles-Atherton model’s parameters. Since the beginning, for this task 
optimisation methods were used [15]. However, efficiency of gradient optimisation 
methods is significantly limited due to the fact, that typical target function exhibit 
local minima [16]. For this reason, cognitive method of global optimisation were 
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used, such as genetic algorithms [17] or evolutionary strategies [18]. Among used 
solutions, the (μ+λ) strategy, together with simulating annealing and local gradient 
optimisation [19] is popular. However, such solution is extremely expensive from the 
point of view of calculation time. 

This paper presents new approach to determination of Jiles-Atherton model pa-
rameters oriented on differential evolution algorithm. As a result the computation 
time was significantly limited without reduction of efficiency and robustness of de-
termination of Jiles-Atherton model’s parameters given for specific experimental 
results. 

2 Principles of Jiles-Atherton Model of Magnetic Hysteresis 

Modelling the magnetic hysteresis with Jiles-Atherton model covers two steps [2]: 
determination of anhysteretic magnetization Mah and modelling the hysteresis by dif-
ferential equation considering the sign of changes of magnetizing field H. This ap-
proach is recently criticized [10], however good agreement with experimental data 
can be achieved. 

In Jiles-Atherton model anhysteretic magnetization for isotropic magnetic materi-
als Mah_iso is given by the Langevin equation [2]: 
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where a is determined by the domain walls density in the magnetic material [2], 
whereas effective magnetizing field He is given as [1]: 

MHHe ⋅+= α                                                      (2) 

where α determines interdomain coupling. 

According to corrected Ramesh extension of Jiles-Atherton model for anisotropic, 
ferromagnetic materials, anhysteretic magnetization in anisotropic magnetic materials 
Mah_aniso [20, 21] is given as: 
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Presented equations are valid for uniaxial anisotropy, where Kan is the average en-
ergy density and ψ is the angle between direction of magnetizing field and the easy 
axis of magnetization due to the anisotropy. Other types of anisotropy were also con-
sidered [22], however, any form of anisotropic anhysteretic magnetization equation 
can be solved using antiderivatives. As a result, it have to be solved using numerical 
integration. 

In Jiles-Atherton model, the hysteresis loop is determined by the irreversible mag-
netization Mirr [1]: 

k

MM
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dM irrah
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δ
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where the parameter k quantifies average energy required to break pining site. In this 

equation parameter δ = +1 for 0≥
dt

dH
 and δ = –1 for 0<

dt

dH
. Additional parameter 

δM = 0 when 0<
dt

dH
 and Man – M > 0 as well as when 0≥

dt

dH
 and Mah – M < 0. In 

other cases δM = 1. Parameter δM guarantees that incremental susceptibility is always 
positive, what is physically judged [4, 17]. 

In the original Jiles-Atherton model, parameter k is constant [1, 2]. However, even 
Jiles and Atherton indicated, that this assumption is not judged from the physical 
point of view. Changes of parameter k are caused by changes of the average energy 
required to break pining site [23]. For this reason, J-A-S model’s parameter k can be 
connected with the magnetic state of the material (described by magnetization M) by 
the following equation [24]: 
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where Ms is saturation magnetization, whereas k0, k1 and k2 describe the function de-
termining k. In given equation, parameter k0 determines the minimal value of k, pa-
rameter k1 determines the maximal value of k, and k2 is shape parameter. For positive 
values of k2 the k(|M|/Ms) function is concave, and for negative value of k2 this func-
tion is convex [25]. 

In the Jiles-Atherton model, the reversible magnetization Mrev is given by the equa-
tion [2]: 

)( irranrev MMcM −⋅=                                              (8) 
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where c is parameter describing magnetization reversibility. Finally, total magnetiza-
tion M may be calculated from following ordinary differential equation (ODE) [4, 
17]: 
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considering the initial state of demagnetizated material, where H = 0 and M = 0. 

It should be highlighted, that accurate solving of Jiles-Atherton model’s equation is 
not trivial. Anhysteretic magnetization should be calculated using Gauss-Kronrod 
approximation for cyclic functions [26], whereas for solving the differential equation 
(9), the 4th order Runge-Kutta [27] method is recommended. 

3 Determination of Jiles-Atherton Model’s Parameters Using 
Differential Evolution 

To use optimization methods for determination of the Jiles-Atherton model’s parame-
ters, the target function has to be proposed. In presented investigation, the target func-
tion was given by the following equation: 

      
=

−=
n

i
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2))()((     (10) 

where BJA were the results of the modelling for magnetizing field Hi and Bmeas were 
the results of the experimental measurements respectively. It should be indicated that 
during the optimization process, target function F was calculated simultaneously for 3 
hysteresis loops measured for different magnetizing fields. This enabled optimization 
focused on achieving the model’s parameters suitable for wider range of the magnet-
izing field. 

The differential evolution algorithm [28] is stochastic derivative-free method, de-
signed for difficult non-linear non-convex optimization problems in continuous do-
main. As most of the other members of evolutionary algorithms family, differential 
evolution process group of solutions (called population of individuals). The algorithm 
is iterative – at each iteration t each solution from t – 1 is modified by mutation and 
crossover. The thing that is specific to differential evolution algorithm is a mutation 
operator. In the canonical version of the algorithm, a mutant vi is generated by adding 
difference between two randomly selected solutions to the third randomly selected 
solution, i.e.: 

( )210 rrri xxFxv −⋅+=     (11) 

where 

F ∈ (0, 1) is scale factor and it is a parameter of the algorithm. 
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There are several variants of this canonical schema. We used variant called differ-
ential evolution/local-to-best/1/bin, where the i-th mutant is a result of the sum of i-th 
solution, difference of two randomly selected solutions and difference of the best 
solution in current population and i-th solution, i.e.: 

( ) ( )21 rribestii xxFxxFxv −⋅+−⋅+=                                (12)  

The model and search algorithm were implemented in R language [29]. We used 
differential evolution version implemented by Ardia et al. [30]. We accepted parame-
ters of algorithm proposed by the implementation, i.e. 200 generations, 60 individu-
als, F = 0.8, CF = 0.5 (crossover probability). 

4 Results of Modelling 

During the experiment, the parameters of B(H) magnetic hysteresis loops of Finemet 
Fe73.5Si13.5Nb3Cu1B9 nanocrystalline alloy were determined using differential evolu-
tion algorithm. Since algorithm is stochastic, 25 independent runs were performed. 
Summary of the results is presented in Table 1, whereas Table 2 presents values of 
Jiles-Atherton parameters determined by the best solution found. These parameters 
were used to calculate theoretical magnetic hysteresis loop. The result if its compari-
son to measurements is depicted in Fig. 1. It can be seen, that acceptable agreement 
between experimental data and results of modelling was achieved. 

 

Fig. 1. Magnetic hysteresis loop of Finemet Fe73.5Si13.5Nb3Cu1B9 nanocrystalline alloy: experi-
mental results (lines) and results of modeling (circles) 
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Table 1 presents the values of Jiles-Atherton parameters determined during the ex-
periment, whereas Table 2 presents the parameters describing efficiency differential 
evolution algorithm. 

Table 1. Values of Jiles-Atherton parameters determined by differential evolution algorithm 

Parameter  Value 

A A/m 1.464 

k0 A/m 330.5 

k1 A/m 0.556 

k2  –18.50 

c  0.3906 

Ms A/m 1.045 106 

α  9.837 10–7 

Kan J/m3 2791 

Table 2. Summary of the results of 25 independent runs of differential evolution algorithm. An 
average, best and standard deviation of objective function value (equation 10) is reported 
together with an average time of one algorithm run 

average best 
standard deviation  

of objective function value 
time of calculations (h) 

4.33 3.66 0.41 21 

5 Conclusion 

Presented results confirm, that differential evolution algorithm is interesting alterna-
tive for (μ+λ) evolutionary strategy algorithm used previously [5]. Time of calcula-
tion required for differential evolution algorithm is about 10 times lower than for 
(μ+λ) evolutionary strategy. On the other hand, both algorithms determine global 
minima of target function with accuracy sufficient for most of technical applications. 

The support of the bilateral project APVV-Sk-PL-0043-12 is acknowledged from 
Slovak side. Polish side (Institute of Metrology and Biomedical Engineering) was 
supported by statutory founds within Polish-Slovak bilateral cooperation. 

Calculations for the modelling were made in the Interdisciplinary Centre for Mathe-
matical and Computational Modelling of Warsaw University, within grant G36-10. 
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Abstract. The article presents the microcontroller system for diagnostic and 
evaluation of the Stirling engine performance. For this purpose the model for 
the prototype engine analysis has been developed, to present the engine’s im-
proved benchmarking results. The most relevant objective in this respect was to 
achieve a uniform heat transfer across each tube of the hot gas heat exchanger. 
The functioning of this engine has been analyzed with the aim to find and opti-
mize the main working parameters. To obtain this goal the Stirling engine has 
been equipped with different kinds of electronic sensors. A microcontroller test-
ing circuit has been designed, which uses the acquisition of data from the data 
module. One of the important tasks of testing a Stirling engine is to present  
a model, which is able to represent the dynamics involved in all essential pro-
cesses of the engine. 

Keywords: Stirling engine, heat transfer, regenerator, performance. 

1 Introduction 

A Stirling engine is an external combustion engine based on the Stirling Cycle. De-
veloped first in 1816 by Robert Stirling, this engine produces power from differences 
in temperature. The working fluid inside the engine, typically air, hydrogen or helium, 
is heated on one end and cooled on the other, consequently causing the gas to expand 
and compress, respectively. In addition, the expansion and compression of the work-
ing fluid moves two pistons within the engine cylinder, which in turn are depending 
on the configuration, coupled in some manner with a drive mechanism to produce  
a net power output [16]. The Stirling engine requires a sufficient temperature differ-
ence (Tmax – Tmin) to operate. The low temperature Stirling engine operating on small 
temperature differences was studied in 1991 by Senft [5]. This machine runs with  
a temperature difference of only 0.4 ºC. In this construction was used a glass cylinder 
and a graphite piston, and it is not easy to manufacture such a system locally. A PTFE 
(PolytetraFluoroEthylene) cup was developed using 0.2 mm thick pure PTFE sheet. 

                                                           
* Corresponding author. 
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The manufacturing method was complex and this engine performance was not as 
good as reported but the Stirling machine run continuously for several months and has 
started and run only from the heat of a human hand. 

The maximum temperature difference is limited by the heat sink temperature, usu-
ally atmospheric and by the temperature limit of the hot end material. The heat source 
can be chemical, solar, nuclear or some other one, typical for thermal storage. By the 
use of heat pipe technology the heat source does not have to act directly on the hot 
end of the heat exchanger (Hargreaves, 1991) [6]. This can allow a more conventional 
heat exchanger design and much higher rates of heat transfer. 

As stated by the Second Law of Thermodynamics, heat must be dissipated from the 
Stirling engine. Considerable heat is discharged from an internal combustion engine 
by the exhaust directly to the atmosphere. For example, in a Diesel engine about 30 % 
of the heat supplied by combustion is dissipated by the exhaust and almost 35 % by 
the radiator. With the Stirling engine heat rejected by the exhaust has not gone 
through the engine cycle and is wasted. To maintain a high efficiency of an engine, 
more heat must be dissipated by the radiator. This puts about twice the thermal load 
on the radiator than in a comparable Diesel engine (Walker) [7]. This is less of a con-
cern with marine engines but can add considerable expense and bulk when the heat is 
dissipated to the atmosphere via radiator. Stirling engines lack a throttling method 
inherently built into other engines. One method of changing power output is to change 
the diameter of the choke point of the engine, which is the point at which the hot air 
flows from the heat transfer to the engine cylinder. Choke points are often specifically 
designed to work optimally at one setting. A choke point that can be varied is advan-
tageous, because power output can be altered on the fly. The goal of this project is to 
develop a simple variable choke point for use in a small Stirling engine. Originally, 
types of Stirling engines were classified into three groups, according to the Kirkley-
Walker classification system: Alpha, Beta, and Gamma [9], depicted on Fig. 1. 

 

Fig. 1. Stirling engine types: Alpha, Beta, and Gamma [8] 
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Now these terms only describe the cylinder couplings of a Stirling engine. Cylinder 
coupling identifies the way, in which the displacer piston and the power piston are 
connected, with respect to the connection of the variable volume working spaces. 
These are the spaces inside the engine cylinder, where the working fluid is heated and 
cooled, respectively (Sandfort, 1962) [8]. Within the scope of R&D project presented, 
a new heating system for Stirling engine has been developed and optimized. The  
advantage of a Stirling engine is that the heat is transferred from the outside to the 
engine via tubing of a heater. The Stirling heater is designed for high flue gas temper-
ature and is directly connected to the furnace. The surface temperature of the heater in 
Stirling engine is typically in range of 600 °C – 700 °C. 

The Stirling engine is a multi energy-sourced engine, as it may use solar energy, 
combustion energy and heat from old coal reuse heaps. They make considerably less 
pollution than the traditional engines. The absence of explosive nature in converting 
heat energy into mechanical one, conveys to silent and cleaner operation. The power 
output is produced by the separate motions of the individual pistons. Piston coupling 
is very important in Stirling engines. There are three basic forms with many further 
subdivisions. A rigidly coupled Stirling engine uses a solid mechanical linkage that 
connects the reciprocating elements to each other and the power take-off mechanism. 
Typical types of rigid coupling include: slider-crank, rhombic drive, swash plate, 
Scotch Yoke, crank-rocker, and Ross rocker. 

 

Fig. 2. The Stirling engine plant facilities 
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Drive mechanism poses some problems for the Alfa type Stirling engine, since dis-
continuous motion is required to achieve the volumetric changes that result in a net 
power output. For this reason, in this engine for transferring dual piston motion into 
rotational motion – the Ross yoke mechanism has been implemented. 

On Fig. 2 the schematic of a small scale plant based on a Stirling engine is shown. 
To achieve a high efficiency a continuous combustion unit (CCU) has been applied as 
a biomass furnace. It must operate at a high temperature, but peak temperature should 
be impeded, in order to keep the risk of ash slogging and fouling low. The objective 
of the research was to study the Alfa type Stirling engine, which has been developed 
in order to perform modernization and to make a benchmark of it efficiency. The Alfa 
engine shown in Fig. 1 consists of two separate cylinders, and each one has its own 
piston. 

 

Fig. 3. Thermodynamic cycle of the Stirling engine 
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The Ross Yoke mechanism does not produce sinusoidal volume variations and has 
the advantage over the traditional system by minimizing lateral forces acting on the 
pistons, and leading to a more efficient and compact design. The expansion volume is 
maintained at high temperature, and the compression volume is maintained at low 
temperature. The theoretical efficiency is equivalent to the Carnot cycle. The Stirling 
engine works in a closed cycle, as shown in Fig. 3. 

As the working gas here is helium, trapped in the machine undergoes the following 
transformations: from point 1 → 2 isothermal compression, from point 2 → 3 iso-
choric heating, from point 3 → 4 isothermal expansion, from point 4 → 1 isochoric 
cooling. In this cycle a constant mass of helium is alternately: relaxed, cooled, com-
pressed and warmed. The processes of heating and cooling are improved by using  
a regenerator. The regenerator is generally a metal cylinder, constituted by an annular 
unit. Matrix for the regenerator is based on 0.14 mm steel wire. It works as a thermal 
sponge, which alternatively absorbs and releases heat. 

2 The Stirling Engine Testing Facilities 

The objectives of the test bench are mainly to characterize the performance of Stirling 
engines and to evaluate different control strategies for engines, which operate with 
variable heat sources. With respect to the thermal metrology conditions, the engine is 
equipped with eight thermocouples, four pressure transducers and volume transduc-
ers. Voltage delivered by this transducer is proportional to the volume of gas shunt in 
the Stirling engine, as shown in Fig. 4. 

In order to monitor the Stirling engine performance some temperature sensors have 
been mounted. Measuring the temperature in the Stirling engine is not a simple matter 
because of the small volumes involved in the exchangers and the fast changes of the 
temperature of the working gas during the thermodynamic cycle. So, only the average 
temperature can be measured during a single cycle. The engine has been equipped 
with 5 temperature sensors inside the regenerator, one inside a tube from the hot side 
of the heat exchanger, one inside the one from the cold side, and two inside the com-
pression chamber. Other temperature sensors were mounted in the water circuit, in the 
carter and in the exhaust gas circuit. The compression chamber pressure has been also 
monitored, together with the rotational speed of the crankshaft and the output electric 
power generator. To reach those objectives the system has been equipped with sen-
sors, actuators and software arrangement that allow a flexible operation. The micro-
controller based system measures Torque and Rpm on the main shaft. Using this data 
volume a transducer will determine the total air volume trapped in the 2 rooms, as 
well as in the regenerator. It delivers the signal of continuous tension. Its maximum 
corresponds to Vmax = 230 cm3 and the minimum corresponds to Vmin = 120 cm3. 

The Fig. 5 shows the pressure and the temperature distributions in the various en-
gine compartments. The heater and the cooler walls are maintained isothermally at 
temperatures: Twh and Twc respectively. 
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Fig. 4. Stirling engine testing facilities 
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Fig. 5. Heater and cooler effective temperatures 

A letter V denotes Volume, a letter P denotes Pressure, a letter T – Temperature,  
a letter Q – Heat, a letter R – gas constant, m – mass of gas in different compartments 
and some of these letters have the following subscripts: cs – denoting a compression 
space, c – a cooler, r – a regenerator, h – a heater, es – an expansion space, and w – 
wall, so for example Twc denotes a temperature of a cooler’s wall. The temperature of 
the gas in the various compartments can be calculated from the perfect gas law: 

 Tcs = Pcs ⋅ Vcs / R⋅ mcs  

 Tc = Pc ⋅ Vc / R⋅ mc (1) 

 Th = Ph ⋅ Vh / R⋅ mh 

 Tes = Pes ⋅ Ves / R⋅ mes. 

3 The Thermocouple Circuit for Temperature Monitoring 

The test platform is composed of different subsystems: heating and cooling subsys-
tem, electric subsystem, management and control subsystem. The platform allows 
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testing the Stirling engine under different filling pressures, shaft speeds and hot tem-
peratures of the heat exchanger. Related to the last one, a temperature control loop 
implemented in the hot air generator controller (independent of the engine operating 
conditions) allows the hot temperature of the heat exchanger, fixing, whichever en-
gine control system has been employed. The management software permits running 
semi automatic tests at different operating conditions, and with its manual version, 
testing new strategies for start and stop procedures. The temperature of the engine is 
subject to the thermal regime conditions. In the conducted testing as thermoelectric 
sensor Fe-CuNi/J/ class 1 we used transducers (thermocouple type TTJ/KE-361), 
what is shown in the schematic diagram in Fig. 6. 

 

Fig. 6. The thermocouple circuit for temperature monitoring in the Stirling engine 

The thermocouple matches the characteristic of type J (Iron-Constantan) and is 
trimmed for type K (Chromel-Alumel) inputs. Thermocouple amplifiers shown in 
Fig. 4 represent calibration accuracies ±1 °C, working with cold Junction Compensa-
tion and High Impedance Differential Input. It combines an ice point reference with  
a prefabricated amplifier to produce a high level (equal to 10 mV/°C) output directory 
from a thermocouple signal. 

It can be used to amplify its compensation voltages directly, thereby converting it 
to a stand alone Celsius transducer, with a low impedance voltage output. It includes 
Reference temperature U3 MCP9800A0T digital temperature sensor. The register 
setting allows for user selectable 12-bit temperature resolution measurements. The 
sensor works in industry standard I2C. To reduce the amount of circuitry the applica-
tion monitors only four signal channels, but any number of channels supported by the 
PIC18F2550 microcontroller could be monitored. Working gas temperature and pre-
ssure are measured at the three points, which are: the compression space, the expan-
sion space, and the buffer space. Wall temperature of the cold side heat exchanger is 
measured at the top and the bottom side. 
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4 Engine Adjustment 

For the purpose of testing and adjustment the Alpha Stirling engine was build with 
Ross Yoke linkage. As a Hypothesis was taken the problem of finding the choke point 
in small Alfa Stirling engine, allowing to increase this engine efficiency. And the goal 
of this project is to develop a point for opening the valve V1 to increase the power 
output of the Stirling engine. 

 

Fig. 7. The ranges of valve’s open and closed periods 
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Fig. 8. Dependency of the average power output from angle and acceleration values 
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Fig. 9. Dependency of the average power output from the average acceleration value 

An assumption in this investigation is that the simplified Stirling engine used in the 
development of the variable valve timing point models the larger, more complex ones 
accurately. With this assumption the valve timing point can be easily scaled up, in 
order to work with larger, more powerful and more usable engines. The variable tim-
ing point can be varying on programmed circuit, utilizing PIC18F4550 microcontrol-
ler. Threshold for the start – counts the time developed on a Hall sensor and driver for 
valve is controlled not only by time period but also by phase. 

5 Conclusions 

Through our test bench we have carried out experimental analysis of the α Stirling 
engine, which have allowed us to investigate the importance of applying the correct 
buffer volume pressure in order to obtain advantages in term of the power on the 
shaft. The resulting energy dissipation has lead to severe limitations on the maximum 
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attainable thermal efficiency, and non-dimensional power output P. These limitations 
were independent of the regenerator conductance. It became obvious that the power 
generated by the engine would be rather limited, what would make it still not very 
useful, but the purpose of our research was to investigate the designed Stirling engine, 
not just to generate a lot of power. While testing a variable valve timing point has not 
been yet finished, the results of this project indicate that continuing research in this 
area is needed and might be valuable. 

Acknowledgments. This contribution was prepared in the framework of the research 
project No. UDA – POIG.01.04.00-24-023/10-00. Katowice. 
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Abstract. Effective control of a fuel cell requires a proper mathematical model. 
Plenty of completely described models of PEM fuel cells operating on hydrogen 
and air are to be found in the literature. However, there is a lack of the models 
for the PEM fuel cells operating on pure hydrogen and oxygen. The paper pro-
poses a static model of such an energy source. Parameters of the model are de-
termined by the Genetic Algorithms using experimental data gathered during 
operation of the real hydrogen/oxygen PEM fuel cells stack. 

Keywords: PEM fuel cell, polarization curve, model identification, genetic  
algorithms. 

1 Introduction 

For decades, fuel cell technology has been developed by many research facilities to 
bring it to the technological state that would allow to widespread its implementation 
and make the fuel cells a competitive alternative for other currently available energy 
sources. An intense development of fuel cells is caused by necessity of limiting 
greenhouse gases emission and, on the other hand, by possibility to achieve higher 
efficiency of energy conversion and higher energy density in comparison with other 
energy sources. 

Fuel cells are electrochemical devices that convert energy, released during  
a chemical reaction of fuel and oxidant, into electric one in a single step process with-
out necessity of converting energy into heat. There exist several types of fuel cells, 
each using a different electrolyte to separate the fuel cells electrodes. The one having 
the widest possible applicability is proton exchange membrane fuel cell (PEM FC), 
also known as the polymer exchange membrane fuel cell. It has a lot of advantages in 
comparison with other fuel cell types. The most important are: operation in relatively 
low temperatures, which assures fast start up, the highest efficiency and zero pollution 
emission [1–3]. The fuel cell needs to be continuously supplied with the fuel and 
oxidant, which in case of the PEM FC are hydrogen and oxygen, and generates elec-
tric energy, heat, and water as a product of reaction. 

Effective control of the fuel cell requires having a fully defined mathematical mod-
el, i.e. dependencies describing its behavior. Many models of the specific PEM fuel 
cells operating on hydrogen and oxygen from air can be found in the literature [4–6]. 
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Unfortunately, they cannot be used directly as they are if the reactant composition 
changes. Moreover, the literature does not present models with defined parameters for 
the PEM FCs operating on pure hydrogen and oxygen, which is the major require-
ment in underwater applications [3, 7, 8]. The paper proposes a mathematical model 
of the hydrogen/oxygen PEM FC, convenient for a control process, and a procedure 
of determination of its parameters by the Genetic Algorithms. 

2 Mathematical Model of PEM Fuel Cell 

Reactions taking place on the electrodes of the PEM FC are described by a hydrogen 
oxidation reaction (1) on the anode and an oxygen reduction reaction (2) on the cath-
ode [9]: 

 −+ +→ eHH 442 2  (1) 

 OHHeO 22 244 →++ +−  (2) 

An overall reaction is expressed by the equation: 

 OHOH 222 22 →+  (3) 

2.1 Reversible Open Circuit Voltage  

Electric energy generated by the fuel cell comes from a change of the Gibbs free en-
ergy of formation during the reaction (3). That change is equal to the difference be-
tween the Gibbs free energy of formation of the product (water) and the Gibbs free 
energy of formation of the reactants (oxygen and hydrogen) [1]:  

 tsreacproduct GGG tan−=Δ  (4) 

For further considerations, it is convenient to analyze it in the molar notation, 
hence the formulae (4) takes a form: 

 tsreacproduct ggg tan−=Δ  (5) 

During the reaction in the PEM FC one mole of molecular hydrogen and a half-
mole of molecular oxygen are consumed by the cell per one mole of the produced 
water. Therefore (5) for PEM FC can be expressed as follows: 

 
222 2

1
OHOH gggg −−=Δ  (6) 

For each mole of reacting hydrogen, 2N of electrons flow through an external elec-
tric circuit (N – the Avogadro constant) and a charge transferred between the  
electrodes is equal to:  
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 FNe 22 −=−  (7) 

where: e – the charge of a single electron, F – the Faraday constant. 

An electric work Wel done by the fuel cell is equal to: 

 FEWel 2−=  (8) 

where E is the electromotive force of the fuel cell. 

Assuming that there are no losses, the electric work would be equal to the change 
of the Gibbs free energy of formation:  

 gWel Δ=  (9) 

Hence, the electromotive force E, of the hydrogen fuel cell operating in standard pres-
sure, can be expressed by the following equation: 

 
F

g
E

2

Δ−=  (10) 

However, the Gibbs free energy also depends on the pressure of the reactants and 
products of the chemical reaction in the cell. For PEM FC, it is taken into account in 
the Nernst equation and expressed as [1, 2]: 
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where E0 is the electromotive force of the fuel cell at standard pressure and ,
2HP  ,

2OP  

OHP
2

 are the partial pressure of hydrogen, oxygen and produced water, respectively. 

2.2 Voltage Losses 

Modeling of the PEM FC behavior requires to consider voltage losses which occur 
during operation. The losses are distinguished according to their causes, but generally, 
in the literature they are regarded as: activation losses, concentration losses and ohmic 
losses [2, 4]. 

Activation Losses. The activation losses are caused by the limited speed of reactions 
that take place on the electrodes. A part of the generated electric energy is used to 
maintain the speed of the reaction which is determined by the load current. These 
losses are described by the empirical equation introduced by Tafel [9]: 

 




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
=Δ
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ln
i

i
AVact  (12) 
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where: i0 – exchange current density, A – coefficient which depends on the catalyst 
material and the reactants composition. 

In the hydrogen fuel cell, the activation losses existing on the cathode are much 
greater than losses appearing on the anode, thus in practical applications the last ones 
are neglected. Also losses associated with the fuel crossover, because of their insignif-
icant effect on the operating voltage, are omitted [1]. 

Ohmic Losses. The ohmic losses are proportional to the current and the internal re-
sistance of the fuel cell according to the following formulae [1]:  

 IRVohmic =  (13) 

The resistance R can be treated as a sum of the resistance of the path through which 
the electrons flow (i.e. electrodes and bipolar plates), and the ionic resistance of the 
proton exchange membrane. The equation (13) can be written in current density terms 
as follows: 

 irVohmic =Δ  (14) 

where: i is the current density in mA/cm2, and r is the area-specific resistance given in 
kΩcm2. 

Concentration Losses. The mass transport losses, also named the concentration loss-
es, are caused by reactants pressure gradient appearing in gases supply manifolds, 
flow channels and gas diffusion layers once a current is being drawn from the cell. 
A decreased partial pressure of the reactants at the catalyst site leads to the reduction 
of the fuel cell voltage. There are many theoretical approaches presenting models of 
the transport losses, but the following one is lately regarded to be of the most value 
[1, 9]: 

 ( )nimVtrans exp=Δ  (15) 

The constants m and n in (15) depend not only on a construction of the gas flow 
channels and diffusion layers but also a composition of the reactants. 

2.3 Operating Voltage Equation 

Taking into account all the voltage losses, the operating voltage of the fuel cell at 
given current density can be calculated as follows [1, 2]: 

 transactohmic VVVEV Δ−Δ−Δ−=  (16) 

Substitution (12), (14) and (15) into (16) gives the expression:  

 ( )nim
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i
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Excluding the constant i0 from the activation losses (12) and including it into the 
constant value of the real open circuit voltage Eoc: 

 ( )0ln iAEEoc +=  (18) 

leads (17) to the dependency:  

 ( ) ( )nimiAirEV oc expln −−−=  (19) 

The above theoretical form of the polarization curve is quite simple and easy to im-
plement into a control system of the PEM FC.  

An operating voltage of a whole fuel cell stack Vst can be calculated from the fol-
lowing expression: 
 VNV cellst ⋅=  (20) 

where Ncell is the number of cells in the stack. 

3 Measurement of Polarization Curve 

The measurements were conducted in a real fuel cell system, built in the Polish Naval 
Academy as an emergency power supply system for an underwater mobile platform. 
The heart of the system is the Nedstack 5 kW stack, composed of 68-PEM fuel cells, 
operating on hydrogen and air. The fuel cell system was adapted to work on pure 
oxygen as an air independent system in order to be prepared for exploitation inside 
submerged objects. 

The worked out laboratory stand allows to steer and collect operating parameters of 
the PEM FC system, such as a temperature of the stack, reactants pressure and con-
sumption rate, load current of the stack and voltage of the each cell. Stabilizing the 
temperature and reactants pressure the static polarization curves can be measured. 
Fig. 1 shows a graph of the polarization curve for the following operating conditions: 

• T = 331 [K], 
• panode = 1.23 [bar(a)], 
• pcathode = 1 [bar(a)]. 

A representative polarization characteristic for all cells of the stack was calculated 
from dependency:  

 
=

=
cellN

cellN 1k
kcell V

1
V  (21) 

The current density of the cell was obtained from equation: 

 
cellA

I
i =  (22) 

where I is the load current and Acell the active area of the cell. 
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Fig. 1. Measured polarization curve of the PEM fuel cell 

4 Estimation of Parameters of Polarisation Curve 

The unknown parameters of (19), i.e. r, A, m and n, were determined using the Genet-
ic Algorithms (GA), which are based on Darwin’s principle of reproduction and  
survival of the fittest [10, 11]. In general, the GA techniques manipulate sets of indi-
viduals (solutions) by using the genetic operators (selection, reproduction, crossover 
and mutation) in order to propose better ones. Chromosomes represent the individuals 
in the population. A structure of the chromosome used in the estimation procedure 
illustrates Fig. 2. The chromosome consists of four values, corresponding to the 
searched parameters of the equation describing the polarization curve, and their tun-
ing range has been defined as follows: 0.01 ≤ A ≤ 0.4, 0.00001 ≤ r ≤ 0.002,  
0.00001 ≤ m ≤ 0.002,  0.001 ≤ n ≤ 0.02.  

A r m n 

Fig. 2. Chromosome definition 

Table 1 shows estimated parameters of the (19) achieved for the following configu-
ration of the GA: 

• population – 20, 
• crossover – 0.8, 
• mutation – 0.05, 
• generation – 100, 

and the cost function J in form: 

 ( ) ( )[ ]2
min −= kskm

i
iViVJ

k

 (23) 

where Vm and Vs are a measured voltage and a calculated one, respectively. 
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Table 1. Estimated parameters of the polarization curve 

A 0.0347 
r 0.000047 
m 0.0002 
n 0.0049 

The polarization curves, measured and computed from (19) with the estimated coeffi-
cients A, r, m, n are shown in Fig. 3. There is clearly seen that the real polarization curve 
is very well approximated by the dependency (19) with parameters obtained by the GA.  

 

Fig. 3. Measured and calculated polarization curve 

 

Fig. 4. Polarization curve and voltage losses for the extended current densities 

It should be remembered that each voltage losses, described in Section 2.2, has dif-
ferent impact on a total voltage drop depending on an actual current density. For low 
current densities activation voltage losses strongly influence the operating voltage of 
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the cell, since the concentration and ohmic losses are almost negligible. However, the 
situation changes when the current density increases strongly. Then, the concentration 
losses start to play much more significant role in the total voltage drop.  

Characteristics of the voltage losses, i.e. activation (12), ohmic (14) and the con-
centration losses (15) versus the cell current density are presented in Fig. 4. To illus-
trate an influence of each type of them, the polarization curve and the voltage losses 
characteristics were extrapolated for the current density exceeding the values from the 
experiment. 

To estimate more correctly the parameters m and n, important for the concentration 
voltage losses, the polarization curve should be measured for greater current densities. 
It is planned in the nearest future after adapting the FC system for dissipation of larger 
amounts of heat.  

5 Summary 

The paper presents the static model of the fuel cell operating on hydrogen and oxygen 
in a form of the equation describing the polarization curve. The voltage losses, i.e. 
activation, concentration and ohmic ones, were taken into account in a process of 
formulation of the mathematical description of the model. 

Parameters of the model were determined by the Genetic Algorithms basis on val-
ues of the polarization curve gathered in a laboratory stand with the PEM FC stack. 
Achieved results confirm that the proposed approach provides good estimation of the 
unknown parameters and the obtained model properly reflects behaviour of the real 
fuel cell.  

A main advantage of possession of the mathematical model of the PEM FC is abil-
ity to calculate the voltage values in function of demanded current density for differ-
ent operating conditions. Ability to compare the theoretical and measured voltages 
will be very useful during developing procedures both, control of the fuel cell system 
and diagnosis its proper operation. 

Further research works will focus at examining whether and how pure oxygen used 
to supply the fuel cell influences the overall performance of the PEM FC system ini-
tially designed to operate on air. 
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Abstract. This paper presents a concept and investigations on wireless sensing 
platform utilizing Radio Frequency Identification (RFID) technology. The plat-
form should serve as a completely passive wireless communication interface 
between any connected sensor (strain gauge, accelerometer, pressure sensor) 
and standard RFID reader. Entire energy needed for powering is delivered via 
magnetic coupling between the reader and a planar coil antenna, which is one of 
the platform parts. The same electromagnetic signal serves for communication 
and data acquisition based on backscattering technique. Designed platform 
could be used in many applications, especially in structural health monitoring 
(SHM) and for advanced diagnostic purposes. Scope of the parts of investiga-
tions presented in this work was acceleration of data rate between the platform 
and the reader. Efficient data transfer is the primary problem in many potential 
applications. By improvement of communication and data storage algorithms, 
as well as testing of different types of RFID readers, we achieve effective data 
rate on the level of 18 Kbit/s. By meaning of the effective data rate, it is defined 
data stored from sensor on EEPROM memory, not only UID, that is transferred 
in typical RFID systems. 

Keywords: wireless sensing platform, passive RFID, data rate. 

1 Introduction 

Development of sensors based on RFID technology is an easily noticeable trend in 
recent years. Using of specific properties related to wireless, passive communication 
technology allows to design sensor systems powered wirelessly without any battery. 
Generally there are two approaches to development of such sensor system. The first 
one could use transponder and its physical properties as a sensing element, the second 
method assumes the use of RFID transponder as a type of platform, to which one 
could connect a specified, low-energy sensor. Both approaches with given examples 
are well described in [1]. From the point of view of this paper, the most interesting 
reports are related to the investigation on different sensing platforms based on RFID 
technology with especially scope on the problem of wireless data transfer between the 
platform and the reader. The most advanced sensing platform is called WISP. It is 
widely described in many papers. One of the most accurate, related to design and 
performance is [2]. Any research institute could contribute to the development and 
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thanks to this open form of the project, many papers reporting this specific application 
were released. One of the most interesting, related to using of WISP for the state mon-
itoring of carbon fiber composites structure, was reported in [3]. Another sensing 
platform, called wireless sensor interface, in the form of specifically developed inte-
gral circuit was presented in [4]. Solution similar to that presented in this paper was 
reported in [5], however despite of using the same frequency band, which is the high 
frequency HF with the range of 13.56 MHz, reported read range is much smaller than 
in our solution. Other papers describing problem of data transfer are presented below. 
Summarizing, there are different reports concerning development of passive sensing 
platforms, but some of their properties cause that there is still need to search for solu-
tion better matched to defined requirements. In the case of the first platform, the prob-
lem is related to a complicated way of data transfer within ID number of the tag. In 
the case of the second one, the platform has not been implemented in wider applica-
tion and is not available for testing. In the third one, the problem lies in a small read 
range. 

The most important problem, from the point of view of this paper is the issue of 
data rate between sensing platform and typical RFID reader. Data rate in RFID sys-
tems is the complex problem concerning the versatility of RFID standard. The main 
reason are anti-collision algorithms which are used by any standard reader and give 
possibility to read as many RFID tags as it is possible in the shortest moment of time. 
Basic norms related only to HF and UHF range, which is in our concern, are 
ISO15693 and ISO18000-3 for HF and ISO18000-6 for UHF systems. Values of data 
rate given in norms are in the range from 6.62 Kbit/s [6] to 105.9375 Kbit/s [7] for HF 
systems and 40 Kbit/s for UHF [8]. The important thing is that the data rate is on 
sufficient level for typical RFID application, which is identification of many tran-
sponders with short UID, which states no load for communication algorithms. The 
problem starts, when one wants to use the RFID system for the purpose of large data 
transfers, for instance from the connected sensor. In this case, provided values of data 
rate do not correspond with reality. Unfortunately referenced papers give no straight 
information related to data rate of described systems and these information could be 
only deduced on the basis of another fact given in reports. In the case of [2, 3], the 
WISP was used only in the tasks with weak requirements related to data rate issues, in 
application such a quasi-static deformation analysis, temperature measurements or 
passive data logging. High values of data rate are rather impossible in this case, due to 
the setting of measured value into UID, which causes necessity of repeating of reader 
inventory round for every new portion of data, what strongly elongates data transfer. 
This feature could be improved by using custom commands similar to these presented 
in the next report. In the case of [4], the developed CMOS system send 2 bytes of 
sensing data in one read activity (with two additional 4 bytes related to the calibration 
data and source information), which value is low in comparison to 128 bytes of sens-
ing data reported in this paper. In the paper [5], there is no any information that could 
be related to the estimation of the data rate achieved by authors. 

To accelerate the data transfer one could develop his own communication algo-
rithm, as it was reported in [9]. Other papers report development of completely new 
link layer for backscatter communication with many improvements comparing to 
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standard EPC code (For systems working in UHF) [10, 11]. There are also attempts to 
improve standard anti-collision algorithms by slightly modifying them [12]. In the 
case of the platform described in this paper, a method that lays between these present-
ed above was chosen. After preliminary investigations, it was obvious, that data  
transfer should be accelerated, although there was not necessity to develop a new 
communication layer. Authors have decided to use standard, accessible communica-
tion libraries, but with simultaneous development of new software layer of standard 
RFID reader, as well as using specific data management algorithms on the platforms 
hardware. The chosen methods allow to achieve data rate sufficient for assumed re-
quirements connected with using designed platform for SHM purposes, especially in 
tasks, related to structure vibration and strain monitoring with the help of strain gaug-
es and accelerometers. 

2 Concept of Sensing Platform 

This paper presents a completely new concept of wireless, passive sensing platform. 
The entire design is based on two main devices. First one is a low-powered microcon-
troller STM32F051, which is responsible for data acquisition and digitalization.  
It also controls transfer of data via I2C protocol to the dual-interface EEPROM 
memory and to the AT45DB ash memory, which states the buffer for large amount of 
data. The second main element is the dual-interface EEPROM, that possesses com-
munication possibilities via I2C protocol and via wireless protocol, compliant to 
standard ISO15693, with typical RFID readers. This element is M24LR64-R chip 
from ST Microelectronics, which is intended to work in HF band and has memory 
size of 64 Kbit. For evaluation and investigation purposes, the first design presented 
on the Fig. 1, has a form of a board with many important signal probes and various 
powering options and communication interfaces. This allows easy monitoring of sig-
nal flow during platform activity and choosing the most efficient components for the 
final design. 

The platform consists of four main parts, which are power supply, analog, commu-
nication and supervision circuits. The power supply contains a planar coil antenna 
tuned to the HF frequency to achieve the best energy transfer between the reader and 
the sensing platform. Antenna signal is rectified and then conditioned by different 
elements, operational amplifiers, diodes and inductors. The analog parts consist of an 
operational amplifier, that amplifies the differential signal from the strain gauge or 
any other sensor. Next, the signal goes to the analog-digital converter, which is the 
integral part of the microcontroller. This element, together with the dual-interface 
EEPROM, is the main part of the communication and supervision sections of the 
platform. Amplified analog signal from the sensor is converted to digital form and 
sent to the ash memory. These two processes are capable of executing simultaneously, 
thanks to the usage of two memory buffers created in RAM memory of the microcon-
troller. Data from the sensor is gathered in one buffer, while at the same time, the part 
of data from the second buffer is sent to the ash memory. After overloading of the first 
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Fig. 1. Evaluation prototype board of wireless sensing platform with four main parts: power 
supply (1), analog (2), communication (3) and supervision (4) with additional communication 
planar coil antenna 

 

Fig. 2. Data Management process 
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buffer, their roles turn. This approach allows storing data on the ash memory quasi-
directly, where only limitation states capacity of the ash, which in our case is 4 Mbit. 
Wireless data transfer is also supervised by the microcontroller. Data stored on  
the ash is divided into 64 Kbit packages and sent to the EEPROM by command of the 
processor unit. On request of the reader, packages of data are sent wirelessly to the 
host computer and after completion of this task, a proper signal is sent to the micro-
processor from the EEPROM. Whole loop is repeated until all data stored on the ash 
is sent to the host computer. Entire process of data management is illustrated on the 
Fig. 2. The communication part also consists of FT232RL and MAX3232CSE, re-
sponsible for communication via USB and RS-232 interfaces for the testing purposes. 
These parts will be excluded in final design. 

3 Communication Principles 

Problem of communication plays an important role in many wireless data transfer 
systems. RFID is a technology, where this issue could be considered at different lev-
els. First of all, one could distinguish different layers of communication system, 
which typically are divided into physical and software layer. This paper brings only 
fundamental information related to communication issues in RFID passive systems, 
especially the part that is important for understanding of performed investigations and 
their reasons. They could be treated only as the tip of the iceberg. For those, who are 
interested in more complex information, detailed formulas and physical principles of 
described phenomenon, authors recommend to reference to given sources [13, 14]. 

The problems related to improvement of communication performance at the physi-
cal layer needs wide knowledge and experience in antenna and microwave technolo-
gy, as well as good basis in theoretical electromagnetic problems. The communication 
between the reader and the transponder is based on the readers electromagnetic signal 
reflection by the transponder and the data transfer via impedance modification, ac-
cording to adopted modulation and coding method. Physical layer is strongly different 
from the systems based on various frequency ranges. In case of systems operating in 
LF and HF frequency the antennas of reader and transponder take the form of  
a planar coil and the contact between them is based on the mutual coupling phenome-
non. In this case, important role is played by tuning the planar coil inductance in order 
to achieve defined frequency resonance and thus maximize the read range. This fea-
ture is considered as the most important in different wireless identification systems. In 
the case of inductive coupled systems, beyond the tuning of antenna, a very important 
attribute of the antenna is its dimension. Because the read range depends not only on 
the antenna tuning, but also on the number of magnetic flux lines flowing through the 
planar coil and on the constant maximal power of the reader antenna that is limited by 
particular standards, it could be maximized by increasing the transponder antenna 
size. This is the reason that the engineer, who designs RFID system based on HF 
frequency range, should always look for trade off between miniaturization and the 
designed read range, he wants to achieve. Accepted standard is the dimension of the 
planar coil antenna that corresponds to a typical dimension of a credit card. In case of 
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UHF systems the communication takes place between the reader and the transponder 
antenna via the electromagnetic waves reflection. In this case, an important issue is a 
proper impedance matching between the transponder circuit and the antenna. General-
ly UHF systems are characterized by a larger read distance, ranging up to 10 meters, 
but the amount of an energy delivered by the reader is much smaller, than in the case 
of magnetic coupling. Therefore it is more complicated to base the sensing system on 
the UHF range (less energy for sensing, data managing and sending of large amount 
of stored data purposes), although as it was shown in [2, 4], it is not impossible. 

The software layer could be considered generally as a readers software section, alt-
hough a part of this layer is located on the side of transponder chip. It usually is pro-
grammed by manufacturer without any possibility to implement changes. The only 
exception is the system reported in [2], where the standard RFID chip was not used 
and the role of it is played by a low-powered microcontroller, however this solution is 
designed for the communication with one particular type of the reader. On the side of 
the reader, the user could have different access to the software layer depends on the 
manufacturer. Typically it is ready to use software environment, designed to com-
municate with transponders and data storing. For users that want to create their own 
software, there are available libraries with typical commands compatible with particu-
lar standard, for instance ISO 15693. These commands, however are the high level 
instructions. For those, who want to make changes in the core level of the communi-
cation, e.g. anti-collision algorithms and management of many transponders reading, 
they should program the reader on the lower, hardware level, which is not always 
available for standard users. It should be noted, that standard RFID system is designed 
for the communication with as many transponders as it is possible in the shortest mo-
ment of time and these communication algorithms are not well-suited for the purpose 
of large amount of data transfer from lesser number of transponders and often, the 
changes should be introduced on this lower level. The programming part of works 
reported in this paper was a compromise between difficulty of the access to defined 
software level and the possibility to achieving better performance. 

4 Investigation 

The main purpose of investigations reported in this paper was achieving the best data 
rate, on the way of software improvements and data management optimization. By the 
way, the authors also estimated the maximal read range of the entire system. Investi-
gations were performed on the evaluation board described in the Section 2. The data 
rate and the read range was assessed for three different setups. In the first case, the 
RFID reader equipped with internal antenna, compatible with the ISO 14443 standard 
with additional emulation that allows communication according to standard 
ISO 15693. In the second arrangement FEIG OBID ID ISC.MR101-A/USB reader 
was connected to external antenna, compatible with ISO 15693, supported by the 
standard software supplied by the manufacturer. In the third case, the same reader was 
used, but with the software developed by authors, whose nature is described in this 
section. The role of an exemplary data for sending instead of sensor data, was played 
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by a simulated curve from the signal generator. In each case, the bit rate was checked 
for the maximal amount of data, that is 64 Kbit, possible to be stored on EEPROM. In 
case of different readers, the maximal read range was also measured, by connecting 
the planar coil antenna with the typical credit card dimension, to the sensing platform. 

The changes, that improve data rate was introduced, beside the data management 
algorithm described in Section 2, at the software level of reader. In the standard soft-
ware, provided by manufacturer, by using multiblock read command, 8 blocks are 
transferred during one transmission step. It is possible to read 32 blocks at once, pro-
vided that they are in the same sector and this change was introduced. This modifica-
tion is fitted to particular purpose, which is transfer of large amounts of data from one 
transponder in the range of reader. Additionally, the entire procedure of data transfer 
is placed in separate thread, what prevents blockade of software operations during 
reading the data from platform. In the host computer, data is stored in the form of 
unit16 numbers, what allows for easy export to typical computing environment, for 
instance MATLAB. 

5 Results and Discussion 

Achieved results from performed investigations, related to the data rate and the read 
range are presented in the Tab. 1. They are briefly discussed in this section. In the 
case of reader compatible with ISO 14443 standard, the short read range is caused by 
small dimension of the reader antenna and the fact, that it is intended for Mifare 
standard. The low data rate is the result of incomplete compatibility of reader with the 
ISO 15693 standard. It supports this standard, by predefined reader commands, which 
introduce abstraction level, that makes reader more versatile, but at the same time, 
slower for this specific use. In two next cases, the usage of external reader antenna 
with larger surface area, allowed to achieve a read range on the level of 30 cm. It 
makes the sensing platform suitable for assumed applications. The usage of self de-
veloped software allows to achieve the best data rate (two times better, than by using 
standard supplied software), with the value of about 18 Kbit/s. Only that value could 
correspond with the maximal data rate reported by manufacturer, which is 26 Kbit/s. 
Making assumption, that this given value corresponds only to the transfer of small 
amount of data, i.e. UID from transponder, experimentally achieved value seems to be 
reasonable. It should be noted that the achieved value of data rate corresponds to the 
entire read range, namely the data rate is independent from the distance between the 
reader and the platform. It is typical feature of standard RFID systems. 

Table 1. Read range and data rate results 

Setup 
 

Mifare reader with ISO 
15693 emulation 

FEIG OBID ID 
ISC.MR101-A/USB, 

standard software 

FEIG OBID ID 
ISC.MR101-A/USB, 

software developed by authors 
Read 

Range 
3 cm 30 cm 30 cm 

Data 
Rate 

3.5 Kbit/s 9 Kbit/s 18 Kbit/s 
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6 Conclusions and Future Works 

The concept and prototype of wireless passive sensing platform based on RFID tech-
nology reported in this paper fits well to many diagnostic and monitoring purposes. 
Its features place it at the forefront of similar solutions reported in the referenced 
papers. Preliminary investigations described in this paper concern data transfer pur-
poses. A data management algorithm and the method of wireless data transfer that 
allow to achieve a bit rate on the level of 18 Kbit/s were presented. Although typical 
data rate of standard RFID systems could be higher, this is the value related to the 
transfer of small amounts of data in the form of UID. Information connected with 
high-volume data transfer are not typically given by the manufacturer. Using RFID 
chip with EEPROM onboard memory in connection with ash memory that serves as a 
buffer, allows for easy wireless high-volume data transfer supervised by low-power 
microcontroller. Achieved read range of 30 cm is also a great advantage compared to 
different solutions based on HF RFID standard. Performed investigations show, that 
presented sensing platform could be used in applications related to structural health 
monitoring of flying objects, especially diagnostic of helicopter rotor blades, as well 
as in other advanced diagnostic purposes, with the scope on application connected 
with placing the sensing nodes on moving objects. It needs further investigations 
related to energy management systems, software optimization and above all applica-
tion tests performed first in the laboratory and then, on typical exploited objects. 
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Abstract. The Internet of Things (IoT) is a concept according to which unique-
ly identifiable things can indirectly or directly collect, process or exchange data 
via Wide Area Network – the Internet. Recently this concept has become a hot 
topic in science and resulted in multiple new technology developments. There is 
however also a lot of ambiguity surrounding the topic, which leads to questions 
if the IoT is a fad or a profound phenomenon. This article aims at answering the 
question about the value of the IoT idea for the industry. Academic definition of 
the concept is presented, global standardization initiatives reviewed, and a short 
survey of key technologies made. Then several existing and prospective appli-
cations involving the Internet of Things technologies are analyzed to determine 
values of this phenomenon from the point of view of the Industry understood as 
production of goods and services. Business models enabled or supported by the 
Internet of Things are also briefly described. It is concluded that there is  
substance in the IoT idea and the Industry can benefit from its adoption. 

Keywords: Internet of Things, industry, standards, protocols. 

1 Introduction 

The term Internet of Things (IoT) was coined by Procter & Gamble employee Kevin 
Ashton in 1999 in the context of supply chain management [1]. It conveys a quite 
simple to understand idea that Things (that is arbitrary objects existing in the world) 
become connected to The Internet (that is the worldwide network used by billions of 
people every day) and start to exchange data between each other. 

Realization of this idea seems to be underway and soon we may witness prolifera-
tion of smart cities, where every street lamp, water hydrant, traffic lights, bridges and 
other elements of urban infrastructure will be connected to the Internet. 

On the other hand the idea of connecting devices into a network is nothing new in 
the industrial automation domain, so is it really necessary to push the Internet-related 
technologies there where many solutions exist today with proprietary technologies 
and they function well? 

Maybe the biggest winner of the Internet of Things will be the ICT companies that 
offer Internet-related solutions to the Machine-to-Machine market? 

In 2010 European Telecommunications Standards Institute (ETSI) published annu-
al report, in which it estimated that out of 50 billion machines only 50 million were 
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connected, that is roughly 1 %, with potential 99 % market gap [2]. Major ICT market 
players already coined their own terms to call the concepts closely related to the In-
ternet of Things like Industrial Internet (GE) [3], Internet of Everything, 
Smart+Connected Manufacturing (both Cisco) [4], Smarter Planet (IBM) [5]. 

Is there a real value for various industries in the concept of IoT, or it is more  
a buzzword which does not have much substance? 

In the attempt to find the answer, first an academic definition of the Internet of 
Things concept is given, related activities of major standardization bodies are re-
viewed, a brief survey of available technologies is presented, and finally several in-
dustry-related existing and prospective applications are analyzed to determine value 
of the IoT for the industry. 

2 Definition 

It is possible to find in the literature many definitions associated with the term Inter-
net of Things [6]. Authors of the present work decided to use the definition proposed 
by the IERC-European Research Cluster on the Internet of Things [7]: 

“A dynamic global network infrastructure with self-configuring capabilities based 
on standard and interoperable communication protocols where physical and virtual 
things have identities, physical attributes, and virtual personalities and use intelligent 
interfaces, and are seamlessly integrated into the information network.”  

The above definition seems comprehensive and has been already adopted by some 
Authors [8]. 

3 Standardization Support for the Internet of Things 

Development of the Internet of Things has become an important area of standardiza-
tion activities undertaken by major institutions both at national and international  
levels (Tab. 1). 

In 2012 seven of the world leading standard development organizations for  
information and communications technology established a new global organization – 
oneM2M – with aim to create technical specifications to ensure that Machine-to-
Machine communications can effectively operate on a worldwide scale [9]. IEEE 
maintains a Web Portal for topics related to the Internet of Things [10], and a separate 
webpage where IEEE standards connected with this concept can be found [11]. 

Important activities are also carried out at the international level. IETF has four ac-
tive working groups concerned with problems of adaptation of the protocols to the 
needs of low power (or constrained) devices [12]: (1) Constrained RESTful Environ-
ments, (2) IPv6 over Networks of Resource-constrained Nodes, (3) Routing Over 
Low power and Lossy networks and (4) Authentication and Authorization for  
Constrained Environments. The World Wide Web Consortium is involved in the 
Ubiquitous Web Applications activity, with working groups on developing standard 
application programming interfaces (APIs) to enable more secure device geolocation, 
easier use of Near-Field Communications technology or real-time communication 
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between web browsers [13]. The Global Standards Initiative on Internet of Things 
(IoT-GSI) aims to act as an umbrella for IoT standards development worldwide. Apart 
from that, recommendations developed under the IoT-GSI in collaboration with other 
standards developing organizations will enable worldwide service providers to offer 
the wide range of services expected by this technology [14]. Finally, there is a special 
working group 5 of the joint technical committee of ISO and IEC devoted to the In-
ternet of Things which aims at consolidation of works of internal agendas and exter-
nal bodies rather than at publishing standards [15, 16]. 

Table 1. Initiatives of major national and international standardization institutions to support 
development of a worldwide network of connected devices 

Region Name of the Institution Initiative 

Europe 
ETSI European Telecommunications Standards 
Institute 

oneM2M 

Japan TTC Telecommunication Technology Committee 

Japan 
ARIB Association of Radio Industries  
and Businesses 

Korea TTA Telecommunication Technology Association 

China 
CCSA China Communications Standards Associa-
tion 

USA 
ATIS Alliance for Telecommunications Industry 
Solutions 

USA TIA Telecommunications Industry Associations 

USA 
IEEE Institute of Electrical and Electronics  
Engineers 

IoT Web Portal 

Int'l IETF Internet Engineering Task Force 4 Working Groups 

Int'l W3C World Wide Web Consortium 
Ubiquitous Web 

Applications Activity 

Int'l ITU International Telecommunication Union 
Internet of Things 

Global Standards Initiative 

Int'l ISO International Organization for Standardization ISO/IEC JTC 1/SWG 5 
Internet of Things (IoT) Int'l IEC International Electrotechnical Commission 

4 Technology Overview 

4.1 General Architecture 

A general architecture of the contemporary Internet of Things (IoT) is presented in 
Fig. 1. A Thing symbolizes any object equipped with a communication module allow-
ing it to access the Internet. Depending on the type of communication module and 
power capabilities of the object, connection with the Wide Area Network may be 
possible directly or via the IoT Gateway. The IoT Gateway differs from ordinary 
gateways in capability to handle different short-range communication standards (e.g. 
Bluetooth, ZigBee, Wi-Fi, etc.). A particular type of devices that can be connected to 
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the Internet are sensors, usually deployed as a wireless sensor network (WSN) includ-
ing a large number of sensors characterized by the very low transmitter power and 
extremely low energy consumption. Data from those sensors is usually routed to final 
destination by the special node of greater capabilities.  

The important components of the system are Service Providers that handle tasks 
associated with effective realization of variety of applications, e.g. provide data stor-
age, expose sensors to top-level applications, facilitate negotiation of agreements 
between and users and devices owners, etc. 

Some applications can be realized autonomously, but in many cases human super-
vision is needed or a human is the end user who receives demanded data or performs 
whatever actions he needs. In those cases a smartphone of the user can be the device 
of choice to provide the human-machine interface to the IoT application. 

 

Fig. 1. The Internet of Things high-level architecture schematic 

4.2 Key Technologies 

Below a number of ICT technologies which enable the Internet of Things applications 
are briefly discussed. This review is not meant to be exhaustive, but it highlights 
which technologies are necessary and some available commercial solutions are also 
mentioned. 
 
Hardware. The hardware layer comprises: edge devices (Things), optional gateways, 
access networks, backbone networks, equipment necessary to establish the cloud 
computing environment, and optional end user terminals.  
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Edge devices. The edge devices can be anything on condition that they have  
a communication module which allows direct or indirect connection to the Internet. 
The communication module must have appropriate size and energy consumption re-
quirements to be easily incorporated into existing designs of Things. One possible 
solution is the Electric IMP [17] which has the size of an SD Card and provides Wi-Fi 
connectivity.  

Gateways. Gateways are not the mandatory component, but in many scenarios they 
will be a part of the system as is the case with ordinary Internet solutions, because 
they offer enhanced protection of the local network and reduce cost and size of com-
munication modules installed on the edge devices. Gateways for the Internet of 
Things should be capable of connecting devices using multiple short range communi-
cation protocols like Bluetooth Low Energy, ZigBee, Wi-Fi, etc. One of the commer-
cial solutions is the Freescale IoT Gateway [18] which is to be introduced to the  
market by the end of 2014. 

Access networks. Either the edge device itself or the gateway must be connected to 
the backbone (core) Internet via the access network with wired or wireless connection 
possible. Here the existing technologies used with the ordinary Internet can be used. 
Besides well known wired and mobile technologies (e.g. Fiber and LTE), the satellite 
technologies may be of greater use with the Internet of Things. They can be deployed 
in the areas with poor terrestial network infrastructure, which is particularly attractive 
for environment monitoring applications. Satellite technologies are usually viewed as 
expensive and having large latency. The o3b project aims at changing this stereotype, 
by deploying a constellation of satellites at the orbital height of about 8000 km [19] 
(as compared to geostationary satellites at 35 000 km orbital heights). 

Backbone (core) networks. The backbone networks for the Internet of Things are 
likely to share the hardware technology with the ordinary Internet. 

Cloud computing. Hardware technologies to provide cloud services for the Internet 
of Things can be the same as for the classic Internet. Bare metal servers (dedicated 
hardware) or virtual servers (shared hardware) completely configurable according to 
customer demand are offered, e.g. by SoftLayer (an IBM company) [20]. With time, 
growing number of connected devices and increase in amount of generated data asso-
ciated with development of IoT may set new requirements for the cloud infrastructure. 

End user terminals. End user terminals in many cases can be based on existing so-
lutions, i.e. industrial panel PCs, desktop personal computers, and many kinds of 
mobile devices including tablets and smartphones. 

Software. The software layer for the Internet of Things devices can be presented by 
reference to the ETSI M2M functional architecture described in [21] and discussed in 
[22]. This architecture is probably the most advanced proposal for the global standard 
for connected devices interoperability today. 

The ETSI M2M functional architecture design is based on Service Capabilities that 
various devices connected to the network may have and conforms to the Representa-
tional State Transfer (REST) style [23]. With this architecture services offered by 
devices and their resources are uniquely identified by Uniform Resource Identifiers 
(URIs). Resources can be registered or discovered and used by applications running 
on devices connected to the network.  
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This approach allows an application to access the network resources without ex-
plicitly referring to specific protocols used by different devices. 

Recently there has been a number of efforts to adapt existing protocols to the con-
straints of energy and computing power at small connected devices like Bluetooth 
Low Energy (BLE) [24], ZigBee Smart Energy Profile 2 [25]. Another important 
effort by IETF to bring IPv6 support in constrained devices resulted in 6LoWPAN 
specification [26]. 

For running applications on a low power connected device open source operating 
systems like Contiki-OS are already available. The Contiki-OS features full IP net-
work stack and supports the recent protocols like 6LoWPAN, RPL and CoAP, and 
also implements mechanisms for power saving [27]. 

Cloud Services. There already exist providers of cloud services specifically built for 
the Internet of Things like Xively [28]. Xively offers a public cloud with searchable 
directory of devices, data storage for time-series archiving and API to build user ap-
plications.  

As it can be seen, it is clear that from the technological point of view the Internet 
of Things is already possible. One of the main concerns is establishment of global 
standards to create good conditions for its development. International and national 
level initiatives towards this goal are underway and were briefly discussed in the pre-
vious section. 

5 Applications 

5.1 Methodology 

In order to determine values for the Industry associated with the Internet of Things, 
the analysis of existing and possible applications was carried out. 

Analyzed applications were taken from the oneM2M collection of Use Cases [9]. 
Out of 33 Use Cases, 9 pertaining to the Industry were selected (the Industry is under-
stood as a business that focuses on production of goods and services). 

The selected applications were classified according to their application patterns. 
There is a variety of applications possible across different market sectors, but it is 
possible to qualify those applications into several categories, according to the under-
lying idea of an application. This division brings clarity to the description. 

Analysis of applications from the point of view of values for the Industry was con-
ducted with the Value Reference Model [29] in mind. It is possible to group the val-
ues into those which stem from any connectivity of machines (things) and those 
which emerge only when this connectivity is realized according to the Internet of 
Things concept and with cooperation of multiple stakeholders. 

Basic business models that are possible with the Internet of Things are also  
presented. 
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5.2 Application Patterns 

In Table 2 selected applications from the oneM2M collection of Use Cases [9] are 
summarized. Names of the applications are in most cases self-explanatory and no 
extensive description of each application will be given here. Interested reader may 
find necessary details in document [9] – the symbol of the Use Case from that docu-
ment is given in the column Use Case. 

Table 2. Selected applications from oneM2M collection of Use Cases [9] 

Sector Application Name Use 
Case 

Application 
Pattern 

Energy Smart Meter Reading 5.3 SN 

Transportation Remote Maintenance Services 10.2 
Data  

Deployment 

Energy 
Measurement & Control System for Advanced 
Transmission and Distribution Automation 

5.1 SCADA 

Energy 
Environmental Monitoring of Remote Locations 
to Determine Hydropower 

5.4 SCADA 

Energy Oil and Gas Pipeline Cellular/Satellite Gateway 5.5 SCADA 

Transportation 
Fleet Management Service using Digital 
Tachograph (DTG) 

10.4 SCADA 

Transportation Devices, Virtual Devices and Things 8.2 
Intelligent  

Device 

Residential 
Plug-in Electrical Charging Vehicles and Power 
Feed in Home Scenario 

9.3 
Intelligent  

Device 

Residential Semantic Device Plug and Play 9.7 
Intelligent  

Device 

Each of those specific applications can be viewed as developed around one of four 
application patterns: (1) Sensor Network pattern, (2) Maintenance pattern, (3) Super-
visory Control and Data Acquisition pattern, and (4) Intelligent Function pattern. 
Definitions of those patterns, used in the present work, are given below. 

Sensor Network Pattern (SN). Primary aim of application is data acquisition from a 
sensor or multiple sensors. Data acquired by the sensors are autonomously sent to the 
recipient over a network. Those data may be also analyzed in the intermediary step. 
The final consumer of the data is usually a human, who uses the data to make in-
formed decisions. 

Data Deployment Pattern. Primary aim of the application is data deployment to one 
or multiple devices. Data generated by a certain producer are autonomously sent to 
remote devices over a network. The producer of data is usually a human, who, for 
example, develops a new piece of software code and seeks an efficient way of updat-
ing firmware at target devices. 

Supervisory Control And Data Acquisition Pattern (SCADA). Primary aim of this 
kind of application is the autonomous closed-loop control of a process involving de-
vices with which communication is possible over single or multiple networks. With 
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this pattern both data acquisition from sensors and data deployment to actuators are 
mandatory. Also some decision center is assumed to exist, which operates autono-
mously with possible human intervention. 

Intelligent Device Pattern. Primary aim of this type of application is to equip  
a thing (a device) with ability to autonomously carry out certain required actions on 
behalf of the owner. Unlike in the three previous patterns where the application was 
viewed from perspective of the whole system, here the view is shifted to the perspec-
tive of a single element of this system. The device needs network connectivity to be 
able to discover necessary data and make some decisions based on those data, in ac-
cordance with the rules predefined by the device owner. 

5.3 Values of Connectivity of Things – A Single Operator Case  

Connecting devices in a network has numerous advantages from the point of view of 
the Industry. Some of those advantages, which can be achieved already by efforts of 
only a single operator (or a small consortium of businesses of similar profile), are 
pointed out below. 

No Necessity of Direct Contact. Big savings in business operational costs can be 
introduced, if it is no longer necessary for the personnel to go to remote locations. 
Those savings may include work hours and travel expenses.  

A very good example is the introduction of smart electricity meters at consumer 
houses and premises, whose indications can be remotely read at any time thanks to 
network connectivity (Smart Meter Reading application, Table 2). 

Another example is connected with remote operation of pipeline valves and 
equipment in the oil & gas industry (Oil and Gas Pipeline Cellular/Satellite Gateway, 
Table 2). Travel costs and work hours are saved, if there is no necessity to send staff 
to travel long distances to change valve settings for reducing or increasing flow 
through pipe. 

Improved Quality of the Product. Improved quality of the primary function of the 
product contributes to gaining the competitive advantage by the producer. 

In case of mechatronic devices, one of the elements which can be enhanced more fre-
quently than others is software. The developments may include bug fixes and new func-
tionalities which both improve end user experience. If the devices are connected to the 
network there is a possibility for manufacturer to deploy software updates to devices with 
small or no involvement of the user (Remote Maintenance Services, Table 2).  

Another example may be controlling of power generation by hydroelectric power 
station using SCADA system (Environmental Monitoring of Remote Locations 
to Determine Hydropower, Table 2). Accurate information about environment state, 
especially about available water supply (e.g., from snow) and water levels, matters 
because it enables accurate predictions of power generation capabilities of the unit. 
This results in lower electrical energy costs. Apart from that, careful monitoring of 
environment allows making control adjustments to avoid natural environment damage 
and fines due to breaking regulations of the environmental law. As a result it may be 
said that product (energy) of better quality is obtained. 
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It should be emphasized that all of the above advantages are possible with the cur-
rent state of the technology and do not require any extraordinary cooperation between 
business domains.  

5.4 Values of Connectivity of Things – Cooperation between Operators 

New possibilities to cut down on costs and improve quality of products arise when 
effective cooperation between resource owners or producers and consumers will be-
come possible across business domains. This transition from the isolated model where 
every business develops its own solution, which requires similar infrastructure estab-
lished multiple times, to the shared resources model, where necessary infrastructure 
and services can be rented, is viewed as the key value of the Internet of Things [30]. 

Below a number of opportunities introduced by the Internet of Things are discussed. 

Lowering Sensor Costs. If data from a single sensor can be shared between many 
stakeholders instead of each stakeholder deploying proprietary sensor, cost of initial 
investment will be decreased. Alternatively, while retaining original level of invest-
ment costs more sensors can be installed, but in a coordinated manner, which would 
lead to improved quality of data. 

A good example here is the Environmental Monitoring of Remote Locations 
to Determine Hydropower, mentioned earlier. Sensors of snow level, water level, 
temperature, pressure, etc. can be shared with national weather services and govern-
mental agencies involved in crisis management activities.  

Lowering Networking Costs. Similarly as in the case of sensors, network infrastruc-
ture can be shared by parallel applications. Most of the network the infrastructure for 
the communication between machines (devices) can be the same as the ordinary In-
ternet infrastructure. However, there is also need for dedicated solutions to enable 
networking between devices of constrained energy resources (e.g. batteries) and In-
ternet gateways. If those solutions can be standardized, then this last-mile infrastruc-
ture can be shared as well. Existence of widely accepted standards allows production 
of networking equipment in high volumes, which results in lower costs to the user.  

Lowering Electrical Energy Costs. One of the key possibilities associated with in-
troduction of the smart electric grid is to manage the demand for power over time so 
as to reduce power demand peaks [22]. Generation of additional energy to satisfy 
power peaks is the more expensive for the energy producer the higher is the peak. If 
the peaks can be made more flat, this would allow reduction of energy prices. Power 
peak management can be based on changing energy prices during the day, and 
equipment at the side of energy consumers reacting to those prices when possible 
(buy cheap). 

An example is charging of batteries of an electric car described in the application 
named Plug-in Electrical Charging Vehicles and Power Feed in Home Scenario, Ta-
ble 2. Vehicle can be equipped with a device that seeks the lowest energy rates from 
different energy suppliers based on their current tariffs updated in real time, and de-
cides when to start and stop charging, according to rules set up by the vehicle owner. 
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This example is a vision of the future, but if realized then costs of electrical energy 
may be lower for the consumers. Similar management of electrical energy consump-
tion may include also other devices and home appliances. 

Improving Customer Satisfaction. Today it becomes more and more important for 
the manufacturer to deliver a product, which makes the buyer satisfied. 

One of the possibilities introduced by the Internet of Things is collecting data 
about patterns of use of products by the customers, after they express appropriate 
consent. This already happens in the computer software domain, because most com-
puters are connected to the Internet, so the information can be easily gathered. The 
same opportunity arises when various things become connected. If manufacturers 
have this data available, they can develop products which better suit the needs of  
a statistical buyer or even the custom made products. 

An example of a product (envisioned) which improves customer experience can be 
the home lightning equipment: intelligent lamp and switch (Semantic Device Plug and 
Play, Table 2). After positioning equipment in their appropriate places in the room, 
the devices will autonomously communicate and register themselves in the local de-
vices management system after power on. No configuration activity will be required 
from the user. This removes or reduces requirement of laying power wires in the walls 
for the purpose of light switching. Also the consumer can install the equipment all by 
themselves, because electrical skills are not necessary (if the lamp is powered through 
the conventional power cord with a wall plug). A graphical presentation of values 
described above on a blueprint of application patterns is presented in Fig. 2. 

 

Fig. 2. Values of the Internet of Things for the Industry on a blueprint of application patterns 
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5.5 Business Models for Industry Enabled by the Internet of Things 

The previous sections focused on the ways of improvement of a business by exploit-
ing devices connectivity in general and their connectivity based specifically on the 
Internet of Things paradigm. In the present section, the basic business models, under-
stood as methods of making profit, available with the Internet of Things are described. 

Make Thing, Sell Thing. With this model, a manufacturer produces goods from raw 
materials and makes the profit by selling the goods to customers. When the Internet of 
Things is considered, this model will be used (and is already used) by manufacturers 
of hardware and software necessary to enable IoT functioning from the technical 
point of view. The market players sharing the market of the Internet hardware and 
software will benefit in the first place, but there may be also scope for new businesses 
oriented specifically to supply the IoT market, e.g. small size and low power commu-
nications modules, sensors, microcontrollers or microprocessors as well as firmware 
developed for those constrained embedded systems. 

Selling Data from Sensors. The work [31] describes one possible model of selling 
data from sensors by a sensor owner to a sensor data consumer. This model assumes 
existence of a Sensor Publisher entity, a broker, who maintains available sensors da-
tabase, provides means to find necessary sensors according to data consumer needs, 
and arranges contracts between the sensor owner and the data consumer. Data con-
sumer can be, e.g. a food production company that wants to know preferences of its 
clients by monitoring contents of the end consumer refrigerator. In return for the data, 
the consumer receives either discounts on company's products or a monthly fee – the 
decision is made by the customer upon signing the contract. 

Providing Services. The services known to be possible with the ordinary Internet, 
like providing access to the network, providing cloud computing services (Infrastruc-
ture-, Platform-, Software-as-a-Service), providing analytics services, etc., will  
probably proliferate with development of the Internet of Things. There are also oppor-
tunities for creating new services that will make the process of setting up the IoT  
applications easier or possible at all. One example is the Sensor Publisher service 
mentioned in the preceding point. Another interesting example can be management of 
home energy systems described in the oneM2M collection of Use Cases [9] (Use Case 
9.2) for energy consumption minimization, provided by an external company on the 
basis of agreement with a home owner. This exemplifies a whole class of possible 
services, where professionals can offer their knowledge and expertise to fine tune or 
manage the user system. 

The topic of making money from the Internet of Things is very important from the 
point of view of the Industry. IoT experts employed at renowned global companies 
(Ericsson, Nissan and Continental) share the view that the biggest challenge to over-
come with the Internet of Things is monetization of the solutions [32]. The IoT solutions 
will likely involve agreements between multiple service providers having slightly dif-
ferent business models by themselves, and this will make those agreements highly com-
plex and difficult to reach, maintain, manage and make profitable in the end. 
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6 Conclusion 

In the article the concept and solutions associated with the Internet of Things are ex-
amined in order to get some insight in the value of this phenomenon for the Industry 
understood as production of goods and services. Based on the presented definition, 
review of global standardization initiatives, brief survey of existing and developed 
technologies and conducted analysis of applications from the point of view of poten-
tial value for the Industry following from introduction of the IoT, it can be concluded 
that the Internet of Things phenomenon is not a temporary buzz, but it is the evolution 
of the ordinary Internet which has capability to transform the Industry. 

Availability of data from billions of connected devices containing variety of sen-
sors may contribute to discovery of new knowledge, which will be used to improve 
people quality of life, to limit energy consumption and to protect natural environment. 
In the time span of a decade we should witness creation of smart environments in 
various domains – smart home, smart city, smart industry, etc. 

Today leading automation equipment manufacturers seek their participation in the po-
tential profits associated with the present and future Internet of Things implementations. 

With rapidly increasing number of machines going on-line questions about ability 
of the existing and planned hardware and software to accommodate this growth 
should be discussed even more often to ensure harmonious development of the  
Internet of Things. 
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Abstract. The aim of this work is to construct and program an experimental 
station for an automatic launching of badminton shuttlecocks. The station 
should operate as a prototype device used to help badminton players improve 
their training, provide recurrence and precision of various badminton shots. It 
extends certain knowledge in the field of programming of microcontrollers. The 
system of automatic launching of shuttlecocks has been designed and started by 
running two speed-controlled DC motors driving a spinning aluminum rings. In 
order to build the appropriate system a stepper motor based gripper has been 
applied to pull out all shuttlecocks from a tube. The control system of the de-
signed device is based on a C program that has been implemented on a micro-
controller. The speed, scope and frequency of shots are adjustable regarding to 
the player’s requirements and abilities. In order to widen the station’s applica-
bility, the additional remote control system was incorporated into the control 
unit. The investigations performed with the station were focused on numerical 
simulations and basic experimental verification of the expected trajectory. 

Keywords: badminton training station, automatic launching, programming of 
microcontrollers, shuttlecock dynamics, Pololu High-Power Motor Driver. 

1 Introduction 

Badminton is a popular game. Modern version of Badminton game was imported by 
the British from India to Great Britain in the middle of 19th century and spread to 
other parts of the world. The invention of the cheaper, more durable synthetic shuttle-
cock in the 1950s gave the game a wider appeal. Manufacturers tend to produce  
a synthetic shuttlecock that could exactly mirror the flight of the feather shuttlecock. 
Therefore, any playing techniques and shuttlecock dynamics investigations are still 
important in this context. 

Paper [5] describes experiments which were devised to understand the flow regime 
around a shuttlecock and to accurately determine a data set of aerodynamic coefficients 
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for selected feather and synthetic shuttlecocks. It was found between others, that the 
shuttlecock is a bluff body and the predominant drag mechanism is base drag. 

In the study presented in [1] a motion equation for the flight of the badminton was 
proposed and examined. This research method was based on motion laws of aero-
dynamics. It applied aerodynamic theories to construct motion equation of a shuttle-
cock’s flying trajectory under the effects of gravitational force and air resistance 
force. The result showed that the equation of motion of a shuttlecock’s flight trajecto-
ry could be constructed by determining the terminal velocity. 

At the outset it should be emphasized that the dynamic badminton shuttlecock 
flight is a phenomenon extremely difficult to model mathematically, mainly due to the 
deformability of the collar darts under the influence of air resistance forces – especial-
ly in the initial phase of flight, immediately after impact. Changes in shape cause 
temporary changes in such quantities as mass moments of inertia and the lift surfaces 
and aerodynamic resistance. Currently, badminton uses two types of shuttlecocks: 
synthetic and feather. A standard feather shuttlecock is generally made of sixteen 
overlapping feathers arranged in the shape of a cone. It is worth mentioning that not 
every new feather shuttlecock is perfectly symmetrical. Compared to the plastic shut-
tlecocks, feather ones exhibit significantly less susceptible to deformation at high 
speeds. Their main disadvantage a fragility, which means that after a few strikes 
feathers gradually become detached from the pen so that the shuttlecock completely 
loses its aerodynamic properties, and thus it is changed every several actions. Synthet-
ic Shuttlecocks have similar geometric properties, such as dimensions of a cork and a 
collar made of nylon. To map geometry of feather shuttlecocks, synthetic ones have 
the collar with a non-uniform mesh density (porosity). In the case of synthetic prima-
ries, the challenge is to accurately describe the geometry of the cone due to different 
density of the mesh, the mesh size, and its location and shape. Shuttlecocks of differ-
ent manufacturers differ not only by appearance, but also the behavior in the air. In 
the case feather shuttlecocks, range of their diversity performance is much smaller. 

Up to now, badminton shuttlecock has not been the subject of in-depth research 
and analysis. Most of the work was limited only to measurement of its speed, and the 
experimental designation of drag coefficient [1]. Currently, scientists allowed to take 
advantage of advanced simulation software, the researchers carried out a thorough 
research by publishing several works based on mathematical models of dynamic 
badminton shuttlecocks [1–6]. Programs to simulate fluid dynamics by finite element 
method contributed to a number of papers describing exactly the pressure distribution, 
the airflow around and inside the modeled shuttlecocks of any shape [3]. With the 
knowledge of fluid mechanics problems all the aerodynamic parameters of shuttle-
cock can be numerically determined. This paper focuses on the presentation of  
badminton shuttlecock flight as a matter of mechanics. To this end, some of the prop-
erties and phenomena will be simplified, which should greatly accelerate the calcula-
tions, without introducing significant error in the results. Accordingly, the shuttle will 
be treated as a rigid body in three-dimensional space described by known equations 
and laws. 
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2 Mechanical Design of the Station 

The mechanism of lunching consists of two brush DC motors Nisca NC5475E that are 
installed on an aluminum profile-based polycarbonate plate. Parameters of the motors 
are as follows: supply voltage 24 V, nominal current 0.3 A (without loading) and 
1.9 A (at maximum efficiency), power 32 W, maximum torque 0.46 Nm, rotational 
velocity 5731 rev/min (without loading) and 4948 rev/min (at maximum efficiency). 
Pivotal joints of the plate leave it only one degree of freedom allowing to  
a manual setting of the angle of lunching. 

 

Fig. 1. CAD model of the station in Creo Parametric 2.0 

Aluminum discs of 100 mm diameter and 15 mm thickness are mounted on the en-
gines’ shafts. They rotate in the same plane but in opposite direction. There exists  
a 27 mm gap between the rotating discs to caught the shuttlecock’s base. If a PU 
leather covered cork base is placed between the rotating shafts, then the shuttlecock is 
thrown by a friction force. Initial velocity of the throw is proportional to the rotational 
velocity of rings. A micro-rubber belts have been placed on side surfaces of both rings 
to increase the coefficient of frictional contact with the shuttlecock’s base. 

The feeding mechanism consists of a bipolar stepper motor, gripper and a plastic 
tube acting as a reservoir. Stepper motor WObit 39BYGH405B is powered by 12 V 
and 0.5 A current. The gripper mounted to the motor shaft retrieves shuttlecocks from 
the tray. The purpose of the feeding mechanism is to take each time exactly one  
shuttlecock with a user-defined frequency. 
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Fig. 2. A prototype of the station (side view) 

Shuttlecock are arranged one above the other in the tray as shown in Fig. 2. They 
are maintained by two plates having the ability to swing. When the gripper gets  
a shuttlecock, movement of plates facilitate the work of the gripper and then, due to 
the cooperation with springs it is back to its original position and prevent further shut-
tlecocks. 

3 Electronics 

Electronics of station is based on a ATB kit (Atnel Test Board) equipped with 
ATMEGA644PA microcontroller and electronic components such as a Darlington 
driver ULN2803, infrared receiver type TFMSA 36 kHz, and more. Microcontroller 
controls the program written in C. 

The program performs the following tasks: 

• smooth speed control of DC motors by pulse width modulation (PWM), 
• automatic or manual mode of gripper’s work, 
• completely remote control of station, 
• communication with the user via the LCD display, 
• in manual mode, the user can decide on the time of launch, while in automatic 

shots occur, 
• automatically, the user only has the ability to adjust the frequency of these shots. 

List of mechatronic components used in the project along with their technical pa-
rameters is as follows: 

Stepper motor 

Two spinning wheels

Tray 

Gripper

Throw
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1. ATMEGA644P microcontroller: 

• programmed in C, 
• Flash memory – 64 MB, 
• EEPROM (external) – 2048 B, 
• SRAM – 4 KB, 
• 3 hardware counter/timer’s, 
• 6 PWM channels, 
• real time clock 32 kHz RTC (Real Time Clock), 
• 32 pin configurable input/output,  
• the external crystal oscillator with a frequency of 11.0952 MHz, 
• IR receiver type TFMSA 36 kHz, 
• RC5 remote control as an infrared transmitter (Manchester encoding standard). 

2. Additional components: 

• 2 × 16 LCD alphanumeric display with blue backlight, 
• L293D motor controller to control the stepper motor, 
• number of channels: 2, 
• maximum supply voltage motors –36 V, 
• average current per channel: 0.6 A, 
• peak current per channel: 1.2 A, 
• built-in protection diodes, 
• Pololu High-Power Motor Driver 18V15 to control DC motors, 
• numerous channels: 1, 
• supply voltage motors : from 5.5 V to 30 V, 
• the maximum continuous current output per channel: 15 A, 
• the maximum PWM frequency: 40 kHz, 
• the maximum voltage the logic: 5.5 V, 
• SMPS 24 V 1.65 A, 
• SMPS 12 V 1.6 A. 

The Two High-Speed DC Motors 
The experimental station is equipped with two DC brush motors running at the same 
speed and reverse direction of rotation. The rotational speed of these motors is pro-
portional to the average value of their supply voltage. The most common and proven 
method of smooth power control of electrical devices is a pulse width modulation 
(PWM). Microcontroller ATMEGA644P contains three counters which can operate as 
a PWM signal generators. To this end, at the experimental station 8-bit Coun-
ter/Timer0 is used. Counter/Timer0 counts pulses from 0 to 255, and when compared 
with the set point OCR0A or OCR0B, it generates square wave signal respectively to 
OC0A or OC0B outputs. The PWM signal goes to the appropriate control pin located 
on the controller’s board Pololu High-Power Motor Driver 18V15. It should be noted 
that the frequency of the PWM signal cannot exceed 40 kHz, since this is the maxi-
mum operating frequency of the Pololu controller. 
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The Stepper Motor 
Drive gripper is a bipolar stepper motor company WObit combined with con-equator 
L293D stepper motors and DC.  
Stepper motor Specification:  

• model: 39BYGH405B,  
• bipolar with four terminals,  
• step 1.8° ±5 %,  
• rated voltage of 12 V,  
• rated current of 0.4 A,  
• holding torque 0.21 Nm.  

L293D channel is a power controller on the system board enabling the ATB to con-
trol the two DC motors and one bipolar stepper motor, as is the case with the position 
of the launcher. 

4 The Shuttlecock during Flight 

Local conditions such as temperature, humidity and the amount of the density of air at 
a given location on Earth, which in turn affects the resistance it puts aileron air. De-
pending on the conditions mentioned above, proper type of shuttlecock has to be cho-
sen for the right type of badminton game. The shuttlecock while hitting a rocket 
reaches very high values of the initial speed of up to 300 km/h. This speed rapidly 
decreases due to the small mass of the shuttlecock and its shape. The actual trajectory 
was registered by camera with low resolution and the possibility of recording of only 
30 frames per second. This did not prevent the receipt of clear results. 

 

Fig. 3. Real trajectory of motion 
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Fig. 3 shows the trajectory of the shuttlecock obtained by applying 60 movie 
frames per second. Based on the Fig. 3 and distances between the court lines, maxi-
mum height attained and the initial angle of the trajectory given by the racquet strike 
was estimated. 

To perform an experimental stroke a nylon shuttlecock (business model Yonex 
Mavis 500 marked in blue) was used. 

4.1 The Parameters of the Ailerons 

• mass: 5 grams, 
• diameter basket (skirt): 68 mm, 
• the diameter of the cork: 26 mm, 
• time turning the ailerons: 0.020 s, a value reached during the test impacts at speeds 

of about 300 km/h, the time is longer than the one achieved by the ailerons leaf on-
ly 0.005 s.  

Shuttlecock was struck with Carlton ISOBLADE TI racquet with the parameters: 

• mass: 85 grams, 
• balance: lightly on the head,  
• length: 670 mm, 
• tensile strength: approximately 12 kg, 
• tension: Yonex BG 55. 

4.2 Initial Conditions 

The initial height is 0.6 m dart after hitting followed a straight path at an angle of 40° 
to the surface of the court, the value was read from Fig. 3. Initial shuttlecock speed 
was calculated by measuring the time it takes to overcome the distance from white to 
red court line. Additionally, initial velocity for half of that distance was measured. 
Two measurements were performed in order to determine a difference in speed even 
at such a short distance. The distance between the white and the red line is 2 m, the 
shuttle took off at an angle of 40 degrees, so that the total distance reached by the 
shuttlecock follows d = 2/cos(40°) = 2.61 m, and a half of the distance equals 1.31 m. 
On that basis and subsequent analysis of the film frames, the following initial veloci-
ties are considered: v01 = 2.61/0.133 = 19.62 m/s and v02 = 1.31/0.067 = 19.55 m/s. 
The initial velocity is assumed at 19.5 m/s. 

5 Numerical Simulation of the Trajectory of Motion 

The trajectory of motion of the shuttlecock after hitting is an interesting and very 
complex phenomenon. Due to this fact, the analytical calculations assumed some 
simplifications involving, among others, the omission of physical deformations, espe-
cially at the moment of contact with the racquet. The dynamic equations of motion or 
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Newton's second law written in the differential form allow to determine the trajectory 
of the shuttlecock on the basis of the forces acting on it. The equation of motion dy-
namics according to the second Newton law for darts contained in the motion is as 
follows: 

 gmBLDam


+++=  (1) 

where: m – mass of a dart, a


 – acceleration, g


 – acceleration of gravity, D


 – the 

drag force (a resistance force vector directed opposite to the vector of velocity), L


 – 

air lift, B


 – buoyancy force. 

5.1 Drag Force 

Drag force is a component of the aerodynamic force vector and its direction is con-
sistent with the direction of movement of the body relative to the fluid, and its return 
is opposite to the movement of the body. There is discovered in [3] that the Reynolds 
number plays a key role in determination of the degree of (linear or quadratic) equa-
tion describing the force of drag. The experiment carried out in [4] allowed to  
determine that with respect to v the quadratic equation sufficiently describes the aero-
dynamic drag [6] 

 25.0 vSCD DD


×××= ρ , (2) 

where: v


 – vector of velocity, ρ – density of dry air at sea level at 20 degrees  
(1205 kg/m3), CD – a dimensionless aerodynamic drag coefficient determined experi-
mentally (0.4–0.73 [1]), SD – area of projection of the body onto a plane perpendicular 
to the vector of velocity (in our case, SD = πr2 = π × (0.034 m)2 = 3.63 × 10–3m2). 

The coefficient CD of the drag force acting on shuttlecocks was measured by man-
aging experimental methods described in [3]. In order to experimentally measure the 
aerodynamic properties of shuttlecocks an industrial experimental wind tunnel was 
used. Rod supporting the shuttlecock during the experiment was attached to the  
6-axis force sensor (type JR-3). Station and software allowed for the measurement of 
the three forces of resistance, carrier and side and the corresponding moments too. 

5.2 Terminal Velocity 

In the final stage of flight the shuttle drops down almost vertically resulting in an 
increase of the speed and force of air resistance. The acceleration becomes zero when 
the force of air resistance eventually balances the force of gravity. At this point, the 
shuttle reaches the terminal velocity vt and then moves uniformly. The limit for verti-
cal drop could be determined by transforming Eq. (1) and (2), but assuming the accel-

eration 0/ == dtdva


 and omitting the lift force that is perpendicular to the direction 
of motion. Assuming the drag coefficient CD = 0.6, the terminal velocity is obtained 
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According to the research presented in [1, 2] the speed limit vt ranges from 6.51 m/s 
to 6.87 m/s. Experimentally determined value of the velocity limit can be used to 
determine CD of the selected shuttlecock. 

5.3 Lift Force 

The lift force is the second (next to the aerodynamic drag force) vector component of 
the aerodynamic force perpendicular to the direction of movement of the body in the 
fluid. The problem of lift technique is most commonly discussed in terms of its im-
pact on airplane wings, propellers, helicopter blades, and the turbine and compressor 
blades. Also affects the heavy body with high speed flying in the air like missiles or 
rockets [7]. The value of the lift force is proportional to the square of the speed of the 
body, so it has a significant effect on the trajectory of the light shuttlecocks moving at 
speeds up to 300 km/h. 

An aerodynamic lift as a vector of resistance force directed opposite to the vector 
of velocity v


 is proposed in the form 

 25.0 vSCL LL


×××= ρ , (4) 

where: CL – the dimensionless lift coefficient determined empirically, depending on 
the shape and angle of attack of the body (for shuttlecocks it ranges from 1 to 1.2),  
SL – lift area. 

5.4 Buoyancy Force 

It is the force acting on the shuttlecock during movement and its value is equal to the 
weight of the air displaced by the shuttlecock. Actually, the buoyancy force acting on 
the typical shuttlecock with a volume of in the air with a density of 1205 kg/m3 is 
equal to B = Vρg = 19 × 10–6 m3 × 1.205 kg/m3 × 9.807 m/s2 = 2.237 × 10–4 N, so the 
gravity force mg = 0.005 kg × 9.807 m/s2 = 0.049 N. Referring to the gravity, the 

buoyancy force %46.0%100
N0.049

N10
%100

4

=×=×
−

mg

B
. As it is seen, neglecting its 

impact on the trajectory of shuttlecock will have no significance on the results of 
calculations. 

5.5 Equations of Motion 

Vectors of various forces presented in Eq. (1) are projected onto x and y, the horizon-
tal and vertical coordinates. This procedure is intended to facilitate the designation  
of the theoretical trajectory depending on the position of the shuttlecock in (x, y)  
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coordinates, i.e. a function y = f (x) exists. Projecting vectors of Eq. (1) on the two 
axes, omitting the buoyancy force as well as taking into account Eq. (2) and (4), we 
get 
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where 
dx

dy
arctan=θ  is the trajectory angle with respect to the x axis. 

5.6 Numerical Solution in Simulink 

Basic Dynamical Modeling 
A simulation diagram of the analyzed dynamical model is shown in Fig. 4. The calcu-
lations have been defined in a few subsystems to improve the readability of the dia-
gram. Pulled out the blocks that store the coefficients CL and CD facilitate their rapid 
modification, which is essential for theoretical approximation to the actual trajectory 
recorded by the camera. 

 

Fig. 4. Simulation diagram of the analyzed basic dynamical model 
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The time history in Fig. 5 shows some theoretical trajectory of the shuttlecock 
based on equations (5)–(6) for the following initial conditions: angle of 40°, velocity 
|v| = 19.5 m/s and height y0 = 0.6 m. These conditions can be rewritten for the differ-
ential equations at t = 0: ( ) ,94.1440cos5.190 =°=x  ( ) .53.1240sin5.190 =°=y  

 

Fig. 5. Numerical solution of basic dynamics of the shuttlecock’s model during planar flight 

The numerically estimated trajectory shown in Fig. 5 is very similar to the real tra-
jectory due to proper selection of the aerodynamic force coefficients, i.e. CD = 0.5 and 
CL = 0.1. Also the values obtained analytically, means the distance at 4.25 m and the 
height of 8.7 m are comparable to those obtained experimentally. Additionally, flight 
durations are similar in values 1.83 s and 1.97 s, if the theoretical and experimental 
flights are compared. These times were measured by an analysis of recorded movie 
frames and by reading in Simulink the exact value from the time course of y(t). The 
results are visibly comparable to the average time of flight while playing badminton 
lasting about 2 seconds. In the initial stage of the flight the speed of the shuttlecock is 
high, it follows a similar path to the arc by slightly raising the lift influence which  
is present only at the beginning of the movement. This is due to the fact that the force 
is proportional to the speed of the ailerons, which decreases rapidly causing the dis-
appearance of the lift and drag force in a later phase of flight. 

Velocity course v(t) from Fig. 6 allows to accurately analyze and explain the spe-
cific behavior of the shuttlecock in the air. In the initial phase of motion, when the 
shuttlecock increases its altitude, its speed continuously decreases and reaches  
a minimum of about 3.8 m/s, and after 1 second of the flight. The minimum velocity 
corresponds to the speed reached by the shuttlecock at the highest point of its trajecto-
ry. Then, the shuttle sharply changes the direction of its movement. It is the only time 
when acceleration is positive. The last phase of flight is close to the vertical drop.  
Velocity of the shuttlecock begins to stabilize around constant value, but acceleration 
is equal to zero, and the shuttle continues to move with a constant speed that is equal 
to the terminal velocity. 
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Fig. 6. Time history of velocity of the shuttlecock’s in the basic model of dynamics 

Extended Dynamical Modeling 

Statements of the model 
─ Shuttlecock is treated as a rigid body with six degrees of freedom; 
─ Shuttlecock is an axially symmetric solid; 
─ Right-handed coordinate system is assumed; 
─ Origin of the local coordinate system of shuttlecock is adopted at its center of grav-

ity; 
─ The global coordinate system is attached to the Earth; 
─ Shuttlecock reaches relatively short distances so the simplification assumes that the 

Earth is flat; 
─ The speed of the Earth is assumed to be constant and equal to zero. 

Equations of motion 
The basic dynamic model presented in previous chapter is accurate but it has a lot of 
simplifications and it neglects important effects. This is the reason why the extended 
model is being developed. This section shows an extended dynamic model of a bad-
minton shuttlecock that is treated as a rigid body moving in the 3-dimensional space. 

Equations (7)–(9) describe forces acting in the translational motion of the body. 
The next three provide the relation between angular momentums. Equations (13)–(14) 
are the relations between inertial and reference frames developed by using Euler  
angles. 
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 ( ) ( )rvqwmmgLDum −−−−+−= θαα sinsincos  (7) 

 ( )pwrummgvm −−−= θφ cossin  (8) 

 ( )qupvmmgLDwm −−−−−= θφαα coscoscossin  (9) 

 ( )qrIILpI yyzzxx −−=  (10) 

 ( )prIIMqI zzxxyy −−=  (11) 

 ( )pqIINrI xxyyzz −−=  (12) 

where, according to Euler angles: 
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Model in Simulink 
Simulation diagram of the extended dynamical system has been presented in Fig. 7. It 
is based on the universal dynamic block, which is placed in middle part of the dia-
gram. The “Rigid Body 6DOF” block considers the rotation of a body-fixed coordi-
nate frame (Xb, Yb, Zb) about a flat Earth reference frame (Xe, Ye, Ze). The origin of the 
body-fixed coordinate frame is the center of gravity of the body, and the body is as-
sumed to be rigid. It eliminates the need of consideration of the forces acting between 
individual mass elements. The flat Earth reference frame is considered as an inertial 
one, an excellent approximation that allows the forces due to the Earth's motion to be 
neglected. Inputs Fxyz and Mxyz allow to add external forces and moments acting on  
a rigid body during simulated motion. Most of the formulas have been segregated in 
blocks in order to increase the readability of the scheme, as well as simplifying further 
modifications and work with the model. 
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Fig. 7. Simulation diagram of the extended dynamical system 

 

Fig. 8. Universal dynamic block in the extended modeling of the shuttlecock’s motion 

Additionally, during our work on advanced modeling of the shuttlecock’s flight 
phenomenon we succeed to create an universal block visible in Fig. 8, which can be 
used to describe and simulate dynamics of other rigid bodies moving in the air. Solu-
tion of the extended dynamical system is shown in Fig. 9. 

The shuttlecock trajectory presented in Fig. 9 is in good agreement with the typical 
flight paths estimated in [1]. 



 Programming and Computer Simulation of an Experimental Station 79 

 

Fig. 9. Solution of the extended dynamical system given by Eq. (7)–(12) 

6 Conclusions 

The constructed station of the automatic launch for badminton shuttlecocks is the 
result of several months of work. During this time, the concept of design was chang-
ing, which was dictated by new ideas. The mechanical part was constructed by the 
choice of the simplest possible ideas and inexpensive solutions to follow the functions 
of expensive and commercial launchers available on the market. Launching mecha-
nism between two rotating discs is the best, proven solution that provides high value 
of initial velocity of shuttlecocks. It is used in each device encountered in the market 
in this category. 

As a result of the simulation performed in the Simulink, the theoretical trajectory 
of the badminton shuttlecock was determined. In order to compare the actual path 
with the theoretical one, experimental stroke was recorded by the camera, and then, 
the results were compared. With the estimation of the aerodynamic coefficients, the 
two trajectories have similar characteristics. Approximation caused in both cases the 
same distance 8.7 m, 0.25 m height difference and 0.138 s in the difference of flight 
duration. 

According to [5], even at the maximum value of the Reynolds number the drag 
force does not exceed 2.5 N. This confirms the reliability of the result obtained during 
the simulation in Simulink, where the force reached a very low value of drag force 
DMAX = 0.25 N. It was caused by low value of the initial speed equal to 19.5 m/s. 
Moreover, after 2 seconds of motion the value of resistance forces of the air stabilizes 
at 0.05 N, which is almost equal to the force of gravity force, i.e. 0.049 N accordingly 
to the formula from Section 4.5. Due to the balance of these forces, the shuttlecock 
moves with the terminal velocity which was described in Section 5.2. 
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Abstract. In our investigations we analyze the dynamics of a two-phase hybrid 
stepper motor. Its behavior is governed by a system of four non-linear ordinary 
differential equations. We focus on the instability phenomena occurring during 
the operation of the device at different frequency intervals. Such instabilities 
can lead to a loss of synchronism and consequently to motor’s failure. The dy-
namics of a realistic system driven by a stepper motor is analyzed experimental-
ly using a phase current sensing method in order to understand the dynamical 
processes governing the instability phenomena. The applied measuring system 
allowed to acquire a number of phase plots showing the behavior of the system 
at different angular velocities. Results indicate that qualitative change is phase 
plots is correlated with the loss of motor stability. 

Keywords: stepper motor, stability, step-out. 

1 Introduction 

1.1 Scope of the Research 

This paper deals with the analysis of dynamics of a system consisting of a hybrid 
stepper motor loaded with a rotating cylindrical mass. Such synchronous electrical 
motors are commonly used in a number of industrial and household mechatronic devic-
es such as positioning systems, scanners, printers, digital cameras, optical drives, etc. 

This type of motor possesses an important advantage over other types of drives: 
they can be used to design very compact and simple positioning systems using the 
open-loop approach, i.e. position feedback is not necessary. However, this comes with 
a drawback of having to incorporate an appropriate control system, that is relatively 
more sophisticated than, for instance, in the case of DC motors. Additionally, a num-
ber of methods increasing the system performance are widely used, such as voltage 
chopping and micro-stepping. 

Several authors gathered the “know-how” regarding stepper motors, including the 
operation principles, design problems, control methods and mathematical modelling. 
In particular works by Kenjo [1] and Aclarney [2] should be mentioned. The former 
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shared his knowledge gained during his long-term collaboration with Sanyo Electric 
Co. Ltd. who were one of the precursors of the stepper motor technology. The latter 
wrote a practical guide to the application of the stepper motors in engineering. 

It can be observed that for high speeds this type of motor can behave unpredictably 
– for example rotor stalling can occur which can lead to a failure of the whole posi-
tioning system. It appears however, that those instabilities are occurring only in cer-
tain excitation frequency intervals. 

Those instability phenomena attracted the attention of several researchers, such as 
Balakrishnan et al. [3] and Cao et al. [4]. The former carried out an experimental in-
vestigation, similar to the one described in this work and the latter analyzed the dy-
namic of the system of ODEs concerning stepper motors. In our research we are 
aimed at experimentally analyzing dynamics of a system actuated by a bipolar hybrid 
stepper motor on a basis of phase current measurement. A mathematical model re-
garding such system has been also proposed. This allows us to use a numerical simu-
lation to confirm the phenomena observed in the experiment in the future research. 

1.2 Physical System 

The object of the investigations is an electro-mechanical system consisting of the 
following elements: 

• hybrid, two phase, bipolar stepper motor, 
• stepper motor controller, 
• programmable logic controller (PLC), 
• 36 VDC power supply unit, 
• incremental rotary encoder. 

The overview of the system is presented in Fig. 1. It can be seen that the velocity 
and position control is done by the PLC through a pulse signal passed to the motor’s 
controller. This device is responsible for applying appropriate voltages to the motor’s 
windings using the electrical power from the dedicated power supply. The power 
supply operates at 36 V DC and is not stabilized, because the controller uses a voltage 
chopper. 

 

Fig. 1. Diagram showing the considered electro-mechanical system 
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As can be clearly seen in Table 1, the nominal voltage of the hybrid stepper motor 
is only 5 V. Voltage chopper circuit, however, allows to increase the performance of 
the motor, because larger supply voltage means that the first time derivatives of the 
phase currents are of a higher value (as shown in Section 2). Consequently, the wind-
ings can be energized much more rapidly, producing (on average) more torque. 

Additionally, micro-stepping approach is used, which reduces the noise and vibra-
tion of the system, in addition to increasing the resolution of the positioning system. 

In this system a position feedback using a rotary encoder has been introduced to al-
low for measuring the system response. Although we did not track accurately the 
position response of the system in the described experiment, this feedback signal 
allowed to detect the moments when a loss of synchronism occurs. 

Mechanical part of device can be seen in the photo presented in Fig. 2. It consists 
of a shaft and cylindrical mass supported on a ball bearing coupled with the motor 
using Oldham’s coupler. 

 

Fig. 2. Electro-mechanical system actuated by a stepper motor: stepper motor (1), Oldham’s 
coupler (2), ball bearing support (3), rotating mass (4) 

2 Mathematical Model 

A hybrid stepper motor consists of a rotor made of alternately placed permanent mag-
net poles with equally spaced grooves placed around its circumference and a stator 
consisting of windings. In the case of a two phase motor we have two windings:  
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A and B, which have equal inductance L and resistance R. Fig. 3 shows a simplified 
model of a two phase bipolar hybrid stepper motor, which is the basis for further in-
vestigations. 

 

Fig. 3. Physical model of the hybrid stepper motor 

The differential equations governing the dynamics of a hybrid stepper motor sys-
tem have been already presented in numerous works including [1–2, 5–7]. Owing to 
the two main laws affecting the system (Kirchhoff’s 2nd Law and Newton’s 2nd Law 
of Motion) we can establish the following system of non-linear differential equations: 
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where: IA, IB are currents in both phases; VA and VB are voltages applied to the wind-
ings; R, L are winding's resistance and inductance, respectively; Km is the motor 
torque constant, c is viscous friction coefficient, Nr is the number of rotor teeth, J is 
rotor's moment of inertia, Tl  is the load torque, ω is the rotor speed and φ is its angu-
lar position. 
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Table 1. Parameters of the system 

R 5 Ω 
L 8.6 · 10-3 H 

IA0 = IB0 1 A 
VA0 = VB0 5 V 

c 8 · 10-4 N· m·s / rad 
Km 0.55 · N·m / A 
J 11 · 10-6 kg· m2 
Nr 50 

3 Experimental Set-Up 

The phase currents, especially for high rotor velocities are changing with high speed. 
Because of that, a measuring system is required that can gather a sufficient number of 
samples per second. In this case, a digital oscilloscope has been used, which offers 
sampling rates of 1 Gs/s. 

To measure high frequency currents an amplifying circuit is also necessary. We 
use a shunt resistor current sensing method, introducing two very small value resistor 
in series with the phase circuits. Voltage drop occurring on these resistors, owing to 
Ohm’s Law is proportional to the current flowing through the phase. This voltage 
signal is then amplified using two (one for each phase) bi-directional shunt current 
sensors with the amplification ratio of 50. The resulting signal is passed to the two 
channels of the oscilloscope, allowing to draw XY plots of both phase currents, in such 
a way that IA value determines the X coordinate and IB determines the Y coordinate. 

The circuit has been designed using a PCB board, with two connectors allowing to 
connect the device between the motor and its controller. A photo of the board can be 
seen in Fig. 4. 

 

Fig. 4. Two phase bi-directional shunt current sensor 

4 Methodology and Results 

Following methodology has been applied for the experiment: 

1. the amplifying circuit has been connected between the motor and the controller, 
2. the controller has been set to 1:16 micro-stepping, 
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3. digital oscilloscope has been connected to the amplifier (one channel for each 
phase), 

4. system has been excited with gradually increasing frequency (from 30 Hz up to 
20 kHz), 

5. for each of the frequencies an image of the XY plot has been saved, 
6. frequencies at which loss of synchronism occurred have been marked as  

“unstable”. 

The results of those steps have been gathered and shown in Table 2. 

Table 2. Phase current plots obtained during the experiment 

 

30 Hz 500 Hz 

 

2.5 kHz 3.5 kHz 
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Table 2. (continued) 

 

 

5.5 kHz 6.5 kHz 

 

7.5 kHz 9 kHz 

 
11 kHz (unstable) 11.15 kHz (unstable) 
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Table 2. (continued) 

 

 

11.5 kHz 12.5 kHz 

 

13.6 kHz 14.5 (unstable) 

 

16 kHz 17 kHz 
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Table 2. (continued) 

 

 

18 kHz 19.9 kHz 

 
Plots shown in the above table allow to observe change of the trajectory on IA – IB 

plane, associated with the increase of the excitation frequency. For the low frequen-
cies (below 2.5 kHz) separate points are clearly visible, because the motion of the 
rotor is not smooth, as it becomes stationary between each step. In this frequency 
region the captured curve takes a circular shape. However, increasing the stepping 
speed yields gradual change of shape of the curve. At 5.5 kHz point the trajectory 
resembles a slightly distorted square. For excitation frequencies above 6 kHz the inner 
area limited by the trajectory curve starts to shrink. It means that the voltages on the 
windings are changing too fast to fully energize motor’s coils. For the frequency in-
terval starting at 6 kHz to around 11 kHz we observe further decrease of the inner 
area, as well as a progressive distortion of shape of the curve. Reaching 11 kHz re-
sults in a sudden change of the trajectory shape. This is shortly followed by a rotor 
stalling. We can observe that the trajectory curve starts to intersect itself in several 
points. The instability phenomena takes place in the region of excitation frequencies 
from 11 kHz up to 11.5 kHz. For 11.5 kHz up to 13.8 kHz the system behaves in a 
stable manner. Between 13.8 kHz and 16.5 kHz, however we deal with another wide 
instability section, and sudden change of shape occurs once again. Above this region, 
for the frequencies up to 19 kHz we observe stable operation of the motor. The inner 
area limited by the trajectory shrinks even further, as we increase the stepping speed. 
At this point the motor pull-out torque is significantly reduced, and even a small peak 
of the load torque can lead to the loss of synchronism. For the frequencies reaching 
20 kHz the system generally behaved in an unstable manner. Frequencies past the 
20 kHz point were not tested. 

The experiment yields results similar to [3], but they are quantitatively inconsistent 
owing to the difference in stepper motor type and size. We can make an observation 
that when the plotted trajectory on the IA – IB plane starts to intersect with itself we 
probably deal with the instability region. 
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5 Concluding Remarks 

The proposed measurement system allowed capturing the phase current plots of the 
investigated system with a sufficient speed and accuracy. 

Experimental results shown in the previous section allow us to conclude that in the 
case of the tested hybrid stepper motor we deal with several instability regions associ-
ated with different frequency intervals. The first and second observed instability re-
gion clearly exhibited a sudden qualitative change in the phase trajectory, when the 
plotted curve started to intersect with itself in several points. 

As was expected the area limited by the trajectory decreases with the increase of 
the excitation frequency, after we move past the point where the windings can no 
longer be fully energized. 

At high speeds we deal with several smaller instability regions, but the exact shape of 
the trajectory becomes increasingly hard to capture, because of the limited accuracy. 

In further research we are planning to introduce a numerical simulation based on 
the system of ODEs discussed in Section 2, and to compare it to the experimental 
results. Additional tests, using other control methods (for instance different step divi-
sions) will also be made. 

References 

1. Kenjo, T., Sugawara, A.: Stepping motors and their microprocessor control. Oxford Univer-
sity Press Inc., New York (1995) 

2. Acarnley, P.: Stepping motors: a guide to theory and practice. The Institution of Electrical 
Engineers, London (2002) 

3. Balakrishnan, K., Umamaheswari, B., Latha, K.: Identification of resonance in hybrid step-
per motor through measured current dynamics in online for accurate position estimation and 
control. IEEE Trans. Ind. Inf. 9, 1056–1063 (2013) 

4. Cao, L., Schwartz, H.M.: Oscillation, Instability and Control of Stepper Motors. Nonlinear 
Dynamics 18, 383–404 (1999) 

5. Bodson, M., Chiasson, J., Novotnak, R., Rekowski, R.: High performance nonlinear feed-
back control of a permanent magnet stepper motor. In: Proceedings of 1st IEEE Conference 
on Control Systems Technology, vol. 1, pp. 510–515 (1992),  
doi:10.1109/CCA.1992.269821 

6. Kuo, B., Tal, J.: Incremental motion control: step motors and control systems. SRL Publish-
ing Company, Champaign (1979) 

7. Lyshevski, S.E.: Electromechanical systems, electric machines and applied mechatronics. 
CRC Press, Boca Raton (2000) 



© Springer International Publishing Switzerland 2015 
J. Awrejcewicz et al. (eds.), Mechatronics: Ideas for Industrial Applications,  

91

Advances in Intelligent Systems and Computing 317, DOI: 10.1007/978-3-319-10990-9_9 
 

Influence of the Controller Settings on the Behaviour  
of the Hydraulic Servo Drive 

Klaudiusz Klarecki, Dominik Rabsztyn, and Mariusz Piotr Hetmańczyk 

The Silesian University of Technology, Faculty of Mechanical Engineering,  
Institute of Engineering Processes Automation and Integrated Manufacturing Systems,   

44-100 Gliwice, Konarskiego 18A Street, Poland 
{klaudiusz.klarecki,dominik.rabsztyn, 

mariusz.hetmanczyk}@polsl.pl 

Abstract. The article presents the influence of the position loop gain setting  
on the position error values of the hydraulic servo drive. Results of the experi-
mental tests have also been compared with the analytically determined gain 
values. For the tests, servo cylinder has been loaded with the active force  
of 2500 N, pointed in the direction opposite to the direction of piston rod exten-
sion. The result of the experimental tests was the discovery that the accuracy 
and stability of the servo drive positioning depends not only on the value  
of Kv factor, but is also influenced by the direction of the active force loading 
the servo cylinder. In the tested hydraulic servo drive (hydraulic axis control-
ler), the Compax3F controller by Parker Hannifin was used.   

Keywords: hydraulic servo drives, controller settings, hydraulic proportional 
valves. 

1 Introduction 

Electrohydraulic servo drives have been in use for many years and are characterized 
by many beneficial features, such as high stiffness and the possibility to take high 
values of the velocity enhancement factor [1, 2, 4]. In spite of these advantages, the 
users are not particularly enthusiastic about hydraulic servo drives. One of the reasons 
mighty be their slightly different, when compared to typical electric servo drives.  
In a typical electrohydraulic servo drive, analog control signal is sent either to the 
modular regulator (mostly PID) or directly to the servo amplifier card with embedded 
PID regulator. The first solution is used in case of the systems featuring proportional 
control valves, where the output of the modular regulator is the control signal for the 
proportional amplifier. The limitations of the presented systems are as follows: no 
scalability and difficulties in developing/modifying machine drive systems, no possi-
bility of digital control and hindered parameterization of servo drives [5]. 

The solution to these problems is modern, integrated drive systems that use both 
electric and hydraulic drives in a similar way. As an example, we could mention  
IndraMotion systems by Bosch Rexroth or Compax3 by Parker Hannifin [6]. 
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2 Impact of the Dynamics of Servo Valves on the Adjustment of 
the Electrohydraulic Servo Drives 

Fig. 1 presents the flow chart for the electric servo drive. Due to the specificity of the 
hydraulic drive systems, it is usually assumed that the movable masses actuated by 
the cylinders or hydraulic motors are large. It may result in low natural frequencies of 
the cylinder – actuated inert mass assembly (hydraulic motor – actuated element with 
the mass moment of inertia). It is commonly assumed that for the hydraulic drives, 
natural frequencies of movable masses reach a few Hz. If this condition is fulfilled, 
the dynamics of the electrohydraulic servo drives is not limited by the velocity of the 
remaining elements of the system. 

 

Fig. 1. Flow chart of the electrohydraulic servo drive 

This paper presents the procedure of analytical selection of the adjustments for the 
proportional regulators [3]. First, it is necessary to determine the minimum natural 
pulsation of the cylinder ω0, i.e. actuated mass system (hydraulic motor – actuated 
rotational mass): 

 
r

cyl

m

C
=0ω  (1) 

where: Ccyl – hydraulic stiffness of the cylinder, mr – movable mass reduced on the 
piston rod of the cylinder. 

In order to do this, we must set the basic parameters of the hydraulic system frag-
ment from the servo valve (proportional valve) to the receiver and inert mass reduced 
on the piston rod of the cylinder (mass moment of inertia reduced on the hydraulic 
motor shaft), as shown in Fig. 2.  

Due to the fact that for the cylinders we can observe similar throttling on the power 
supply and outflow, for small oscillations of the piston we sum the hydraulic stiffness 
of both chambers of the cylinder. 
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Fig. 2. Hydraulic system diagram used to determine natural pulsation of the actuated element 

Hydraulic stiffness Ccyl of the liquid locked in the chambers of the receiver is the 
result of its compressibility: 
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where: H – piston stroke [m], hi – piston position with minimum stiffness [m],  
AT – piston area on the piston side [m2], Atl – piston area on the piston rod side [m2], 
VL1 – volume of wires on the piston side [m3], VL2 – volume of wires on the piston rod 
side [m3], B – bulk modulus of hydraulic liquid [Pa]. 

The Equation 2 proves that the hydraulic stiffness depends on the position of the  
piston. In order to adjust the servo drive we should take the minimum value of stiff-
ness, equivalent of the lowest value of the natural pulsation of the drive system. It will 
present for the piston position hk described by the Equation 3. 

Having determined the minimum value of natural pulsation of hydraulic drive ω0,  
it should be compared with the pulsation of the servo valve ωV. Pulsation of the servo 
valve is determined (Equation 3) taking account of the producer’s cut-off frequency 
of a valve fres and a small amplitude control signal. 
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Usually, amplitudes of values 5–10 % of the maximum amplitude control signal 
for a given servo drive are taken: 

 resV f⋅= πω 2  (4) 

Producers provide fres values for the servo valves and proportional control valves  
(directly or as frequency characteristics of valves). In case of regular proportional 
valves, not intended to be used in electrohydraulic servo drives, producers provide 
only step response Tres. Here, pulsation of the valve may indicatively be defined as: 

 
res

V T

πω =  (5) 

If we compare natural pulsation of the drive ω0 with the pulsation of the servo 
valve ωV we distinguish [3] two types of electrohydraulic servo drives: ω0 > 3ωV or 
ω0 < 3 ωV. 

In the first case, it is not required to take account of the servo drive dynamics to ad-
just the servo drive regulator. If the regulator is a P type regulator, we should make 
sure that when we select its amplifier, the value of the velocity enhancement factor  
Kv for the electrohydraulic servo drive complies with the following equation: 

 
3

0ω=vK  (6) 

In the second case, it is necessary to take account of the servo valve dynamics. The 
value of the velocity enhancement factor Kv for the electrohydraulic servo drive  
is determined based on the equivalent pulsation ωeq: 
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Equivalent pulsation ωeq of the hydraulic system with drive natural pulsation ω0 
and servo valve pulsation ωV equals half of the harmonic mean of these two values: 
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It should be mentioned that equivalent pulsation ωeq is smaller than the smallest 
constituent pulsation. This leads to the conclusion that if we did not take account of 
the valve dynamics (in the second case), the adopted value of the velocity enhance-
ment factor for the servo drive would be too high. It could result in the instability of 
the servo drive.  
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Another conclusion is the fact that we should always make sure that the condition 
from the first case is met when we select servo valves. Then, the properties of a servo 
drive will only be limited by the pulsation of the drive (it can be improved by increas-
ing the hydraulic stiffness).  

Pairing the hydraulic drive with proportional valve of low dynamics will force the 
necessity of lowering the value of the velocity enhancement factor of such electrohy-
draulic servo drive, which in turn will result in much smaller accuracy of the servo 
drive positioning Δx. Servo drive positioning accuracy can be determined using the 
following equation [3]: 

 
vK

v
x max05.0 ⋅=Δ  (9) 

where: vmax – drive speed with the servo valve fully opened. 

3 Structure of the Lab Workstation 

The essential element of the lab workstation is the advanced Compax3 FD2F12 I12 
T11 M00 controller. The electronic part also features the position sensor type  
BTL7-E100-M0305-B-S32 embedded in the servo drive double-acting cylinder with 
unilateral piston rod CHMIXRPF24M-M1100 (piston diameter 40 mm, piston rod 
diameter 28 mm, piston stroke 300 mm) connected by the piston rods with the identi-
cal cylinder without positioning the piston. Both cylinders have been placed over  
a rigid foundation. Thanks to this, it is possible to simulate the impact of a variable 
load on the servo drive behaviour. Servo drive cylinder has been powered from the 
proportional valve with enhanced dynamics D1FPE01FC9NB00 by Parker Hannifin. 
Schematic diagram of the lab workstation hydraulic system is presented in Fig. 3. 

The remaining elements of the hydraulic system are as follows: power supply with 
a fixed displacement pump with the possibility of setting the pump shaft rotational 
speed (power supply nominal parameters: pressure up to 10 MPa, flow rate up to  
12 dm3/min), reduction valve VM064A06VG15 to power both chambers of the cylin-
der loading the servo drive, necessary pressure inverters, flexible double braided 
hoses with dry break quick coupling and other essential hydraulic components. 

For the described station, the following data essential in order to determine the  
natural pulsation of the mass actuated by the cylinder and the equivalent pulsation of 
the servo drive have been adopted: moving mass m = 10 kg, additional volumes  
VL1 = VL2 = 86 cm3 (cables between the proportional valve and cylinder), cut-off  
frequency fgr = 350 Hz for the valve D1FPE01FC9NB00.  

Having used the Equation 3 in order to determine the position of the piston for the 
minimum hydraulic stiffness (hk = 287 mm), Equation 2 has been applied in order to 
determine the pulsation ω0 of the drive (ω0 = 1028 1/s). Pulsation of the proportional 
valve D1FPE01FC9NB00 has also been determined (ωV = 2199 1/s). Having com-
pared pulsation ω0 and ωV we know that we need to determine the value of the 
equivalent pulsation of the hydraulic system and then use it to estimate the permissi-
ble value of the velocity enhancement factor of the servo drive. 
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Fig. 3. Schematic diagram of the position for testing the hydraulic servo drive 

After substituting the values into the Equation 8 we have received the value of the 
equivalent pulsation ωeq = 700.7 1/s. This means that the optimum value of the veloc-
ity enhancement factor is Kv = 233.5 1/s. 

Knowing the value of the suggested velocity enhancement factor of the servo 
drive, it is possible to determine the settings of the proportional controller (type P) 
using the following formula [3, 5]: 
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where: KP – proportional gain, KP+ – optimum proportional gain while extending the 
piston rod, KP- – optimum proportional gain while retracting the piston rod,  
Vq – servo valve gain [cm3/s/%], KX – measuring transducer gain [%/cm], A – surface 
area of the piston [cm2]. 
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For the valve D1FPE01FC9NB00, Vq = 1.07 [cm3/s/%] was taken with the as-
sumed pressure drop on the control edge Δp = 1 MPa. Surface areas of the piston are 
relatively: AT = 12.57 cm2, Atł = 6.16 cm2. BTL7-E100-M0305-B-S32 position sensor 
amplifier gain is KX = 3.33 [%/cm], the measuring range is 300 mm.  

After substituting the values into the Equation 10 we have received the following 
values of the P controller settings while: extending the piston rod (KP+ = 824),  
retracting the piston rod (KP- = 404). 

4 Results of the Experimental Tests 

The default settings of the Compax3F controller were modified prior to the tests. 
Feed-forward blocks were assigned zero gain for the speed and acceleration in the 
position regulation track. The integral action of the controller has also been switched 
off.  

Compax3F controller is also capable of compensating the positive overlap of the 
servo valve. For this reason, the valve D1FPE01FC9NB00 has been previously tested 
at the separate measuring station in order to determine the values of the valve overlap 
corrections on the tracks P → A and P → B. The test revealed that the received values 
(17 % and 16 % relatively) differ significantly from the default values (while parame-
terizing the controller, the C3 ServoManager2 system has taken the default value of 
23 %). Also modified were the default gain values correcting different gains of the 
cylinder with unilateral piston rod depending on the powered chamber. Additional 
gains were adopted, all equal to 1.  

Variations for the selected values of the P-term parameter settings of the Com-
pax3F controller relating to the Kv of the servo drive were presented in Fig. 4, Fig. 5 
and Fig. 6. 

 

Fig. 4. Variations for the position loop gain setting P-term = 10 
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Fig. 5. Variations for the position loop gain setting P-term = 40 

 

Fig. 6. Variations for the position loop gain setting P-term = 160 

For the variations received as a result of the experimental tests, obtained for the 
subsequent adjustments of the position controller proportional gain in the Compax3F 
controller with the preset speed of 80 mm/s, the following values have been deter-
mined for the extension and retraction of the piston rod (average speed rate and aver-
age position offset, position loop gain, effective regulation error and shape factor). 

The selected results of the conducted tests have been presented in Tables 1 and 2. 
The results presented in Table 1 reveal that the analytically determined value of the 
optimum velocity enhancement for the tested servo drive is slightly inflated. In case of 
the results (row No. 9) we can observe unstable operation of the servo drive, even 
though the adjustment of the Kv factor did not exceed the analytically determined value. 
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Table 1. Results of the experimental tests regarding the piston movement 

Average 
regulation 
error [mm] 

Average 
speed 

[mm/s] 

Gain Kv 
[1/s] 

Direction 
of motion 

Position loop 
gain P-term 

[%/unit] 
Notes 

5.538 79.875 14.424 extension 10 – 
–4.608 –79.901 17.339 retraction 10 – 

2.603 79.967 30.727 extension 20 – 
–2.253 –79.695 35.376 retraction 20 – 
1.345 79.674 59.239 extension 40 – 
–1.153 –79.940 69.315 retraction 40 – 
0.678 79.516 117.217 extension 80 – 
–0.593 –79.553 134.064 retraction 80 – 

0.356 79.300 223.009 extension 160 Loss of stability 
–0.337 –79.776 236.502 retraction 160 – 

Table 2. Analysis of the regulation errors in the preset servo drive position for the selected 
controller settings 

Average 
regulation 
error [mm] 

Effective 
regulation 
error [mm] 

Direction 
of motion 

Position 
loop gain  

P-term 
[%/unit] 

Shape 
factor 

Notes 

0.020 0.025 extension 10 1.180 – 
–0.077 0.077 retraction 10 1.001 – 
–0.003 0.011 extension 20 4.187 – 
–0.035 0.038 retraction 20 1.090 – 
–0.001 0.011 extension 40 12.649 – 
0.007 0.009 retraction 40 1.209 – 
0.001 0.014 extension 80 13.359 – 
0.005 0.007 retraction 80 1.355 – 
0.013 0.358 extension 160 28.361 Loss of stability 
0.006 0.008 retraction 160 1.368 – 

Also the comparison of Kv factor in pairs: while extracting and retracting, can be 
seen as surprising. Gains of the electronic part of the servo drive were constant and 
independent of the direction of movement. The only difference was in the cylinder 
gain, which was the result of different surface areas of the piston while extending and 
retracting the piston rod. Theoretically, we should obtain twice as high values of the 
Kv factor while retracting the piston rod. Also the ratio of Kv while retracting to  
Kv while extending the piston rod should be constant. Tests confirmed neither of those 
two expectations. In order to explain these discrepancies, additional tests should be 
performed.  

The overall results of examining the positioning accuracy of the servo drive were 
presented in Table 2. Due to the possibility of oscillation occurring in the set position, 
not only the average value of the regulation error, but also the effective regulation 
error was determined. In order to measure the oscillation we adopted the form factor, 
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defined as the absolute value of the effective error to average regulation error ratio. 
The obtained results are to some extent consistent with the theoretical expectations.  
Initially, along with increasing the controller gain, both average and effective regula-
tion error were decreasing. It has been observed that starting with the setting  
P-term = 40 for the position reached with the extended piston rod, the RMS value of 
control deviation increases, whereas the average position error decreases. The increas-
ing tendency of the servo drive to oscillate in the steady state is evidenced by the 
significant increase of the shape factor value (from 4.188 for P-term = 20 to 12.649 
for P-term = 40). For the setting P-term = 160, it may be assumed that there has been 
a loss of stability of the tested hydraulic servo drive. The positioning accuracy was by 
an order of magnitude worse (from 0.0114 mm for P-term= 40, to 0.3581 for  
P-term = 160). It is worth mentioning that the direction of the external load was con-
trary to the direction of the servo cylinder’s movement.  

5 Summary 

The analysis of the obtained results of the experimental tests suggests that even for 
simple systems we may observe significant discrepancies between the theoretically 
predicted values of the servo drive controller’s settings and the values of settings for 
which the actual servo drive works properly. Using the information received, we are 
able to state that theoretical settings are a good reference point to optimize the  
controller settings by means of the experiment carried out with the actual operating 
conditions of the machine. 
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Abstract. The article describes an innovative concept of intelligent systems for 
monitoring and optimization of micro- and nano-machining processes, which 
are equipped with a speech interface and artificial intelligence. The developed 
concept proposes an architecture of the systems equipped with a data analysis 
layer, process supervision layer, decision layer, communication subsystem by 
speech and natural language, and visual communication subsystem using voice 
descriptions. The implemented computational intelligence methods allow for 
real-time data analysis of monitored processes, configuration of the system, 
process supervision and optimization based on the process features and quality 
models. The modern concept allows for the development of universal and intel-
ligent systems which are independent of a type of manufacturing process, ma-
chining parameters and conditions. 

Keywords: process monitoring, process optimization, micro- and nano-
machining, intelligent system, modern machining process. 

1 Introduction 

In the industry processes of micro- and nano-machining can be performed using  
a hybrid system for monitoring, optimization and forecasting of the machining pro-
cess quality, equipped with artificial intelligence methods and a layer of remote voice 
and visual communication between the system and human operators. This  
system is presented in exemplary application in the precision grinding processes. It 
features the possibility for many other applications, future development and experi-
ments. Its main tasks include: modeling of the manufacturing process, assessment of 
inaccuracy effects, identification of inaccuracy causes, optimization of the process 
conditions and parameters. 

The scientific aim of the research is to develop fundamentals of building interac-
tive systems (Fig. 1) for monitoring and optimization of micro- and nano-machining 
processes. The design and implementation of these systems is an important field of 
research. This concept proposes a novel approach to these systems, with particular 
emphasis on their ability to be truly flexible, adaptive, human error-tolerant, and  
supportive both of human operators and intelligent agents in distributed systems  
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architectures. The interactive hybrid system allows for higher organization level of 
manufacturing processes, which is significant for their efficiency and humanization. 
Decision and optimization systems can be remote elements of manufacturing process-
es. The design of the proposed system can be considered as an attempt to create a 
standard interactive system for monitoring and optimization of machining processes. 
It is very significant for the development of new effective and flexible manufacturing 
methods. 

 

Fig. 1. Concept of interactive systems for monitoring and optimization of micro- and  
nano-machining processes 

2 The State of the Art 

There is a need for remote systems of monitoring and optimization of machining pro-
cesses in reconfigurable manufacturing systems to reduce bottlenecks that occur in 
associated tasks to be performed by these systems using technological devices. The 
tasks include [1–4, 16]: modeling of process features and quality, assessment of inac-
curacy effects, identification of inaccuracy causes, optimization of process conditions 
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and parameters. These bottlenecks can occur as a result of the mass production of 
custom products. 

This article offers an approach by using the developed concept of the interactive 
hybrid system of monitoring and optimization of the processes of micro- and nano-
machining to deal with the above problems. Selected article [4] presents innovative 
solutions in supervision of precise grinding processes and development of a system 
for monitoring, optimization and forecasting of machining process quality. Articles 
[5–15] describe the developed solutions in intelligent voice communication between 
human operators and technical devices. 

3 Description of the System 

The developed concept proposes an architecture of the interactive hybrid system for 
monitoring and optimization, which is equipped with a data analysis layer, process 
supervision layer, decision layer, communication subsystem by speech and natural 
language, and visual communication subsystem using voice descriptions. The struc-
ture of the system is presented in abbreviated form on Fig. 2. The numbers in the 
cycle represent the successive phases of information processing. The developed con-
cept also includes the system for mobile technologies (Fig. 3). The novelty of the 
system consists of inclusion of adaptive intelligent layers for data analysis, supervi-
sion and decision. The system is also capable of analysis of the supervised machining 
process, configuration of the supervision system, neural modeling of process features, 
neural modeling of process quality, detection of the inaccuracies, estimation of the 
inaccuracy results, compensation of the inaccuracy results, and selection of the ma-
chining parameters and conditions. The core of the system consists of the following 
process models: the neural model of the optimal process parameters for determination 
of optimal values of the process features, and the neural model for assessment of in-
fluence of the measured process features on the process quality parameters. 

The system contain probabilistic neural networks (Fig. 4) for forecasting the state 
of the abrasive tool and prediction of the surface quality. The inputs of the networks 
include parameters of abrasive tools, workpiece parameters, geometric and kinematic 
parameters, process variables. The system also consists of mechanisms (Fig. 5) for 
meaning analysis of operator’s messages and commands given by voice in a natural 
language, and various visual communication forms with the operator using voice 
descriptions. 

The interaction between the operator and the system by speech and natural lan-
guage contains intelligent mechanisms for operator biometric identification, speech 
recognition, word recognition, recognition of messages and commands, syntax analy-
sis of messages, and safety assessment of commands. The interaction between the 
system and the operator using visual messages with voice descriptions includes intel-
ligent mechanisms for generation of graphical and textual reports, classification of 
message forms, generation of messages in the graphical and textual forms, consolida-
tion and analysis of message contents, synthesis of multimedia messages. 
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Fig. 2. Implementation structure of hybrid systems for monitoring and optimization of micro- 
and nano-machining processes using voice and visual communication 
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Fig. 3. Interactive system for monitoring and optimization using mobile technologies 

 

Fig. 4. Probabilistic neural networks for monitoring and optimization of processes 
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Fig. 5. Evolvable fuzzy neural networks for word and command recognition 
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4 Experimental Results 

On the basis of experiments and extensive analysis of their results, specific require-
ments have been set in terms of system components and their functions. The results 
obtained experimentally, supported by analysis, allowed for the development of  
a detailed system architecture. 
 

 

Fig. 6. System for detection of inaccuracies and optimization of machining parameters 

Basing on the research, the neural models of the process features and quality have 
been developed for a subsystem (Fig. 6) for detection of inaccuracies and optimiza-
tion of machining parameters. 

The research allowed to develop the architecture of the following system presented 
in Fig. 7. The system preferably should contain adaptive intelligent layers for data 
analysis, supervision and decision. The system should be capable of analysis of the 
supervised machining process, configuration of the supervision system, neural model-
ing of process features, neural modeling of process quality, detection of the inaccura-
cies, estimation of the inaccuracy results, compensation of the inaccuracy results, and  
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Fig. 7. The developed architecture of interactive hybrid systems for monitoring and optimiza-
tion of micro- and nano-machining processes with the core of neural models of the process 
features and quality 
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selection of the machining parameters and conditions. The core of the system consists 
of the following process models: the neural model of the optimal process parameters 
for determination of optimal values of the process features, and the neural model  
for assessment of influence of the measured process features on the process quality 
parameters. 

5 Conclusions and Perspectives 

The proposed concept of the interactive hybrid systems for monitoring and optimiza-
tion of machining processes, equipped with a speech interface and artificial intelli-
gence, allows for the development of universal and intelligent systems which are  
independent of a type of manufacturing process, machining parameters and condi-
tions. The condition of effectiveness of the system is to equip it with intelligent mech-
anisms for modeling of the process features and quality, assessment of inaccuracy 
effects, identification of inaccuracy causes, optimization of the process conditions and 
parameters. The experimental results of the proposed system show its promising per-
formance. The concept can be used for further development and experiments. The 
system is both effective and flexible which makes its applications possible.  
It features the universality of application of the developed artificial intelligence algo-
rithms. The hybrid system allows for more robustness to human’s errors. The pro-
posed complex solution also eliminates scarcities of the typical co-operation between 
human operators and technological devices. 
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Abstract. This work presents the design and implementation of an analog  
electronic test board (AETB) for determining the time characteristics of basic 
elements of automatic control systems. Test signals are formed to study time re-
sponses of open and closed-loop basic control systems. In the practical part,  
a laboratory test board was designed and manufactured. Electronic components 
have been installed on a PCB prototype and the whole system has been en-
closed in a polycarbonate box containing BNC junctions to connect it with an 
external oscilloscope. The device has been divided into functional blocks such 
as power supply, signal generator and a system containing basic elements of au-
tomation. Moreover, parameters of both the generator and the basic elements 
are tunable. By using the AETB test board, it is possible to analyze properties 
of the PID controllers as well as the first and second-order basic elements. In 
the preliminary stage of the design, numerical simulations allowed to choose 
proper values of most electronic components. Finally, a few waveforms were 
examined on the oscilloscope to make a comparison with the simulation results. 

Keywords: basic elements, analog electronic test board, test signals, practical 
PID controller, LM7812 regulator, ICL8038 generator, LF353N op-amp. 

1 Introduction 

Before a control system is designed and implemented, it is imperative to understand 
the characteristics and behavior of the processes to be controlled. In practice, the input 
signal to a control system is not known ahead of time but is rather random in nature, 
and the instantaneous input cannot be expressed analytically [1]. Only in some cases 
the signal input is known in advance and expressible analytically or by curves, such as 
in the case of the automatic control. In analyzing and designing control systems, we 
must have a basis of comparison of performance of various control systems. It may be 
settled by specifying a particular input test signals and then by comparing with them 
any responses of basic electronic subsystems. With respect to the above or even  
to many design criteria, such as stability of control systems the presented analog  
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electronic test board (AETB) which is useful for testing basic elements of automatic 
control systems has been designed as a prototype and constructed. 

2 Subsystems of the Analog Electronic Test Board 

2.1 Power Supply 

In mains-supplied electronic systems the AC input voltage must be converted into  
a DC voltage with the right value and degree of stabilization [7]. The design of stabi-
lized supplies has been simplified dramatically by the introduction of voltage regula-
tor ICs such as the L7812 and L7912, a three-terminal series regulators providing  
a very stable output, and additionally, including some current limiters and thermal 
protection functions. Fig. 1 shows how this circuit is used on the AETB test board. 
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Fig. 1. Complete ±12V/1A split supply regulator circuit 

An appropriate isolation strategy is defined and rigidly applied throughout the de-
sign. Creepage and clearance spacing separate all hazardous voltages from user acces-
sible points. There is a very clear channel between primary and secondary circuits. It 
has been checked, that hazardous voltage levels are not present on any secondary 
circuits where a low voltage output is generated from a low PWM duty-cycle, high 
peak voltage and PWM power pulse. The AETB test board has a protective earth 
provided by a conductive grounded enclosure. 

2.2 Generator of Test Signals 

The commonly used test input signals are functions of the following kinds: step, 
ramp, acceleration, impulse and sinusoidal [2]. Using these test signals, some mathe-
matical and experimental analyses of control systems can be carried out since the 
signals are precisely repeated and stable in time. The two basic requirements were 
applied and met after the design and practical implementation on the AETB. A dia-
gram of the Generator’s electronic circuit is shown in Fig. 2. Frequency, PWM% duty 
cycle and distortion of the three output signals, i.e. sawtooth (PILA), square (PROST) 
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and sinusoidal (SIN) of the Generator are tuned by potentiometers PR215, PR213 and 
PR214, respectively. Potentiometer PR216 sets amplitude Uin of the test signals which are 
selectable by a 3-way switch. On the subsequent diagrams, notation GEN marks one 
of the test signals generated by the system shown in Fig. 2. Time histories of the test 
signals produced by the Regulated Signal Generator (RSG) are shown in Fig. 3. 
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Fig. 2. A circuit diagram of the Regulated Signal Generator (RSG) 

a)   b)  

Fig. 3. The three types of test signals measured on the RSG’s output: a) Uout = 12 V,  
fout = 1 kHz, PWM% = 50, b) Uout = 2 V, fout = 500 kHz, PWM% = 20 
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The system used in the device of signal generation is capable of generating wave-
forms of three shapes: square, sine and sawtooth. On the main panel there are placed 
some switches and knobs used to adjust the parameters of the RSG. A selection be-
tween the test signals is possible by means of a rotary switch S202 of the signal wave-
form which is measured in the output. The second switch S201 is responsible for the 
selection of the frequency fout of the generated signal. One can smoothly adjust the 
frequency using the additional potentiometer PR215. The next two knobs are for the 
change in the amplitude of the output signal and for changing the PWM% duty cycle. 

The ICL8038 waveform generator is the basic IC used as the signal source on the 
AETB test board. It is a monolithic integrated circuit capable of producing high accu-
racy sine, square, triangular, sawtooth and pulse waveforms with a minimum of ex-
ternal components. The repetition rate (frequency) can be selected externally from 
0.001 Hz to more than 300 kHz using either resistors or capacitors, frequency modu-
lation and sweeping can be accomplished with an external voltage. 

2.3 Proportional, Integral and Differentiation Components 

Proportional Component is the simplest and most commonly encountered of all con-
tinuous control systems. In this action, the controller produces an output signal which 
is proportional to the error of regulation. Hence, the greater the magnitude of the er-
ror, the larger is the corrective action applied. Practical implementation of the Propor-
tional Component realizing the P-action on the AETB test board is shown in Fig. 4a. 

  

(a) (b) (c) 

Fig. 4. Circuit diagrams of the Proportional (a), Integral (b) and Differentiation (c) components 

The Integral Component sums the error of regulation over time. The result is that 
even a small error term will cause the Integral Component to increase slowly. The 
integral response will continually increase over time unless the error is zero, so the 
effect is to drive the steady-state error to zero. Steady-state error is the final difference 
between the process variable and a set point. The phenomenon called integral windup 
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results when I-action saturates a controller without the controller driving the error 
signal toward zero. Practical implementation of the Integral Component realized on 
the AETB test board is shown in Fig. 4b. 

The Differentiation Component produces amplification of the high-frequency  
signals. High-frequency signals often come from the measurement noise within the 
system. Moreover, the D-action has no effect on steady (constant) signals. In the low-
frequency range one finds that the D-action has very small gain values. It is the near-
zero gain which attenuates low-frequency signals. The consequence of the possibility 
of measurement noise being present within the system is that we do not, in practical 
applications, apply the Differentiation Component directly to the measured output of 
the process. Instead, we introduce a Low Pass Filter. A LPF has the effect of attenuat-
ing high-frequency signals. Practical implementation of the Differentiation Compo-
nent realized on the AETB test board is shown in Fig. 4c. 

The three basic elements shown in Fig. 4 are built on the LF353 dual operational 
amplifier, which is an analog/linear JFET input operational amplifier with an internal-
ly compensated input offset voltage. The JFET input device provides wide bandwidth, 
low input bias currents and offset currents. Features of the electronics follow: inter-
nally trimmed offset voltage: 10 mV, low input bias current: 50 pA, wide gain band-
width: 4 MHz, high slew rate: 13 V/µs, high input impedance: 1012 Ω. 

2.4 First and Second-Order Basic Elements 

The figure 5 shows a capacitor C in series with a resistor R forming a RC charging 
circuit. A resistor in series with the capacitor forms a RC circuit and the capacitor 
charges up gradually through the resistor until the voltage across the capacitor reaches 
that of the supply voltage (the difference in electric potential between an input IN and 
the ground GND) [6]. The time called the transient response, required for this to occur 
is equivalent to about 5 time constants or 5T. Circuit diagram of first-order basic ele-
ment is shown in Fig. 5a. Connecting two RC charging circuits in a series we get  
a second-order basic element shown in Fig. 5b. A simple passive RC and a second-
order LPFs have been made respectively. A LPF circuit consisting of a resistor of  
R = 160 Ω in series with a capacitor of C = 10nF is connected across a square-input of 
amplitude Uin = 12 V (supply voltage). The output voltage Uout at a frequency f = 5 kHz 
and reactance Xc is set in the system nearly to the input voltage Uin as below 

V
XRfC

U
U

C

in
out 985.11

2 22
=

+
=

π
 

Second-order filters are important and widely used in filter designs because when 
combined with first-order filters any higher-order filters can be designed using them. 
As it is shown, a third-order LPF is formed by connecting in series or cascading to-
gether a first- and a second-order LPF. But there is a downside too cascading together 
RC filter stages. Although there is no limit to the order of the filter that can be 
formed, as the order increases, the gain and accuracy of the higher-order filter  
declines. 
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The primary use for an inductor is found in filtering circuits, resonance or current 
limiting circuits, see Fig. 5c. It can be used to tune various types of oscillators [1, 6]. 

 

  

(a) (b) (c) 

Fig. 5. Circuit diagrams of the first-order (a), second-order (b) and oscillatory (c) component 

Series RLC circuit behavior is described well by oscillating system theory which 
describes the charge on the capacitor as a second-order differential equation [4].  
A scope of experiments performed by means of the test board taken into the design in 
this work is also to observe and measure the transient responses. In particular, a tran-
sient response of an oscillatory component visible in Fig. 5c to an external voltage of 
some frequency has been observed and shown in Section 3. The time-varying voltage 
across the capacitor in a RLC loop is measured when an external voltage is applied. 

2.5 Summing Amplifiers, Negative Feedback Loop and Signal Routing 

The Summing Amplifier is an electronic circuit based upon the standard Inverting 
Operational Amplifier’s configuration [5]. In the Inverting Amplifier, if we add an-
other input resistor equal in value to the original input resistor, R140, R141 and R142 we 
end up with another operational amplifier circuit called a Summing Amplifier (Sum-
ming Inverter or sometimes a Voltage Adder) circuit as shown in Figs. 6 and 7. 

   

Fig. 6. Summing circuit of the P, I and D components based on the first Summing Amplifier 
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The output voltage Uout as a voltage drop on the R04 resistor load becomes propor-
tional to the sum of the input voltages, UIN1, UIN2 and UIN3. A Scaling Summing Am-
plifier can be made if the individual input resistors are not equal. Summing up the 
input signals of P, I and D actions a PID controller’s output is finally detectable at the 
output node OUT_SUM1, see Fig. 6. 

A controller plays an essential role in control systems [2, 8]. Of the four basic 
functions of a control system like measurement, comparison, computation, and cor-
rection, the second and the third functions are solely achieved by the controller. The 
correction is materialized by the final control element, but this is done according to 
the controller's calculation. 

 

Fig. 7. A negative feedback to the second Summing Amplifier 

Fig. 7 presents a negative feedback loop with the S5 switch allowing to turn it on or 
off as well as to redirect the PID controller’s output OUT_SUM1 to the switch S3. At 
this point we are able to input the control signal to the plant which is created by the 
first-order (OUT_INER1), second-order (OT_INER2) or even an oscillatory compo-
nent (OUT_OSC). Outputs from switches S6–S8 can be used to configure either P, PI, 
PD or PID actions visible in Fig. 4, and supplemented with Summing Amplifier from 
Fig. 6.  

The control mechanism is the controller considered as consisting of the comparator 
and the controller itself. The purpose of the first is to compare the measured and the 
desired values of the controlled variable and then compute the difference between 
them as the regulation error. If there is no such error, i.e. the controlled variable is at 
the set point, then no action is taken [3]. 
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If an error is detected, the second section of the controller operates to alter the set-
ting of the final control element in such a way as to minimize the error in the least 
possible time with the minimum disturbance to the system. To achieve this objective, 
different actions could be taken by the controller, and hence, different signals are sent 
to the final control element. 

3 Numerical Estimation of RLC Components 

The numerical simulation of the investigated basic elements of automation is per-
formed to check correctness of the electronic circuits, as well as to chose proper val-
ues of resistance R, capacitance C and inductance L of almost each real component 
applied on the AETB test board. This section presents the results of numerical simula-
tions of electronic circuits representing basic elements of automation. The results are 
given in a form of the time characteristics of voltage changes as a response of the 
Proportional (Fig. 8), Integral (Fig. 9) and the second-order oscillatory component 
(Fig. 10) to the square-input test signal of frequency f = 5 kHz and amplitude U = 5 V. 
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a)                                                 b) 

Fig. 8. Proportional action in a numerical simulation: a) the Proportional component, b) a time 
response of the component (blue line) in a reaction to the test square-input (red line) 

In Fig. 8, the input and output signals are marked respectively with red and blue 
colors. As we can read from the course, the amplitude of the output signal increases 
two times up to 10 V. As used in the configuration of the Inverting Amplifier, the 
output receives a signal inverted in phase. 

Simulations were performed in Altium Designer. It is a software package which al-
lows electronic circuit designers to design, draw and simulate electronic circuit 
boards. 
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a)                                                 b) 

c)  

Fig. 9. Integral action in a numerical simulation: a) the Integral component, a time response of 
the component with b) a small time constant, c) a large time constant 
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Fig. 10. Numerical simulation of a second-order element: a) RLC circuit of the oscillatory 
component, b) a time characteristics of the voltage calculated at point OUT5 
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For any large time constants, the output voltage oscillates about the constant com-
ponent, while a small time constant reflects in a slightly integrated output signal. The 
larger the time constant compared to the waveform period (τ >> T), the slower the 
system responds to changes in the constant component of input voltage. This reduces 
the amplitude of the output voltage. 

4 The Experimental Station 

4.1 Final View of the Electronic Board 

On the left of the front panel visible in Fig. 11 a block marked by GEN is placed. It is 
the block of the input function generator RSG. It contains all the potentiometers regu-
lating the signal’s amplitude, frequency and duty cycle. There are also rotary switches 
to select the signal’s shape and its frequency range. Next, the Summing Block (adder) 
is arranged. In the upper part of the panel along the PID block a second adder has 
been placed. In the lower part several potentiometers are collected to adjust the pa-
rameters of the oscillatory and inertial basic elements (IN1, IN2, OSC). 

 

Fig. 11. Front panel markings on the AETB’s housing 

For the housing of the electronic system an universal box with polycarbonate 
transparent cover was used. The front panel of the device was prepared in a graphical 
program to describe all switches, potentiometers as well as routes of signals. All po-
tentiometers and switches are grouped according to their belonging to the respective 
subsystems. Therefore, the operation of the AETB test board will be convenient and 
intuitive. The outline of the front panel is shown in Figs. 11 and 12. In the front panel 
of the housing a banana and BNC connectors are placed to give a possibility of con-
nections of any external sinks of data acquisition to visualize all outputs of the RSG 
and outputs of the particular part of the entire system, see Fig. 12. 
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Fig. 12. Final view of the analog electronic test board (AETB) for testing selected basic  
elements of automation 

In the module shown in Fig. 12, because of the greater number of components, and 
a large number of connections between the components it was necessary to make the 
bilayer PCB plate. Paths are routed on the underside of the plate (bottom layer) and 
the component side (top layer). The electronic components as far as possible have 
been positioned on the plate within the range of the functional blocks described in 
previous sections. The elements of each member are arranged close to each other. In 
this part of the device there is a large number of switches and potentiometers which 
are mounted on the housing. There are placed on the PCB connectors, which by 
means of wires are connected to the switches being placed at the edges of the PCB 
plate, so one could easily distribute cables. 

At each chip, close to the powered legs some decoupling capacitors have been 
placed with a value of 100 nF. On this plate capacitors C101–C106 fulfill this role. Pow-
er paths are wider than the signal paths to reduce their resistance, and hence, reduce 
the voltage drop. 

4.2 Measurements 

On the AETB test board, one can get miscellaneous waveforms depending on the 
settings of switches directing the signals and the corresponding potentiometers gov-
erning parameters of the electronic components. This section presents exemplary 
waveforms of signals measured at the outputs of almost all basic components and 
their configurations realized on the test board. 

In Fig. 13a, there is shown a P-action’s output. A gain of the corresponding  
system can be calculated: Uout/Uin = RP130/R130 = 100 kΩ/33 kΩ ≈ 3. After setting the 
potentiometer P130 at maximum position one gets three times the maximum input 
gain. Proportional basic element works properly. Gain can be adjusted continuously 
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by changing the setting of the potentiometer P130, which, together with a resistor  
divider R130 appropriately shapes the component’s gain. The measurement results 
coincide with the results of the simulation carried out in Section 3, see Fig. 8. 

a)  b)  

Fig. 13. An oscilloscope screenshot of the step responses: a) Proportional, b) Differential and 
Integral for Vin = 2 V and f = 5 kHz 

First-order LPF (I-action) is realized on an operational amplifier as described in 
previous sections, where: Uwe(s) = RI, Uwy = I/(Cs). Therefore, the transfer function  
GI(s) = 1/(RCs). According to that, the electronic component realizes an Integral ac-
tion gained by k = 1/RC. The time constant T for such real system reaches half of the 
scale of the P110 potentiometer: T = RC = 50 kΩ × 1 nF = 50·10-6 sec. 

Differentiation (D-action) is realized on an operational amplifier as described in 
previous sections, where: Uwe(s) = I/Cs, Uwy(s) = RI. Therefore, the transfer function 
GD(s) = RCs. According to that, the electronic component realizes a Differentiation 
gained by k = RC. The time constant T for such real system reaches half of the scale 
of the P120 potentiometer: T = RC = 25 kΩ × 10 nF = 250·10-6 sec. 

On the basis of two oscilloscope screenshots from Fig. 13b, one may note that both 
the Differentiation and Integral basic elements work properly. For instance, the real 
waveform’s shape of I-action coincide with the simulation result for higher input 
voltage presented in Fig. 9b. 

Transfer function of a first-order component is given by: G1(s) = 1/(1+Ts), where  
T = RC is the time constant. For the real resistance (half of the P160 potentiometer’s 
scale) and capacitance constants: T = 11 kΩ·10 nF = 110·10-6 sec. Therefore, the 
transfer function: G1(s) = 1/(1+110·10-6s). 
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Transfer function of a second-order component is given by: G2(s) = 
1/((T1s+1)(T2s+1)), where: T1 = R1C1, T2 = R2C2 are the time constants. For the select-
ed real resistance and capacitance values: T1 = 1 kΩ × 10 nF = 10 · 10-6 sec.,  
T2 = 1 kΩ × 47 nF = 47 · 10-6 sec. Step responses of the first- and second-order com-
ponents are presented in Fig. 14. 

a) b)  

Fig. 14. An oscilloscope screenshot of the step responses: a) PD- and PI-action, b) first- and 
second-order components 

a) b)  

Fig. 15. An oscilloscope screenshot of the step responses: a) second-order oscillatory action,  
b) a first-order component as the plant subject to the PD- and PI-action in a closed-loop control 
system with negative feedback 
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On the oscilloscope screenshots we noticed some noise. It may be formed in the 
operational amplifiers and in other elements of the system. Offset voltage at the input 
of the operational amplifier and temperature drift cause greater noise at low output 
voltages. Also some variations of parameters of particular resistors and capacitors 
may cause some interference on the measurement outputs. 

5 Conclusions 

Test signals have been formed to study time responses of simple open- and closed-
loop control systems. In the practical part, the analog electronic test board (AETB) for 
testing basic elements of automation was designed and successfully manufactured. 
The device has been divided into functional blocks such as power supply, signal gen-
erator and a system containing basic elements of automation. Parameters of both the 
generator and the basic elements are tunable. One could expect, that using other elec-
tronic components of better quality the observed time responses could reach higher 
accuracy, smaller noise and better stability too. Numerical simulations allowed to 
choose proper values of the electronic components included in the electronic system. 
Based on a comparison of output signals, the analog electronic test board could be 
useful in an assessment of parameters of various time characteristics acquired by elec-
tronic devices or even some transient behavior in various electronic circuits. From an 
educational point of view, the AETB test board may support students in learning of 
basics of automation. 
 
Acknowledgements. The authors have been supported by the National Center of 
Science under the grant MAESTRO 2, No. 2012/04/A/ ST8/00738 for years 2012-
2015 (Poland). 

References 

1. Veloni, A., Palamides, A.: Control System Problems. Formulas, Solutions, and Simulation 
Tools. Taylor & Francis Group, London (2012) 

2. Chong, G., Li, Y.: PID control system analysis, design, and technology. IEEE Transactions 
on Control System Technology, 559–576 (2005) 

3. Franklin, G.F., Powell, J.D., Emami-Naeini, A.: Feedback Control of Dynamic Systems, 3rd 
edn. Addison-Wesley Longman Publishing, Boston (1994) 

4. Goodwin, G.C., Greabe, S.F., Salgado, M.E.: Control System Design. Prentice Hall (2001) 
5. Gayakwad Ramakant, A.: Op-amps and Linear Integrated Circuits. Prentice Hall, Upper 

Saddle River (2000) 
6. Grob, B., Schultz, M.E.: Basic Electronics. Glencoe/McGraw-Hill (2003) 
7. Paynter, R.: Introductory Electronic Devices and Circuits. Prentice Hall, Upper Saddle Riv-

er (2003) 
8. Bischoff, H., Hofmann, D., Terzi, E.V.: Process Control System, Control of temperature, 

flow and filling level. Festo Didactic (1997) 



 

© Springer International Publishing Switzerland 2015 
J. Awrejcewicz et al. (eds.), Mechatronics: Ideas for Industrial Applications, 

125

Advances in Intelligent Systems and Computing 317, DOI: 10.1007/978-3-319-10990-9_12 
 

Improved Control System of PM Machine with Extended 
Field Control Capability for EV Drive 

Piotr Paplicki and Rafał Piotuch 

West Pomeranian University of Technology, Szczecin, Poland 
Department of Power Engineering and Electrical Drives 

{paplicki,rpiotuch}@zut.edu.pl 

Abstract. The paper presents novel concept of prototyping, analysis and opti-
mization of an Electric Controlled Permanent Magnet Excited Synchronous 
Machine (ECPMSM) drive with a field weakening capability for electric  
vehicle (EV). Operation modes, features, characteristics, FEA and analytical  
results, improved control system of the machine, and schematic diagram of EV 
central drive system with ECPMSM machine were also presented. 

Keywords: electric vehicles, PM machines, hybrid excitation, field weakening, 
control system, prototyping, optimization. 

1 Introduction 

Environmental as well as economic issues provide an impetus to develop clean,  
efficient, low-emission hybrid (HEV) and zero-emission electric vehicles (EV).  
Nowadays, the development of EV propulsion systems equipped with electric  
motor, transmission device and wheels, has been caused by rapid growth in power 
electronics, digital signal processors, control algorithms, and advances in material  
technologies [1]. 

Major requirements for EV motor as one of the most important element of EV 
drive system, can be summarized as follows: high power density, high torque at low 
speeds, very wide speed range including constant-torque and constant-power regions 
and high efficiency over wide speed and torque ranges. Moreover, important charac-
teristics of electrical machines include flexible drive control, fault tolerant, and low 
acoustic noise. Additionally, motor drive must be capable of handling voltage fluctua-
tions from the source and comply with the other requirements as: ruggedness, high 
torque-to-inertia ratio; peak torque capability of about 300 % of continuous torque 
rating, low electromagnetic interference and low cost. 

The majority of EVs developed so far are based on DC machines, permanent magnet 
(PM) machines and induction machines (IM). In order to minimize their size and weight 
they are designed for high-speed operation for a given power rating. At present, IM 
machines are widely accepted and most commonly used for EV propulsion system be-
cause they are highly reliable and free from maintenance but they have relatively low 
power density [2, 3]. Therefore, the PM machines with excellent performance become 
more popular and suitable for EV drives among other machine types. 
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There are many studies regarding PM brushless machines usage for EV drive in-
cluding PM hybrid excited motors, where the air-gap magnetic field is developed by 
the combination of PM and additional winding [1, 2, 4–6]. 

There are many ways to achieve excellent efficiency of the energy conversion in 
the lower speed range of the PM machines [7]. One of these is oversizing PMs that 
they excite an increased no-load flux density and required torque values are achieved 
by smaller stator currents values. This advantage is inherently connected with chal-
lenges in the high speed regions, where due to the limited battery voltage values  
a force creating current cannot be driven into the machine windings [8]. 

In order to obtain required wide speed range, an optimal PM machine design for 
EV should offer a field weakening capability of at least 1:4. A common technique for 
the field weakening is based on a shift in the stator currents in such a way, that a part 
of current-caused field counteracts (weakens) the PM-excitation field. This requires 
an unfavorable oversizing of the machine and current converter [3, 4]. The technique 
is also commonly used in PM machines with embedded magnets [8]. 

This paper focuses on an Electric Controlled Permanent Magnet Excited Synchro-
nous Machine (ECPMSM) as hybrid topology which has already been analyzed in 
details by the authors [2, 9–12] and others in [1, 5, 13] with Field Oriented Control 
(FOC) for EV applications. 

2 Operation Modes of the ECPMSM Machine 

The electric motor for EV drive is designed to operate at high speeds to minimize the 
size of the machine. Hence, gearbox is used to match high speed of the electric motor 
with lower speed of the wheels. Moreover, motors with extended constant power 
region and wide-operating speed range minimize the gearbox size, eliminate multiple 
gear ratios and clutch in EVs. This way, a single gear transmission in the range of 10 
to 15:1 is sufficient to provide required driveshaft torque value. 

Conventional electric motors have three major segments in its torque-speed  
characteristic: constant torque region (1), constant power region (2), and natural mode 
region (3) shown in Fig. 1a. 

 

 

Fig. 1. Electric motor torque-speed curve: conventional motor (a), ECPMSM machine (b) 
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The motor delivers rated torque Tr up to the base speed ωr1 or up to the rated speed 
ωr2 of the motor when it reaches its power supply voltage limits. The motor operates 
in a constant power mode above the rated speed, where torque falls steadily at a rate 
that is inversely proportional to speed. Electric motors can operate at speeds higher 
than rated speed using field weakening techniques. There is a third natural mode re-
gion for high motor speeds, where the torque falls rapidly, being inversely propor-
tional to the square of the speed. The natural characteristic region is an important part 
of the overall torque-speed curve of certain motors used in EVs. Moreover, extended 
constant power range capability is also extremely important to eliminate the use of 
multiple gear ratios and to reduce the power supply volt-ampere rating. 

Hence, in order to extend the operating range of the motor and control its torque-
speed characteristic the hybrid PM machines with field weakening and strengthening 
capability are used. 

Fig. 1b shows extended torque Tr_DC>0 and speed region of ECPMSM machine 
which can be operated in the field-weakening mode, similar to the DC motor, to ex-
tend the constant power range and achieve higher speeds ωmax_DC<0. 

In order to realize field excitation control to increase or decrease the magnetization 
level of the ECPMSM machine an auxiliary direct current (DC) control coil is mount-
ed in the stator of the machine. Fig. 2 (left) shows unique machine with  
a 12-pole double inner rotor topology and two sheeted stator cores. The machine  
offers broader speed range and higher overall efficiency but more complex construc-
tion and lower power density. 

 

Fig. 2. The ECPMSM cross section with DC control coil (left); 3-D FE analysis model (right) 

The ECPMSM machine design takes into account not only mechanical aspects of 
the machine but mainly electromagnetic considerations. The size of the motor de-
pends on the maximum torque required on the machine shaft. During this study the 
maximum torque up to 100 Nm and rated speed of the motor equal to 5000 rpm have 
been assumed. Equation torque (1) for the ECPMSM machine shows that if a d-axis 
stator current id is constant (id = 0), generated torque is proportional to the q-axis cur-
rent iq and magnetic flux linkage Φd which is not constant compared to conventional 
PM machines. Torque and magnetic fluxes of the ECPMSM machine can be de-
scribed by the following equations: 
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 ( )dqqd iipT Φ−Φ=
2

3
 (1) 

 ( ) 2/IPPMd Φ+Φ=Φ  (2) 

 qqqq IL ,=Φ  (3) 

 IPMPMPMPM ,, Φ+Φ=Φ  (4) 

 IIPPMIPIP ,, Φ+Φ=Φ  (5) 

 DCDCPMqqPMddPMIPM IMILIL ,,,, ++=Φ  (6) 

 DCDCIPqqIPddIPIIP IMILIL ,,,, ++=Φ  (7) 

where: T – torque, p – number of pole pairs, id,q – d, q-axis currents, Φz – z linked 
magnetic flux, Φx,I – x linked magnetic flux caused by current, LX,Y – X flux Y-current 
inductance, Mx,DC – x flux DC current inductance, and: z = d, q, PM or IP; x = IP or 
PM; X = IP, PM, d or q; Y = d, q or DC. 

Due to the complex electromagnetic behavior of the machine, calculation of the 
flux linkage characteristics is very difficult. Therefore, the linkage flux versus stator 
currents characteristic should be obtained by simulation or test results. In this study, 
the machine design have been supported by finite element analysis (FEA) and various 
computer-aided design tools as Flux-3D, GOT-It optimization tool, and MATLAB, 
making the design process highly efficient. 

Calculation of the magnetic field distribution within the ECPMSM machine has 
been performed using the 3D-calculation code via FLUX-3D (Finite Element Elec-
tromagnetism module), and it has been shown in Fig. 2 (right). 

Fig. 3 shows torque versus excitation field current IDC characteristics (left) and 
linked flux waveform versus rotor position for different IDC current values (right). 

    

Fig. 3. 3-D FEA results of the ECPMSM machine torque versus excitation field current IDC 

(left); FEA results of linked flux waveform versus rotor position for different excitation field 
current IDC (right) 
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The equations and FEA results have been utilized to develop a prototyping and op-
timization system for EV drive design with ECPMSM machine. Figure 4 shows  
a Finite Element Modeling (FE-modeling), solving and post processing FEA block 
coupled with analytical block to calculate set of efficiency maps (Fig. 5), and maxi-
mum efficiency paths (Fig. 6) of the machine and EV performance evaluator. This 
designing procedure allows to determine optimal IDC values for different torque T set 
and angular speed ω values to efficiently control the ECPMSM machine according to 
selected drive mode. 

 

Fig. 4. Prototyping and optimizing EV drive design with ECPMSM machine 

 

Fig. 5. Optimal maximal efficiency paths (blue lines) for three different sets torque values 
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Fig. 6. Selected efficiency maps used in control algorithm regarding torque envelope 

3 Vector-Controlled ECPMSM Drive 

ECPMSM drive is a modern and powerful technology among various brushless motor 
drives. In order to achieve improved dynamic and static performance of ECPMSM drive 
for EV propulsion, vector control is preferred. Considering sensorless control methods 
problems, high precision position information of the rotor machine is also needed. 

Fig. 7 shows the concept of vector control of the ECPMSM machine for EV drive. 
Proposed control scheme is able to control motor torque and field component current 
in such a way that total losses are minimized at any loading conditions. 

 

 

Fig. 7. Vector control of the ECPMSM machine for EV drive system 

Although, FOC may offer wide speed range up to 4 times of base speed, but effi-
ciency at high-speed range drops significantly. In order to increase the speed range 
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and improve the efficiency of the ECPMSM machine, id and iq and IDC currents can be 
controlled in the proper manner to improve torque-speed curve and maximize drive 
efficiency. 

4 EV Drive Components with ECPMSM Machine 

The essential components of the concept of EV drive system with the ECPMSM ma-
chine are also controller, power source, and transmission. The idea of the EV drive 
system are shown in Fig. 8. 

 

Fig. 8. The idea of the EV central drive system with ECPMSM machine with extended field 
control capability 

It should be noted that the control algorithm considers the accelerator position α and 
its dynamics. The control drive system should be user-friendly to provide required EV 
performance, therefore authors proposed three drive modes – auto, eco and sport. Eco 
mode allows long-distance performance because control systems selects IDC ≥ 0 value to 
provide maximum efficiency and field-weakening method is never used. Sport mode is 
preferred to provide maximum torque without speed limitations – this mode uses field-
weakening IDC <0 control method to extend EV speed. The Auto mode automatically 
switches between previous two, according to accelerator position handling dynamics. 

5 Summary 

The paper presents the concept for the application of ECPMSM machine in EV drive 
system regarding extended control algorithm aspects. It is possible to follow a maxi-
mum efficiency paths for selected torque values in different drive modes. Total EV 
may be evaluated considering only proper simulation models applied in FLUX and 
MATLAB computing tools. The proposed control algorithm for unique PMSM with 
hybrid excitation provides high efficiency thanks to reduced losses and extended 
high-speed features, thanks to field weakening. Such solution gives possible highest 
EV range and also increases acceleration capabilities for low speeds regions and, at 
the same time, increases highway-cycle characteristics. 
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Abstract. In this paper a continuous control of the mechanical system position-
ing, powered by a pneumatic actuators (McKibben type muscles) is presented. 
The control system consists of appropriate sensors which allows to monitor the 
values of the characteristic parameters, i.e. displacement and pressure. Moreo-
ver, throttle valve controlled by stepper motor is used as regulated elements. 
Measured signals (displacement of the actuator and the load, calculated indi-
rectly) provide feedback loop to the control system which operate the throttle 
valves. Proposed system, build of one valve (actuated by stepper motor), 
McKibben muscle, air compressor and electronic compartments allows for con-
tinuous control of the air flow, variable speed of shortening or stretching of arti-
ficial muscle and its smooth stop at the desired (set) position. Data acquisition 
system, used for measuring the characteristic parameters and for valve opera-
tion support is realized by an universal measurement and control multimodule 
in addition to the LabVIEW software package. 

Keywords: muscle McKibben type, positioning, continuous control. 

1 Introduction 

Presented experimental set-up is dedicated to test the possibility of positioning  
pneumatic McKibben type actuators using throttle valves and position feedback.  
In this case we propose indirect control of the muscle position which is a resultant 
value of the valve opening level. In the other words the control is conducted on the 
compressed air flow ratio at the actuator inlet. 

The FPA (flexible pneumatic actuators [1, 2]) group was developed to face the bio-
compatibility problem. First of all a flexible structure of each actuator located in the 
FPA group allows for a various form of application. In contrast to the classic linear, 
pneumatic cylinder in rigid housing there are no limitations due to the mounting 
space. Focusing on the McKibben type artificial muscle, it is convenient for it to work 
in horizontal/vertical orientation or to work bent even 90 degrees. The universal con-
figuration character and flexibility cause that described actuators are finding increas-
ing use as an alternative drive solution for robotics (see [3, 4]), automatic control 
systems and industry. 
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The operating principle of the pneumatic McKibben type drive, presented in the 
Fig. 1, is based on the fusion of elastic properties of the inner rubber-type core with 
the longitudinal stiffness of the polyester cross-braid outermost layer. The increasing 
air pressure causes stretching of the rubber core, as a result braid fibers move relative-
ly to each other allowing the radial displacement and muscle shortening. 

 

Fig. 1. Pneumatic McKibben type actuator: 1 – polyester cross-braid, 2 – rubber-type core 

Because of a strong nonlinear character of artificial muscles (see for example [5]) 
connected with a rubber-type material properties and the friction occurrence between 
both the core and the braid, the displacement function of the actuator is dependent on 
two variables – the pressure and the load. Due to mentioned difficulties and necessity 
of using various types of sensors, the most convenient way of the control is a propor-
tional regulator (see the work [6] and [7]) with the displacement feedback usage (the 
control system scheme is presented on the Fig. 2). 

2 Experimental Set-Up 

The experimental set-up (Fig. 2 and Fig. 3) consists of the McKibben type actuator 
connected to the linear bearing guided, load handle, mounted on the rigid frame. The 
control hardware is dedicated to cooperate with National Instruments DAQ module 
with a LabVIEW software. The indirect control of the actuator position is carried by 
the air flow ratio driven by a throttle valve coupled with a stepper motor (Fig. 4). 
Namely, the control is conducted on the compressed air flow ratio at the actuator in-
let. The position feedback signal is measured by a linear displacement sensor con-
nected to an analog input of the DAQ module. The regulator structure was developed 
as a part of the LabVIEW control program.  
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Fig. 2. The control system schematic structure 

 

Fig. 3. The experimental set-up structure: a) unpowered actuator, b) fully contracted, loaded 
actuator 
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Fig. 4. Air flow control components: 1 – stepper motor, 2 – throttle valve, 3 – sliding clutch 

3 Measurement and Control Software 

In this project, the measurement of actual pneumatic actuator length and control of the 
valves’ stepper motor are performed by National Instruments USB-6009 multifunction 
IO module, with all necessary AD and DA converters and digital port connected to  
a dedicated stepper motor controller (Fig. 5). The control algorithm as well as the 
communication with the IO module are developed in National Instruments LabVIEW 
2012 Developement System. It is a good, easy to use and complete solution for this 
type of experiments. 

 

 

Fig. 5. The experimental set-up components: a) USB-6009 multifunction IO module, b) stepper 
motor controller 
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In the Fig. 6, complete LabVIEW control algorithm is showed. Length sensor of 
the actuator gives proportional, linear but noisy voltage signal (big blue analog input 
block on the left). This is a typical problem in AD signal acquisition. That is why 
standard Butterworth filter was used, to smoothen measured position value. It was 
necessary to make it valuable for the PID control algorithm. PID block calculates the 
error between real actuators length and the set one. Obtained correction value is re-
scaled to the stepper motor position, expressed in number of steps. The condition 
block on the right, sets proper direction of the motor, depending of the error sign and 
starts the motor if PID-calculated number of steps are far (with some tolerance) from 
the actual ones. As mentioned before, in this work, only proportional P control was 
used. 

 

Fig. 6. Main measurement and control algorithm in LabVIEW 

The stepper motor, which rotates the valve, is also controlled by the IO module and 
proper LabVIEW loop. Fig. 7 depicts stepper motor control loop, with ½ step division 
feature. Consecutive combinations of motor coils voltage supply are sent to the IO 
module throw the digital byte output. 

 

Fig. 7. Stepper motor control algorithm 
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In Fig. 8, graphical user interface (GUI) of developed software is showed. User can 
chose the value of constant speed of the motor, change each PID parameters and set 
desired actuators length set point. The plot presents actual actuators length, set point 
position and motor steps number, all vs. time. Among others, the control value of 
each PID parts is showed, the error, actual actuators length etc. The clock in bottom-
left corner of the window shows actual motor angle of rotation, expressed in motor 
steps, proportional to the level of the valve opening.  

 

Fig. 8. LabVIEW measurement and control interface 

4 Experimental Results 

Each test of the experiment consisted of closing the throttle valve, homing the actua-
tor (by lowering the pressure inside), setting the set point to half length of the actuator 
and starting control program. After reaching final set point with an error of minimum 
0.0001 values, measurement data were saved. This procedure was repeated for differ-
ent PID proportional parameter (0.5, 1.0 and 1.5) and different load (no added load, 
2.5 kg, and 5.0 kg) attached to the actuators length, 5 times each. 

Performed experiments showed good repeatability of the positioning sequence. Be-
low in Figures 9–11, position control Y and its error vs. time is showed. Position of 
the muscle is normalized, for easier comparison. 

Fig. 9 shows, that if there is no load, reaching set position (marked with black cir-
cle) is fastest for the high P value (more than 1.0) while P equals 0.5 and 1.0 gives 
similar times but longer than for lower P. 

In Fig. 10, it can be noticed that increasing the load mass slows the position reach-
ing. It also appears, that the best proportional coefficient is for P equals one, while 
other settings makes the positioning slower. 
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Fig. 9. Controlled position and control error vs. time for actuator with no added load 

 

Fig. 10. Controlled position and control error vs. time for actuator with 2.5 kg load 

 

Fig. 11. Controlled position and control error vs. time for actuator with 5.0 kg load 
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Adding next 2.5 kg to the load makes the setting time longer but only for P value lower 
than 1.5. Bigger P (equals 1.5) makes the positioning much faster than for lower loads. 

5 Summary 

In this project, attempt of PID control algorithm of pneumatic McKibben type actua-
tors contraction was developed. It is an extension of some earlier work [8], where the 
manual on-off control was used. As proved in previous sections, it is possible to au-
tomatically manipulate the air valve opening level, only measuring the actual length 
of the actuator as the feedback signal. This solution is probably not optimal one but 
valuable, especially for slow muscle movements, in one direction only, with no posi-
tion overshooting.  

As for the future, it is important to determine proper, optimized PID parameters, 
probably in function of load value. There is also necessity to add second throttle 
valve, to lower the air pressure after overshooting desired position. That would make 
a possibility of moving the pneumatic actuator in both directions and increase the 
positioning quality. 
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Abstract. Simulation and experimental results of a camless valve control 
system for the piston engine are presented. The valve is designed to be used as  
a bleed valve for an additional energy recuperation system. The use of 
electromagnetic and not mechanical actuator follows from the need to close and 
open the valve on demand. The electromagnetic valve control allows for valve 
opening and closing independently of the engine cycle. 

Keywords: camless, piston engine, engine valve, recuperation system. 

1 Introduction 

The paper presents results of numerical and experimental studies of a camless valve 
dedicated to the piston engine. It consists of an electromagnetic actuator, which can 
be used both to open and close the valve, without any spring or additional pneumatic 
system. The camless valve system was designed to improve the reliability of energy 
recuperation system in a car by ensuring the appropriate response speed (2 ms), the 
precise valve closing/opening time and the noise reduction. The final mock-up design 
is the result of numerical simulations. The results are summarized in this paper and 
consist of: 

• Design, calculations and numerical simulations, 
• Assembly of the mockup, 
• Design and construction of the control and regulation system with its software, 
• Tests to determine technical parameters of the actual mockup. 

First, the preliminary shape of the ferromagnetic core was determined. Second, a 
feasibility study was made in order to examine if it is possible to integrate the actuator 
with the engine cylinder head and the valve stem. Once the mockup assembled, tests 
were carried out to verify the performance of the actuator by measuring parameters of 
current, as well as the dynamic displacement and static forces. 

It has to be mentioned that the assembled mockup was not pressurized, even if 
pressures and loads were taken into account in the numerical simulations and the  
design. The behavior of the actuator under working conditions may be a subject of 
further studies. 
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2 Mockup Design and Actuator Control 

In the chosen design, the actuator consists of two electromagnets and a neodymium 
permanent magnet Fig. 1. Two electromagnets share their cylindrical axis, coincident 
with the valve axis, and they produce an electromagnetic field. The created 
electromagnetic force pushes the permanent magnet integrated with the valve stem, 
causing its opening and closing. 

 

Fig. 1. Technical drawing of the mockup – a feasibility study 

 

Fig. 2. Valve stroke versus time. Principle of the valve settlement in its seat under the 
decelerating force effect. 

The principle of braking, the so-called “settlement” of the valve in its seat is shown 
in Fig. 2. The speed control will lengthen the lifetime of the mechanism and reduce 
the operating noise. General characteristics of the mockup are as follows: 
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• Moving mass: 44.6 g, 
• Valve stroke: 3 mm, 
• Voltage supply of the actuator: max. 12 V, 
• Valve speed varies with the valve position according to Fig. 2, 
• measured parameters: valve position (displacement), opening/closing speed 

(calculated as the first derivative of displacement), current. 

2.1 Actuator Power and Control Design 

The power supply and the control of the actuator are carried out with the Pulse Width 
Modulation (PWM). Its principle is to apply series of discrete voltage impulses of the 
well-chosen time duration. According to the chosen concept, one of the 
electromagnets pushes the valve and the second one slows it down (Fig. 3). Energized 
coil 1 opens the valve, while coil 2 closes it. The braking or the valve landing is 
achieved by powering the opposite coil which creates a force against the movement of 
the valve. For example, if coil 1 opens the valve, coil 2 is powered by the end of the 
valve stroke in order to slow the movement down. 

 

Fig. 3. Opening and closing of the valve with a deceleration effect 

2.2 Actuator Numerical Simulations 

The axisymmetric model of the actuator is the best schematic representation of the 
magnet assembly on the valve stem. In the chosen design, the diameter of the wire is 
1.6 mm with 42 turns per electromagnet. The shape of the neodymium permanent 
magnet needs to provide the best schematic representation of the magnet assembly on 
the valve stem and the non-structural mesh has to be fine enough to obtain a good 
calculation accuracy. According to Fig. 4, the shape of the ferromagnetic core allows 
the correct distribution of magnetic field lines. Even if a large concentration of 
magnetic field could not be avoided, the inductance values vary from 0.2 mH –
 0.3 mH, which will provide a good movement dynamics. The forces attracting the 
electromagnet are calculated from volume integration of Maxwell’s weighted stress 
tensor. Net forces are shown in Table 1. Each of the electromagnets consumes 110 W 
of electric power or 55 A current and a 2 V voltage drop. 

coil 1 (bottom coil) 
powered 

coil 2 (top coil) 
powered 
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a)    b)  

Fig. 4. Magnetic field lines and the flux density distribution in the mockup: a) the coils are not 
powered; the magnet is attracted to the upper core; b) the bottom coil is powered and the 
magnet starts moving downwards 

Table 1. Comparison of electromagnetic forces for different valve positions, movement 
upwards and downwards 

Position [mm] 
Resultant force [N] when the 
magnet is attracted upward 

Resultant force [N] when the 
magnet is attracted downward 

3 143.4 –134.0 

2 107.6 –129.8 

1 109.8 –120.0 

0 137.6 –141.6 

3 Power and Automatic Control 

In order to perform the tests it is necessary to be able to generate PWM pulses and to 
change their pulse width. In Fig. 5a, two coils (B1, B2) are powered by a battery of 
12 V via the half-bridge transistor-diode system (TDS). A microcontroller (μC), 
controlled by a computer, generates PWM pulses of the width defined by an operator. 
In this system, two separate PWM signals are generated in order to control two TDS 
modules – one module for each coil. According to Fig. 5b, a PWM signal triggers the 
control system of power transistors (CSPT). The current flows now through the coil. 
If the transistors are no longer electrically controlled, the energy accumulated in the 
coil is returned to the power system via the diode circuit. 

In order to adjust the pulse width to trigger or to brake the valve motion, software 
has been specially programmed. Its interface allows one to determine the precision of 
settings, i.e. a number of decimal places in time constants and different widths of 
 



 Solenoid Actuator for a Camless Control System of the Piston Engine Valve 145 

 

 

Fig. 5. Diagram of the supply and control system of actuator coils: a) connection diagram;  
b) circuit of the energy transfer system for one coil (B1, B2 – coils. TDS – transistor-diode 
system, PWM 1, PWM 2 – Pulse Width Modulations, μC – microcontroller, T1, T2 – 
transistors, D1, D2 – diodes, CSPT – control system of the power transistors) 

PWM signals. Two decimal places are needed. Interface buttons allow one to trigger 
the upward or downward motion only or to start and to stop the continuous work. 
Settings can easily be exported to a file and loaded to the program later. 

4 Valve Deceleration – Test Results 

According to the first attempts for PWM of 4 ms, without valve settling, its opening 
and closing time was of 2.7 ms each and for PWM of 6 ms – 2.5 ms. However, the 
deceleration force is needed to make the valve settling in its seat. This will slightly 
increase the opening/closing time. 

The settling is shown in Fig. 6. The trigger pulse (orange line) starts at 0.5 ms and 
lasts up to 6.5 ms (6 ms PWM). The valve begins to rise at about 3 ms. 
Approximately at 3.8 ms the braking pulse in the other coil is triggered (green line) 
and lasts up to about 6.7 ms, which is sufficient to stop the movement. The speed of 
the valve (blue line) varies during the motion and reaches the maximum value of 
about 1 m/s. The same principle is applied to the valve opening. Under atmospheric 
conditions, the braking test for PWM of 6 ms is the most relevant, since the braking 
coincides with the end of the trigger pulse. It will be necessary to put the mockup 
under pressure to continue testing with higher PWM. 
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Fig. 6. Valve closing; — valve stroke, — valve speed, — motion trigger PWM of 6 ms,  
— motion braking PWM 

 

Fig. 7. Continuous work test; — valve movement in mm 

From the point of view of the synchronization of the valve state with the engine 
work cycle, one must take into account the time between the trigger signal and the 
appearance of the electromagnetic force large enough to raise the valve. This time 
under ambient conditions is approximately 2.5 ms for the lower coil (closing motion) 
and 3 ms for the upper coil (opening motion) and, if necessary, it can be determined 
more precisely. 
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In Fig. 7a valve stroke in continuous motion is observed. After testing (10,000 
cycles), the disassembly of the model revealed no wear of magnets or other elements 
made of mild steel. 

5 Static Force and Current – Test Results 

The tests showed that the smooth settlement of the valve is possible; subsequently the 
measurement of the resultant force of the actuator was made. In Fig. 8 forces and 
currents for different pulse widths are presented. The greater width of PWM, the 
greater the force is. On the other hand, the current and force saturation can be seen. 
The force rises less when the pulse width increases and that relationship is not linear. 
It can be seen that the currents attain their saturation level faster than the forces. The 
maximum current reaches the value of 55 A and even if the force rise is noted, the 
current remains constant. At this point there is a difference between the maximum 
force value from the simulation described in Section 2.2 and from the tests. This may 
be caused by friction between the mobile stem and its guide, which has not been taken 
into account in the simulations.  

 

Fig. 8. Force and current evolution for different PWM; — results for PWM of 6 ms, — 8 ms, 
— 10 ms, — 12 ms, — 14 ms, — 16 ms 

6 Conclusions 

• A mockup of the electromagnetic actuator with its measurement system and its 
control software was made and the resulting characteristics are presented in that 
paper. 

forces 

current 
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• It is shown that the concept of a camless valve without an additional pneumatic 
system or spring is possible to implement. 

• The system of two coils in the described configuration provides an advantage of 
partial recovery of the energy stored in coils at each break of the PWM signal. 

• The design of the valve settlement in its seat was examined experimentally.  
Its implementation is possible, which has been confirmed by characteristic curves. 

• Further work, including the pressurization of the mockup and the optimization of 
the actuator in terms of its dimensions, needs to be conducted in order to confirm 
the reliability of the electromagnetic actuator under nominal working conditions.  
A study of ferromagnetic and permanent magnet materials should also be carried 
out in order to minimize the residual magnetic field that can disrupt the operational 
stability of the valve. 
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Abstract. Paper presents new method of PID controller tuning, focusing on 
controller output stability, in opposite to standard error minimization. Presented 
algorithm precisely calculate PID controller parameters by giving on its input 
the estimated linear model of the system, and desired time constant of the  
first order model step response, from the process disturbance input to the con-
troller output. Thanks to this method stable controller output value can be 
achieved in a minimum amount of time. In addition, an example of the algo-
rithm execution for identified model of a real system was shown. Unfortunately, 
at this moment algorithmic controller tuning work only for second order non-
oscillating model of process and first order model of step response. In the future 
it is planned to extend this method on processes described by means of other 
transfer functions. 

Keywords: control system, PID tuning, stable output, process control, feedback 
control. 

1 Introduction 

PID controllers there are one of the most widespread methods for process control. It is 
estimated that their utilization reaches approximately 90 % of all controllers. Though 
there are many other and better methods such as state feedback controller [1], PID 
controllers hold the position thanks to their simplicity and well documented tuning 
methods [2, 7]. 

However, most of them are focused on the controlled process output value [5].  
But sometimes controller should establish a stable output for appearing stepping  
disturbance as soon as possible. Unfortunately, there is lack of tuning methods  
focused on controller output stability. An example of such an object is an electromag-
netic weighing scale, where it is required to quickly set the stable controller output 
current, without the need for high-speed pan tilt compensation (i.e. the process  
output) under the influence of stepping disturbances (the measured mass at the  
input of the controlled object), so as to receive the current measurement as soon as 
possible [3]. 
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2 Presentation of the Problem 

It is wanted to design the shape of the PID controller answer of the under the stepping 
disturbance influence on process input. Problem can be presented as shown on Fig. 1. 

 

Fig. 1. Overview of a problem 

Problem can be also assumed as equation: 

 ( )
( ) ( )sReq
sz

sCV =  (1) 

where CV is the control value, z is the stepping disturbance on process input and Req 
is the required response that is to be shaped. 

3 Description of the New Tuning Method 

Feedback loop of the control system presented on Fig. 1 can be presented as transfer 
function: 

 ( ) ( )
( )

( ) ( )
( ) ( )sPIDsProcess

sPIDsProcess

sz

sPV
sG

⋅+
⋅==

1
 (2) 

Now, assume that it is possible to modify the G transfer function to shape the  
model characteristic. 

 ( ) ( )sReqsG =  (3) 

It is necessary to keep in mind, that the steady state proportional gain of required 
transfer function Req must be equal to 1, to sustain the feedback loop compensation of 
disturbance.  

After joining the equation 2 and 3, equation 4 was obtained: 
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This equation can be written as: 

 ( ) ( ) ( )
( )sReq

sReq
sProcesssPID

−
⋅= −

1
1  (5) 

Unfortunately, the resulting object must be able to simplify itself to the PID  
controller, which is a big limitation. It has been proved, however, that the equation  
is solvable for the second order object model and the first order expected cotroller 
response. 

4 Calculations for the Second Order Object with the First 
Order Expected Regulator Response 

Suppose that the controlled object has a transfer function: 
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Response of a the designed controller is: 
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As can be seen in the design of the step response, the static boost condition k = 1 
was kept. Substituting (6) and (7) into the controller equation (5) gives: 
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Hence the desired settings of the PID controller were obtained: 
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As shown, the expected response time is inversely proportional to each of the  
settings, allowing setting the regulator response time constant by simple scalar  
settings multiplication. 

One may also note, that the differential component does not have a filter, but ex-
perimentally it is shown that choosing suitably small filtration constant does not affect 
the quality of the desired response execution . Another thing worth mentioning is that 
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the time constants of the process must be greater than zero (negative values are not 
permitted due to the control system stability). 

5 Stability of Described Control System 

After successful identification of parameters of PID controller for second order object 
the stability of control system can be examined. To do this we must examine the 
transfer function of obtained controlled plant: 
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As it can be seen, resulting transfer function is stable. First segment of transfer 
function is the process model, that it is known to be stable (all time constants are 
greater than zero). Second segment is connected with desired time constant of step 
response, but it is also stable as T must be greater than zero. This implies that all poles 
are real and smaller than zero, so the stability criterion is met [6]. 

6 Analysis of Control System Example 

Analyses were carried out from the control of second order inertia object point of 
view. Such object are very common in electromagnetic actuators control systems. 
Analyzed system was described by the following transfer function: 

 ( )
16.002.0

1
2 ++

=
ss

sGsys  (11) 

Fig. 2 presents the step response of proposed exemplary system. 
Due to the fact that proposed tuning method is parameterized by response time, 

many controllers can be created by solving equations (9). Parameters of these control-
lers are given in Table 1. 

Table 1. Exemplary set of PID controller parameters 

Response time parameter Kp gain Ki gain Kd gain 
10s 0.06 0.1 0.002 
1s 0.6 1 0.02 

0.1s 6 10 0.2 
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Fig. 2. Step response of proposed exemplary system 

Step response times of developed systems are presented in Fig. 3 and Fig. 4. 
As it can be seen, response time parameter has significant impact on controlled 

system output. By minimizing this parameter, PV error can be also minimized. More-
over, developed PID controller may be tuned accordingly to the technical needs. 
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Fig. 3. Set of response characteristics for designed controllers with different expected time 
responses: red – 10 s, green – 1 s, blue – 0.1 s from input distortion to system output 
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Fig. 4. Set of response characteristics for designed controllers with different expected  
time responses: red – 10 s, green – 1 s, blue – 0.1 s from input distortion to controller  
output 

However, decrease of maximal acceptable PV output leads to faster response time 
and higher bandwidth of the controller. 

7 Conclusion 

Presented method of PID tuning is especially suitable for development of automatic 
control systems oriented on electromechanical actuators. As it was shown, the ex-
pected response time is inversely proportional to each of the settings, allowing the 
regulator response time constant setting by a scalar multiplication. Moreover, the 
differential component does not have a filter, but experimentally it is shown that 
choosing suitably small filtration constant does not affect the quality of the desired 
response execution. 

It should be highlighted, that presented method is focused on control value stabil-
ity, which is especially important during the tuning of regulators driving precision 
actuators in advanced measuring systems [4]. 
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Abstract. The vector faxing system based on USB fax modems is presented. 
The system was implemented and made available to users. In the adopted ap-
proach, a vector of USB modems does replace solutions based on standalone 
fax machines, large size of which significantly hampers the construction of  
a multiple line faxing system in the PSTN environment (Public Switched Tele-
phone Network) – necessary for the effective functioning of a large company. 
The abstract control model ACM, adopted in the USB hosts which supports an-
alog modem hardware (including USB fax modem devices), is analyzed.  
It should be emphasized that explicit discussions of the method of mapping tel-
ephone lines to – randomly activated during startup of the fax server – USB fax 
modems, and of the mechanism for assigning user access rights to designated 
fax modems, are included. Use of the described system increases immunity to 
threats such as spam, computer viruses, spoofing, or redirecting to fake web-
sites (phishing). The user communicates with the faxing system by the Winprint 
HylaFax+ Reloaded client. 

Keywords: USB Fax Modem, multiple line faxing system, CDC Class Com-
munications Equipment, Fax Server. 

1 Introduction 

The aim of research work described in this article was to achieve a vector structure for 
the faxing system. There are in fact two problems hindering the implementation of the 
system in this form, which do not occur in case of the single-line, i.e., one sender – 
one recipient solution. The first problem is the random nature of registration of mo-
dems in a computer system after they are plugged into the USB ports. The second 
problem is lack of a mechanism for assigning users the rights to use particular fax 
modems. 

The first problem was solved by software enforcement of ordering of modems  
by aliasing their names. The second problem was solved by the use of queue  
management mechanism in HylaFax+ fax server – the JobControlCmd. 

In the article necessary investigations to achieve this objective as well as the com-
plete method are described. The mentioned problems assume that there exists a fax 
server, the implementation of which was a separate task. 

Adoption of the fax communication in large companies that have local area net-
works and use a large number of telephone lines provides the following advantages: 
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increased savings and better ecology, increased order in documents, convenient  
service, reliability, direct connectivity and reduced cabling.  

2 Implementation of the Fax System 

Implementation of the system covered:  

• Introduction and setting up the hardware fax server. 
• Installation and configuration of the HylaFax+ software server on the hardware 

server. 
• Development and installation of the custom control scripts for the software, for 

adaptation of the software to the internal requirements of the company. 
• Introduction and setting up the private branch exchange to normalize the fax ring-

ing tone.  
• Assignment of fax connections to specific fax modems by creating a name table of 

the aliases of modems. 

2.1 System Architecture 

The system architecture is shown in Fig. 1. Presented here USB fax modems replace 
conventional fax machines of relatively large dimensions. 
 

 

Fig. 1. Faxing system with USB fax-modems 

2.2 Installing the HylaFAX+ Software Server 

Configuration: Faxsetup-Server. During the implementation of the faxing system, 
hylaFax+ and hylaFax+ client were first installed. Installation of the hylafax+ pro-
gram required prior launch of the faxsetup-server. During execution of the faxsetup, 
the faxmodem program was launched, whose service faxaddmodem allowed to define 
and configure USB fax modems with names specified by the user, that is, ttyFaxn 
where Nn ∈ , N – the set of natural numbers. As a result of this operation, a set of 
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modems anticipated for use in the system was defined. Overall number of defined 
devices stems from the company needs and is determined by the system administrator. 
In PIAP 16 fax modems were prepared for use, preserving the possibility of expand-
ing the number to 24. 

As a result of execution of the faxsetup-server program, a set of files was created, 
that is the configuration files in the /etc/hylafax/ directory, executable files in the 
/usr/sbin/ directory, and utility files in the /usr/bin/ directory. 

As a part of the presented work the following scripts were developed: 

• 10-local.rules – which at the low level binds USB ports, where modems are at-
tached, to dedicated telephone lines, 

• ttyFaxn.conf – which initializes and maintains in standby mode the devices 
/dev/ttyFaxn, 

• FaxDispatch – which specifies the destination address and format of incoming 
faxes and defines the archiving organization rules for incoming faxes (system of 
directories, each named after relevant date), 

• FaxNotify – which specifies the destination address to be notified about events in 
the faxing system (activity of individual users, the status of delivery of faxes, etc.) 

• StartStopModem – which starts modems and the hylafaxd program, 
• makeFaxDirs – which creates directories for each device ttyFaxn, 
• JobControl – which contains the mechanism for control of user permissions. 

Daemons for the Faxing System. The HylaFax+ system processes are managed by 
daemons: hfaxd, faxq, pagesend and software modems (faxgetty with parameter 
ttyFaxn). The hfaxd daemon monitors the system and supports the Client-Server pro-
cess; the faxq daemon supports the HylaFax+ planning system; the pagesend daemon 
implements the PET/TAP (Personal Entry Terminal/Telocator Alphanumeric Proto-
col) and UCP protocol (Universal Computer Protocol) for the HylaFax+. The faxgetty 
program supports the process for supervising fax receiving and fax calls (listening).  
It uses the ttyFaxn.conf configuration file, that ensure continuity of the /dev/ttyFaxn 
modem operation. Faxing system status can be read using faxstat-s program. On fax 
reception, the server calls the faxcrvd script. 

2.3 Access to the HylaFAX System 

Access to the fax functionality should be allowed based on user permissions. It should 
be preceded by registration of users, during which users are given IDs and passwords 
for subsequent identification. The program faxadduser is used for this purpose. User 
data is stored in the hylafax/etc/hosts.hfaxd file. 

Representation of Modems in the Linux USB Host. USB (Universal Serial Bus) 
Implementers Forum has established a way to represent the equipment after attaching 
it to the USB host that complies with the CDC specifications (Communications  
Device Class) [1]. They also identified a way of interpreting the CDC subclasses of 
devices that are designed to communicate with the public telecommunications net-
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work PSTN. These devices are known as a modem (MOdulator-DEModulator), be-
cause the data are modulated on the sender side and after reception are demodulated 
to the original state. The control model for modem devices adopted in USB hosts is 
the Abstract Control Model (ACM) [2], which is a subclass of CDC and supports 
analog hardware modems that support the ITU (International Tele-communications 
Union) V.250 Serial Asynchronous Automatic Dialing and Control – originally called 
the Hayes standard [3]. It includes a set of commands which are related to the data 
stream or to a separated control stream via CDC class interface. Currently host micro-
controllers are equipped with an embedded system to support the exchange of data via 
USB. For this area, a standard way of communication is used, which is well supported 
by any operating system. It meets the CDC/ACM PSTN conditions for cooperation 
and is presented by the Linux kernel in the form of /dev/ttyACMn where Nn ∈  – 
supported by the acm.o kernel module. 

Creation of Alias Names for Modems. Attaching each additional USB modem to  
the server results in creation of a /dev/ttyACMn dynamic device by the Linux system 
[4, 5] (Fig. 2). 

 

Fig. 2. Extract from the Linux OS folder /dev 

In the described faxing system, each modem is connected to the server via 28-port 
USB hub. The n-th ttyFaxn modem is connected to the n-th port of the USB hub, and 
to the n-th telephone line. These connections are consistent with the record in the 
configuration files config.ttyFaxn. The server HylaFax+ modems are defined as 
ttyFaxn. These modems are represented in the host by the device: /dev/ttyACMn. 
After attaching fax modems to the server, to each pre-defined fax modem ttyFaxn in 
the system is assigned the /dev/ttyACMx device, however, in the general case the 
indices n ≠ x and this assignment is ambiguous, causing inconsistency between the 
device ttyFaxn, defined in config.ttyFaxn, and the phone line physically assigned by 
the /dev/ttyACMx device (they are related to each other in a random fashion). Persis-
tent and unambiguous link of names of specific fax modems to telephone lines can be 
achieved by assigning the names of USB fax modems to appropriate USB ports.  
For this purpose is used the “KERNELS” parameter, which clearly defines the loca-
tion of the modem in the USB hub. This was realized using the udev rules Linux func-
tionality. Running the utility udevadm info-a-n/dev/ttyACM0 | grep KERNELS it was 
possible to record features of the device associated with the specific location of the 
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modem in the USB hub, which was attached in turn to each of the USB ports of the 
server. For each location of the USB modem, values of the KERNELS parameter 
were read. Then the file was created /etc/udev/rules.d/10-local.rules, which includes  
a set of relations between the pre-defined ttyFaxn modems and KERNELS parameters 
obtained during investigations. Presented below is an extract from the aliases file for 
one modem attached to port No. 1 in the USB hub, which was attached in turn to each 
of the 6 USB ports available on the server – the USB host.  

 

Fig. 3. Extract from the 10-local.rules script 

Possibility of taking into account relations contained in the above file creates situa-
tion, where each of the ttyFaxn modems is randomly tied with /dev/ttyACMx device 
established by the system, but at the same time is rigidly tied to a particular USB port 
and – thus – to the known number of telephone line (Fig. 4). 

 

Fig. 4. Extract from the Linux OS folder /dev 

In PIAP the principle was adopted that every dedicated telephone line is linked to  
a specific organizational department in which designated employees have access to 
the fax. 

Assignment of Rights to Faxmodems. Hylafax+ server does not provide any  
method for assigning users who are sending faxes to individual faxmodems. In order 
to solve this problem the queue management mechanism – JobControlCmd – was 
used. JobControlCmd is a parameter of the configuration file, which specifies the 
script executed on fax sending event – it is shown in Fig. 5. 
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Fig. 5. JobControlCmd script 

Operation of this script ensures the fax sent by unauthorized user is rejected and  
a fax transmitted by the user who is located in the specified database is accepted. 

2.4 System Startup and Testing 

Testing Fax Modems. Confirmation of communication with each of the modems 
ttyFaxn was performed using minicom software. At the initial phase of testing the 
faxing system signals did not conform to the requirements of the certification standard 
[6, 7]. To solve this problem the intermediate KX-TDA100D Panasonic PBX was 
installed between USB modems and the main switchboard – Alcatel PBX. After  
this modification, control and modem communication function properly [8, 9]. This 
allowed for running USB fax modems and proceeding with the next step, that is,  
deployment of the fax system software. 

Testing Communication between the PSTN Fax Modems. Connectivity and com-
munication between the modems was tested using the sendfax program, a component 
of the HylaFax+ software. Fax transmission was carried out between the PIAP Alcatel 
PBX and PIAP Panasonic PBX. After transmission, the realization of the commands 
specified in the FaxDispatch was examined. On the basis of the results the correctness 
of the system was stated. 

Testing Communication between the PSTN Fax and Fax-Modems. For this test 
was used fax machine connected to the telephone line. While sending fax outside the 



 Vector Faxing System 163 

 

PIAP the sendfax command was used. Then with an external fax a message was sent 
to the recipient's internal number in PIAP. During the transmission, the state of fax 
machines was monitored using faxstat command. After transmission the realization  
of the command specified in FaxDispatch was examined. In all cases the correct  
operation of the system was stated.  

 

Fig. 6. Sending faxes UML algorithm diagram 
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2.5 Sending Faxes. Implementation of HylaFax+ Client for Windows 7 

In order to allow users to send faxes you need to implement the Windows client soft-
ware. For this purpose, the Open Source Software Winprint HylaFax+ Reloaded was 
selected of the available programs. The criteria which guided the selection of the 
software were: compatible with PIAP systems used in OS Windows (32 and 64 bit 
Windows 7, Windows 8) and intuitive user interface. Software Winprint HylaFax+ 
Reloaded enables you to use the integrated address book. By default, this book is 
stored in CSV format at the location specified by the user. There is also possibility to 
use the Outlook address book using MAPI (Messaging Application Program Inter-
face) and the database which enables connecting using ODBC (Open Data Base Con-
nectivity). Sending of faxes is illustrated in the UML algorithm diagram (Fig. 6). 

 

Fig. 7. Receiving faxes UML algorithm diagram 
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2.6 Receiving Faxes. Organization of the Distribution and Archiving of 
Received Faxes 

Received faxes are sent by e-mail to the addressees and stored in the directories asso-
ciated with each of ttyFaxn modems. The list of recipients is defined in the 
FaxDispatch script file. The ttyFaxn is assigned to appropriate e-mail groups of users 
eligible to receive faxes from the specific fax modem. These groups consist of de-
partment workers authorized to use the fax system. All recipients which are assigned 
to these groups are defined in the file which defines e-mail system users. Receiving 
faxes is illustrated in the UML algorithm diagram (Fig. 7). 

 

Fig. 8. FaxDispatch script for three departments 

 

Fig. 9. FaxNotify script 
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When the FaxDispatch is executed, it runs the makeFaxDirs program contained 
therein that manages the creation of directories that store faxes and supervises access 
to these directories. Using the script ownership rights are granted to the employees 
belonging to the group faxyXX, where XX is the department symbol. The received 
faxes are included into the PIAP global system for electronic documents archiving. 
The method of notification of the recipients is defined in the script FaxNotify on the 
HylaFax+ server side. 

3 Summary 

As a result of the conducted work and research, the aim stated in the introduction was 
achieved. The problem of random representation of modems in the system was solved 
by means of enforced placement of modems with mechanism of modem names alias-
ing. The problem of establishing a methodology for assigning to the users rights to 
send faxes via particular fax modems was solved through the use of queue manage-
ment mechanism in Hylafax fax server – JobControlCmd. The objective to equip the 
system with the possibility of separating the fax transmit / receive channel for an in-
dividual user, with clearly defined fax modem and telephone line corresponding to 
them, was achieved. A secondary objective of eliminating the bulky fax machines was 
also achieved thanks to miniaturized USB fax modems. 
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Abstract. The article describes the process of developing a concept, design and 
building a working lower limb rehabilitation device with comparison to other 
existing systems. The described robot was designed primarily for rehabilitation 
of children with cerebral palsy (and other illnesses that need constant, long term 
rehabilitation). 

Keywords: child rehabilitation, lower limb. 

1 Introduction 

The cerebral palsy is a set of permanent and non-progressive movement disorder and 
a muscle tone, as a result of the immature brain lesion. It is mostly caused by an un-
known element, but to known reasons are included: development disorders, infec-
tions, intoxication or hypoxia of the fetus, as well as perinatal mechanical injuries 
causing brain stem strokes, or inflammation of the central nervous system [5, 11]. 
Physiotherapy is a health care profession concern on promotion mobility by the reme-
diation of impairments and disabilities [2]. Application of a treatment movement 
cause positive changes in the locomotion system, as well as in the patient nervous, 
cardiovascular and the respiratory systems. It is carried by physical therapists whose 
responsibility is to provide individual rhythm, range and trajectory of movement. 
What is important from the rehabilitation point of view is the fact, that even if move-
ment disorders intensify with time, they are not caused by deterioration of the brain 
damages itself, but by the impaired development caused by a muscle tone [1, 11].  
In order to keep patients in a good condition and to improve they lives standard, by 
increasing mobility, they should be treated with rehabilitation procedures regularly 
and from the earliest days. 

2 Existing Systems 

With limited number of physical therapists and the need of having accurate treatment 
every day, robotic and mechanical systems have been built. Most of them are very 
expensive and are not available for individual customers, while the other are not  
capable of carrying proper treatment as described in the following subsections. 
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2.1 Mechanical Walk Simulation 

The confirmed need of providing regular and often rehabilitation procedures, was  
a reason of creating purely mechanical solutions like NF-Walker (Fig. 1). Because of 
simplicity and lack of electronics, those devices are within financial reach of most of 
the families, but from the other hand side, are not capable of serving more complex 
movement set, as is needed when treating distortion of walking “heel-finger” as ob-
served in case of spastic patients. 

 

Fig. 1. NF-Walker mechanical rehabilitation system [6] 

2.2 Autonomous Exoskeleton 

In order to increase human strength as well as because of a human aging (according to 
the Brian Dellon people over the age of 65 in the year 2050 will exceed 35 % of the 
popularity [3]), researchers works on the assistive robots. The Berkeley lower extrem-
ity exoskeleton (BLEEX) – Fig. 2 as well as the Hybrid Assistive Limb (HAL) – Fig. 3 
or the ReWalk (Fig. 4) already can improve quality of live and after the control pro-
gram modification can be used for a rehabilitation purposes. 

2.3 Automated Stationary Orthosis 

Rehabilitation requires well controlled environment especially for patients with mobility 
dysfunction. Because of that reason a few systems were developed like Lokomat  
(Fig. 5) or Rutgers Ankle (Fig. 6). Those systems even if a great rehabilitation results is 
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confirmed, are beyond everyday usage because of a price which for Lokomat exceed 
375 000 $ [10]. That and the fact that there are number of patient waiting for rehabilita-
tion procedure prompted Grzegorz Piątek to build AGH Rehabilitation Platform. 

  

Fig. 2. The Berkeley lower extremity exo-
skeleton system [13] 

Fig. 3. The Hybrid Assistive Limb [4] 

 

Fig. 4. ReWalk Exoskeleton [8] 
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Fig. 5. Lokomat rehabilitation system [12] Fig. 6. Rutgers Ankle rehabilitation Robot [7] 

3 Rehabilitation Platform 

3.1 Design Assumptions 

Device was aimed to be capable of carrying single child patient of weight below 
25 kg. It was expected to allow a full control over the movement range. Especially 
important was to combine reciprocating legs movement with “hell-finger” walk, 
which was not provided by any studied device. Additional goal for our rehabilitation 
robot was to be capable of being integrated into the remote expert monitoring system 
which in near future should allow patient monitoring and tuning device for even better 
results. What is more important, it was expected to be save and possible cheap in 
order to become an everyday rehabilitation robot available for everyone who need 
that device. 

3.2 Robot Design 

After the research we found that the safest and the best performing solution is when  
a patient is immobilized and overhand. In such a solution the device weight is not 
influencing the patient, which is crucial when working with patients who suffer mus-
cle contractors disturbing “hell-finger” walk. Moreover it gives a great mobility al-
lowing patient to move legs independently and asynchronously makes possible exer-
cises like squats or cycling on different radii. With all given assumptions robot design 
was started. 

The most important was to find a solution for generating an accurate movement 
with low velocities. In result presented on Fig. 7 drive system was designed. The use 
of cyclo gear allows for application of compact servo drives which operates with 5 V 
only. In result drive system is compact and save for the user even in case of insulation 
failure. Moreover drives are small enough to be mounted directly inside robot arms 
improving safety even more. Final robot design is presented on Fig. 8 while on Fig. 9 
the robot support is shown. 
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Fig. 7. The single joint drive system: 1 – servomotor HS-805BB, 2 – clutch-gear shaft, 3 – gear 
wheel, 4 – toothed belt, 5 – input shaft, 6 – teflon sleeve, 7 – output hub connected with a robot 
arm, 8 – cyclo gear 

 

Fig. 8. Robot schematic: 1 – lap belt, 
2 – limb, 3 – shank, 4 – feet 

Fig. 9. Robot support schematic 
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3.3 Robot Tests 

After the design phase the basic robot structure was build and tested together with two 
boys, cerebral palsy 8 years old twins. They gave an important feedback about the 
design details. In result the main control panel was moved behind the patient. That 
change highly increase a patient security and allowed a supervisor to easily access it 
at any time. The component length evaluation was done based on a measurements 
done over a year with linear growth assumption according to the data presented at the 
Table 1. Finally elements were equipped with easy to use length regulation which is 
supposed to extend operation time to more then two years having in mind the child 
growth. 

Table 1. 7 year old patient physical changes [9] 

 

Dimension 

Length  
at the year 

2010 
[mm] 

Length  
at the year 

2011 
[mm] 

Max. 
Length 
[mm] 

A 350 355 370 
B 260 270 320 
C 270 280 340 
D 45 50 60 
F 170 180 200 
F 90 0 100 

Weight [kg] – 18 20 24 

3.4 Obtained Results 

The main goal was to allow to generate a motion that is a set through the dedicated 
software running on the controller that is incorporated into the device. The apparatus 
helps to perform among others such exercises as walking with different speeds, strides 
with single limb, leg-cycle and squats. Without a valid and regular rehabilitation pro-
cedures abnormal muscle tone entailing secondary delays in the other areas of physi-
cal development. Our robot was already tested and confirmed its valid influence by: 

• Straight line walking at different speeds program 
• Feet coordination during a walk 
• Counteracting reflex stepping on toes 
• Preventing legs crossing 

The device's elements can be adjusted to fit different age paediatric patients or to 
allow the device to “grow” with the patient. The adequate construction and software 
ensures that the patient is safe during the device's operation. The robot operations are 
intuitive and done using a touch-screen. 
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4 Summary 

We create rehabilitation device other then any other available on the market. It is not 
only capable of forcing a valid set of limb movement, but at the same time allows 
ankle operation generating complex rehabilitation procedure. More importantly, pre-
sented on the Fig. 10 build by us robot, by its unique design is the only available at 
the market which does not force patient with its weight. 
 

 

Fig. 10. Lower limb rehabilitation Robot 

Our robot is used during a rehabilitation under the supervision of a physiotherapist 
and can be considered effective on the basis of his opinion. Moreover it was positive-
ly assed by physiotherapist and doctors. The positive reviews resulted in an award 
from Cracow District Medical Chamber and a positive opinion from Institute of 
Mother and Child. The master's thesis created during the development of the robot 
won the first prize during the 10th edition of the Polish nationwide competition "Open 
Doors" in the category of master's theses connected with rehabilitation and technolog-
ical solutions benefiting the disable persons. During this anniversary competition  
organized by the State Fund for the Rehabilitation of the Disabled Persons the  
best master's and doctoral theses, whose research topics was the phenomenon of  
disability in the scope of work, health or society. The resulting solution is innovative 
and unique, real, working device, that meets safety standards and is based on anatom-
ical limb motion and has the potential to change the effectiveness of long term  
rehabilitation and restore paediatric patients dexterity that will enable them function 
independently in a later life. 
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Abstract. In the paper authors presented some results of development of navi-
gation system for criminalistic robot. Robot destination is to support police of-
ficers during forensic activities in the buildings when we have potential CBRN 
hazards. Robot is remotely controlled based on visual cameras observation but 
it has also autonomous navigation system. The robot is at the beginning of po-
lice action carry out hazard identification and, if they occur robot perform fo-
rensic activities. As part of its tasks is to make a photographic documentation of 
the event. This involves the registration status of the room a special 3D camera 
and take pictures of individual items and disclosed fingerprints. Then taken are 
indicated by the operator or the entire sample items. Charges are also forensic 
traces of biological and existing on-site chemicals substances. Robot should be 
able to perform most of the tasks normally performed by police forensic techni-
cians. Big problem is when during forensic activities operator lost communica-
tions with the robot. By the existing on place CBRN hazards man can’t enter 
the building where robot is lost. At this moment start work system of autonomy. 
Robot must return the same way how it arrive till the moment when operator 
will get communication with them again. The paper presents the autonomous 
control system that was created for visual navigation for police robot. The algo-
rithm implemented on the platform already been simulated and tested in 
MATLAB/Simulink. The article presents the results of running the robot with 
the new algorithm. 

Keywords: control systems, mobile robots, autonomy. 

1 Introduction 

The presented article is associated with construction of mobile robot for support po-
lice during forensic activity. Police in the place of the offense course leads meticulous 
work in collecting forensic evidence. Its results are very important in the police inves-
tigation and in very often are the basis for detection of the offender and the primary 
evidence in the judicial process. In the police practice, officers sometimes have the 
problem that at the crime place, there are hazards that make forensic activity impossi-
ble. Police cannot send technicians to collect forensic evidence. At the crime scene, 
very often there is a threat of presence of chemical, biological or radiological contam-
ination. Another problem can be a presence of explosives [1]. Therefore, a need has 
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arisen to project a robot for police forensic testing in hazardous conditions. Such fo-
rensic work usually performed in buildings [2]. There are often in basements where 
police have problems with access by obstacles such as stairs, household items and 
other objects. 

The presented robot first role is detection pollution and other hazard in forensic 
place. If they occur robot should perform forensic activities and collect forensic evi-
dence. A part of its tasks is to make a photographic documentation of the place. This 
involves the registration status of the room with a special 3D camera and take pictures 
of individual items and disclosed fingerprints. Then robot must takes indicated by  
the operator items or samples. Charges are also traces of biological and existing at  
the place chemicals. Robot should be able to perform most of the tasks normally  
performed by forensic technicians. 

Robot must be easy in transport. It must be able to be transferred by two persons. 
With a small-size robot we are not able to put all the equipment on it at the same time. 
Therefore robot work is divided in different phases. Depending on the phase, its 
equipment is replaced. Robot decontamination must be also possible. 

During police forensic action robot many times have to repeatedly commute and go 
to the forensic activity place, to gather and pass to secure the traces or samples. The 
variety of samples such as photographic recording of event traces microbiological 
mechanoskopic traces, traces of fingerprints, samples of the substance in the room, 
gathering some of the items from the scene for subsequent analysis, etc. 

Work scenario provides multiple robotic missions during one inspection of the 
crime place. First, the platform enters the scene equipped with a set of sensors to veri-
fy the presence of CBRN hazards. If they are found , further work is also carried out 
through the robot. 

In the first phase of his work robot is sent on a mission to recognize the existing 
hazards. At this phase it is equipped with sensors to detect the existence of potential 
hazards. It is equipped with a set of sensors to detect CBRN threats. Robot also has  
a navigation system that allows autonomous return along the same route when they 
arrived. Robot during action is controlled remotely by the operator, but due to the 
nature of work inside buildings and the risk of a loss of connectivity with operator it 
uses an additional module that allows a partially autonomous movement. Big problem 
is when during forensic activities operator lost communications with the robot. By the 
existing on place CBRN hazards man can’t enter the building where robot is lost.  
At this moment start work the system of autonomy. Robot must return the same way 
how it arrive till the moment when operator will get communication with them again.  
Another reason is that when on the floor are a potentially important forensic traces 
they have not been erased by the action of the robot. Therefore, it is possible to  
withdrew their steps and passed through the room always on the same route during 
operation. This is important because the field of view of the operator is limited when 
operator control remotely the robot. Such a navigation module that allows partially 
autonomous work has been developed by a team from the Department of Automation 
and Aeronautical Systems of Warsaw University of Technology. Robot autonomous 
system is based on visual navigation, inertial and odometry [3]. Issues related to the 
operation of the system are subject to the considerations of this paper. 
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2 System Requirements 

The aim of this work is to create a that supports the forensic investigations. Mobile 
robot that is to be used in the project has to collect data and samples from the terrain 
that is hard to explore by police units. In this particular use of robot, one of robots 
requirement is ability to return following of its own path. The mobile robot could start 
the return procedure in two options: when the operator wants to return without  
blurring of traces, or when operator-robot communication is lost. From the operation-
al point of view the cause of the return does not impact on the autonomy system  
strategy. In both cases the return is realized in the same way. The operator can stop 
the automatic return if decides to go further by himself. In second case, of the  
communication is back, the automatic return is off. 

In the final stage the non-GPS vision will be used to navigate the platform. Form 
the vision system the set of points will be registered while robot is moving. From 
those points the return path will be created. 

3 Equipment 

For the project purpose the GRYF platform (Fig. 1) is going to be applied as a mobile 
platform [4]. This platform is provided by PIAP (Industrial Research Institute for 
Automation and Measurements). The basic platform have been adopted for the project 
requirements. An additional handles for new optional external devices have been 
done. The early stage experiments have been conducted on a platform MOBOT. This 
platform is slightly smaller comparing to GRYF, but for the algorithm tests it did not 
impact on the results significantly. Both of the platforms works is the same manner. 
The platforms turn style resemble tank turning. Each of four wheels has its own elec-
tric motor. Both left and right pair of wheels are coupled. The control signal gives the 
proper voltage on teach pair of wheels. Change of direction is achieved by varying the 
speed between the left and right side wheels. Wheel speed range was set from –100 to 
100, where the extreme values corresponds to maximum engine speeds. Due to the 
specific work conditions, mobile robot need to drive slowly. It is not required to move 
fast, so the robot does not blur the traces. Thereby, the maximum speed of wheels was 
limited to 50 %. 

The platform is equipped with the PC-104 central unit. The whole, computing and 
registration system works on this computer. The control commands (start, stop, algo-
rithm initial values, etc.) are sent to the platform from the external laptop via 
XStream-PKG radio modem device. The data that registered on the PC-104 were sent 
via WiFi to the laptop so the operator could see the actual parameters of the platform. 
Software sensors and main code was written in C++ environment. 

For the test phase the MicroStrain IMU unit 3DM_GX3 device was used. The dy-
namic accuracy is close to 2 [degrees]. The key problem using such a device for posi-
tioning is the error that increase within the time. The data frame that is registered 
from the GX3 consists 3 linear accelerations and 3 angular speeds. It is obvious that 
double integrating acceleration will create a huge error. However in this particular test 
the accuracy of the position was not the issue [5].  
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Fig. 1. Mobile platform GRYF [4] 

4 Control Algorithm 

The control algorithm that has been developed is designed to maintain the desired 
course [6–8]. This course in the final stage of the project will be given from the vision 
navigation. In this article however, the method of selecting new waypoints is not pre-
sented. Following chapter shows the method used to keep vehicle going on the course. 
If this part is realized properly, and the platform follows the course good enough, 
adding the point from vision navigation will be proceeded. 

The input values to the control law are: error between actual and desired course, 
K1, K2, M and REVERSE parameter. The parameter K1 is a reference value for  
platform to chose the type of turn. The parameter K2 is a proportional parameter am-
plifying the control signal. In the following trials this parameter was set to 1. The 
parameter M is a tolerance value that algorithm reads as an measurement error. 

4.1 Platform Turning 

The error value is simply the difference between the actual and desired course.  
The actual course is obtained from the GX-3 device. The error is calculated using a 
following expression: 

 ( )desiredactualE θθ −⋅= 2K  (1) 

The platform by comparing difference between parameter M (initialized by the op-
erator) and the E (eq. 2) decides if the turn should be performed. The parameter M in 
following tests was set to 1. If the condition (2) is true, the algorithm set the full speed 
to the wheels. 
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 ME <  (2) 

 1K>E  (3) 

If the condition (2) is not true the platform starts to turn. At this point the algorithm 
selects the type of turn to perform. If the expression (3) is true, the platform turn ag-
gressive. Such a type of turn is realized by giving the opposite turning sense for left 
and right pair of wheels. The platform though turn without forward speed. However if 
the condition (3) is not true, the turn is performed more gently. 

5 Simulations 

In the Simulink the proper model have been done (Fig. 2). The engine dynamics was 
estimated base on the trials previously made with the platform. The electric motor 
dynamics have been approximated by the first order system transfer function. The 
rising time (inertia of ht motor) have been derived from the previous test trials. The 
control algorithm that was represented as a m-file code in the Simulink model was 
later rewrite as a C++ code, and applied into the PC-104 console.  

 

Fig. 2. Scheme of the Simulink model 

The simulation allowed to adjust the control law parameters, so the robot ride, met 
the requirements. In the simulation, there was a possibility to simulate two types of 
riding: point-to-point and course-time. In first option an initial data was set of point 
that robot have to follow. In the second option, robot followed the desired course with 
the selected time duration. Both of the simulations corresponds to the real drive con-
ditions. The driving style of mobile robot at this stage of the project corresponds to 
the second course-time option. With the vision navigation the driving would be 
changed to the point-to-point style.  

6 Experiments 

As the simulations allowed implementation on the robot computer, the test with the 
use of mobile platform was possible to conduct. This part was divided into two  
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phases. First, was to examine the algorithm on the MOBOT platform, on which the 
access to data and communication was easier. Secondly the similar trials were  
repeated on the GRYF platform at PIAP building. 

6.1 MOBOT Test 

This part of test were necessary to verify and validate the control laws applied to the 
platform. on the Fig. 3 three different trial from MOBOT tests are presented. 

 

Fig. 3. Algorithm improvement 

The dark blue line corresponds to the course desired, green line is the unadjusted 
algorithm, red line is the proper turning methods and light blue is the proper turning 
method with the parameters M, K1 and K2 properly established. On both (red and light 
blue) lines it is possible to notice the turn style changing moment – around  
4th second. It is easier to see this occurrence on the Fig. 4, where the wheels speed is 
presented. 

In 31th second the sudden change of the wheels turning is easy to be seen. In that 
particular moment the algorithm has send the information to perform an aggressive 
turn. Consequently, the sense of wheel rotation is different. Subsequently, when the 
error is not so big (expression 3 is not true) right wheels starts to catch up the left 
wheel speed.  
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Fig. 4. Wheels speed [%] 

6.2 GRYF Test 

After communication, software and parameters validation on smaller platform, the 
appropriate test could have been conducted. First step was to create a communication 
between the PC-104 unit and the new platform. the pre-tests have been performed on 
similar platform, so there was very low risk that the platform would react completely 
different with algorithm prepared. Few verification tests confirmed that assumption. 
The results might be noticed at the Fig. 5. It is hardly possible to distinguish three 
different trials. Such a good results confirmed the algorithm action. 

The next test that was conducted was further software development. The main ac-
tion that the mobile robot has to perform is the autonomously return back. This action 
is realized when operator wants to back away or if the communication is lost. The 
action initialization is not a problem from a soft development. The first step have been 
accomplished (course following). The next step was to add a command that would 
force the platform to come back. 

This feature is also possible to notice on the Fig. 5. The mobile robot had to go 
straight (course 0), than turn left (course 90), than turn left again (course 180), and 
then the special command was given (14th second). From this point, platform had to 
come back on the same course. At the moment when robot gets the Reverse infor-
mation the robot changes its sides: front is becomes back and vice versa. Such a fea-
ture is realized on the level of algorithm, where the parameter Reverse is changing 
sign from 1 to –1. 
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Fig. 5. Three trials – course following with GRYF platform 

7 Summary 

The paper presents the control algorithm for the mobile robot tested on two different 
platforms and in virtual environment. The results showed that the two types of turning 
increase robot performance and keep the ride smooth and without an oscillations.  
In this paper the automatic return by the same trace is presented. The presented results 
are basics for the vision navigation that is going to be done as a next step in the  
project.  
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Abstract. The paper presents design of a control structure that enables integra-
tion of a kinematic and a neural network controller for a four-wheeled mobile 
robot subject to wheels slip. The controller is proposed to make the actual ve-
locity of the wheeled mobile robot reach the desired velocity, although the 
wheeled mobile robot is even with system uncertainties and disturbances. The 
proposed tracking control system consists of: the kinematic and proportional 
controller, the neural approximated term and robust term derived from the sta-
bility analysis carried out using Lyapunov stability theorem. The proposed con-
trol system works on-line, weights adaptation is realized in every discrete step 
of the control process, and a preliminary learning phase of neural networks 
weights is not required. Computer simulation was conducted to illustrate  
performance of the control system. 

Keywords: mobile robot, tracking control, wheels’ slip, Lyapunov stability, 
neural networks. 

1 Introduction 

Intelligent wheeled mobile robots are the subject of technical interest arising from 
possibility of practical applications in: manufacturing, civil engineering, transporta-
tion, agriculture, space exploration, deep sea penetration, help for disabled, medical 
surgery and in other sectors of science and technology. Application of modern meth-
ods of realization of motion of wheeled mobile robots, in which fundamental role is 
played by artificial intelligence methods, belongs to priority research direction in the 
field of modern technologies of autonomous robots. Despite significant advances in 
the field of autonomous robotics, still many problems remain unsolved. Most difficul-
ties are associated with description of natural work environment of an autonomous 
robot. Usually, the knowledge about environment is, in general, incomplete, uncertain 
and approximate. To this field belong, for example, the problems concerning inclu-
sion of the phenomena of mobile robot wheel slips into control algorithms. Recently, 
a lot of attention is devoted to the problems of modeling and control of wheeled  
mobile robots taking into account wheel slips [6, 8–10, 13–17], which follows from 
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possibility of using those objects in practical applications, characterized, for instance, 
by irregular surfaces and various parameters of wheels contact with the ground.  

In the present article the intelligent stable control system for position and heading 
of a four-wheeled mobile robot with inclusion of longitudinal and lateral slips is  
proposed, in which neural networks are used for compensation of nonlinearities and 
variable operating conditions of a mobile robot.  

The structure of the article is as follows. In Section 2 basic kinematic relationships 
are discussed, and generalized velocities required for realization of the desired robot 
motion, understood as kinematic controller, are determined using the backstepping 
method. Dynamic equations of motion of a four-wheeled mobile robot taking into 
account wheel slips are given in Section 3. Section 4 concerns description of the 
adopted structure of neural network for compensation of robot nonlinearities. In Sec-
tion 5 synthesis of tracking control of mobile robot is conducted and stability analysis 
of the control algorithm is carried out based on the Lyapunov theory. In Section 6 
obtained results of simulations of the introduced solution are presented. Conclusions 
are given in Section 7. 

2 Kinematic Controller for WMR 

The object analyzed in the present article is a four-wheeled mobile robot. Diagram of 
its kinematic structure is shown in Fig. 1 [15]. 

 

Fig. 1. Model of the analyzed robot 

In the model, the following basic robot assemblies can be distinguished: 0 – mobile 
platform (body with additional control and measurement frame attached to it), 1–4 – 
wheels, 5–6 – toothed belts (caterpillars). In the analyzed robot, the front wheels are 
coupled with back wheels by means of the toothed belts.  

The following symbols are adopted for i-th wheel: Ai – geometric centre, ri – radi-
us, θi – wheel spin angle. Mobile platform spin angle is denoted z

o
0ϕ . It is assumed 
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that motion of the mobile robot occurs in the Oxy plane (as shown in Fig. 1). Position 
and orientation of the mobile platform are described by generalized coordinates  
vector:  

 [ ]Tz
o

R
o

R
oo xx 0,, ϕ=q , (1) 

where: oxR, oyR – coordinates of the point R of the mobile platform, φz = oφ0z – spin 
angle of the mobile platform with respect to z-axis of stationary coordinate system 
{O}. Generalized velocities vector q  can be determined based on the value of veloci-
ty of motion of the point R of the robot along direction of x-axis of the {R} system 
connected with the robot, that is vR, and angular velocity of spin of the mobile plat-
form, that is ϕ , based on the kinematic equations of motion in the form:  
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The above equation is valid if robot moves on a horizontal ground. In the control of 
position and heading of the robot, one assumes that motion of the robot is realized 
based on the desired vector of its position and heading, which has the form: 

 [ ]TdRdRdd xx ϕ,,=q , (3) 

where: xRd, yRd – desired coordinates of characteristic point R of the robot in the {O} 
coordinate system in (m), φd = oφ0zd – desired spin angle of the mobile platform with 
respect to z-axis of {O} coordinate system in (rad). 

In order to define the problem of tracking control, based on the relationship (2) let 
us define desired parameters of motion of the point R in the form of equation: 
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where: vRd, ωd – respectively desired linear velocity of the characteristic point R of the 
robot in (m/s) and desired angular velocity of its mobile platform in (rad/s), in the 
stationary coordinate system {O}.  

In the problem of tracking control one should determine vector of control of posi-
tion and heading of the robot ud = [vs, ωs]

T, such that q → qd for ∞→t . The errors of 
robot’s position and heading in the coordinate system associated with the robot {R} 
and in the stationary system {O} can be determined from the relationship: 
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where eF, eL, eO are respectively longitudinal position error in (m), lateral position 
error in (m), and heading error in (rad).  

Generalized velocities required for desired motion of the robot can be determined 
using various methods. A popular method used for this purpose is the so-called  
backstepping method [1, 2, 5, 12]. According to it, the vector of desired generalized 
velocities of motion of the robot’s mobile platform expressed in the robot’s coordi-
nate system {R} can be determined based on the following relationship [7]: 

 ( )
( )
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
++
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d evkvek
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ωω
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where: ssv ω, – desired velocities of robot motion expressed in the coordinate system 

{R}, that is, linear velocity of characteristic point R in (m/s) and angular velocity of the 
mobile platform in (rad/s), kF (s–1), kL (rad/m2), kO (rad/m) – chosen positive parameters. 

3 Dynamic Model of a WMR  

In Fig. 2 a schematic diagram of the analyzed robot with marked reaction forces  
acting on the robot in the wheel-ground plane of contact is presented.  

 

Fig. 2. Diagram of reaction forces acting on the robot in the wheel-ground contact plane 

In description of motion of the four-wheeled robot it is assumed that tire-ground 
coefficient of adhesion changes according to the Kiencke model and values of longi-
tudinal slip ratios λ3, λ4 depend respectively on angular velocities of driven wheels 

3θ , 4θ  and longitudinal velocities of wheel centers OvA3, 
OvA4. Additionally, equality 

of driving torques for passive and active wheels is assumed, that is, 31 ττ =  and 

42 ττ = .  
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After taking into account the above assumptions, dynamic equations of motion for 
the hybrid chassis system, i.e. with wheels and toothed belts, are written as [15]:  
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where RyRxp aa ,,λ  are respectively: a constant associated with model of wheel-

ground adhesion, projections of acceleration of characteristic point R of the robot in 
the coordinate system associated with the robot {R}.  

In turn, constants ai that occur in equation (7) result from geometry, masses, distri-
bution of masses of the analyzed robot and were determined in the work [15]. From 
kinematic relationships of the analyzed model of the mobile robot, one can determine 
angular velocities of driven wheels as functions of control signals that realize desired 
trajectory of robot’s motion, according to the following relationship: 
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where control signals’ vector has the form: 
 [ ] ., T

RR v ω=u  (9) 

After introducing equation (8) into dynamic equations of motion of a mobile robot 
(7), one obtains: 
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where: M is a constant positive-definite inertia matrix, 
12)( x

RR RuF ∈ is a vector de-
scribing robot nonlinearities, 12x

z Rτ ∈  denotes bounded unknown disturbances which 

include, for example, motion phenomena not taken into account in the description, 
12xRτ∈  is control signals’ vector identical with torques of robot driving wheels 3 and 

4. Dimensionality of equation (10) results from assumption of active torques of 
wheels 3 and 4 and passive torques of wheels 1 and 2 being respectively equal. 

4 Feed-Forward Neural Networks 

Problems of control of wheeled mobile robots with inclusion of wheels’ slips are 
complex and their solution requires application of complex methods. Because of lack 
of a systematic approach to analysis and synthesis of control of nonlinear systems so 
far, the artificial neural networks became an attractive tool used in theory of nonlinear 
systems. Neural networks owe their popularity to properties like: possibility of ap-
proximation of arbitrary nonlinear mappings, and ability of learning and adaptation.  
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Let us consider a neural network shown in Fig. 3. 

 

 

Fig. 3. Structure of a two-layer neural network 

Input-output mapping for the network from Fig. 3 has the form [2, 11]:  
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After assuming the element of input vector 10 ≡x  and the vector of threshold  

values T
vNvv vvv ]...,,,[ 21 as the first column of matrix VT, one obtains: 

 ( )xVSWy TT= , (12) 

where [ ]TNSSS (.)(.),...,(.), 21=S  is a vector of functions describing neurons,  

whose first element is equal to 1, and vector [ ]Twrww www ,..., 21  is the first column of 

matrix WT. 
From mathematical point of view, a two-layer neural network is able to approxi-

mate any continuous nonlinear function of several variables. An arbitrary continuous 
function 

rn
fDf RR →⊂: , where fD  is a compact subset of nR , can be approxi-

mated with arbitrary accuracy by two-layer neural network with appropriately chosen 
weights [11]. That is, for a given compact set Df  and a positive value of the approxi-
mation error ε , there exists a two-layer neural network, such that the nonlinear  
function f(x) can be written as:  

 ( ) εxVSWxf += TT)( , (13) 

for Nε<|||| ε .  

If weights of the first layer of the network VT (12) are determined with certain 
method (e.g. randomly selected) and subsequently fixed, then weights WT of the se-
cond layer of the network define its properties, and then it is a single-layer network. If 
one puts ( )xVSxφ T=)( , then the relationship (12) can be written as: 

 )(xφWy T= , (14) 

input layer output layer
hidden layer
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where nRx∈ , mRy ∈ , Ln RRφ →:(.)  and L is a number of neurons in the hidden 

layer.  
Network like that is linear with respect to its parameters (WT weights). The form 

(14) will be adopted to approximate robot nonlinearities in the further analysis. 

5 Control Algorithm and Stability 

In the present section, the synthesis of control of position and heading of a wheeled 
mobile robot using the control structure of nonlinear systems will be conducted, 
which takes into account compensation for robot nonlinearities realized by means of 
the neural network linear with respect to weights described in Section 4. The task of 
this control will be the reduction of the actual control vector (9) to the control vector 
resulting from analysis of kinematics (6). To this end, let us define the velocity  
tracking error: 

 
Rd uus −= . (15) 

After differentiating relationship (15) and inserting it into (7), one obtains dynamic 
equations of motion written as a function of the velocity error: 

 ττxfsM −+= z)( ,  (16) 

where nonlinear function has the form: 

 )()( Rd uFuMxf +=  . (17) 

Vector x allowing determination of value of the nonlinear function can be defined as: 

 [ ]TT
R

T
d uux ,=  (18) 

and it should be available for measurement.  
The function f(x) involves all parameters of the analyzed wheeled mobile robot 

such as masses, mass moments of inertia, coefficients of motion resistance, descrip-
tion of the slip phenomenon. Quantities of this kind usually can be described only in 
an approximate way. Because the function f(x) is described in approximate way, if 
one adopts law of control with inclusion of this approximation in the form: 

 δsxfτ −+= pk)(ˆ , (19) 

where )(ˆ xf  is an output of neural network, kp is a positive-definite diagonal matrix, 
and δ is a control signal robust to non-modeled phenomena and other disturbances, 
then description of a closed system one may express as: 

 δτxfssM +++−= zpk )(
~   (20) 
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where velocity tracking error s in a significant way will depend on correct approxima-
tion of robot nonlinearities.  

Approximation of the control compensating for nonlinearities f(x) is often applied 
in practice. For the approximation a neural network may be used. It is convenient to 
use neural network linear with respect to weights, described in section 4. Then, the 
nonlinear function approximated by the neural network one can write in the form: 

 ( ) ( ) εxφWxf += T , (21) 

where ε is approximation error satisfying condition Nε≤ε , 0const >=Nε .  

The estimate of the f(x) function can be written as:  

 ( ) ( )xφWxf Tˆˆ = , (22) 

where Ŵ is the matrix of estimated weights of an ideal neural network.  
After using (22) in the control law with robot’s nonlinearities compensation, the 

control law in the following form is obtained: 

 ( ) δsxφWτ −+= pkTˆ . (23) 

Substitution of (21) and (22) into (20) yields: 

 ( ) δτxfssM ++=+ z

~
pk , (24) 

where ( )xf
~

 is an error of approximation of f(x) function, equal to: 

 ( ) ( ) ( ) ( ) ( ) ( ) εxφWεxφWxφWxfxfxf +=+−=−= TTT ~ˆˆ~ , (25) 

where WWW ˆ~ −=  is an error of estimation of weights of the neural network.  
After using relationship (25), equation (24) is written as: 

 ( ) δτεxφWssM +++=+ z
T~

pk . (26) 

Structure of the system for neural network control of robot generalized velocities is 
shown in Fig. 4. 

For derivation of an algorithm of Ŵ  weights learning, the theory of Lyapunov 
stability is used. Let us take a scalar positive-definite function: 
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1 221TT
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where F = FT > 0 is a design matrix.  
A derivative of V function with respect to time, one can write as: 
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Fig. 4. Neural network control system 

After inserting expression for sM  from equation (26), one obtains: 
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After choosing law of adaptation of neural network weights as:  

 ( ) T~
sxFφW −=  (30) 

and after introducing the robust control signal: 

 ( ) sssδ −+−= /Zεm
, (31) 

where it was assumed that Zzm ≤≤ τε ,ε , relationship (29) is transformed into the 

form: 
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After writing in expanded form the error of desired velocities (15) as: 
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and after determining a derivative of error (15), and putting dOLF kkk ω= ,  

one gets: 
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Because the first 5 terms of the derivative (34) are negative, eventually one  
obtains: 

 ( ) sτεss zpmin ZεkV +++−−≤ m

2 , (35) 

where 
pmink  is a minimum eigenvalue of the kp matrix.  

From relationship (35) it follows that derivative of the Lyapunov function is nega-
tive-semidefinite for

 
0≠s  and signals of control error s and weights of neural net-

work Ŵ  are bounded. It means that the error of velocity control (15) is uniformly 
ultimately bounded (UUB) [12]. By increasing the minimum element of matrix kp it is 
possible to decrease the tracking error s. Such a synthesis of the adaptive neural  
network control permits proper operation of the control system with proportional 
controller, until the neural network starts adapting. 

In practice, in order to guarantee that the robot stops when desired velocities are 
equal to zero, one can modify the control law (23) to the following form:  

 ( )δsxφWΘτ −+= pk)(ˆ T , (36) 

that is, introduce matrix: 

 |))sgn(||,)sgn(diag(| 21 dd uu=Θ . (37) 

Without this additional matrix, if the tracking error is different from zero, the robot 
still receives control signals, which results in its unintended movement continued for 
some time. Introduction of this matrix does not have any negative influence on stabil-
ity of the proposed control system. 

6 Simulation Results 

For use in simulation investigations one assumes the following robot parameters: 

• geometric dimensions (A1A3 = A2A4 = L, A1A2 = A3A4 = W – see Fig. 1), L = 0.35 m, 
W = 0.386 m, ri = 0.0965 m, i = {1, …, 4},  

• masses of particular bodies: m0 = 15.02 kg, mi = 0.66 kg, m5 = m6 = 0.17 kg,  
• rolling resistance coefficient fr = 0.03,  

whereas the constants ai occurring in equation (7) were determined using methodolo-
gy described in works [3, 4].  

The following values of gains for the controller were assumed: kL = 15, kF = 10, 
kO = 5, kp = diag(20, 20).  

Desired motion parameters of robot’s wheels, kinematic parameters of the point R 
and motion path of the point R are shown in Fig. 5. 

In simulation three phases of motion are assumed: acceleration, motion with  
constant velocity of the point R ( m/s3.0=Rv ) and braking. For approximation of 
nonlinearities and variable robot operating conditions, the neural network described in 
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section 4 is used with sigmoid functions describing neurons, assuming each element 
of the f vector is approximated with 6 neurons. In the simulation, parametric disturb-
ance occurring for st 12≥  is assumed in the form of increase in rolling resistance 
coefficient by Δfr = 0.03, when the characteristic point R of the robot moves along 
curvilinear path.  

 
 
a) b) 

c) 
  

d) 
      

 

Fig. 5. Desired kinematic quantities used in simulation: a) coordinates of the point R and ro-
bot’s course, b) desired velocities: linear of the point R, and angular of the robot’s body,  
c) theoretical angular velocities of driven wheels (for non-slipping conditions), d) desired mo-
tion path of the point R 

In Fig. 6 are shown obtained control signals, and in Fig. 7, errors of neural control 
of position and heading of the robot. 

The obtained control signals 43,ττ  (i.e., desired torques for driven wheels) that re-

alize desired trajectory of motion of the point R of the mobile robot are shown in Fig. 
6a. Values of torques are the largest during motion of the mobile robot along circular 
trajectory, their value is constant until the occurrence of a parametric disturbance. 
This corresponds to robot motion with constant velocity.  

At the moment of occurrence of the parametric disturbance, value of the 3τ torque 

increases whereas value of the 4τ  torque decreases, which results from increase of the 
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adopted motion resistance. For time t ≥ 12 s values of torques decrease, which corre-
sponds to the phase of braking and finishing motion along rectilinear path. 

The discussed total control signals are generated based on control signals compen-
sating for robot nonlinearities shown in Fig. 6b, signals generated by P-type controller 
(Fig. 6c), and robust control signals (Fig. 6d).  

 
 

a) b) 

   
c) d) 

 

Fig. 6. Control signals: a) total control signals calculated according to relationship (23),  
b) control signals compensating for robot nonlinearities, c) signals generated by P-type  
controller, d) robust control signals 

The neural compensation control has the largest influence on the total control sig-
nals, as far as level and character are concerned. In turn, the stabilizing P control and 
robust δ  control have the largest values during periods of occurrence of disturbances 
associated with wheels’ slips or resulting from the character of desired velocity, de-
sired motion path or the occurring parametric disturbances. It follows from the fact 
that in those motion states, the weights of neural network adapt to changing operating 
conditions of the robot, and only after the adaptation period the neural network  
generates dominant control signals. This fact of significance of influence of neural 
compensating control on overall quality of control is confirmed by results shown in 
Fig. 7a-c, in which errors of neural control of position and heading of the robot are 
presented. 

Error values are the largest during period of motion along circular trajectory, and 
then as the process of adaptation of weights of the neural network progresses, they 
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decrease. The occurring parametric disturbance as well as changing robot operating 
conditions, excite the proposed control structure, which as a result generates  
control signals that make the control errors exR, eyR, eφ bounded, which confirms the 
theoretical considerations.  

In Fig. 7d are shown the desired and actual paths realized with small errors, 
marked as ‘trajd’ and ‘traj’, respectively. 
 
 

a) b)     

 
 

c) d) 

 

Fig. 7. Accuracy of robot motion: a-c) errors of neural control of robot’s position and course, 
d) desired and actual motion paths 

For quantitative evaluation of the generated control signals and realized tracking 
motion, the following quality indices are introduced: 

• maximum values of the errors exRmax, eyRmax in (m) and
 maxeϕ  

in (rad), 

))(abs( (.)(.) kee max = ,  k =1,2,…n, 

• the square root of the mean squared error (RMSE) of motion realization  
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(rad),  

where k is the ordinal number of a discrete value and n = 23,000 is the total number of 
discrete values.  

Values of all quality indices of realization of tracking motion for the neural net-
work control system are given in Table 1, while analogous quality indexes for the 
control system without compensation for robot nonlinearities, that is, without neural 
network, are shown in Table 2. 

Presented results indicate that the proposed neural network control system guaran-
tees high accuracy of realization of tracking motion.   

Table 1. Values of the introduced quality indices for neural network control system 

exR eyR eφ exRmax eyRmax eφmax 
0.01009 0.005422 0.01001 0.02037 0.01355 0.01779 

Table 2. Values of the introduced quality indices for control system without compensation for 
robot nonlinearities 

exR eyR eφ exRmax eyRmax eφmax 
0.01304 0.009224 0.00200 0.02218 0.02253 0.04471 

7 Conclusions 

In the article a stable algorithm of control of position and heading in tracking  
motion of a four-wheeled mobile robot is designed. In the algorithm, the neural  
network linear with respect to estimated weights is used. The algorithm does not re-
quire prior knowledge of dynamic properties of the controlled object and is robust to 
occurring longitudinal and lateral slips of wheels as well as to parametric disturb-
ances. Results of conducted simulation investigations lead to the conclusion that intel-
ligent control with correctly designed kinematic controller significantly increases 
accuracy of realization of tracking motion. Additionally, the proposed neural control 
algorithm operates on-line and does not require initial learning of neural network 
weights. 
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Abstract. The paper presents an advanced control design platform for tracking 
predefined tasks for a class of servicing systems referred to as robotic-like.  
A common feature of these ground, space or underwater systems is that they are 
designed to perform a variety of tasks and missions, so they all can be viewed 
as constrained systems. The control platform takes advantage of model-based 
control for constrained systems, either on a dynamics or kinematics level.  
The models are control-oriented what means that they account for tasks to be 
controlled and all other constraints put on systems or controller properties. The 
control platform is a fusion of an advanced modeling method for constrained sys-
tems and a new control strategy for tracking predefined tasks. It outperforms ex-
isting control methods since constraints on systems may be of an arbitrary order 
and type, and a constrained dynamics is in a reduced-state form, so it is ready for 
a controller design. A control implementation may rely upon embedded robotics 
which provides small and inexpensive embedded computer systems for control 
execution. The control design conforms then to modern mechatronics solutions 
that enable realizations of sophisticated control algorithms. Examples of controller 
designs for robotic-like systems and the control platform comparison to the tradi-
tional, Lagrange model-based method are presented. 

Keywords: nonholonomic robotic-like system models, task-based constraints, 
quasi-coordinates, model reference tracking control strategy. 

1 Introduction 

Robotic-like systems perform a diversity of man servicing functions. They provide work 
and service, assistance and surveillance, go into hazardous environment underground 
and underwater, and many more. They are designed and built for industry and business 
goals, for research, development, and knowledge increase in variety of research areas, 
e.g. they mimic and reproduce some of properties biological systems generated and 
improved in evolution, enable getting a new insight into the Nature, take advantage of 
“the best” living organisms properties and use them to design systems that serve hu-
mans. We want them being more and more advanced, more reliable, and more perfect. 
In order to do the work they are designed to, robotic-like systems are all controlled. The 
demands on them make them more and more sophisticated. It makes them challenging 
from modeling, analysis, identification, and task-based tracking control points of view. 
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It is critical then to have effective robotic-like system models, reliable control algo-
rithms and their easy ways of implementations. These are then the main premises and 
motivations to review the modeling and control design ways for a wide class of robotic-
like systems. 

One more motivation for the reviewing modeling and ways of control designs for 
robotic-like systems is that they are constrained systems which, from the perspective 
of mechanics and derivation of equations of motion, may belong to the same class, 
e.g. be subjected to first order nonholonomic constraints. However, from the perspec-
tive of nonlinear control theory, they may differ and may not be approached by the 
same control strategies and algorithms. Their control properties depend upon the way 
they are designed and propelled, and for what task a controller is designed. Then, 
from the nonlinear control theory perspective a system design, way of its propulsion, 
control goals, other motion or work-space constraints may determine the way of their 
control-oriented modeling.  

The paper advocates dynamics modeling and model-based control designs for ro-
botic-like systems with the use of quasi-coordinates description. The constrained 
systems may be subjected to holonomic, nonholonomic or programmed constraints as 
well as be fully actuated or underactauted. Such systems are a large class of systems 
of a practical interest and they are usually approached by the Lagrange method with 
generalized coordinates or its modifications to obtain the motion equations. The La-
grange based dynamics are then used to generate dynamic control models for these 
systems. This traditional, almost routine, approach to dynamics modeling results in 
dynamics that lacks some properties significant from the point of view of further  
control design. Basically, Lagrange based dynamics can be applied to systems with 
constraints of first order and the number of unknowns that result from Lagrange’s 
equations increases to include the multipliers. In order to obtain a dynamic control 
model, Lagrange’s based dynamics require the elimination of the constraint reaction 
forces, i.e. Lagrange multipliers. Finally, solutions obtained from the Lagrange based 
models require numerical stabilization due to differentiation of constraint equations, 
which may complicate on-line simulations and control. Only a few works report using 
a quasi-coordinate approach to modeling systems, see e.g. [1, 2]. This approach proved 
to be effective for many constrained systems and it can be applied to control designs [3]. 

The use of quasi-coordinates in a development of constrained and control dynam-
ics of robotic-like systems can be justified by a couple of properties their models pos-
sess or have to satisfy. Firstly, the constraint kinds that have to be dealt with for these 
systems in control setting are different than the ones considered in analytical model-
ing. This has led to the formulation of the unified constraint formulation and the gen-
eralized programmed motion equations [3, 4]. Secondly, a dynamics control model 
that is passed to a control engineer to design and apply to it an appropriate controller, 
may be made a control oriented, i.e. may facilitate this controller design. The two 
properties are not separate from each other. They both can be appropriately treated at 
the modeling step of a control design project using the latest modeling tools and the 
modeling process may serve an effective control design. 

The dynamics modeling in quasi-coordinates presented herein, which is incorpo-
rated in the advanced model-based control design platform for constrained systems 



 Advanced Task Tracking Control Design for Robotic-Like Systems 205 

eliminates many disadvantages related to Lagrange’s based dynamics modeling and  
a subsequent control design.  

In the paper we present the theoretic model-based control oriented modeling frame-
work. It yields equations of motion for constrained systems in quasi-coordinates. It is 
based on the generalized Boltzmann-Hamel equations [3]. This dynamics framework 
yields equations of motion of a constrained system in a reduced-state form, from which 
the dynamic control model directly follows. The framework applies to fully actuated 
and underactuated systems, it is computationally efficient, and may facilitate a subse-
quent controller design. Based on the framework, a tracking control strategy dedicated 
to track predefined motions referred to as programmed may be designed. It is referred to 
as the model reference tracking control strategy for programmed motion and has been 
developed for dynamics in generalized coordinates [5]. It can be redesigned to con-
strained and control dynamics developed in quasi-coordinates. 

The paper contribution two-folded. Firstly, it presents an advanced constrained sys-
tems modeling platform – it may serve for motion analysis, prototyping and redesign-
ing, and fast generation of control models. Secondly, it presents an advanced control 
platform that is a fusion of modern control oriented modeling, control algorithms and 
embedded controller systems. 

The paper focuses then upon two essential steps in control design. The first is an 
advanced constrained systems modeling framework, which may serve motion analy-
sis, prototyping and redesigning, and fast generation of control models. The second is 
an advanced control platform, which is a fusion of modern control oriented modeling, 
control algorithms and embedded controllers. 

The paper is organized as follows. Section 2 reviews constraint descriptions that 
can be put upon robotic-like systems. In Section 3 the modeling framework in quasi-
coordinates is presented. Section 4 details an advanced control platform and Section 5 
presents examples of dynamics modeling and control design for robotic-like systems. 
Section 6 presents some preliminary experimental tests in implementation control 
algorithms for a wheeled mobile platform. The paper closes with conclusions and  
a list of references. 

2 Material and Task-Based Constraints on Robotic-Like 
Systems 

Robotic-like systems are subjected to variety of constraints so they all can be consid-
ered constrained control systems. The constraints that usually determinate the system 
classification can be listed as follows [5]: 

– Wheeled robotic-like vehicles and mobile manipulators – nonholonomic with the 
no-slip rolling condition (material constraints) and task-based constraints – robots, 
rehabilitation devices, toys and recreation vehicles. 

– Robotic-like systems with “conservation laws” – free-floating space systems, mod-
els in a flying phase. 

– Underactuated robotic-like systems – biologically inspired models, space vehicles, 
systems which were damaged in action and needed to finish their missions, systems 
designed as underactuated to reduce costs, weight or dimensions. 
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– Multi-constrained robotic-like systems with task-based constraints added to enable 
them performing work. 

– According to this classification, modeling methods are developed, specialized and 
modified or updated as the ones dedicated to some specific group of system models. 
Such an approach is not flexible and often non-transferable to other groups of  
models.  

2.1 Wheeled Robotic-Like Vehicles 

Wheeled mobile robots and manipulators are the well known group of nonholonomic 
systems due to material constraints. The constraints are due to roll their wheels without 
slipping. Also, they may be subjected to task-based constraints, which we discuss in the 
subsequent subsection. The wheeled mobile robots are also, rehabilitation devices, toys 
and recreation vehicles, e.g. a roller-racer, trikke, or a snake-board. The nonholonomic 
constraints equations are of the form 0)( =qqA  . For example, for a car with a trailer 

model, which we consider in Section 5, the nonholonoimc constraint equations due to 
roll a car and a trailer wheels without slipping are 

( ) ( ) ,0coscossin 101111111 =Φ−Φ+−Φ+ Lyx θθθ   

,0cossin 1111 =− θθ yx                                                            (1) 

( ) ( ) .0coscossin 212221221 =Φ+Φ+−Φ+ Lyx θθθ   

Many of these wheeled mobile robots are underactuated due to their designs. It is 
because of less control inputs available than degrees of freedom. We address 
underactuated system models in subsection 2.2. Note, that all wheeled vehicles with 
passive wheels are nonholonomic and underactuated. 

2.2 Underactuated Robotic-Like Systems 

There are many underactuated system models, e.g. biologically inspired models, 
space vehicles, systems which were damaged in action and needed to finish its mis-
sion, or systems designed as underactuated to reduce their weight and costs. A good 
example is a snake-like robot presented in Fig. 1. 

 

Fig. 1. A snake-like manipulator model 
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It is nonholonomic and underactauted. It is equipped with one pair of wheels per 
segment and it is not enough constraint equations to build a kinematic control model. 
A dynamic control model is needed [6].   

Another example is a human model, e.g. model of a gymnast. It is underactuated 
since there is no control torque in a wrist, see Fig. 2. 

 

Fig. 2. A three link planar model of a gymnast 

The gymnast model dynamics can be gathered by the equations 

,),( UCBM =++ θθθθ                                                  (2) 

where [ ]TU 33221 τττττ −−=  and ,01 =τ   
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Other examples of underactuated systems are underwater autonomous vehicle 
models [7]. A damaged manipulator with one of its actuators failed during task-based 
motion is also an example of an underactuated system.  

2.3 Robotic-Like Systems with “Conservation Laws” 

Robotic-like systems with extra conditions of “conservation laws”, which in control 
setting play roles of constraint equations, are free-floating space systems, mechanical 
system models in a flying phase, and human models in a flying phase. Let us consider 
an example of a simple three degrees of freedom plane model of a diver in a flying 
phase presented in Fig. 3. 

If the initial angular momentum of a diver is denoted by K0, then the angular mo-
mentum conservation law takes the form 

[ ][ ]3213233223210 ),(),(),( θθθθθθθθθ BBBK =                    (3) 
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Fig. 3. Plane model of a diver in a flying 

A kinematic control model for the diver model, with the selection of ,21 θ=u  
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A drift term ),( 32 θθf  shows up. It is a nonlinear function of shape variables. 

The same kinematic constraint equation as (3) has to be added to a free-floating 
space manipulator model, e.g. the one presented in Fig. 4 [8]. 

 

Fig. 4. Free-floating space manipulator model 
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The conservation law for a planar space manipulator model has the form [8] 

( )
( ).)(

)()(

21222222

111111100000

qqIyxyxm

qIyxyxmIyxyxMK





+++−+

++−++−=

θ
θθ

                  (5) 

and its transformation to the CMxy frame yields 

( ) ( ) ( ) .0,,,,,, 2212121121

2

0
0 =++==  qqqKqqqKqqKKK i  θθθθ           (6) 

The angle of a base rotation θ is not actuated in a free-floating regime.  
The “conservation law” equation has the form 0)( =qqA   and is treated as a 

nonholonomic constraint equation. 

2.4 Multi-constrained Robotic-Like Systems 

Any of the robotic-like systems dedicated to work and service is subjected to other 
constraints, usually task-based, which we refer to as programmed and control con-
straints. It means that constraint equations, e.g. (1) or (3) are supplemented by other 
constraints. They may be requirements such as motion along a pre-specified trajectory 
– the constraint equation is an algebraic equation, motion with a pre-specified velocity 
or acceleration, or their change in time – the constraint equations are differential 
equations then. 

The routine approach is, however, not to specify the other constraints by equations 
but to add them at the level of a controller design. They are then induced by a control 
algorithm accommodated to the specific constraint. The approach presented in the 
paper advocates adding all constraints on a system model at the modeling level. In 
next section we discuss a constraint representation in details.  

3 Multi-option Modeling Framework 

The modeling framework is expected, as one of its options, to accommodate to vari-
ous constraints on systems. It is expected then, it can serve multi-constrained systems 
as presented in examples of Section 2. The resulting models, either dynamic or kine-
matic, should be control oriented. We also would like to have modeling flexible with 
respect to parameters, i.e. the coordinate selection for modeling. Other desirable  
modeling framework options would be its easy automation for computer equations 
generation and adaptability to an addition of new options, e.g. for optimality. In the 
subsequent subsections we discuss these options as they may enter the framework. 

3.1 Constraints on Robotic-Like Systems  

The constraints can be specified by constraint equations or by other means, e.g. by an 
error function [9, 10].  
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Constraints specified by equations can be classified as follows: 

1. Constraints given a priori and put through other bodies or physical systems. They 
are position and kinematic constraints "given" by the Nature. Material nonholonomic 
constraints which come from an assumption about rolling vehicle wheels without 
slipping are first order and they are typical for wheeled mobile vehicles, multi-finger 
hands working on surfaces. Their common form is as (1), i.e. 

0),...,,,...,,( 11 =nn qqqqt βϕ                          nbb <= ,,...,1β        (7) 

Functions φβ are defined on a (2n + 1)-dimensional manifold and have continuous 
derivatives. 
2. Conservation laws – they come from the angular momentum conservation for 
free floating space manipulators or for a sportsman in an exercise flying phase. Their 
equation form is the same as (1) or (3) [11]. Notice, that in mechanics they are not 
referred to as constraints. They show up in a control setting.  
3. Tasks (programmed constraints) – they can be formulated for any physical sys-
tem, e.g. a robot or a manipulator and they can specify a task, work to do or a limita-
tion in a system motion, e.g. a limitation in velocity or acceleration. Also, it may 
specify a trajectory to follow but then it is a holonomic constraint. Many task formu-
lations are reported in [12–20]. However, none of the tasks is formulated in algebraic 
or differential constraint equation forms at a system modeling level; such equations 
are formulated later at a level of a controller design and then a specific controller 
modification for each task is needed the most often. The earliest formulation of pro-
grammed constraints known to the author was given by Appell in [15]. He described 
them as constraints "that can be realized not through a direct contact". Similar ideas 
were introduced by Mieszczerski at the beginning of the 20th century. Beghin devel-
oped a concept of servo-constraints [16]. These new "constraint sources" motivated to 
specify constraints by the formulations like 

0),...,,,...,,( 11 =nn qqqqt βϕ ,                      nkk <= ,,...,1β          (8) 

The history of evolution of the programmed constraints (3) confirms both their use-
fulness in formulations of requirements for dynamical systems performance and leads 
to a formulation of a “unified constraint formulation”, which is [4] 

 ,),...,qq(t,q,B (p) 0=β                                       nkk <= ,,...,1β   (9) 

where p is a constraint order and Bβ is a k-dimensional vector. Equations (9) can be 
nonlinear in q(p). Differentiation of (9) with respect to time, until the highest deriva-
tive of a coordinate is linear, results in constraint equations linear with respect to this 
highest coordinate derivative. We assume that "p" stands for the highest order deriva-
tive of a coordinate which appears linearly in a constraint equation. For simplicity we 
assume that they are linear in all p-th order derivatives of q’s and we rewrite (9) as 

,),...,qqs(t,q,)q,...,qqB(t,q, )(p(p))(p 011 =+ −−                                  (10) 

where B is a (k×n)-dimensional full rank matrix, n>k, and s is a (k×1)-vector. The 
constraint (10) is referred to as a unified constraint formulation [4]. We may conclude 
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then that the equations of constraints in the form (10) can specify both material and 
programmed constraints. Since now on the constraint form (10) is used. 
4. Design or control constraints – they can be put upon manipulators and robots 
with underactuated degrees of freedom [17]. Then, they have the form (10) with p=2. 
5. Other design, control or operation constraints on robots, manipulators and on 
other vehicles or robotic systems, which can be presented as (10), can be found re-
ported in the literature but never formulated in the equation form: 
- in navigation of wheeled mobile robots, to avoid the wheel slippage and mechanical 

shock during motion, dynamic constraints such as acceleration limits have to be 
imposed [12, 13], 

- in path planning problems, for car-like robots, to secure motion smoothness two 
additional constraints are added: on a trajectory curvature and its time derivative so 
additional constraints of the second and third order are imposed [13], 

- in manipulator trajectory tracking, jerk must be limited for reducing manipulator 
wear and improving tracking accuracy [21],  

- in vehicle dynamics constraints are added when different maneuvers are to be per-
formed [18], 

- bounded lateral acceleration – e.g. path tracking experiments depend on the preci-
sion of the odometry. If the lateral acceleration of the vehicle is too large, the 
wheels can lose close contact to the ground and the odometry data is no longer 
meaningful. 

Design or other source constraints can be specified by, e.g. an error function. It is 
dedicated to task-based constraints [9, 10]. The error function is predefined by a  
designer. The error function dynamics ensures the convergence of a system to a pre-
defined motion. It can be formulated at a kinematic level. Then, a kinematic error 
function formulation is as follows: RRQE →×:  and create a cost function on the 

base of a position error E(q(t)) with a change of an error value 

qE
t

E
E  ⋅∇+

∂
∂= ,                                                        (11a) 

expected exponential convergence  

kEE −= ,                                                                    (11b) 

and higher order convergence conditions 

.021 =++ EdEdE                                                         (11c) 

The constraint classification in classical mechanics and a variety of requirements 
on system’s motions reported in the literature can be summarized as follows: 

- Many problems are formulated as synthesis problems and motion requirements may 
be viewed as non-material constraints imposed on a system before it is designed 
and put into operation.  

- Constraints that specify motion requirements may be of orders higher than one or two. 
- Non-material constraints may arise in modeling and analysis of electro and biome-

chanical systems. 
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- No unified approach to the specification of non-material constraints or any other 
unified constraint has been formulated in classical mechanics. 
These conclusions lead to an idea of an extended constraint concept [4]. It is for-

mulated in two definitions: 

Definition 1: A programmed constraint is any requirement put on a physical system 
motion specified by an equation (10). 

Definition 2: A programmed motion is a system motion that satisfies a programmed 
constraint (10).  

A system can be subjected to both material and programmed constraints. Pro-
grammed constraints do not have to be satisfied during all motion of a system.  

3.2 Modeling Robotic-Like Systems Dynamics in Quasi-Coordinates 

The constrained dynamics which we formulate below using the quasi-coordinate de-
scription can be directly use as a control dynamics, and it serves both fully actuated 
and underactuated systems constrained by the constraints (10) [4].  

Let us start from recalling the concepts of quasi-coordinates and quasi-velocities. 
They were introduced to derive the Boltzmann-Hamel equations of motion [22]. 
Relations between the generalized velocities and quasi-velocities were assumed linear 
and non-integrable, i.e.  

),,( σσωω qqtrr
= ,                                       ,,...,1, nr =σ   (12) 

With respect to the extended constraint concept (10), our first step is to let (12) be 
nonlinear [3]. Inverse transformations for (12) can be computed as 

).,,( rqtqq ωσλλ  =                                            n,...,1=λ   (13) 

Quasi-coordinates can be introduced as 
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and (14) are non-integrable. Based on (12)–(14), q’s and ω’s are related as  
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The principal form of the dynamics motion equation [4] has the form 
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Transforming its left and right hand side terms using the relations between rδπ  

and λδq  we obtain  
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which is the principal form of the equation of motion in quasi-coordinates for nonlin-
ear ),,( σσωω qqtrr

= . rWμ  are generalized Boltzmann symbols of the form: 
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Quantities μp~ , T
~

, μQ
~

 are all written in quasi-coordinates. 

The generalized form of the Boltzmann-Hamel equations can be derived based on 
(17) [4]. It has the form 
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For a holonomic system, n,...,1, =μδπ μ , are independent and equations of motion are 
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Equations (9) are the generalized Boltzmann-Hamel equations for a holonomic sys-
tem with nonlinear relations between quasi and generalized velocities. For linear rela-
tions for them, (19) become Boltzmann-Hamel equations derived in, e.g. [22]. Also, it 
can be easily verified that when quasi-coordinates are equivalent to generalized coor-
dinates, i.e. nrqrr ,...,1, ==π , and quasi-velocities are generalized velocities, i.e. 

nrqrr ,...,1, == ω , then (18) are Lagrange’s equations with 0== rrW αμμ γ . 

For a system subjected to material or programmed nonholonomic constraints in the 
form 

0),,( == σσββ ωω qqt                                      b,...,1=β   (20) 

relations  
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hold for all βω . A system has (n–b) degrees of freedom and variations nb δπδπ ...,,1+  

are independent. Then, (n–b) equations of motion, based on (18), have the form  
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to which n kinematic relations 

),,( rqtqq ωσλλ  = ,                 nbrn ,...,1,,...,1, +==λσ   (23) 

have to be added.  
Equations (22) are the generalized Boltzmann-Hamel equations for a 

nonholonomic system. Notice that b of ω’s are satisfied based on the constraint  
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equations (23). The rest of quasi-velocities are selected arbitrarily by a designer. 
Equations (22) and (23) can be presented as 
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A system dynamics control model follows directly from (24) since they are free 
from the constraint reaction forces 
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Equations (22) have to be extended to be applicable to systems subjected to 
nonholonomic constraints of high order given by (10). To enable this, the following 
lemma can be formulated [4].  

Lemma: For a function F
~

 of the form 
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where σq  and rω  are related by ),,( σσωω qqtrr
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The proof is by mathematical induction [4]. If we replace F
~

 by ),,(
~~

σσ ωqtTT =  in 

(26) and insert it into the generalized Boltzmann-Hamel equations (18), we get 
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Equations (28) are the extended form of the Boltzmann-Hamel equations. Now, modi-
fy them for systems with nonholonomic constraints of high order 
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Based on the generalized definition of the virtual displacement  
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where ),...,,,( )( pqqqtGG σσσββ =  are constraints of p-th order specified in q’s, we ob-

tain that 
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In the constraint equation (29) we may partition the vector )1( −pω  as 
( ))1()1()1( −−− = ppp

μβ ωωω  with  

( ))1()1()1( ,...,,,, −−− Ω= ppp qt μσσσββ ωωωω  .                                            (32) 

By differentiating (32) with respect to time we obtain 

( )pppp qt μμσσσββ ωωωωω ,,...,,,, )1( −Ω= .                                                (33) 

Now, using the lemma result we rewrite (19) in the form 
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Based on (31) we have that 
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and then (34) takes the form for nb ,...,1+=μ  

.0
~

~~
)1(

~
1

~
~~

)1(
~

1

)1(

)1(

1 1
)1(

)(

1
)1(

)(

=
∂
Ω∂














−
∂
∂+












+−+

+−
∂
∂+












+−

−

−

= =
−

=
−

p

p
b n

r

r

r

p

p

n

r

r

r

p

p

QW
TT

p
T

p

QW
TT

p
T

p

μ

β

β
ββ

ββ

μμ
μμ

ωω∂π
∂

∂ω
∂

ω∂π
∂

∂ω
∂

                         (35) 

We refer to (35) as the generalized programmed motion equations (GPME) in quasi-
coordinates. For p=1, equations (35) become (22). They may be presented in a form 
similar to (25) 
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where M is a (n–k)× n inertia matrix, C is a (n-k)-dimensional velocity dependent 

vector, D is a (n–k) – vector of gravity forces, and Q
~

 is a (n–k) – vector of external 

forces.  
Equations (36) are in the reduced state form, which can be transformed into a dy-

namic control model by adding a control torques to the right hand sides of the equa-
tions. Equations (36) are referred to as a unified dynamic model for a constrained 
system. 
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3.3 Automation of the GPME for Easy Computer Equation Generation 

The generalized programmed motion equations (GPME) have been transformed  
to enable an easy automation of derivation of dynamic motion equations for any ro-
botic-like system. Details of the algorithm for the GPME derivation in generalized 
coordinates can be found in [4]. The similar algorithm for an easy way of equations 
derivation in quasi-coordinates can be built. It is as follows. 

Algorithm: 
Assume that the constraints (4) can be solved at least locally with respect to )1( −p

βω , 

as in (32), i.e. 
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2. Construct a function pR  such that 
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3. Construct *
pR , in which )1( −p

βω  from (A3) are replaced with (A1) 
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4. Assuming that 0/ )1( =∂∂ −pQ σσ ω , the desired GPME for a system with p-th order 

constraints have the form 
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Equations (A5) are (n–k) second order equations of motion and together with (A1) are 
equivalent to the GPME (36). Equations (A5) are free of constraint reaction forces. 

Possibilities of adaptation and extension of equations (36) to adding new options, 
e.g. optimality is presented in the example section in conjunction with a demonstra-
tion of a control strategy and its applications. 
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4 Advanced Control Platform Design – A Fusion of Modern  
Control Oriented Modeling, Control Algorithms and 
Embedded Controllers 

Motion generated by constrained dynamics (with programmed constraints) or by error 
function driven dynamics is referred to as a reference motion for a constrained me-
chanical system. The next step is to get the reference motion executed. The control 
objective of programmed motion tracking is formulated as follows: given a reference 
motion specified either by the constrained dynamics or error function driven dynam-
ics, design a feedback controller that can track the reference motion.  

The programmed constraints (4) or the error function are the basis for the reference 
dynamics generation. The reference dynamics are employed to design a tracking con-
trol strategy for constrained motions.  

Advanced control platform architecture is presented in Fig. 5. The strategy is re-
ferred to as a model reference tracking control strategy for programmed motion. The 
reference dynamics which governs a system constrained dynamics can be generated by: 

a) Dynamics-based reference motion according to (36) and the dynamic control 
model (also generated using the GPME framework for p=1), which is (25), i.e. 
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                                                (37) 

 

Fig. 5. Advanced control platform architecture 

Note, that the control dynamics is a constrained dynamics with the material con-
straints on a system taken into account. Then, the control dynamics is one for a varie-
ty of reference motions plugged in through the feedback controller. 
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b) Error function driven dynamics reference motion can be generated using an error 
function predefined by a designer. The error function dynamics ensures the con-
vergence of a system to a predefined motion. According to (11a) – (11c) the error 
function is specified. Then, the control dynamics gets the form 

( )uqqtfq ,,,  = ,                                                       (38) 

where u is a control input vector. An error function can be a distance from a given 
trajectory, i.e. 

( ) ( ) ,)()()( 22 tytxqE yx αα −+−=                                            (39) 

where )(),( tt yx αα are trajectory parameters. 

Some of the advanced control platform advantages are as follows: 

- The reference dynamic model (36) can include arbitrary order nonholonomic  
constraints. Then, any programmed motion can be planned and controlled, e.g. for 
underactuated systems. 

- The tracking strategy extends "trajectory tracking" to "programmed motion tracking". 
- The tracking strategy separates material constraints from programmed. The dynam-

ic control model (37) is equivalent to models nonlinear control uses, i.e. models 
based on Lagrange’s approach.  

- The equivalence of (37) and models based on Lagrange’s approach enables adopt-
ing existing control algorithms even these dedicated to holonomic systems. 

- The equivalence of (37) and models based on Lagrange’s approach enables using 
existing controllers (non-adaptive and adaptive) and design new ones. 

- The dynamic control model (37) enables selecting states which are to be controlled. 
- The tracking strategy takes advantage of one dynamic control model (37) for both 

holonomic and nonholonomic systems. 
- The modular structure of the control platform enables adding new functional 

blocks, e.g. a velocity observer block. 
- The strategy enables adding functionality, e.g. adding optimality options for  

controllers. 
- The reference dynamic model can be generated off-line. A library of reference 

models that plan different tasks can be created. They all can be applied to one  
dynamic control model of a specified system. 

5 Advanced Tracking Control Design – Simulation Studies 

5.1 A Space Vehicle Model – A Multi-constrained System 

Consider a space vehicle model presented in Fig. 4. It is a multi-constrained system 
with the following constraints on it: 

- The constraint from conservation of the angular momentum that has the form (6), i.e. 
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- The constraint from underactuation (the base is not actuated), i.e. 
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with τ = [τ1, τ2]T. 
- The task-based constraint, which is a desired trajectory. Two desired trajectories for 

the end-effector motion were selected to be 
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where the task and joint space coordinates are related by  
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The quasi-velocities, due to a direct control of the two joints are selected to be 
θωωω === 32211 ,, qq . 

Using the reference dynamics (36) with the constraints (6) and (41) merged into it 
and the control dynamics for an underactuated system (40) we can apply the control 
platform according to its architecture from Fig. 5. 

Simulation studies are presented for two cases – for an uncontrolled motion ac-
cording to two scenarios, and for controlled motions. The Scenario 1 is that the initial-
ly stretched arm may rotate due to the initial velocity 0873.02 −=q  rad/s; see Fig. 6. 

The Scenario 2 is that the second arm being initially folded can be stretched out due 
to the initial velocity 122.02 −=q  rad/s with 601 −=q deg. and 1802 =q deg. The 

arm could stretch after 32 seconds; see Fig. 7. 
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Fig. 6. Uncontrolled motion of a space manipulator according to scenario 1 

 

Fig. 7. Uncontrolled motion of a space manipulator according to scenario 2 
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For the controlled motion two controllers are applied – a computed torque and  
a Wen-Bayard controller. Figures 8 and 9 present tracking predefined motions. 

 

Fig. 8. Computed torque (left) and Wen-Bayard (right) controllers applied to execute pro-
grammed motion for a space manipulator end effector 

 

Fig. 9. Magnitudes of control torques: computed torque (left) and Wen-Bayard (right) 
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5.2 A Fire Track Model – Modeled in Quasi-Coordinates 

Consider a fire track model presented in Fig. 10 [23]. To the best of author’s 
knowledge, its dynamic and control has been always specified in generalized coordi-
nates. We can show here, a quasi-coordinate description facilitates a system con-
strained dynamics derivation and a subsequent controller design for an execution of a 
desired motion. 

The nonholonomic constraints for the car and a trailer system are of the form (1). 
The control goal is to move the car-trailer system along the circular trajectory, so the 
constraint (10) is a position constraint. 

The system dynamics is derived using quasi-coordinates and the constrained dy-
namics (36). Select the quasi-coordinates as  
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As can be seen, the three last ω’s satisfy the constraint equations. The first three 
ones are the control inputs so they are selected for the subsequent controller design. 
Other quasi-velocities may be selected if suitable.  

The constrained dynamics has been derived according to (36).  

 

Fig. 10. A fire truck model 

Results of simulation studies are presented in Fig. 11. A PD controller with a cor-
rection has been applied. 
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Fig. 11. Trajectory tracking for a fire truck model 

5.3 A Three Link Planar Manipulator Model with a Failure of One Actuator  
during Tracking a Task-Based Motion  

Consider a three link planar manipulator model whose end-effector is to track a prede-
fined trajectory [24].  

During motion one of actuators, the one between the second and third links, fails. 
A control goal is to design a controller that enables finishing the task and bring the 
arm to some safe position.  

The manipulator fully actuated dynamic control model is holonomic so the La-
grange approach can be used. The underactuated control dynamics has the form (40) 
but the task-based constraint is algebraic. 

The manipulator model and the preplanned trajectory for fully actuated manipula-
tor are presented in Fig. 12. 

  

Fig. 12. Three link manipulator model (left) and trajectory followed by the end-effector (right) 
when the manipulator is fully actuated 
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Fig. 13. Two controllers for the underactuated manipulator motion – right – controller 1, left – 
controller 2 

After the third actuator failure, two newly designed controllers have been applied 
[24]. They were incorporated into the control platform. One controller is for a planar 
version of a manipulator – Fig. 13 and the other for a vertical version of a manipulator 
– Fig. 14. 

The advanced control platform makes a room for applying existing controllers and 
designing new ones. All they are plugged into the control law module. The “special-
ized terms to control law” module makes room for additional data a controller may 
need, e.g. for an adaptive controller version.  

 

Fig. 14. Controller 2 for a vertical version of the underactuated manipulator 
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5.4 Error Function Driven Dynamics Reference Motion for the Unicycle and 
Its Tracking 

To demonstrate that the strategy enables adding functionality, e.g. adding optimality 
options for controllers, let us consider tracing predefined option using the error func-
tion (11a) – (11c) with (39), i.e. 

( ) ( ) ,)()()( 22 tytxqE yx αα −+−=  

As a system example select a a two wheeled mobile platform whose model is 
kinematically equivalent to a unicycle model presented in Fig. 15, so the material 
nonholonomic constraint equations are 
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Fig. 15. A unicycle mode 

The unicycle dynamics is 
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The performance indices are 
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22
2 )()(              (46) 

Tracking according to )(1 qJ  and )(2 qJ  is presented in Fig. 16. 

 

  

Fig. 16. Tracking predefined trajectory using the error based function approach 

6 Towards Implementations 

Some preliminary results of applications of nonlinear controller to robotic-like systems 
are presented in Figures 17–19. They were conducted at the Power and Aeronautical 
Engineering Department, at Warsaw University of Technology. The programmed con-
straints are trajectories, a circular and eight shaped ones [25]. The Pioneer software Aria 
and MobileSim a simulator developed by MobileRobots were used.  

 

Fig. 17. Tracking control algorithm application for a Pioneer robot 3-DX 
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Tracking desired trajectories by the robot and simulated using MATLAB are pre-
sented in Fig. 18. 

 

 

Fig. 18. Tracking desired trajectories (blue) by the robot (red) 

A difference between the virtual and real worlds can be seen in Fig. 19.  

 

Fig. 19. Tracking errors: blue – real position error, red – simulation study error 

Controller implementation is not discussed in this paper. However, embedded ro-
botics may be a solution for implementation of effective controllers – small, inexpen-
sive and light embedded computer systems may be used to implement real-world 
robot hardware to execute task-based constraints.  

7 Conclusions  

A multi-option modeling framework for robotic-like systems has been presented. It 
may be applied to robotic-like systems subjected to a variety of constraints that reflect 
additional requirements put upon their motion and performance. It is flexible with 
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respect to modeling parameters, constraints, it is easy for automated derivation of 
constrained or control dynamics, it can be extendable, i.e. can be applied to modeling 
formation of robotic-like systems, and it may be accommodated to new options, e.g. 
for optimality conditions added to a system dynamics. The framework is an input to 
the advanced control platform, which is a fusion of modern control oriented model-
ing, control algorithms and embedded controllers. Future research is planned in the 
area of design controllers using quasi-velocities description to fully exploit properties 
of motion equations in quasi-coordinates and quasi-velocities.  
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Abstract. The following paper discusses a project of a mobile robot for explo-
ration purposes. The robot’s goal is to inspect ambient conditions in places that 
are unavailable for a human being on account of their location, narrowness or 
possible danger. The robot needs to be equipped with a wireless video camera 
(rotated remotely in two axes to provide full visibility) in order to inspect such 
places. The algorithm controlling the robot includes two operation modes: man-
ual mode, where the robot is controlled remotely by a human operator, and  
autonomous mode, where the robot has to reach a predefined point avoiding ob-
stacles on the way. Autonomous mode algorithm demonstrates the robot’s  
capability to work without any operator’s supervision. The final step of the pro-
ject, making a fully functional prototype, included building the robot, equipping 
it with a control system platform and uploading a program consistent with  
previously developed algorithm. 

Keywords: mobile robot, exploration, inspection, control algorithm. 

1 Introduction 

The following paper is devoted to mobile robotics and describes a project of a mobile 
robot. The objective of the described project was to develop an exploration mobile 
robot whose role is to reach and inspect ambient conditions in places unavailable for 
human beings because of their location, narrowness or possible life or health threat 
(for example toxic gases or explosion hazard). The robot is equipped with a video 
camera, capable of transmitting images wirelessly in real time. To ensure a complete 
visibility of the robot’s surroundings, the operator can remotely rotate the camera in 
both, horizontal and vertical, axes, in an almost 360 degrees range. 

The described project has been divided into three essential stages: development of 
the mechanical structure and design, development of the control algorithm and build-
ing a fully functional prototype.  

Development of the Mechanical Structure and Design. This stage primarily in-
cludes the concept of the main supporting structure and the choice of the robot’s sus-
pension and drivetrain. The suspension had to be optimal for driving indoors and 
outdoors, excluding extremely difficult conditions like sand, mud or snow. The 
drivetrain had to assure required power and velocity. While designing the main  
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supporting structure, every possible loadcases had to be taken into consideration, 
including all components’ weight and possible collisions. This stage also describes 
the design of the video camera supporting structure allowing the video camera to be 
rotated in two axes. 

Development of the Control Algorithm. This stage involves creating an algorithm 
that supports two operation modes of the robot: manual mode and autonomous mode. 
In the manual mode the remote human operator controls all the movements of the 
robot based on the image captured from the video camera. The operator has also the 
ability to remotely adjust the camera’s position. In the autonomous mode the robot 
receives target coordinates as input data and its task is to reach the target without 
operator’s help. The route from the starting point to the target point is determined by 
possible obstacles – the robot has to avoid them. Obstacles’ positions are intercepted 
by distance sensors included in the robot’s equipment. 

Building a Fully Functional Prototype. This final step consists of assembling the 
robot according to previously created technical documentation, integrating it with  
a programmable control system and finally uploading a program (consistent with the 
developed algorithm) to the control system. 

2 Mechanical Structure and Design  

2.1 Suspension 

Two suspension variants were taken into consideration: wheeled suspension and 
tracked suspension [1]. As mentioned, the robot is not designed to move in difficult 
conditions like snow, mud or sand, so the authors of the project have decided to 
choose a wheeled suspension. Wheeled suspensions, compared to tracked suspen-
sions, have many advantages like lower complexity, greater reliability, less weight 
and, most of all, lower friction which is very important as the motion consumes less 
energy. Wheeled vehicles are able to move on different types of ground – on grass, 
rural roads and dirt roads as well as on paved roads – and are able to overcome obsta-
cles whose height does not exceed half the diameter of a driven wheel or 1/3 the di-
ameter of a free wheel [1]. 

From different variants of wheeled suspensions, the authors have chosen tricycle 
suspension with two driven wheels (with differential steer) on the front and one pas-
sive caster in the back. Differential steering allows to control the moving direction by 
varying the rotational speed of the two driven wheels and using the third wheel, the 
passive caster, only to balance the robot [2]. The proposed suspension solution pro-
vides minimum weight, lower friction and ease of maneuvering while being sufficient 
to meet all the required conditions [1].  



 Exploration Mobile Robot, Project and Prototype 233 

2.2 Main Supporting Structure 

The main supporting structure is a frame (Fig. 1) with overall dimensions 590 mm × 
350 mm. 

 

Fig. 1. CAD model of the frame 

As almost all other elements of the robot (wheels, battery, drivetrain, video camera 
supporting structure, etc.) are connected to the frame, it had to be very durable. In 
order to design the main supporting structure, a series of structural strength analyses 
using Finite Element Method (FEM) was performed, including static structural analy-
sis, modal analysis and four dynamic analyses assuming possible collisions with ob-
stacles like walls or pillars (example in Fig. 2) [3]. The performed analyses ensured 
that the frame is durable and the design satisfying. 

 

Fig. 2. Example dynamic FEM analysis of the main supporting structure (collision with a pil-
lar): a) mesh, b) maximum (during the collision) equivalent stress (von Misses) map 

2.3 Drivetrain 

The drivetrain is understood as the set of components delivering power to wheels. As 
in the discussed robot project there are two separately driven wheels, two identical 
sets of components had to be used. Each set of components includes motor (Pololu 
100:1 Metal Gearmotor 37Dx57L mm) and transmission – Fig. 3. 
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Fig. 3. CAD model of the drivetrain 

The transmission consists of a clutch, bearing and gear. A hexagonal clutch trans-
mits power from the motor shaft to the main shaft. The main shaft is supported by two 
ball bearings and ends with a small spur gear with 9 teeth and normal module of 
3 mm. The robot wheels are directly integrated with internal gears (as shown in Fig. 
4). Such solution saves space and allows to use only a single-stage gearbox that pro-
vides required torque and velocity.  

 

Fig. 4. CAD model of the wheel (without tire) 

To verify the transmission, two FEM analyses were performed – of the clutch and 
of the gearbox [3]. Both assumed the worst possible case – one in which the robot 
wheel is blocked and the motor strains the transmission with the maximum torque. 
However, both analyses revealed that in such case no harm will be done. Moreover, 
the robot has a protection that cuts power to motors whenever a wheel is blocked for 
more than 2 seconds, saving motors and transmission from damage. This protection is 
based on monitoring the currents supplying the motors and detecting when the value 
is exceeded. 

2.4 Video Camera Supporting Structure 

The video camera supporting structure is located on a pole in order to place the video 
camera in a good observation spot and also to allow it to be rotated in two axes: horizontal 
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and vertical (providing very good remote visibility of the robot environment). There are 
two servos which enable the rotation of the camera mounted on the top plate of the struc-
ture shown in Fig. 5. 

 

Fig. 5. CAD model of the video camera supporting structure 

3 Control Algorithm 

As mentioned, the control algorithm consists of two separate algorithms correspond-
ing to two operation modes: manual and autonomous. 

3.1 Manual Mode Control Algorithm 

In the manual mode, a remote human operator controls all the movements of the ro-
bot, piloting  its path by controlling two DC motors and adjusting the video camera 
position by controlling two servos. 

The remote communication is performed by the ZigBee protocol due to its ad-
vantages: low energy consumption and ability to transmit data over long distances 
(about 100 meters). Low data rate (250 kbit/s) is completely sufficient for performing 
the aforementioned tasks. It is also possible to use XBee instead of ZigBee,  as both 
protocols have the same physical layer, differing only in the upper layers. 

In order to control the direction and velocity of a single wheel rotation, an  
H-bridge (based on 4 MOSFETs) has been built and connected to the programmable 
controller. The H-bridge is connected to PWM outputs of the controller in order to 
control the rotational velocity of the motor. The H-bridge allows for the use of an 
electric brake, where both electrical connectors of the motor are connected to the 
same electric potential. The electric brake turns on when the robot is not expected to 
move. This protection together with friction in the gear train will prevent the robot 
from free rolling down an incline. 
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3.2 Autonomous Mode Control Algorithm 

In the autonomous mode the robot has to reach the target point, avoiding collisions 
with obstacles on the way, without any help from the human operator. 

Autonomous mode control algorithm consists of path planning [4–6] and position 
estimation [7, 8]. 

Path-finding methods can be divided into global and local. Global methods assume 
knowledge of the whole environment’s map, while local methods use only the infor-
mation of the robot’s immediate environment, acquired by the robot’s sensors. In 
general, global methods can find shorter and better paths than local methods but, on 
the other hand, local methods have greater resistance to environment changes [3–8]. 

The authors of the project have developed their own local path-finding method (in-
spired by the Bug Method [5]) as the base of the autonomous mode algorithm. To 
acquire information about obstacles near the robot, six ultrasonic distance sensors are 
used and placed as shown in Fig. 6a.  

 

Fig. 6. Autonomous mode model: a) sensor arrangement, b) robot’s workspace 

The model for real-time calculations of kinematic data is shown in Fig. 6b. There 
are two coordinates systems: global xy and local ξη (associated with the robot’s drive 
wheels’ axle). In each iteration of the control system, robot’s coordinates xR and yR 
are being calculated in order to define target’s local coordinates ξM and ηM and robot-
target angle ε. Robot’s target coordinates can be calculated in each iteration from 
information obtained from kinematic feedback (accelerometers on robot or encoders 
on robot’s wheels) or from signals controlling the driving motors. The second method 
was implemented in the prototype. However it is less accurate as there is no feedback 
and the positioning errors are accumulated during movement [9, 10]. 

In every iteration the control system determines the movement of the robot (four 
states are possible: going forward, turning left, turning right, stopping) based on cal-
culated ξM, ηM, ε together with data from distance sensors. Details of this algorithm 
are presented in Fig. 7. 
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Fig. 7. Autonomous mode algorithm 

4 Conclusions 

A photography of the finished prototype compared to robot’s CAD model is presented 
in Fig. 8. Both the developed mechanical design and the algorithm are satisfying. The 
presented solution which integrates the wheel with an internal gear allowed to simpli-
fy the construction and save space while providing required transmission ratio. The 
measured maximum speed of the robot was 14.35 cm/s while theoretical maximum 
speed is 18 cm/s. The simplest way to increase the robot’s speed is to change the DC 
motors, however it may affect the maximum torque. 

The developed autonomous algorithm has been tested. One of the tests was per-
formed on a obstacle course where the road from the start point to the programmed 
finish point (determined in accordance with the developed algorithm) was about 
12 meters. The test was repeated 10 times. Obstacles each time were successfully 
avoided, the average positioning error was 65 cm. This and other tests lead to the 
following conclusions: a) despite the fact that the path to the target is not always the 
shortest, the robot can successfully reach the target with obstacles detected and avoid-
ed, b) increasing the number of sensors with minimal software changes would provide 
the ability to detect smaller obstacles, c) the lack of kinematic feedback does not give 
good results for longer distances – on every 10 meters of the path, the positioning 
error is approximately from 0.5 to 1 meter. The authors decided that the robot should 
be equipped in accelerometers or encoders on the driven wheels in order to provide 
kinematic feedback and increase positioning accuracy. The authors plan to do this 
improvement in their future work. 
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Fig. 8. Mobile robot: a) mechanical structure CAD model, b) prototype photography 
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Abstract. The paper tackles the problem of determination of motion parameters 
of a wheeled mobile robot using the inertial measurement method. By the motion 
parameters one means: positions, linear velocities and accelerations of characteris-
tic points of the robot, as well as Euler angles and angular velocity and  
acceleration of a robot body. Existing methods of determination of robot motion 
parameters, including the inertial method, the satellite navigation method and hy-
brid methods, are briefly discussed. The method of determination of motion pa-
rameters of a wheeled mobile robot with Inertial Measurement Units is described 
in details. It involves measurement of three components of acceleration of a se-
lected point on the robot using a three-axial accelerometer and three components 
of angular velocity of the robot body using a three-axial gyroscope. Desired mo-
tion parameters are obtained as a result of differentiation, integration and other 
mathematical transformations. It was assumed that most of the analyzed motion 
parameters are calculated both in the coordinate system associated with the robot 
(moving) and in the reference coordinate system (stationary). The presented 
method is simple, but enables measurement of wide range of 3D motions, and as 
such it can be used as a benchmark for advanced algorithms of determination of 
motion parameters. In the Part 2 of this article, the proposed measurement method 
is verified in empirical experiments with a wheeled mobile robot using the Inertial 
Measurement Unit based on low-cost MEMS sensors.  

Keywords: wheeled mobile robot, motion parameters, Inertial Measurement 
Unit, gyroscope, accelerometer. 

1 Introduction 

Analysis of solutions for chassis systems of wheeled mobile robots (WMRs) leads to 
recognition of two basic groups.  

The first group consists of wheeled robots equipped with steered or caster wheels. For 
this kind of robots, it is possible to indicate the range of variability for desired motion 
parameters, when wheel slips are negligible. If wheel slips can be neglected, then 
location of the instantaneous center of rotation can be determined in an unambiguous 
way based on angular velocities of spin of wheels, robot geometrical parameters and laws 
of kinematics. 
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An example of such design is the Azimut robot (Fig. 1a) [1]. 
 

  

Fig. 1. Examples of wheeled robots representing two kinematic classes: a – Azimut robot,  
b – PIAP SCOUT robot [2] 

The second group comprises wheeled robots with all wheels non-steered. Example 
of this kind of design is the PIAP SCOUT robot (Fig. 1b) [2]. In robots like that wheel 
slips have to be taken into account during turning, because in this case it is not possi-
ble to determine location of the instantaneous center of rotation based on angular 
velocities of spin of wheels and robot geometrical parameters by relying only on laws 
of kinematics. The occurring wheel slips depend on forces in areas of contact between 
wheels and the environment, that is, on robot dynamics. Robot motion is also influ-
enced by the number of driven wheels. 

For the purpose of investigations of dynamics of vehicles representing the classes de-
scribed above, but especially of vehicles representing the second group, it is necessary 
to find means of measurement of motion parameters. 

One of the most promising methods is the inertial measurement involving sensors 
manufactured in the micro-electro-mechanical systems (MEMS) technology. 

This measurement technique can be used to carry out investigations of vehicle dy-
namics, but it also has the potential of application in commercial wheeled robots in 
order to provide input signals for advanced control systems. 

The aim of the present work is presentation of the method of determination of motion 
parameters for a wheeled mobile robot. This method relies on signals provided by Iner-
tial Measurement Units (IMUs).  

2 Methods of Determination of Motion Parameters of Wheeled 
Mobile Robots 

For the navigation of land vehicles, which includes the subproblem of determination 
of motion parameters of a mobile robot, the following main methods are used: 

• odometry-based methods [3, 4], 

a) b)
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• satellite navigation methods (e.g. GPS – Global Positioning System) or derived 
methods [5, 6], 

• inertial methods (e.g. INS – Inertial Navigation System) [7, 8], 
• methods that use sensors like laser scanners or vision systems in connection with 

environment maps – including the SLAM method (Simultaneous Localization and 
Mapping) [9–11], 

• hybrid methods that combine several techniques, e.g. GPS and INS navigation [12, 
13] or GPS navigation and exteroceptive sensors in connection with environment 
maps [14]. 

Methods based on odometry are usually appropriate in case of robots which belong 
to the first group mentioned in the introduction, that is, in the case when motion in-
volves only negligible slips of wheels.  

In turn, use of conventional GPS navigation does not guarantee appropriate accuracy 
of determination of robot position, and as a result parameters of its motion. That is why, 
conventional GPS receivers are increasingly replaced by GNSS receivers [15]. Receiv-
ers of the latter kind, which cooperate with reference stations, in the best conditions can 
guarantee accuracy of position determination at the level of centimeters. Bandwidth of 
changes of motion parameters that can be measured depends in this case on the frequen-
cy of data reception from visible satellites (this depends on the type of purchased  
license). Use of this kind of systems is limited to areas with good visibility of sky (satel-
lites) and having necessary infrastructure (reference stations), which virtually eliminates 
possibility of using them inside buildings. 

The inertial navigation [7], as compared to GPS, has the advantage of determination 
of motion parameters with better accuracy and frequency. Unfortunately, this is only 
true in the case of short periods of measurement, because errors of motion parameters 
determined by integration of accelerations (from accelerometers) and angular velocities 
(from gyroscopes) increase with time. Advantages of the inertial navigation based on 
the micro-electro-mechanical systems (MEMS) are: relatively small size of the measur-
ing device, no dependency on infrastructure or environment properties (possibility of 
operation, e.g. in outer space), relatively low cost [16]. Despite the mentioned ad-
vantages, so far the Inertial Measurement Units are rarely implemented in commercial 
wheeled mobile robots.  

Another promising approach is use of the SLAM methods recently developed for 
robot localization [9, 10]. Those methods can be also used for determination of mo-
tion parameters of the robot. Their limitation is associated with larger computational 
complexity in comparison to the previously described techniques, especially when 3D 
scanning is involved [11, 17]. 

In order to exploit advantages and mitigate drawbacks of different methods, com-
binations of two or more of the above methods are investigated, the most popular 
being GPS/INS fusion [12]. This approach is going to be investigated in further works 
of the authors. 
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3 Method of Determination of Motion Parameters of a Wheeled 
Mobile Robot Using Inertial Measurement Units 

In this work, the inertial navigation method will be applied to determine robot motion 
parameters. 

In one of the previous works [16], it was concluded that for measurement of motion 
parameters of ground vehicles low-cost MEMS accelerometers can be used, if the  
following conditions are satisfied: 

1. Calibration of accelerometers is carried out to provide data necessary for compen-
sation of their systematic errors. 

2. Uncertainty of a time instant when measurement of acceleration takes place is re-
duced as far as practically possible. 

3. Instruments having as high as possible signal-to-noise ratio are chosen within giv-
en economic constraints.  

4. Influence of acceleration of gravity on accelerometer indications is reduced as far as 
practically possible. 

In the present work, the scope of investigations is extended to MEMS gyroscopes, 
for which the Statements 1–3 are also valid. Empirical investigations of the method 
presented here, with particular emphasis on performance of low-cost MEMS gyro-
scopes, are presented in Part 2 of this article. 

Robot motion parameters are determined based on measurements of acceleration 
LIa of the characteristic point I of the robot and angular velocity LIg of its mobile plat-
form using the inertial sensors, and in accordance with the method discussed below. 
A schematic diagram of the methodology is shown in Fig. 2. 
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Fig. 2. Schematic diagram of the adopted methodology  

3.1 Notation 

Symbols used in equations describing the method refer to the kinematic structure of  
a four-wheeled robot with non-steered wheels shown in Fig. 3. 

It is possible to distinguish the following main components of the robot: 0 – body 
with frame for installation of research equipment, 1–4 – wheels, 5–6 – toothed belts.  
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The following designations for the ith wheel have been introduced in the robot 
model: Ai – geometrical center, ri – radius, θi – rotation angle (i = {1, ..., 4}). 

The dimension L denotes the wheelbase (a distance between wheel centers in lon-
gitudinal direction), and W denotes the track (a distance between wheel centers in 
transverse direction). 

It is assumed, that the geometric center of the Inertial Measurement Unit (IMU) is  
located at the characteristic point I of the robot, above the point R, which lies on the 
intersection of diagonals passing through centers of wheels Ai. 

In Fig. 3 the fixed coordinate system {O} = OxOyOz and the moving coordinate  
system {R} = RxRyRz associated with the robot are also introduced. 

 

Fig. 3. The kinematic structure of a four-wheeled mobile robot (A1A3 = A2A4 = L, A1A2 = A3A4 = 
= W) [18]  

3.2 Corrections and Filtration 

For tri-axial accelerometers and gyroscopes, the measurement errors for an instrument 
can be described in the following general form (linear models of systematic errors are 
assumed) [19, 20]: 
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(1) 

where s ∈{Ia, Ig} is a designation of the instrument, and if j∈{x, y, z} is a designation of 

the axis, then s
jl  is indication of this instrument, s

jr  is the real value of measured quantity, 
s
jB  is the zero bias, I3x3 is the identity matrix, s

jS  is the scale factor error, s
jkN  is  

the non-orthogonality error for two neighboring axes (it quantifies the influence of  
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acceleration/angular velocity along the axis k ∈{x, y, z} on the j axis), and s
jε  represents 

the random error. 
Elements of the matrices s

0M  and Bs can be estimated based on data provided dur-

ing calibration procedure, in which instrument indications Ls are obtained for differ-
ent excitations Rs. Knowing the form of matrix s

0M , corrected values of measured 

quantities are obtained from the following equation: 

 )()( 1
0

ssss BLMC −= − ,    Ts
z

s
y

s
x

s ccc ],,[=C , (2) 

where s
jc  are indications of instruments after correction, further considered the meas-

urement results, and 1
0 )( −sM is the inverse of the s

0M  matrix. 

The random errors εs can be taken into account in the procedure of measurement 
uncertainty evaluation, similar as in the work [16]. 

Units of the measurement results CIg obtained from (2) are deg/s for gyroscopes. In 
case of accelerometers the result CIa is reported as a fraction of acceleration of gravity 
g, so in order to have the result in the SI units it is necessary to multiply the result by 
the local value of g present at the site of instrument calibration. 

Finally, after correction of indications of accelerometer and gyroscope, one  
obtains: 

 
LgIa

I
R ⋅= Cf ,    IgOR Cφ =0 , (3) 

where:  

gL – local value of acceleration of gravity at the calibration site, in m/s2, 
RfI  – measured vector of acceleration at the characteristic point I of the robot, 

whose all components are in m/s2, 
OR
0φ  – vector of angular velocity of the robot mobile platform „0”, whose all com-

ponents are in deg/s. 

The above equations are valid on the assumption that axes of the robot coordinate 
system {R} are parallel to reference axes of the sensors (i.e. coordinate axes marked on 
the sensor casing or printed circuit board). 

According to the method diagram in Fig. 2, the next step in raw signal processing is 
filtering. The filtering is a topic on its own and it will be considered in further works. 
Authors believe that it is valuable to first demonstrate that the filtering is necessary.  

3.3 Euler Angles and Angular Parameters of Robot Motion 

Mobile platform orientation (which is connected with certain rotations of the {R} 
coordinate system associated with the robot) with respect to the stationary coordinate 
system {O}, can be described using the so-called Euler angles. Use of the z-y-x Euler 
angles convention is assumed here (Fig. 4). This convention is used, for example, in 
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dynamics of aerial and automotive vehicles [21], and interpretation of the angles 
seems the most natural from the point of view of vehicle dynamics analysis.  

Interpretation of Euler angles according to the z-y-x convention is as follows:  
Ф – roll angle, Θ – pitch angle, Ψ – yaw angle. 

To carry out transformation of vectors expressed in the {R} coordinate system, to 
the stationary coordinate system {O}, one may use the matrix of rotation RO

R
, which 

(for the adopted Euler angles convention) can be written in the form:  

 
ΦΘΨ= RRRR O

R
O
R

O
R

O
R . (4) 

Particular matrices are equal to [22]:  
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where: Φ=Φ cosc , Φ=Φ sins , Θ=Θ cosc , Θ=Θ sins , Ψ=Ψ cosc , Ψ=Ψ sins . 

 

Fig. 4. Illustration of the adopted z-y-x Euler angles convention [18] 

In the case of inverse transformation, the following relationship is valid:  
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where: 
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In order to determine the Euler angles Ω = [Φ, Θ, Ψ]T, at first it is necessary to de-
termine time derivatives Ω  of those angles based on angular velocities OR

0φ  meas-

ured by the gyroscope, by projecting them on axes with respect to which successive 
rotations are made according to the z-y-x convention, that is, using the formula: 
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Determination of the Euler angles in a full range using the above formula is not 
possible, because of occurrence of a singularity associated with the Θ angle, which 
cannot take the ±π/2 value. This problem can be eliminated by application of quater-
nions. However, for the purpose of analysis of dynamics of wheeled mobile robots 
use of quaternions is not necessary, because in normal operation the pitch angles  
Θ equal to ±π/2 do not occur. 

During determination of Ω  vector, the RωI0 vector should be taken into account, 
which contains values of angular velocities obtained from gyroscopes (with applied 

corrections from calibration) OR
0φ  averaged over the initial time interval, that is, from 

t = 0 s, to t0, when robot stands still before the motion begins. 
Based on this relationship, it is possible to calculate Euler angles using the following 

relationship: 

 
 +Δ== 0d ΩΩΩΩ t , (9) 

where: ∆Ω contains increments of Euler angles from the initial time instant t = 0 s, 
whereas Ω0 = [Ф0, Θ0, Ψ0]

T, the initial values of those angles. 

The initial heading of a robot, that is Ψ0, one may assume to be equal to 0. Alterna-
tively, it is possible to determine the initial heading as an absolute angle with respect 
to the North Magnetic Pole using a magnetic field sensor. 

Initial values of angles Φ and Θ can be obtained based on the knowledge of RfI vec-
tor at the initial time instant t0, when the robot does not move, which is equal to: 

 
[ ]TRT
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where: 00 cosΦ=Φc , 00 sin Φ=Φs , 00 cosΘ=Θc , 00 sin Θ=Θs , and in this equation 

the result (14) was used. 

From (10), the initial values of the Euler angles are given by: 
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Because accelerometer data contains noise, in practice, instead of a single value at 
the initial time instant t0, mean values of components of RfI (eq. (3)) from the interval 
from t = 0 s to t0, when robot stands still, may be taken into account.  
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Knowing the OR
0φ  vector, it is also possible to calculate by differentiation the an-

gular acceleration of the mobile platform in the same reference coordinate system, 

that is OR
0φ . 

3.4 Linear Accelerations of the Robot and the Gravity Model 

Accelerometer indications are affected both by the gravity force associated with the 
acceleration of gravity Rg and by the inertia force connected with robot motion with 
acceleration O

I
R a .  

The inertia force following from Coriolis acceleration, associated with Earth spin-
ning about its own axis, is not taken into account in the present work, because it is 
small compared to other accelerations of robot motion. However, it may be consid-
ered in the future works. 

To the end of determination of the vector of acceleration associated with robot mo-
tion O

I
R a , at first one should subtract the vector of gravity acceleration Rg from the 

vector of acceleration measured by the instrument 
I

R f . 

After assuming that the acceleration of gravity indicated by particular sensitive ax-
is of the accelerometer is positive when this axis is pointed upwards (it is usually the 
case for MEMS accelerometers available on the market), one should use the  
formula: 

 

gfa R
I

RO
I

R += , (12) 

Then, one should transform vector of gravity to the system associated with the ro-
bot using the rotation matrix from the stationary to the moving coordinate system, for 
known Euler angles, using the following relationships: 
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Based on this one arrives at:  

 

TR cccssg ],,[ ΘΦΘΦΘ −−=g . (14) 

The linear acceleration vector for the point R of the robot O
R

R a  in the coordinate 

system {R} (Fig. 3) can be determined based on the known vector of acceleration of 
the point I of the robot O

I
R a  using the formula: 
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I
R z ],0,0[=r . 
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In general case, the vector of acceleration of the point R of the robot has both tan-
gential and normal components, that is, the following relationships are valid: 
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where: 
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and Rej are unit vectors of axes of the coordinate system associated with the robot,  
j∈{x, y, z}. 

In a special case, when roll and pitch angles of the robot body can be assumed 0 
and its motion along vertical direction can be neglected, the above relationships are 
reduced to the form: 
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Based on the knowledge of total and normal accelerations, it is possible to deter-
mine tangential acceleration of the point R using formula:  
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3.5 Linear Velocities of the Robot 

As a result of integration of the tangential acceleration, knowing the initial velocity 
vector of the point R (i.e. O

R
R

0v  = 0), it is possible to calculate the velocity vector of 

this point, which can be expressed in the form: 
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R t 0d vvav +Δ== τ , (20) 

where O
R

R vΔ  is the increment of the velocity vector since the initial time instant. 

Vectors of velocities of characteristic points Ai of the robot can be obtained using 
formulas: 
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where index i denotes number of wheel and for the four-wheeled robot shown in Fig. 3: 
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The ‘+’ sign at L is valid for the front wheels, and ‘–’ for the rear wheels, whereas 
the ‘+’ sign at W is valid for the wheels of the left-hand side of the vehicle, and ‘–’ for 
the right-hand side. 

Based on the above relationship, one obtains: 
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It is also possible to calculate velocity and acceleration vectors for the analyzed 
points of the robot in the stationary coordinate system {O} using the relationships: 
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where P = {R, Ai}, and the matrix of rotation RO
R  has the form: 
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3.6 Position Vector of the Robot 

The position vector of the characteristic point R of the robot in the stationary coordi-
nate system {O} is calculated by means of integration of velocity of this point ex-
pressed in the stationary coordinate system, that is: 

 
0d R
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R

O t rrvr +Δ== , (26) 

where O∆rR is the increment of the position vector since the initial time instant, and 
OrR0 is the vector of initial position of the point R. 

The initial position of the point R can be arbitrarily assumed as OrR0 = [0, 0, r]T (as 
mentioned before, the point R of the robot lies on the intersection of diagonals 
through centers of wheels Ai) or it can determined using additional measurement sys-
tem, e.g. GNSS. Knowledge of position of this point in successive time instants al-
lows determination of trajectory of its motion. 

4 Conclusions and Future Works 

In this work a complete mathematical formulation of a simple method of determina-
tion of parameters of robot motion using tri-axial accelerometer and tri-axial gyro-
scope was presented. This method enables determination of the motion parameters  
of a wheeled mobile robot performing a wide range of motions in space. Empirical 
verification of this method with low-cost MEMS sensors and the PIAP SCOUT  
four-wheeled mobile robot is presented in the Part 2 of this article. 
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Future works will focus on the following problems: 

• Analysis of sensitivity of the proposed method to errors of particular measuring 
instruments. 

• Inclusion of the Coriolis acceleration associated with Earth spin about its own axis. 
• Implementation of the proposed method in the motion control system of a wheeled 

robot. 
• Development of advanced algorithms of determination of motion parameters suita-

ble for more demanding specialized applications. 
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Abstract. The paper is concerned with the problem of determination of motion 
parameters of a wheeled mobile robot using the inertial measurement method. 
The algorithm proposed in Part 1 of the article is verified in empirical experi-
ments with a four-wheeled mobile robot PIAP SCOUT. Main design features of 
the robot are presented. The measurement and control system is described in  
details. The measurement system is based on a low-cost MEMS Inertial Meas-
urement Unit. Selected results of empirical experiments are shown and thor-
oughly discussed. Performance of the algorithm with the low-cost sensors is 
evaluated. It is concluded that the presented simple method enables determina-
tion of unknown motion parameters, especially in applications where only short 
duration of experiments is required. Quality of the obtained results, however, 
shows scope for improvement. The weakest point of the measurement system 
are unreliable changes of the Euler angles obtained from the low-cost MEMS 
gyroscopes. 

Keywords: wheeled mobile robot, motion parameters, Inertial Measurement 
Unit, empirical research, low-cost sensors, MEMS accelerometer, MEMS  
gyroscope. 

1 Introduction 

This is Part 2 of the paper concerned with the problem of determination of motion 
parameters of land vehicles by means of the inertial method of measurements. In the 
Part 1 the theoretical background and mathematical formulation of the algorithm nec-
essary to determine motion parameters of an object from known acceleration and 
angular velocity of respectively its certain point and body are presented. In the present 
Part 2 of the paper, the data captured during motion of a wheeled mobile robot and 
processed with this algorithm are presented.  

The aim of this Part 2 is assessment of performance of the simple algorithm when 
data are obtained from a low-cost Inertial Measurement Unit. 

The Part 2 is organized as follows. In Section 2 the four-wheeled mobile robot 
whose motion was investigated is described. Section 3 describes the measurement and 
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control system used during investigations. In Section 4 an overview of the performed 
experiments is given, and in Section 5 their results are presented and thoroughly dis-
cussed. Summary and planned works are described in Section 6. 

2 The Object of Investigations 

The PIAP SCOUT mobile robot [1] is used as a test bed. It was designed for quick 
reconnaissance of places with difficult access, i.e., vehicle chassis, places under seats 
in means of transportation, narrow rooms and ventilation ducts. The robot is manufac-
tured in various versions, differing mainly in type of equipment installed on-board, 
which makes it suitable for specialized tasks (Fig. 1a). 

The mobile platform of the robot is approximately 0.5 m by 0.5 m (length × width), 
and its mass is about 15 kg (only the mobile platform without manipulator and  
accessories).  

The robot drive system is hybrid. It consists of tracks and wheels which operate 
simultaneously. Two rear wheels are driven independently by DC motors equipped 
with gear units and encoders. The drive from the rear wheels is transmitted to the 
front wheels via two tracks. Robot is differentially steered, that is, change of direction 
of motion is possible by different angular velocity of wheels at the left and right-hand 
side of the vehicle. 

Rugged construction of small dimensions and small weight with dynamic drive 
system provides high maneuverability and high speed of the robot. 

a) b) 

 

Fig. 1. a – PIAP SCOUT wheeled mobile robot [1], b – the type of wheel used during investi-
gations 

In Fig. 1a the commercial version of the robot is shown. For the purpose of inves-
tigations the manipulator, camera and auxiliary front tracks were unmounted. Robot 
was equipped with tires of the type shown in Fig. 1b. These are non-pneumatic tires 
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with foam filling. Material of the outer shell is a kind of synthetic rubber called viton. 
Unloaded tire diameter is 193 mm.  

3 Measurement and Control System 

The robot has been adapted to realization of experimental research by installing addi-
tional frame to mount necessary equipment (Fig. 2). On the frame was installed the 
laptop computer connected to the robot CAN bus by means of the USB-CAN adapter 
and to the Inertial Measurement Unit directly via USB cable. 

The laptop was running Windows 7 OS and dedicated software for sending control 
data and acquisition of measurement data. This system can be qualified as a soft-real 
time system, which means that occasionally the processing loop does not meet the 
real-time criteria leading to inferior quality of certain data points. 

 

Fig. 2. Schematic diagram of a measurement and control system used in experimental research 

Control variables are desired velocities of spin of wheels T
ddd ],[ 43 θθ= θ . Those 

velocities are sent directly to drive velocity controllers for the left and right-hand side 
of the robot. It should be emphasized that in this version of the control system the 
control occurs at the level of individual drives, and not at the level of the mobile plat-
form. As a result, even if drives realize the desired velocities perfectly there is no 
guarantee that the mobile platform moves as desired by the researcher in terms of its 
translational and rotational velocity. This effect is connected mainly with occurrence 
of wheel slips in areas of wheel contacts with the ground. In order to reduce this effect 
it is necessary to introduce the additional higher level controller, which is not done in 
this work, but is a topic of works [2, 3]. 

Measured quantities include: actual velocities of spin of wheels T],[ 43 θθ= θ , linear 
acceleration of the characteristic point I of the robot LIa, and angular velocity LIg of 
the robot body 0, both in the moving coordinate system.  

Measurements of acceleration and angular velocity are provided by a low-cost In-
ertial Measurement Unit, the iNEMO sensor module from STMicroelectronics. The 
iNEMO sensor module contains a tri-axial accelerometer and tri-axial gyroscope, whose 
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selected technical specifications are given in Table 1. Technical data in the table are 
taken from datasheets of the individual sensors. 

The iNEMO IMU can be qualified into the group of the worst quality sensors, 
called commercial application grade sensors according to [4]. The ADIS 16488 is  
a tactical grade IMU (next level of quality according to [4]) whose specification is 
given for comparison. 

In case of gyroscopes one of the most important properties is bias stability, which 
quantifies how the gyroscope bias changes during measurement. In the ideal situation 
the bias should remain the same as at the beginning of the measurement for the whole 
measurement period, but unfortunately it does change in a random manner. The better 
the gyroscope is, the lower is the value of this parameter. Unfortunately, the value of 
this property is not stated in datasheets of gyroscopes contained in the iNEMO sensor 
module. However, after [4] one can expect the value of the order of 1 deg/s. 

Table 1. Excerpt from technical specification of the Inertial Measurement Unit used in 
experiments. Higher grade IMU shown for comparison 

 iNEMO v2 [5] ADIS 16488 [6]  

Release date 2010 2014 

Price (EUR) 250 1500 

Accelerometer  

Range (g) ±2 ±18 

ND1) (mg/ Hz ) 0.22 0.06 

In-Run Bias Stability (mg) no data 0.1 

Gyroscope  

Range (º/s) ±300 ±480 

ND (deg/s/ Hz ) 0.018 0.006 

In-Run Bias Stability 
(deg/hr) 

no data 6.25 

1) ND – noise density, 1 σ value 

4 Experiment Design 

Empirical data were obtained from experiments with the wheeled mobile robot and 
equipment described in Section 3.  

Experiments were carried out in three variants, whose nominal parameters are 
summarized in Table 2. Variants differed by type of maneuver and shape of the 
ground. The type of maneuver refers to the desired trajectory of motion for the robot. 
As it was mentioned in the previous section, the control variables were desired veloci-
ties of spin of wheels, which were calculated based on the desired maneuvers prior to 
the experiment on the assumption of lack of wheel slips (i.e. from the kinematic rela-
tionship). For two variants, the shape of the ground was assumed a horizontal plane, 
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and for one variant – a horizontal plane in the first phase of motion and an inclined 
plane in the second phase of motion. The angle of inclination was 12.4 deg and the 
inclination was in the OxOz plane of the reference coordinate system. 

Table 2. Characteristics of variants of the performed experiment 

  maneuver ground 

# symbol path shape 
turn angle 

(deg) 
inclination 

(deg) 
type of surface 

1 w0185 right turn 90 0 carpet flooring 

2 w0183 straight line 0 12.4 
carpet flooring / 
furniture finish 

3 w0184 straight line 0 0 carpet flooring 

All variants of the experiment were repeated several times. At each repetition spe-
cial attention was paid to ensure repeatable starting position and orientation of the 
robot, however no specialized equipment was used to aid those efforts. 

Raw measurement data obtained in experiments were post-processed using the al-
gorithm presented in the Part 1 of the paper, which was implemented in MATLAB. 

Values of elements of the matrices s
0M  and Bs from equation (1) (see Part 1 of the 

paper) were obtained during calibration procedure for the iNEMO sensor module car-
ried out in a separate series of experiments, independent of the present investigations. 

5 Results 

Graphs of particular motion parameters obtained during empirical investigations and 
as a result of application of the described algorithm are shown in Figs. 3–5. 

In Fig. 3 are shown results for the desired 90-degree right turn of the robot (exper-
iment variant #1, Table 2). On example of those results a step by step discussion of 
mathematical transformations involved in the algorithm presented in the Part 1 of the 
paper is carried out. Numbers of cited equations refer to the numbering introduced in 
the Part 1.  

Similarly, in Fig. 4 are presented results for desired straight-line motion of the ro-
bot, but the motion takes place partly on a horizontal ground and partly on an inclined 
plane (variant #2). This time only the most important quantities are discussed. 

Plots in Fig. 5 present the results for robot motion along a straight line on a hori-
zontal ground (variant #3). This is the simplest case of motion, with least impact of 
various influencing factors on the final result, and as such it is a good starting point to 
discussion of repeatability of the results obtained from the presented method.  

It should be noted that in all experiments the laboratory floor covered with carpet 
flooring was used as a horizontal ground surface. This laboratory ground is not per-
fectly flat, but has minor unevenness distributed randomly all over the floor.  
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5.1 Experiment Variant 1 – 90-Degree Right Turn 

In Fig. 3, the subfigure a) shows angular velocities of the mobile platform recorded by 
the gyroscope – those velocities are not the raw measurements, but the corrected 
measurements with corrections determined in the calibration process applied accord-
ing to the formulas (2) and (3). (The corrections applied in this step are meant to miti-
gate static scale factor, non-orthogonality and zero bias errors of the instruments. It is 
not possible to correct dynamic changes of those parameters (errors) which may oc-
cur, e.g. during experiment, with this procedure.)  

In subfigure a) apart from change of the angular velocity associated with robot ro-
tation about its vertical axis Rz, which occurs in the time interval corresponding to 
turning, there are also visible changes of the remaining angular velocities. Changes of 
those velocities (about robot longitudinal axis Rx and lateral axis Ry) have small ampli-
tude during whole duration of the experiment. Those changes are associated with 
minor unevennesses of the laboratory floor. There are is also visible the change of  
a larger amplitude in the time interval corresponding to turning (black line, about 
1.5 s). This change in velocity reflects changes of orientation of the robot body caused 
by the centrifugal force acting on the robot mass centre during turning. 

 a)  b)  

 

 c)  d)  

 

Fig. 3. Robot motion parameters obtained as a result of the experiment in variant no. 1 (right turn): 
a – angular velocities of the mobile platform measured by gyroscope, b – time derivatives of Euler 
angles, c – Euler angles for the mobile platform, d – components of gravity acceleration in the robot 
coordinate system, e – measured linear accelerations of the point I of the mobile platform,  
f – measured linear accelerations corrected for influence of gravity acceleration, g – components of 
tangential acceleration of the point R, h – components of normal acceleration of the point R,  
i – components of linear velocity of the point R and reference velocities from wheel encoders,  
j – components of linear velocity of the point R in the stationary coordinate system, k – components 
of linear velocity of the front left wheel center, l – actual and desired paths of the point R 
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 e)  f) 

 
 g)  h) 

 
 i)  j) 

 
 k)  l) 

 

Fig. 3. (continued) 

The subfigure b) shows time derivatives of Euler angles obtained from equation 
(8). The differences of time-plots shown in subfigures a) and b) are negligible for the 
presented experiment variant. 

In the subfigure c) three Euler angles calculated by integration (eq. (9)) from their 
time derivatives (subfig. b)) are shown. In turn, in the subfigure d) are visible compo-
nents of gravity acceleration in the moving coordinate system {R}, calculated based 
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on formula (13). Values of roll Ψ and pitch Θ angles have direct influence on those 
values.  

In Fig. 3e two components of acceleration of the point I (which is the point of 
mounting of the accelerometer, just above the characteristic point R of the mobile 
platform) are shown. Similarly as in the case of angular velocities, those are the cor-
rected indications of the measuring instruments (acceleration sensors) RfI. 

From measurements of acceleration RfI, the components of the gravity acceleration 
Rg (subfig. d)) are subtracted according to equation (12), and the result is shown in the 
subfigure f). The difference between subfigures e) and f) is very small, but it can be 
noticed, for example, up from the 3 s of motion. 

The components of tangential acceleration shown in subfigure g) are obtained by 
subtracting components of normal acceleration O

Rn
R a  (subfig. h)) from the correspond-

ing components of acceleration O
R

R a  – subfigure f) – according to equation (19). This 

must be done, because the normal acceleration is sensed by accelerometers, and oth-
erwise it would appear as apparent lateral velocity of sliding. 

Velocities in subfigure i) are obtained from formula (20), that is after integration of 
components of tangential acceleration shown in the subfigure g). In the subfigure i) 
linear velocities of points at the circumferences of wheels (based on indications of 
wheel encoders) are also presented for reference. It should be emphasized that in  
a general case, velocities of those points at the circumference of wheels are not neces-
sarily the same as the velocity of the mobile platform, because of the wheel slip phe-
nomenon. However, in the presented motion one expects that linear velocity of the 
mobile platform is very close to the velocity associated with spinning of wheels dur-
ing straight-line motion phases (i.e. 0–1.20 s and 1.80–3.00 s), because the linear 
accelerations of the desired motion are deliberately made small to prevent large wheel 
slips. For the presented set of results this expectation is confirmed in reality. During 
period of motion from 1.30 s to 1.75 s, there is a fluctuation of O

Rx
R v  velocity, which 

first increases, then decreases and increases again. This effect is associated with turn-
ing realized on the basis of the differential-steering principle, and it can be also ob-
served in investigations of mathematical model of this mobile platform in the simula-
tions [3]. Also the character of the plot of lateral velocity O

Ry
R v , and in particular the 

occurrence of a rapid change to the value of about 0.4 m/s, is generally according to 
expectations, because simulation of the presented maneuver predicts occurrence of the 
lateral sliding velocity during turning [3]. 

Fig. 3j shows transformation of the point R velocity from the robot {R} to the abso-
lute {O} coordinate system, according to relationship (24). 

Subfigure k) presents velocity of the point A1, that is, of the wheel center of the 
front left wheel (denoted 1 in Fig. 3, Part 1 of the article). It can be noticed here, that 
during robot turning, increase of velocity component along axis Rx and appearance of 
velocity component along Ry takes place, which is the result of both robot rotation 
about Rz axis and robot lateral sliding described earlier. 
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In Fig. 3l a comparison of the motion path of the point R obtained from the meas-
urement (close to real) and the path calculated from desired velocities of wheels on 
the assumption of lack of wheel slips is shown. It should be emphasized that the shape 
of the actual path does agree with empirical results reported in the work [2]. It is 
clearly visible, that control of robot motion based on control of angular velocities of 
spin of wheels only is not adequate for the skid-steered wheeled robot design. For this 
reason, it is necessary to introduce the additional control loop to the robot control 
system, which is the subject of the cited work. 

5.2 Experiment Variant 2 – Motion along a Straight Line on an Inclined 
Plane 

In Fig. 4 are shown plots of selected quantities associated with robot motion along  
a straight line on an inclined plane. The shape of the ground was horizontal for the 
initial 2 seconds of motion, and then the robot drove on the inclined plane. The incli-
nation angle was 12.4 deg (0.216 rad), which was determined from the appropriate 
trigonometric function based on lengths of two sides of the triangle measured using  
a measuring tape. 

In Fig. 4a values of the inclination angle determined based on the indications of the 
accelerometer onboard of the robot from equation similar to (11), but for the final (not 
initial) angles, are shown. Angles for four repetitions of the experiment are compared, 
and the result is from 0.220 rad to 0.222 rad, with average of 0.2208 rad. This is about 
2 % off the angle 0.216 rad measured with the traditional method (measuring tape and 
trigonometric functions), and the difference might be partly due to error of accel-
erometer calibration. Subfigure b) shows time plots of roll Φ and pitch Θ angles of the 
robot body during the whole period of motion. With dashed lines are marked final 
values of those angles determined from indications of the accelerometer (in the same 
manner as shown in subfig. a)) for reference. It is worth emphasizing that more relia-
ble than indications from gyroscopes are indications from accelerometers because: (1) 
the measurements are taken when robot stands still, (2) the average of several hundred 
samples of acceleration is used for calculations of angles, so the influence of random 
error is minimized. It can be noticed that, in the presented case, there is  
a good correspondence for the final pitch angle Θ obtained from the gyroscope and 
from the accelerometer. In case of the final roll angle Φ there is a difference. In sub-
figure c) two components of the acceleration of the point I are shown. Starting from 
roughly 2.0 s of motion, component of acceleration along Rx axis grows to about 
2 m/s2. This is not the real increase in robot velocity, because the robot was supposed 
to run at the steady 1 m/s, but the increase in the magnitude of component of the grav-
ity acceleration sensed by the Rx axis of the accelerometer. This is reasonable because 
after driving on the inclined plane robot changed its orientation. The magnitudes of 
components of the gravity acceleration obtained from equations (13) are shown versus 
time in the subfigure d). After removal of the acceleration of gravity, the components 
of tangential acceleration of the point R of the robot are presented in subfigure e).  
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 a)  b)  

 
 c)  d)  

 
 e)  f)  

 

Fig. 4. Robot motion parameters obtained as a result of the experiment in variant no. 2 (motion 
on an inclined plane): a – final pitch angles for the mobile platform for 4 repetitions of the 
experiment, b – roll and pitch angles for the mobile platform, c – measured linear accelerations 
of the point I of the mobile platform, d – components of gravity acceleration in the robot coor-
dinate system, e – components of tangential acceleration of the point R, f – components of 
linear velocity of the point R and reference velocities from wheel encoders 

Finally, after integration of the components of the tangential acceleration (eq. 20), 
the components of linear velocity of the point R are shown in subfigure f). In this 
figure, the reference velocity from wheel encoders (red dashed line) is negative at the 
end of motion. Reason for this is not applied brake, so the robot started to slowly go 
down the slope immediately after stopping. It can be seen that the forward velocity of 
the point R, in general, corresponds well to the reference velocity. However, after the 
4.5 s of motion the reference velocity is constant, but the body velocity increases 
slowly. This increase of velocity is the artificial phenomenon associated with residual 
influence of acceleration of gravity which was not corrected, because of small inaccu-
racy of the pitch angle. 
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The y component of the point R velocity seems to be of worse quality than the x 
component. The time-plot of O

Ry
R v  suggests that robot body was moving sideways (in 

transverse direction) which indicates sliding. This was not observed during experi-
ments and is also unreasonable in this case, so the time plot shows an artificial phe-
nomenon. It is connected with a small residual value of the gravity acceleration acting 
on the y axis of the accelerometer, because of the inaccuracy of the roll angle Φ. 

5.3 Experiment Variant 3 – Motion along a Straight Line and on the 
Horizontal Ground 

In Fig. 5 are shown results for the case of robot motion along a straight line and on the 
horizontal ground. On example of these results, repeatability of measurements will be 
discussed.  

In order to gather necessary data the experiment was repeated 4 times. Before each 
trial, the robot was positioned in the same starting place, however no special equip-
ment was used to aid the positioning. The repeatability of the initial pitch and roll 
angles of the robot body can be assessed based on the subfigures o) and p), respec-
tively. Values of those initial angles were obtained from indications of accelerometer 
according to formula (11). 

Subfigures from a) through d) show one-second-long signals of direct measure-
ments of angular velocities and accelerations for two successive repetitions of the 
experiment. It is evident that the signals are repeatable in the qualitative sense, but not 
exactly the same, which is in accordance with the expectations. The differences can 
be generated by many factors like small difference in the route (not exactly the same 
starting position of the robot, which is important because of minor unevennesses of 
the floor), small difference in the initial orientation of the body, not the same initial 
contact of tread with the ground, etc. Important random differences can be also con-
tributed by the low-cost MEMS sensors themselves. Also the method used for integra-
tion can be of some significance. 

Subfigures e) and f) show linear velocities of the points on circumferences of re-
spectively the left and right driven wheel. A good repeatability of realization of the 
desired motion is observed for both wheels. 

Subfigure g) presents the longitudinal component of velocity of the point R of the 
robot. For all 4 trials the velocity is almost identical in the initial 0.75 s of motion, 
then there is a split in two distinct pairs of graphs, and at about 5.5 s the plots become 
mixed. Subfigure i) shows the corrections for the gravity acceleration influence on the 
x acceleration sensed by the accelerometer. According to (14), those corrections are 
proportional to the sin(Θ). Plots of pitch angles Θ, started from zero initial pitch angle 
for better comparison, are shown in subfigure k). It can be noticed that the plots are 
similar to each other. Also the final pitch angles are different for each trial. In subfig-
ure m) the final pitch angles calculated from formula (11) based on indications of 
accelerometers are presented for comparison. The final angles from accelerometers 
are more reliable than from gyroscopes (see discussion of Fig. 4), so it can be stated 
that the variance of the final pitch angles obtained from gyroscopes is too large. 

Let us now repeat the argument for the component of point R velocity along Ry axis 
of the robot coordinate system shown in subfigure h). It is clear that the velocities are 



264 M. Trojnacki and P. Dąbek 

not repeatable. In subfigure j) the corrections of influence of gravity acceleration on 
acceleration along the Ry axis are presented. In case of the gravity acceleration correc-
tion for the trial no. 1 (shown in solid green line in subfig. j)), its value between 2 s 
and 5 s of motion is roughly 0.1 m/s2 on average. This yields 0.3 m/s change in veloc-
ity between 2 s and 5 s. Change of velocity of similar magnitude, i.e. about 0.25 m/s, 
in this time period is seen in subfig. h) for the trial no. 1. A similar dependency exists 
for the remaining trials. According to (14), gravity corrections for the y component of 
acceleration are proportional to the factor –sin(Φ)cos(Θ). If Θ angle is small, then its 
cosine can be approximated with 1. Similarly, if Φ angle is small, its sine can be ap-
proximated with the value of the angle. On those assumptions Rgy in subfig. j) is pro-
portional to –Φ  from subfig. l), which is approximately true. The question remains, if 
the values of the roll angle Φ over time are valid. 

Comparison of the final roll angles from gyroscopes (subfig. l)) with final roll an-
gles from accelerometers (subfig. n)) leads to conclusion that in two out of four cases 
the final angles from gyroscopes are completely off the mark. The best situation is for 
the cases shown in dashed lines. This is also reflected in subfig. h), where velocities 
represented with dashed lines are closer to zero, which is expected the true value of 
lateral velocity for the examined maneuver. 

 a)  b)  

 
 c)  d)  

 

Fig. 5. Robot motion parameters obtained as a result of the experiment in variant no. 3 (straight 
line motion): a-d – results of direct measurements, e-f – linear velocities of points at the cir-
cumference of driven wheels from wheel encoders, g-h – components of linear velocity of the 
point R, i-j – components of gravity acceleration in the robot coordinate system, k-l – changes 
of roll and pitch angles during robot motion from gyroscopes, m-n – differences between final 
and initial values of pitch and roll angles obtained from accelerometers, o-p – initial values of 
pitch and roll angles obtained from accelerometers 
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 e)  f)  

 
 g)  h)  

 
 i)  j)  

 
 k)  l)  

 

Fig. 5. (continued) 
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 m)  n)  

 
 o)  p)  

 

Fig. 5. (continued) 

To sum up the repeatability discussion, it may be stated that there is a scope for 
improvement in reliability of roll and pitch angles of the robot body. The low-cost 
MEMS gyroscopes used to determine those angles are known to have poor bias stabil-
ity, which may contribute to worse repeatability of the obtained angles. Indications of 
this kind of gyroscopes can be also affected by linear accelerations, which is some-
times quantified in the literature as a parameter called "sensitivity to linear accelera-
tion" or "g-sensitivity". It can be demonstrated that introduction of some kind of  
filtering of the gyroscope signal leads to improvement of the measurement quality [7]. 
In view of that, filtration of signals should be considered in the future works. Another 
possibility is to carry out measurement of the variable orientation angles using the 
low-cost MEMS accelerometers alone, because their in-run bias stability is better than 
of the low-cost MEMS gyroscopes [8]. 

6 Conclusions and Future Works 

In this work the algorithm described in the Part 1 of the paper, that is [9], is applied to 
process the input signals obtained during empirical experiments with the PIAP 
SCOUT four-wheeled skid-steered mobile robot equipped with a low-cost Inertial 
Measurement Unit. 

Presented results show that quality of the obtained motion parameters is reasonable 
for motions in OxOy and OxOz planes of the stationary coordinate system, when exper-
iment duration is of the order of several seconds. 

The dominant errors are associated with inaccuracies of the Euler angles deter-
mined on the basis of angular velocities measured by gyroscopes. 
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Future works may include: 

• Design and implementation of a filter for gyroscope signals with a view to im-
provement of accuracy of the determined Euler angles.  

• Use of several MEMS accelerometers located in different positions on the robot 
body to determine angular parameters of the mobile platform, instead of using 
MEMS gyroscopes which have worse metrological properties. 

• Use of a magnetometer for determination of the initial robot heading. 
• Use of the Global Navigation Satellite System (GNSS) for determination of the 

initial position of the robot. 
• The magnetometer and GNSS can be used in some data fusion structure with an 

IMU to improve accuracy of determination of respectively orientation and position. 
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Abstract. The paper deals with a cross-coupled control approach to the spatial 
3-DoF hydraulic translational parallel manipulator. The control system of the 
cross-coupling control (CCC) has been proposed in order to reduce the contour 
error for three electro-hydraulic axes. Control of the manipulator takes into ac-
count not only the position errors for each drive axis but also synchronization 
errors of neighboring axes. Cascade control system with inner and outer loop 
was proposed. Decentralized tracking system allows to adjust the trajectory of 
disturbances in the internal loops it is based on the defined synchronization of 
errors for each axis drive. There was specified the synchronization function for 
the control system which takes account of the errors positioning of each axis. 
The experiments were performed on a prototype parallel manipulator (3-DoF). 
The prototype hydraulic manipulator consists of a fixed base and a moving plat-
form, that are connected by the joints with three hydraulic linear axes. They 
demonstrated improvement in the positioning accuracy of the movement of end 
effector manipulator. The aim of the research was to examine the effectiveness 
of synchronous control method with a simplified structure of the control system 
for the electro-hydraulic manipulator both theoretically and experimentally. 

Keywords: trajectory tracking control, parallel manipulator, synchronization 
error, servo-hydraulic system. 

1 Introduction 

Electro-hydraulic servo-systems have wide application in the positioning and syn-
chronization of mobile and industrial machines, robots and manipulator movements. 
Changes to dynamic parameters of electro-hydraulic servo-drives are connected with 
their load and velocity of moving. They are also influenced by other factors related to 
fluid properties, which have crucial impact on control system. The mismatch of con-
trol structures is caused by large forces or moment loads of servo-hydraulic drive 
system. An increase in the velocity and positioning accuracy of an electro-hydraulic 
servo system can be achieved by the use of parallel manipulators. However, due to  
a specific structure, they are not easy to construct. Moreover, their drives often work 
in unusual applications and their kinematics and dynamics are complicated. As a re-
sult, the design of their control system is difficult and very different from that of serial 
manipulators. Control systems of such devices must take into consideration the  
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characteristics that do not occur in classical manipulators. There is a significant dif-
ference between a parallel manipulator and a serial manipulator. The high complexity 
of the mathematical equations describing a physical model of a parallel manipulator 
can make the real-time computations impossible. However, their excessive simplifica-
tion may result in less precise positioning of the manipulator. Precise control of the 
trajectory is the basic requirement for modern manipulators. We can try to improve 
the positioning accuracy of each single axis controlled by the use of different control 
strategies [8, 9, 3]. However, good performance tracking for each axle is no guarantee 
to reduce contour error of multi-axial motion. The contour error value for the posi-
tional trajectory deviation is defined as the distance from it in the perpendicular direc-
tion [2]. Another method to reduce the contour error is cross-coupling control [1]. 
There [6] was introduced the symmetrical structure of this type of controller in order 
to improve the accuracy of mapping trajectory. 

Among the methods of synchronous control using feedback from the resulting po-
sition error we can distinguish [5]: two-axis cross-coupling control, optimal synchro-
nous tracking and control method for continuous contour. The authors [9] describe the 
need for synchronous control algorithms with feedback from all drives. They argue 
that in the conventional control systems, any error caused by disturbances in one loop 
is adjusted only inside this loop, while the second loop executes its previous action. 
Control in cross-coupling system allows to resolve this problem by dividing the feed-
back of both control loops. There are also other solutions using fuzzy logic or neuro 
cross-coupling controllers [9, 5, 7]. However, the main drawback of these techniques 
is that they do not directly take into account the uncertainty of the control object mod-
el. These methods are not appropriate when the primary requirement is the high accu-
racy control. 

2 Construction of the Test Stand 

A parallel manipulator possesses several arms connected at one point. The number of 
drives and kinematic chains is equal to the number of variables describing the state of 
the physical model (a Tripod or a Tricept with three degrees of freedom and a Hexa-
pod with six degrees of freedom). In Department of Mechatronic Devices at Faculty 
of Mechatronics and Machine Devices of Kielce University of Technology (Poland) 
was constructed the three axis (3-axis) and three-degrees-of-freedom (3-DoF) hydrau-
lic translational parallel manipulator (TPM). Fig. 1 shows the manipulator test stand. 
The manipulator consists of a moving platform (3) connected to a fixed base (5) by 
several arms. The arms are mounted with rotary joints (4). The position of the end 
effector platform (3) is dependent on the position of the arms. Each arm incorporates 
an electro-hydraulic servo drive (1), controlled by a proportional valve (2), which is 
able to generate force of up to 20 kN for each axis. A single electro-hydraulic axis 
consists of CS (Bosch-Rexroth) type cylinder internally integrated with the magne-
tostrictive linear position sensors (Novostrictive) and externally integrated with  
4/3-way high response directional valve directly actuated with electrical position 
feedback of type 4WRSE. 
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Fig. 1. Manipulator test stand: 1 – hydraulic cylinder (CSM1/MT4/40/28/250 
A1X/B1CFUMTF), 2 – proportional valve (6 V1-35-3X/G24Ko/A1V 4WRSE), 3 – mobile 
end-effector platform, 4 – mounting of the manipulator arm, 5 – base manipulator 

The closed-loop kinematic chains of the hydraulic TPM create structure 3-RRPRR, 
in which revolute joints R and prismatic joints P step out [2]. The proposed electro-
hydraulic manipulator control system contains two PC computers Target PC and Host 
PC, where the first computer directly controls servo-drives hydraulic and the second 
functions as operator towards direct control layer. In the computer marked as Host PC 
the software MATLAB/Simulink along with xPC Target for identifications and real 
time control were installed. Target PC can simulate control flow and measurement 
signals in the real time by means of HIL method (Hardware-in-the-Loop). 

2.1 Kinematics 

The computational kinematic model of 3-axis hydraulic parallel manipulator shown in 
Fig. 2. For the contour error of the 3-axis hydraulic parallel manipulator the 6-DoF 
kinematic model have been considered. It includes both the platform position vari-
ables xp, yp, zp and also rotational RPY angles α, β, γ. The RPY (Roll-Pitch-Yaw) 
angles defined with respect to three successive rotations about the fixed X, Y, Z axes 
[4]. The problem of inverse kinematics is to find the hydraulic cylinders elongation Li, 
given the position (xp, yp, zp) and orientation error (α, β, γ) of the TCP. 

To solve the inverse kinematics problem vectors ri and Ri and matrix A
BR  are 

given, then vector Li from point A
iA  to point A

iB  can be calculated as: 

 RrRL p ii
A
Bi −⋅+=  (1) 

where: 
←

= ABp  vector coordinates from point B in moving frame to point A in reference 

frame, p = [xp  yp  zp]
T, 

A
BR  – rotation matrix from the moving frame to the reference frame for given values 

of RPY angles, 
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ri – vector coordinates of B
iB  in the moving frame (B, X, Y, Z), 

Ri – vector coordinates of A
iA  in the reference frame (A, X0, Y0, Z0): 

 

Fig. 2. Computation kinematic model of 3-axis hydraulic parallel manipulator 

The length of vector Li can be obtained as: 

 LLL i
T
ii ⋅=  (2) 

The parallel mechanism has the characteristic of closed loop, so the constraints of 
the mechanism movement could be expressed as f(L, q) = 0. Then the inverse kine-
matic solution of a parallel manipulator could be expressed as: 

 qJL dd ⋅=  (3) 

where:  

Jacobian matrix J is obtained as qL JJJ ⋅−= −1 , 

L is a vector which indicates the variation of hydraulic linear axes, L = [L1  L2  L3]
T,  

q is a vector which indicates the position and rotation of the moving platform,  
q = [xp  yp  zp  α  β  γ]T. The unique solution of forward kinematic of a position and 
orientation error of the moving platform are expressed as: 

 Lq J δδ 1−=  (4) 

where: δq = [Δxp  Δyp  Δzp  Δα  Δβ  Δγ], δL = [ΔL1  ΔL2  ΔL3]. 

2.2 Dynamics 

Using the orthogonal complement method, the dynamics of 3-DoF parallel manipula-
tor can be described as a second-order differential equation: 
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 FJGXM T
f=+  (5) 

where: 3RX ∈  is a vector of the generalized coordinates, 33×∈ RM  is the manipula-

tor mass matrix, 3RG ∈ is the vector of gravitation effects, 3RF ∈ is the vector of the 

applied force of the actuators and 33×∈RJ f is the force Jacobian matrix. 

2.3 Simulation 

Fig. 3 shows trajectory movement in the form of closed curve and set of resulting 
points of the manipulator workspace. The end-effector position (xp, yp, zp) of the mov-
ing platform could be obtained by substituting the elongation Li of every linear hy-
draulic axis into the forward motion equation. The Newton-Raphson method as an 
effective numerical method can be applied to calculate the forward problem 
of the hydraulic TPM.  

 

Fig. 3. Manipulator workspace and trajectory of the manipulator arms displacement 

3 Control Design 

For the control of parallel manipulators, the individual control system with feedback 
control loops of the actuator are commonly used. In such systems, there is no infor-
mation from the other actuators. Errors position in one servo drive is minimized only 
locally in the absence of other servo response. Because the accuracy of positioning 
the tip of the manipulator actuator displacement affects all their movements they 
should be synchronized. Otherwise, the tracking accuracy will be reduced due to the 
lack of coordination of all parts of the manipulator. The control scheme is shown in 
Fig. 4.  
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Fig. 4. Position control system of the 3-axis hydraulic TPM 

Manipulator control system consists of axis inner loop (Axis Controller) and syn-
chronization control loop (CC Controller). 

Trajectory tracking error of i-th actuator is: 

 )()()( tLtLte d
iii −=  (6) 

Synchronization function described by demand (7): 
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where Li is the actual length and d
iL is the desired length of the i-th actuator. 

Position control system is designed by combining the position error and synchroni-
zation error. According to the concept of cross-coupled controller [1] the coupled 
error eic including the position error ei and the synchronization error εi: 

 ( ) ( ) ( )+=
t

iiiic dteste
0

ωωεβ  (8) 

where: β is a constant (positive coupling gain), which determine the weight of syn-
chronization error, si is coupling coefficient of the manipulator (i-th actuator) 

Differentiating eic(t): 

 ( ) ( ) ( ) ( )ttesteste iiiiiic βε++=   (9) 

The command vector ui is: 

 ( ) ( ) ( ) ( ) ( )tettestLstu iciii
d
iii Λ+++= βε  (10) 

where Λ is a positive gain. 
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Equation in (11) leads to the following control vectors (generalized error ri): 

 ( ) ( )tLsutr iiii
−=  (11) 

In general, the synchronization error can be written: 

 )()()( ttt eWsε = , (12) 

where [ ]Ttttt )(),(),()( 321 εεε=ε ,  
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W  is a constant positive gain matrix for d
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The synchronization errors are defined as: 

 
















+−−=

−+−=

−−=

)(

)(2

)(

)(

)(

)(
)(

)(

)(

)(

)(2

)(

)(
)(

)(

)(

)(

)(

)(

)(2
)(

3

3

2

2

1

1
3

3

3

2

2

1

1
2

3

3

2

2

1

1
1

tL

te

tL

te

tL

te
t

tL

te

tL

te

tL

te
t

tL

te

tL

te

tL

te
t

ddd

ddd

ddd

ε

ε

ε

. (13) 

where 3..1,0 == iiε the actuators are moving synchronously. 

4 Experimental Results 

Based on distributed measurement and control system a test stand for rapid proto-
typing controller of the electro-hydraulic servo drive was set up [8]. Manipulator 
controls of the electro hydraulic servo drives are mounted in joints. The experi-
mental investigation shows that for the control algorithm results are consistent 
with the expected ones obtained for frequencies from 0.16 Hz to 1.59 Hz. Fig. 5 
presents results of the control process for references xd, yd, zd, frequencies 0.16 Hz. 
Restrictions imposed on the control signal (from –7 V to +7 V) prevent the  
achievement of high frequencies displacement at assumed amplitude of the hydraulic 
cylinder piston. 
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Fig. 5. Displacement of the manipulator arms for control algorithm and synchronization error ε 

5 Conclusions 

This paper presents the results of preliminary work on the subject of control of synchro-
nous electro-hydraulic servo drive with maximally simplified structure of the  
control system. They form the basis for the current topic of control and synchronization  
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for construction of translational parallel manipulator (TPM). Inaccuracies in electro-
hydraulic servo control systems have their origins in non-ideal structure elements of 
drives and measuring systems. Errors in the implementation of structural elements of 
manipulator causes the lack of perfect synchronization between the axes. Further, such 
phenomena as non-linear friction for small speed, the elasticity of mechanical compo-
nents, shapes of the pad changes by the action of external forces and generated during 
operation may exist for each axis separately. The effect of these phenomena is the in-
creasing positioning error of the manipulator platform. Therefore, the aim of the study 
was to create such a control system that will counteract these effects by including syn-
chronization errors of each axis drive. The manipulator control system uses feedback 
from the axis position error and the synchronization error. Presented solution can be 
applied in all kinds of manipulators, servo-operators, and robots to assist the mining 
industry and engineering. In this study, the positions of moving platform are changed by 
extension or shortening of the three integrated electro-hydraulic axes. Implementation of 
modular actuators and measurement, the use of the environment MATLAB/Simulink to 
solve optimization problems of the control system, enables the use of the manipulator 
and to ensure high efficiency and low energy losses. 
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Abstract. This paper presents model of wireless, distributed temperature meas-
urement system based on the IQRF platform using IQMESH protocol, which  
allows to build a small-sized monitoring system with sufficient RF and metro-
logical parameters for most of the industrial applications. Main elements of the 
system are IQRF TR-52D transceiver modules and 1-Wire Digital Thermometer 
Maxim DS18S20 running in parasitic power mode. In addition, the paper  
contains results of the model test carried out in industrial conditions, which  
confirms efficiency of the developed system. 

Keywords: temperature measurement, disturbed systems, IQRF, wireless  
sensor network. 

1 Introduction 

Measurement of the temperature is essential in nearly every industrial process, where 
complex temperature monitoring systems consists of dozens, hundreds or even  
thousands of sensors. Large amount of the wires do not only cause organizational 
problems, but can also lead to measurement disruptions connected with for example 
electromagnetic compatibility (especially when sensors with voltage signal are used). 
One of the most common alternative is the usage of wireless radio frequency technol-
ogy. Majority of modern wireless sensors networks using ISM (industrial, scientific 
and medical) bands is based on ZigBee standard [1, 2], which is less expensive than 
other types of wireless personal area networks. However, because of its high level of 
complexity, implementation of ZigBee protocol in small or medium sized applications 
can turn out to be unprofitable [3]. In addition, industrial systems and applications are 
often subject of varied enlargements and upgrades. In that case, recommended solu-
tion should be based on protocol, which allows fast prototyping and manipulation of 
RF (radio frequency) parameters. 

The purpose of this paper is to present the model of disturbed temperature meas-
urement system based on less popular and constantly evolving IQRF platform[7,8], 
which fulfills aforementioned requirements. It has been originally designed for the 
automatic concrete bonding system. 
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2 Components of the System 

Presented system consists of three main features: transceiver modules (coordinator 
and nodes), temperature sensors and end device (every device with RS-232 serial 
communication).  

2.1 Transceiver Modules 

IQRF platform including IQMESH protocol is supported by basic communication 
component called IQRF transceiver module. For this project, the TR-52D series prod-
ucts have been used because of their versatility.  

 

Fig. 1. Structure of IQRF transceiver module [4] 

Figure 1 presents IQRF transceiver module with its basic components such as 
PIC16LF1938 microcontroller with operating system supporting MESH or antenna 
slot.  

Main advantage of TR-52D module is its SIM card format, which allows to design 
a small-sized modular unit with easily reprogrammable transceiver. Another benefit 
concerns antenna mounting available in several variants: on-board PCB antenna, sol-
dering pad-hole or coaxial connector for antenna cable. Radio frequencies can be 
selected between 868/916 MHz or 433 MHz bands.[4] 

Selected TR-52D features: 

• 10 bit ADC converter with 2 inputs, 
• 6 I/O pins, 
• serial EEPROM, 
• power supply from 3.1 to 5.3 V, 
• low power consumption (sleep mode: 1.9 µA, receive mode: 25 µA), 
• selectable RF output power. 
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2.2 Temperature Sensor 

Temperature measurement is based on 1-Wire Digital Thermometer Maxim 
DS18B20. Communication by 1-wire bus means that it needs only one data line for 
communication process [6]. There is also possibility to work in parasitic mode (power 
for the sensor supplied directly from the data line). Its main features are [5]: 

• power supply range from 3 to 5.5 V, can be powered from the data line, 
• range of measurement from –55 °C to +125 °C, 
• ± 0.5 °C accuracy from –10 °C to +85 °C, 
• selectable measurement resolution from 9 to 12 bits, 
• temperature conversion time from 93.75 ms to 750 ms (depending on resolution). 

 

Fig. 2. Temperature sensor Maxim Dallas DS18B20 [5] 

3 Structure of the System 

The entire communication system can be divided into: coordinator (receiver) and 
nodes (transmitters). Both devices are powered by the 3.3 V battery and have very 
similar construction, although coordinator has been designed in order to connect with 
the end device by the RS-232 interface, when nodes are responsible for powering and 
supporting temperature sensors. Figures 4 and 5 present pictures of transmitter and 
receiver, with highlighted components. Power supply is mounted on the other side of 
the PCB boards. The main differences between construction of both devices are con-
nectors sizes (2 wires for thermometer and 3 wires for RS-232 interface) and 4.7 kΩ 
resistor for pulling up temperature sensor. 

Communication between receiver and transmitters is handled by the IQMESH pro-
tocol, where the adequate sequence of commands initializes bonding of modules. 
Such procedure is based on establishment of connection between specified node and 
coordinator and is presented on Fig. 3 as a simplified algorithm. 
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Fig. 3. Simplified algorithm of bonding procedure. Left side – node operations, right side – 
coordinator operations 

After successful connection, coordinator saves unique address of the transmitter 
and assign him the logical address, which will be later used by the system for the data 
exchange. The whole process of bonding or breaking connections between modules is 
executed by the button mounted on each device and is triggered by the programmed 
combination of presses. Actual status of bonding is signalized by the red and green 
LED mounted directly on the transceiver module. Not using the button will result in 
switching into default monitoring mode.  

 

Fig. 4. Picture of the node with mounted transceiver module; 1 – IQRF TR-52D with on-board 
antenna, 2 – power switch, 3 – power signalization LED, 4 – button for bonding operations,  
5 – thermometer wires 



 Wireless Temperature Measurement System Based on the IQRF Platform 285 

 

 

Fig. 5. Picture of coordinator without mounted transceiver module. 1 – transceiver slot,  
2 – RS-232 interface slots 

The standard monitoring procedure is being repeated every 10 seconds by the co-
ordinator (period can be maximally shortened to 750 milliseconds because of sensor 
conversion time for 12 bit measurement). At the beginning, coordinator sends request 
for data to every node saved in his memory. After receiving the signal, transmitters 
initiate the procedure of measurement. When the digital thermometer finishes collec-
tion of data, it sends it back to the node, which forwards data one hundred times to the 
coordinator as the packet of 7 bytes. To avoid interferences between packets from 
different transmitters, it was necessary to establish the delay between packets, which 
depends on logical address of the node i (eq. 1). 

 ( ) 0,ms501 ≠∧∈⋅−= iNiidelay  (1) 

In the end, receiver forwards data to the end device by the RS-232 interface (for 
example PC computer or PLC controller). Schematic diagram of whole procedure has 
been presented in Fig. 6. 

 

Fig. 6. Simplified pattern of communication between coordinator and nodes 
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4 Tests of the System 

In order to ensure that designed system is fulfilling its goals, three parameters of radio 
transmission has been checked: efficiency (ratio of received packets to the sent pack-
ets multiplied by 100 %), RSSI (Received Signal Strength Indication) and capacity. It 
has been tested with different transceiver modules (with PCB antenna or external 
antenna and with 868 MHz band or 433 MHz band). Figure 7 presents results of the 
research for single node with on-board PCB antenna and 868 MHz band, where effi-
ciency has been compared with the distance in industrial conditions. According to the 
research, efficiency stays at high level until 90 meters. Afterwards, it dramatically 
descends and reaches outcome of 47 % at the distance of 120 meters. Random and 
unexpected changes of efficiency results from local noises derived from industrial 
devices. Equation 2 shows mathematical model of efficiency. 

 ( ) ( ) ( ) >∈<∧+−= ⋅−⋅ −

120,0%8.99023.0
310064.5 xeeE xx  (2) 

where x is the distance expressed in meters. 
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Fig. 7. Change of efficiency in function of distance with exponential approximation, using on-
board PCB antenna with 868 MHz band transceiver module 

Research proceeded on the same conditions has been repeated for the transceiver 
with 433 MHz band. Fig. 8 presents outcome of the test. Basing on the results, effi-
ciency level is high until the distance of 80 m. At this point, efficiency gradually re-
duces and reaches about 10 % after 100 meters. Equation 3 presents mathematical 
model of efficiency in function of distance for the 433 RF transceiver module. 
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 ( ) ( ) ( ) >∈<∧+−= ⋅⋅−⋅ −

100,0%71.990094.0 76.1100917.0 4

xeeE xx  (3) 

Comparison of two different RF bands shows that between 60 and 80 meter occurs 
external noises resulting probably from industrial devices. However, the most im-
portant conclusion concerns range of the modules, which is 120 meters for 868 MHz 
band and 100 meters for 433 MHz band. At the point of 100 meters, where efficiency 
equals 10 % for 433 MHz band, efficiency for the other band equals 73 % (value of 
73 % is probably lowered by other noises, as for the 110 meters efficiency reaches 
almost 90 %). After 100 meters, none of the packets sent by node has reached the 
coordinator with usage of 433 MHz band. 
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Fig. 8. Change of efficiency in function of distance with exponential approximation, using on-
board PCB antenna with 433 MHz band transceiver module 

5 Summary 

Presented prototype of the wireless temperature monitoring system is characterized by 
its versatility and flexibility. It may be used in applications focused on building automa-
tion, industrial monitoring or automatic regulation systems. Easy change of the compo-
nents allows instant modification of the RF parameters or exchange of damaged  
modules. Tests for the single node revealed that at least one of the packets will reach the 
coordinator at the distance of 120 meters with PCB antenna, what means that measure-
ment will be completed. For the external antenna and 868 MHz band, range of the sys-
tem for the single node equals about 160 meters. Size of the communication devices is 
limited by the power supply, what gives basis to minimization by matching the proper 
source. To sum up, presented model may be starting point for developing a complex 
disturbed temperature measurement system for industrial applications. 
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Abstract. These paper presents research results of muscle EMG signal denois-
ing. In the same time two muscles were examined – an adductor muscle (biceps 
brachii) and an abductor muscle (tricpeps brachii). The EMG signal was fil-
tered using the wavelet transform technique, having selected the crucial pa-
rameters as: wavelet basis function (Daubechies 4), 10th decomposition level, 
threshold selection algorithm (Heurestic) and a sln rescaling function (based on 
scaled white noise). After denoising the signal, a short analysis of the outcome 
signal is performed. Such developed system has a wide application possibility, 
mainly in Mechatronic systems where it can be used for example in teleopera-
tion of a robot arm, control signals for a prosthetic arm, biomedical signal  
filtering or in rehabilitation aiding robots. 

Keywords: signal denoising, wavelet transforms, muscle EMG. 

1 Introduction – EMG 

Electromyography (EMG) is one of the most frequently used diagnostic techniques of 
peripheral nervous system – both in conventional and sports medicine. Muscle con-
traction is an effect of the nervous system functioning, therefore EMG is useful in 
diagnostics of various diseases associated with muscle reaction (contraction and re-
laxation) [1], and even in speech synthesizer development [2]. As a test method, EMG 
has been completely recognized and mastered, that makes the purchase of devices 
equipped with appropriate sensors and data acquisition modules achievable. The ex-
amination of electrical potential generated by muscle cells during contraction and 
relaxation is the essence of the EMG [3]. The value of the potential varies in relation 
to the signal from the central nervous system and at rest is determined at the level of 
about 70 mV (it may vary depending on the muscle size [4]). The electrical signal 
transmitted from the synapses to the muscle alters the value of the cells membrane 
potential in the range of 50 μV to 30 mV. Hence, by the usage of appropriate sensors, 
the detection of these changes results in a continuous signal. In turn, the muscle con-
dition may be estimated based on the potential change in the received signal. Then all 
collected information may also be used to determine the values of all the exoskeleton 
parameters, e.g. the force of a moved limb or the angle of the bended limb. Currently, 
EMG may be performed non-invasively via the sensors placed directly on the skin. 
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Many companies offer various models of electrodes of high sensitivity and accuracy, 
e.g. Delsys co., which offers sensors of 1.2 μV accuracy. A sensor generates continu-
ous voltage signal depending on the potential level of an examined muscle. However, 
the recorded signal is exposed to many disturbances of external and internal origin. 
Electromagnetic interference, drift of reference electrode or high frequency noises 
occurring during the measurement are the main cause of this disturbances. Frequency 
spectrum of this noises overlap the spectrum of the signal, therefore the problem with 
filtration of EMG signal is a complex one. 

During the EMG examinations, each time the sensors is placed by the user in  
a slightly different location. Therefore, it is appropriate and well-founded to conduct 
the research on the influence of sensor placement on the final result of the measure-
ment. It is crucial to determine whether the sensors displacement of millimetres leads 
to the significant errors, and whether to allow the user’s latitude in placing the sensor. 
In the case of EMG, the sensor displacement leads only to shift in the time of the 
signal graph, no significant differences in the levels or nature of results obtained have 
been noted [5]. 

2 Wavelet Denoising in EMG 

Wavelet analysis provides a powerful tool for signal analysis and in comparison with 
Fourier analysis, it allows to distinguish precisely both, the time and the frequency 
contents, and therefore enable to read many diagnostically useful information not only 
for the EMG signal but also for other biomedical signals [6]. Studies that used muscle 
bioelectric signals wavelet filtration provided significant and interesting findings. 

In the study [7] wavelet analysis was used to decompose the EMG signal of people 
affected by Parkinson's disease, significantly expanding knowledge of the nature of 
involuntary contractions in relation to that used by treatment of Parkinson’s. In the 
study [8] the authors use a new, original method – interscale wavelet maximum to 
support the diagnostic methods of neuromuscular diseases. Application of wavelet 
analysis allowed for separation of the unwanted measurement noise, allowing for 
searching of pathological signs of myopathy and neuropathy in the given test result. 
Studies [9] assumed applying wavelet analysis to assess the muscle fatigue, while the 
studies [10] and [11] wavelet filtration was used to support the analysis and classifica-
tion process of EMG signals in an active hand prosthesis. 

3 Upper Arm EMG Filterning 

Literature studies showed a lack of information regarding wavelet filtering of the 
biceps brachii and triceps brachii EMG signals. In order to cover that gap, research 
studies were carried out in the area of muscle tension during a simple pulling  
procedure.  

The experiment procedure involved pulling a stationary newton meter, applying up 
to 20 N pulling force. The position of the arm during the experiment was planned in  
a way to extort the arm from a rest position into full extension and then back to a rest 
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position. That way, it would be expected, the triceps muscle would have to overtake 
most of the force needed for the move. The role of the biceps muscle in that move 
was to be seen. Moreover, certain exact values correlated with the pulling force (from 
0 N to 20 N and then back to 0 N) were possible do estimate. 

In the experiment a NeuroTrack MyoPlus 2 electromyography device was used. 
Five signal electrodes were placed – two measurement electrodes and one reference 
electrode were placed on the biceps brachii, two other measurement electrodes were 
placed on the triceps brachii. 

 

Fig. 1. Comparison of wavelet details involved in signal filtering 

To properly reject the noise content from the signal a number of parameters should 
be considered. Firstly during the signal’s decomposition an appropriate decomposi-
tion level and subsequently, the wavelet basis function should be selected thought-
fully. To prevent data losses only orthogonal wavelet basis should be taken into  
account. Previous studies have shown that the Daubechies 4 (db4) basis is the most 
effective for analysing EMG signals [12]. Therefore, it can be assumed that the  
wavelet will also be best in filtering of the signal, and therefore, it was selected.  

Wavelet filtering exploits the fact that some of the signal details relate to the aver-
age value of the signal, while other to an average noise value. Therefore, if less im-
portant details related to noise are removed, the signal can be reconstructed on the 
basis of other details, without loss of significant information contained in the signal. 
On that basis, the next very important step is a selection of the appropriate threshold. 
To do this, it is essential to choose an appropriate threshold algorithm (Table 1) and 
the corresponding threshold scaling function. 
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Table 1. Threshold selection rules [13] 

Name Description 

Rigrsure Adaptive threshold selection using principle of Stein's Unbiased Risk Estimate 

Sqtwolog Threshold is equal to sqrt(2·log(length(X))) 

Heursure Heuristic variant of above options 

Minimaxi Minimax thresholding principle 

 
The comparison of wavelet coefficients for different threshold selection algorithms 

is presented in the Fig. 1. Thoughtful analysis of obtained results leads to the conclu-
sion, that during the reconstruction of the signal with the Sqtwolog threshold selection 
algorithm, fewer coefficients are involved in the reconstruction. Therefore, the recon-
structed signal can be considered as losing too much information. On the other hand, 
the rigrsure threshold method uses the biggest number of coefficients in the recon-
struction process and may be considered as leaving too much noise. 

The minimaxi threshold selection algorithm removes more coefficients from 1–6 
levels than the heuristic method, which removes more coefficients from 7–10 levels. 
Therefore, the heuristic algorithm may be found as the best removing noise from the 
EMG signal. However the lower details are correlated with lower frequencies and are 
related to the noise. Taking all that into consideration, it can be stared, that the Heur-
estic method is the best among all the other mentioned above and delivers the best 
filtered signal. 

The next step is to choose a threshold rescaling function. In MATLAB toolbox, 
three algorithms are available: a method based on basic white noise (one), scaled 
white noise (sln) and noise model with non-white noise algorithm (mln). The compar-
ison of rescaling methods is presented in the Fig. 2 where the details (d1–d10) of de-
composed EMG signal are also presented. The values of the details that are not within 
determined threshold range are removed from the signal. Using the algorithm based 
on the white noise model, most of the details are deleted and the important infor-
mation contain in the signal is lost, so therefore this method is unusable in this situa-
tion. One must note, that most of the noise acquired with the signal is white noise. 
The mln rescaling method basis on (black in the Fig. 2) does not effectively remove 
the noise. In this case, the determined thresholds are too low and almost the whole 
signal is classified as the original signal, and consequently none of its details are re-
moved. Hence, threw comparison, the best method that can be used is the scaled white 
noise method (sln). 

What is more, it can be observed, that the 10th decomposition level is the most 
suitable one, because the details from each of levels actively participate in the signal 
denoising process. 

Moreover, the soft tresholding method was used during the whole procedure of 
finding the best rescaling threshold function. This is due the fact, that the method 
provides high reliability in a lack of discontinuity of the filtered signal [13, 14]. 
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Fig. 2. Threshold rescaling function comparison 
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4 Data Analysis 

The EMG data obtained during the experiment was filtered using the parameters  
described in paragraph 3. The results are shown on Fig. 3 and Fig. 4. As it can be 
observed, thanks to the applied wavelet denoising procedure, a clear EMG signal was 
obtained. 

 

Fig. 3. Filtered biceps muscle EMG signal during contraction 

 

Fig. 4. Filtered triceps muscle EMG signal during contraction 

The results shown of Fig. 3 matched the expectations adopted at the beginning of 
the experiment. During the arm’s move the triceps muscle contracted gradually. When 
the pulling force was 20 N (at the extreme value) the registered muscle EMG signal 
was 400 mV. The triceps muscle should be maximally contracted at that point. The 
EMG signal confirms that theory. At this point, it can be observed that the biceps 
muscle, did not contract much. On the contrary, Fig. 4 shows that since the beginning 
of the move, its contraction weekend to the extreme value point (around 180 s). What 
can be surprising is that during the second part of the arm’s movement (pulling force 
from 20 N to 10 N), the biceps muscle should behave as in the first part of the  
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movement. Yet, the Fig. 4. clearly shows muscle contractions at the end of the 
movement. Their values and frequency indicate fast and strong contractions. This can 
be a sign of muscle vibration. During the arm’s movement the biceps muscle acted 
more like a stabilizing mechanism and it is likely that at the end of the movement the 
muscle’s fatigue factor occurred. 

5 Conclusion 

Wavelet filtration of the muscle’s EMG signal provides sensible and reliable effects, 
when all of the wavelet denoising parameters are selected properly. In this paper the 
best wavelet denoising parameters of arm EMG signal filtration are found, that is: 
wavelet (Daubechies 4), 10th decomposition level, threshold selection algorithm 
(Heurestic) and a sln rescaling function (based on scaled white noise). Moreover, the 
EMG signal analysis clearly showed that both muscles, the biceps as well as the tri-
ceps, were involved in the arms movement, one muscle acting as the main mover, the 
second more as the arm’s stabilizer. 

This system has wide application possibility, mainly in pre-processing in many 
Mechatronic systems. The denoised EMG signals, such as we can see in the Fig. 3. 
and Fig. 4 can be used in a practical matter, as for example, control signals for a pros-
thetic arm, in teleoperation of a robot arm, biomedical signal filtering [15] or in reha-
bilitation aiding robots. 

Further research should be focused on the development of suitable arm recognition 
system, which e.g. could base on LPC feature extraction algorithm [16, 17], combined 
with neural network or swarm classifier [18]. 
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Abstract. The article presents the results of tests of the temperature characteris-
tics of resistors with very low TCR and the lowest price in their class. The study 
was conducted in terms of their use as reference in the processing current-
voltage system in the magnetomechanic part of the analytical scale. However, 
they are also widely used in applications where the constant value of resistance 
in the whole measuring range is critical. The results not only confirm the use-
fulness of the tested resistors, but can also ensure significant cost reduction in 
many applications. 

Keywords: stable resistors, temperature coefficients, TCR. 

1 Introduction 

The article presents the temperature characteristics of UPR0.5 D10 resistors. They are 
distinguished by very low TCR (declared by the manufacturer), and the price many 
times lower than typical for comparable, commercially available components. Such 
stable resistors are widely used in applications where constant value of resistance in 
the entire operational temperature range is critical. For example, the elements are used 
as a reference in precision current-voltage processing systems. 

The manufacturer of the resistors only provides information on the TCR value in  
a narrow temperature range. To get a more complete picture of the temperature prop-
erties of the resistors, additional test were made as follows: 

• resistance stabilization time after power on, 
• whether the shape of the resistors temperature characteristics changes in  subse-

quent cycles of heating / cooling, and whether the resistors have a temperature 
hysteresis, 

• whether those characteristics are dependent on the rate of resistors heating, 
• the values of resistors temperature coefficients. 
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Additionally it was hypothesized (resulting from physical analysis) and verified, 
whether the temperature dependent changes in resistor’s resistance can be described 
by a curve of second degree [1]. 

The study was performed on the test stand developed for this purpose. Its operation 
is based on a differential measurement, which allowed for high accuracy of tempera-
ture characteristics obtained – at the 0.05 ppm/ ºC level. 

2 Object of Study 

The metal-foil resistors are characterized by the highest temperature stability [2].  
A market leading manufacturer of such resistors is Vishay company. The offered 
resistors are made of one of the three alloys based on nickel and chromium (i.e. K, C, 
Z). The relative change in resistance as a function of temperature for the resistors 
made of these alloys are shown in Fig. 1. 

 

Fig. 1. Relative changes in resistance of the reference resistor made of type K alloy, C alloy and 
Z alloy (Vishay materials) [6] 

Table 1. Parameters of selected temperature stable resistors 

 Type Producer Resistance range (Ω) Typical TCR (ppm/ºC) 

1 S102C (K) Vishay 1 to 150k ±1 
2 Z201 Vishay 5 to 100k ±0.2 
3 Z205T Vishay 5 to 300k ±0.2 

4 UPR0.5 D10 
Thunder 
Precision 

1 to 1M ±1 
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Some type of metal-foil resistors are presented in Table 1. They have very low 
TCR, but in application where the resistance stability is critical it could be too high. 
This forces the need to conduct own research of the TCR value. This in turn makes 
the use of resistors with a lower price justified. 

Therefore, the UPR0.5 D10 resistors, equivalent to Vishay S102C resistors, were 
selected for study. They are characterized by the low temperature coefficient declared 
by the manufacturer, and competitive price. These resistors are constructed of two 
connected components with opposite temperature coefficients (Fig. 2). It is the most 
popular method of temperature coefficient elimination [4]. They are available in  
2- and 4-legs configuration. Important parameters provided by the manufacturer are 
summarized in Table 2.  

Table 2. Datasheet parameters of the UPR0.5 D10 [7] 

All values are tested at the following condition: 
temp: 21–25 ºC, relative humidity: 45–60 % 

 

Parameter Value 
Rated dissipation, P70 0.50 W 
Operating voltage, Umax 600 V 
Tolerance ±0.5 % 
TCR ±1 ppm/ºC 

 

 

Fig. 2. Resistor UPR0.5 D10: (a) view, (b) the interior in 2- and 4-legs configuration, (c) two-
legs configuration cross-section, (d) a connection of the ceramic body and the legs 
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This information, however, is incomplete. To get a comprehensive picture of the 
temperature properties of these resistors, studies listed in the introduction were made, 
the results of which are presented in Section 4. The examined resistors analogy to resis-
tors from Vishay S102C (K Alloy) and physical results analysis [1], led to the hypothe-
sis of the square-function temperature characteristics shape, with a minimum around  
25 ºC, according to Fig. 1. Verification of the hypothesis is included in Section 4. 

3 Test Stand 

Operation of the test stand is based on the differential measurement – this results in  
a very high accuracy. Diagram of the measuring circuit is shown in Fig. 3. 

 

Fig. 3. Simplified electronic scheme of measurement circuit idea 

The examined resistor (R1) is connected in series with a reference resistor (R2) and 
powered by an high precision current source (I1). The voltage drops across resistors 
R1 and R2 are denoted, respectively, as U1 and U2. Their values are calculated from 
Ohm's law: 

             U = R · I.       (1) 

According to (1) they are: U1 = R1 · I1 and U2 = R2 · I1. Voltage drops are meas-
ured by the electronic circuit based on differential amplifier and are converted to out-
put voltage (Vout), the value of which is expressed in the relationship: 

             Vout = (U1 – U2) · k.       (2) 

where k – differential amplifier amplification, in the present case, k = 100. 

Finally, the output voltage in Fig. 3 is: 

             Vout = (U1 – U2) · k = I1 · (R1 – R2) · 100.       (3) 

To determine the temperature characteristics of the tested resistor (R1), it is heated 
in a controlled way, while the reference resistor (R2) is in the constant temperature or 
is heated (in this case, the differential characteristics of two resistors are received). 
The temperature (T) of the tested resistor (or both resistors) and the output signal 
(Vout) are continuously recorded. On that basis the sought characteristic is determined. 
TCR value is calculated as its inclination. 
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At charts presented in Section 4 the initial value of the measured signal is reduced 
to zero and expressed in ppm changes in the resistance of the tested resistor (R1).  
In each case tests were carried out after the stabilization of the system parameters (i.e. 
self-heating of the components and equipment), in stable external conditions. 

4 Results 

The presented results were obtained for resistance values R1 and R2 = 200 Ω and 
current I1 = 12.5 mA. For resistors of other values analogous results were obtained. 

4.1 Time of Indication Stabilization after Powering Up of Measurement Loop 

The temperature of the tested resistors may change due to the changes in ambient 
temperature (external heating of resistors), and as a result self-heating [5]. In order to 
make reliable measurements of the TCR the effects of these two phenomena must be 
separated. The easiest method is to wait until the resistor heats up as a result of cur-
rent flow through it, and its temperature will stop changing. The following are exam-
ples of waveforms obtained directly upon powering up of the measuring loop (without 
external resistors heating), for the same pair of resistors placed in the air (Fig. 4a) and 
between the copper blocks (Fig. 4b). 

 

Fig. 4. Characteristics obtained directly upon powering up of the measuring loop, for the same 
pair of resistors placed in the air (a) and between the copper blocks (b) 

Presented indication change is the result of self-heating of both the tested and the 
reference resistor. The self-heating time and value is greater when both of the resis-
tors are placed in air (Fig. 4a) and lower when both resistors are placed between the 
heating blocks (Fig. 4b). It is associated with better resistors heat dissipation in the 
second situation. 

As a result of a larger number of measurements, it was observed that the self-
heating time was somewhat shorter for the resistors placed between copper blocks and 
ranged 500–600 s. In contrast, when the resistors are placed in the air, that time was  
in the range of 600–1000 s. To carry out the measurements of other temperature  
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parameters of resistors, after the measurement loop powering up, one should wait for 
the stabilization of indication for the abovementioned time. 

4.2 The Parameters Change of the Resistor in Subsequent Heating Cycles and 
Hysteresis 

The studies presented in this section were made to determine whether the cyclic heat-
ing of the resistor results in the changes of the material structure, and whether those 
induce shift in temperature characteristic or change of the TCR. Resistors which had 
not been powered for at least several days were studied. The results are shown in 
Figures 5 and 6, and the TCR values obtained in subsequent cycles are summarized in 
Table 3.  

 

Fig. 5. Change of resistance deviation in time with the average value in the subsequent cycles 
of cooling-heating. Temperature changes also, but unscaled 

 

Fig. 6. Change of temperature in time in the subsequent cycles of cooling-heating 
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Table 3. TCR values in the subsequent cycles of cooling-heating of the resistor (▼ – cooling,  
▲ – heating) 

Cycle part 
▼ 
(1) 

▲ 
(1) 

▼ 
(2) 

▲ 
(2) 

▼ 
(3) 

▲ 
(3) 

Average 

Value 
(ppm/ºC) 

0.898 0.919 0.878 0.895 0.927 0.915 0.913 

 
On the obtained characteristics (Fig. 5 and 6) there is no observable shift in the re-

sult of a cyclic cooling-heating. The results obtained in subsequent cycles of cooling-
heating of the resistor are characterized by high repeatability. Obtained TCR values 
are summarized in Table 3. There was no difference in the TCR value between heat-
ing and cooling. Spread of the TCR values obtained was 0.05 ppm/°C. 

Based on the results, observations whether the resistors have temperature hystere-
sis in the cooling-heating cycle was also carried out. For this purpose, the temperature 
characteristics of were determined (Fig. 7). 

 

Fig. 7. Indication changes of resistance deviation in function of temperature in the subsequent 
cycles of heating and cooling 

There was a shift between cycles of heating and cooling. The whole shift takes 
place during the change of direction of temperature change. Otherwise, the character-
istics obtained during heating and cooling are parallel. It was also observed that the 
shift is independent of the value of temperature changes in the cooling-heating cycles. 

These observations indicate the cause of the observed loop, which is the different 
times of response to the temperature change in temperature detector, and the heating 
of the resistor tested.  

The studies indicate no temperature hysteresis in examined resistors. 
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4.3 The Rate of Change of Temperature, and the Value of the Temperature  
Coefficient 

The next issue that was analyzed was whether the resistors achieve the same tempera-
ture coefficients regardless of the rate of heating. For this purpose, measurements 
were made at different heating rates of the resistor tested. Sample results from a single 
heating cycle at different heating rates are presented in the following graph (Fig. 8). 

 

Fig. 8. Change of indication in function of the temperature, depending on the rate of the tested 
resistor heating 

The characteristics in Fig. 8 practically overlap. This is confirmed by the  
–0.590 ppm/°C TCR values obtained during the rapid heating (took 270 s), while 
during the slow heating (took 1350 s), it was –0,575 ppm/°C. It is a very small differ-
ence – less than the scattering of the results obtained during the cyclic heating-cooling 
in Section 4.2. Little or no effect of the rate of heating on the results is also confirmed 
by results shown in Fig. 7 – loops in each case close properly (and cooling takes place 
much slower than heating – Fig. 5). 

4.4 The Temperature Characteristics of the Indication Changes – Statistical 
Analysis, Comparison with Model 

In Part 2 a parabolic waveform of the resistors temperature characteristics with  
a minimum around +25 ºC has been hypothesized, in accordance with Fig. 1 (K al-
loy). In order to verify this hypothesis, seven resistors were studied (they were num-
bered for research purpose). The study consisted of single heating cycle conduction. 
For the analysis the change of resistance of the temperature deviation characteristics 
were determined. 

Then for each characteristic (using the least squares method) curve of the first and 
second degree was fitted, as well as coefficients of determination R2 [3] of those 
models. An example of the characteristic, along with marked curves of the first and 
second degree and the value of R2 is presented in Fig. 9. The test results obtained for 
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the resistors are summarized in Table 4. There are values of 2nd degree polynomial 
matching: 

• determination coefficient (R2), 
• polynomial parameters (a, b, c) , 
• temperature (Textr), for which there is an polynomial extremum, 
• indication change for the temperature change in the range of 20–30 ºC (ΔR(ppm) 

20–30 ºC), 
• TCR in the range of 20–30 ºC (ΔR(ppm/ºC)), assuming a linear characteristics 

nature (it can be done because for the linear fit R2 > 0.95). 

Table 4. Summary of the results of polynomial of 2nd degree matching 

Resistor a b c R2 Textr 

(°C) 
ΔR(ppm)  
20–30 °C

ΔR 
(ppm/°C) 

23 –0.0017 0.1897 –3.0577 0.9794 56 1.0 0.10 
27 0.0021 –0.6094 12.531 0.9994 145 –5.0 –0.50 
28 0.0233 –1.9297 33.812 0.9985 41 –7.6 –0.76 
30 0.0090 –1.208 20.941 0.9945 67 –7.6 –0.76 
31 0.0066 0.2334 –9.331 0.9995 –18 5.6 0.56 
34 0.0070 –0.8981 16.993 0.9991 64 –5.5 –0.55 
36 0.0042 –0.6805 11.804 0.9993 81 –4.7 –0.47 

 

Fig. 9. An example of characteristic obtained during the course of the heating of one of the 
resistors with matching curves of the first and second degree and coefficients of determination 
for these models 

The coefficient of determination (R2) for all experiments exceed 0.95. In this case, 
it must be assumed that the adopted model describes the changes observed experi-
mentally and the use of statistical tests is pointless [3]. By analyzing this data it is 
clear that the TCR in the range of 20–30 °C are within the ±1ppm/ºC range stated by 
the manufacturer. A second degree polynomial corresponds well with the experimen-
tally obtained results. The values of inflection points of the fitted curves reach very 



306 A. Juś et al. 

 

different values and there is no way to discern dependence. Therefore there is no 
technical possibility to utilize the fact that resistors have minimal thermal sensitivity 
in characteristics extremum. In addition, the TCR takes both positive and negative 
values. These observations are not consistent with the characteristics from Fig. 1. 
Theoretical characteristics do not reflect the experimental results. The probable cause 
of this discrepancy is inaccurate compensation of examined resistors parameters in the 
production process. 

5 Conclusion 

The research confirmed the usefulness of UPR0.5D10 resistors in applications requir-
ing high stability of resistance in the entire temperature operation range. The results 
obtained for all tested resistors were within the manufacturer's stated tolerance of  
±1 ppm/°C. Among the examined resistors were specimens of the TCR close to 0. 
This makes it possible to select components that meet the highest-possible require-
ments – components with declared TCR less than ±0.2 ppm/°C are currently not 
available on the market. As part of this study other functional characteristics of resis-
tors were identified: they do not change the properties during heating cycles, do not 
have hysteresis, have the same TCR regardless of the rate of heating. The undoubted 
drawback is the change in temperature of the resistor (and therefore resistance value) 
as a result of its self-heating, and above all a long time that it takes – about 500–1000 s.  

However, the results should be regarded as positive, and tested resistors highly use-
ful as an extremely stable element in many applications. 
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Abstract. Paper presents the methodology and results of magnetoelastic charac-
teristics investigation of three types of constructional steels. Investigated steels 
were formed into frame-shaped samples with both magnetizing and sensing 
windings coiled on their columns. Magnetic characteristics of materials were 
measured by computer controlled hysteresisgraph. In order to apply tensile 
stresses in material of the sample, special force reversing system was used.  
The tested samples and the procedure of their investigation were described.  
Obtained results were processed and presented in the paper as charts, which 
were analyzed and discussed. On the basis of the results, the conclusions were 
formulated, which are also included in the paper. 

Keywords: magnetoelastic effect, constructional steel, non-destructive testing. 

1 Introduction 

Nowadays steel is one of the most commonly used construction materials. Due to the 
large number of types, with a variety of physical and chemical properties, this materi-
al is used in many industrial applications. Very often elements made of steel are used 
in constructions working under large mechanical loads, for example in energetic in-
dustry. Due to financial  and safety reasons, it is highly recommended to monitor state 
of the materials working in such conditions. 

To reduce additional costs it is desirable not to damage monitored elements while 
testing them. It is the reason, why non-destructive tests are increasingly popular. Among 
them, methods enabling materials monitoring through their magnetic properties investi-
gation deserve special attention. Magnetic tests are based on the magnetoelastic effect 
involving changes of magnetic properties of material under the influence of external 
forces [1, 2]. It is only possible to use them for ferromagnetic materials. They  
allow to investigate state of material without tested element disassembly.  
Moreover, they are contactless, which simplifies investigating process. 
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The main obstacle for using magnetoelastic based non-destructive methods [3] is 
lack of knowledge about magnetoelastic characteristics of steel materials used in con-
struction. This paper attempts to fill this missing part of engineering knowledge by 
investigating magnetoelastic characteristics of three different types of constructional 
steels. The measuring method used for investigations is described, and obtained re-
sults are presented and discussed. 

2 Investigated Materials 

During the tests, magnetoelastic characteristics of three different types of construc-
tional steels were investigated. Each type of steel has unique mechanical and physical 
properties due to its individual chemical composition. 

• C45 [4] is a medium carbon steel of higher quality and strength used for engineer-
ing of mechanical components like crankshafts, axes, gearwheels and pump rotors. 
Its yield strength Re is over 350 MPa and its tensile strength Rm is 600–800 MPa. 

• X30Cr13 [5] is martensitic corrosion resistant alloy steel with addition of chromi-
um. It provides high resistance to various corrosion agents, such as weather condi-
tions, steam, gasoline, mineral oils, etc. This type of steel has good resistance to 
high temperature oxidation (up to 750 °C). It is used in energetic industry as mate-
rial for developing energetic turbines elements. Its yield strength Re is over 
350 MPa and its tensile strength Rm is 650–880 MPa. 

• 13CrMo4-5 [6] is heat resistant alloy steel with addition of chromium and molyb-
denum. It offers possibility to operate in high temperatures up to approximately 
550 °C. It is used in energetic industry for developing hot steam pipe lines, collect-
ing pipes and heater tubes. Its yield strength Re is over 280 MPa and its tensile 
strength Rm is 450–600 MPa. 

3 Methodology of Measurements 

3.1 Measurement System 

The schematic block diagram of measurement system used for magnetoelastic charac-
teristics investigation of tested steels is presented in Fig. 1. The main component is 
automatic system for soft magnetic materials investigation HB-PL30, which is con-
trolled by personal computer with software for control and data acquisition installed. 
HB-PL30 system is composed of current waveforms generator and the fluxmeter. 
Current waveforms generator is used for magnetizing waveforms of a predetermined 
amplitude and frequency generation. Generated current drives the magnetizing  
winding, causing changes of voltage induced in the sensing winding, which is meas-
ured and converted on the flux density value by the fluxmeter. Personal computer 
collects and processes measurement data, and saves obtained results in text  
files. 
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Fig. 1. Schematic block diagram of the measurement system for magnetoelastic characteristics 
of ferromagnetic materials investigation 

 

Fig. 2. Composition of the force reversor for conversion of compressive force into tensile force: 
–F – compressive force, +F – tensile force, +σ – tensile stresses, 1 – tested sample, 2 – moving 
bar, 3 – sample holder, 4 – cylindrical column, 5 – reversor base, 6 – upper bar 
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For stress generating, the oil hydraulic press is used. The oil press is manually op-
erated. Compression force generated by the press is converted into tensile force acting 
upon the sample by special force reversor, presented in Fig. 2 [7]. The device is de-
signed to convert compressive force acting on upper bar to tensile force acting on the 
sample, resulting in tensile stresses in the investigated material. The force reversor is 
made of aluminum, which is non-magnetic material, to avoid dispersion of magnetic 
flux from the tested sample into its material. Applied force is measured by precise 
force sensor with measuring range up to 100 kN, placed in the axis of the reversor. 
Signal from the force sensor is amplified and measured by voltmeter (1 V equals 
10 kN). Value of tensile stresses can be determined as a ratio of tensile force to the 
cross-sectional area of the columns of investigated sample.  

3.2 Tested Samples 

All investigated materials were formed into frame-shaped samples presented in Fig. 3. 
Using frame-shaped samples allowed to obtain uniform distribution of applied tensile 
stresses in the tested materials. Moreover, this shape allows to firmly lock investigat-
ed sample in the force reversor. 

 

Fig. 3. Frame-shaped sample of ferromagnetic steel used for the magnetoelastic tests 

 

Fig. 4. Distribution of windings on investigated sample (as an example magnetizing winding is 
used: I – magnetizing current, H – magnetic field)  
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In order to allow for measurement of magnetic characteristics of investigated mate-
rials, on the columns of all samples magnetizing and sensing windings were made. 
Each winding was made in two parts of equal number of coils (one part on each col-
umn of the sample). Then both parts were connected by soldering, as shown in Fig. 4. 
Uniform distribution of windings on sample’s columns was necessary to obtain closed 
magnetic circuit and to avoid dispersion of magnetic flux in material. Moreover, sens-
ing winding was located under magnetizing winding in order to decrease influence of 
demagnetization effects.  

3.3 Measuring Procedure 

Investigated samples were subjected to tensile stresses from 0 MPa to the point, 
where the rupture of the sample occurred. For each material, about 20 individual val-
ues of tensile stresses between 0 MPa and the rupture point were chosen as measuring 
points. At each point, magnetic characteristics of tested material were measured for 
four values of magnetic field amplitudes Hm. These values were dependent on coer-
cion field Hc previously measured in unloaded sample. Before each measurement, 
investigated sample was demagnetized. 

4 Experimental Results 

The influence of tensile stress σ on the shape of B(H) magnetic hysteresis loops of 
frame-shaped samples made of investigated materials, measured with magnetizing 
field amplitude Hm = 1.5Hc (with this amplitude changes in the shape of hysteresis 
loops are most noticeable), is presented in Fig. 5. Characteristics obtained for 0 MPa 
tensile stresses (unloaded sample), Villari point [8] and rupture point were chosen to 
present. Changes of shape of hysteresis loops under influence of tensile stresses are 
distinctly visible. It is noticeable, that basic magnetic parameters, like maximal flux 
density, remanence and coercion field, are also changing under the influence of ten-
sile stresses. 

Fig. 6 presents the magnetoelastic characteristics Bm(σ) of investigated materials 
where tensile stresses dependences of maximum flux density is visible. It is clearly 
noticeable, that in the initial part of characteristic, increase of tensile stresses causes 
increase of maximum flux density. After reaching the Villari point, where flux density 
reaches maximum value, decrease of its values with increase of tensile stresses oc-
curs. This changes are particularly evident for lower values of magnetizing field’s 
amplitude. It can also be seen, that for values of tensile stresses corresponding to yield 
strength, where elastic deformations of sample changes into plastic deformation, de-
creases of maximum flux density values starts to be the most significant. It is con-
nected with permanent changes in the material’s structure taking place under tensile 
stresses. 
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Fig. 5. The tensile stress dependence of magnetic B(H) characteristics of frame-shaped samples 
made of: a) C45 construction steel, Hm = 750 A/m; b) X30Cr13 corrosion resistant steel,  
Hm = 1200 A/m; c) 30CrMo4-5 heat resistant steel, Hm = 850 A/m 
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5 Conclusions 

Magnetoelastic characteristics obtained as a results of performed investigation show, 
that tensile stresses have significant influence on magnetic properties of construction 
steel. Especially for lower magnetizing fields, this influence is easily seen. Changes  
of shape and area of presented hysteresis loops under tensile stresses are clearly  
observable. 

Basic magnetic parameters of materials are also distinctly changing under the in-
fluence of tensile stresses. From the magnetoelastic based non-destructive testing 
point of view, changes of maximum flux density Bm are especially interesting. Pre-
sented magnetoelastic characteristics Bm(σ) of investigated materials are not monoto-
nous. There is an extreme, called Villari point, on each of obtained characteristics, 
where value of flux density is at maximum. Value of tensile stresses corresponding to 
Villari point depends on material – for each type of steel it is different. Because of 
this shape of Bm(σ) characteristics, it is impossible to precisely assess value of tensile 
stresses in material on the basis of value of maximum flux density. However, it can be 
determined, that if value of maximum flux density in material is higher, than its initial 
value in unloaded sample, the investigated material is subjected to acceptable values 
of tensile stresses from region of elastic deformation. On the other hand, if value of 
maximum flux density drops below the initial value, it is a clear signal, that tensile 
stresses in the material are in the region of plastic deformation and there is a danger of 
rupture of the element. It should be noticed, that described changes are most observa-
ble for lower amplitudes of magnetizing field. It proves, that magnetizing field’s am-
plitudes of the about 1.5Hc (coercion field) value are the most optimal for 
magnetoelastic based non-destructive tests. 

Moreover, presented results indicate, that for all three tested types of constructional 
steels, the nature of tensile stresses influence on magnetic properties of material is 
similar. It allows to suppose, that the nature of investigated phenomenon is the same 
for all types of constructional steels, which is very important conclusion for 
magnetoelastic based non-destructive methods of testing. It implies, that proposed 
method is universal enough to be used in industry for investigation of all types of 
constructional steels. 
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Abstract. Information about distance between tool and workpiece is crucial for 
proper machining process. In micro-milling, due to very small tool dimensions, 
observation of the tool position with regard to the workpiece is possible only 
with a microscope. Exploiting of different signals obtained during micro-
milling process in establishing the tool-workpiece contact moment is an inter-
esting and efficient way of improving accuracy of this activity. Data from  
sensors contain material that could be an large source of diagnostic information, 
which might be helpful from different points of view. This paper presents  
a method for detecting a contact between a tool and a workpiece based on a fu-
sion of the data representing the cutting forces and the accelerations. A digital 
signal processing algorithm introduced in this research, basing on the Fast  
Fourier Transform (FFT) and the Root Mean Square (RMS) calculations give 
positive results in field of the tool-workpiece contact detection and stands an al-
ternative for commonly used techniques exploiting microscopes with large 
magnification. The method is designed to work in real-time in order to be used 
in practical industrial applications and satisfy demands regarding the automatic 
tool-workpiece contact detection. 

Keywords: signal processing, micro-milling, tool-workpiece contact detection, 
cutting forces, accelerations. 

1 Introduction 

Obtaining information about the tool location with regard to the workpiece is crucial 
for correct micro-machining. The dimensions of the processed workpiece might differ 
prior to micro-milling due to the precision with which the previous machining opera-
tions have been carried. There is a need of finding the so called “zero point“ of the 
workpiece's surface along the Z-axis of the tool. Zero point is usually specified as the 
point at which the tool makes contact with the workpiece. 

There are different methods for on-line detection of the tool-workpiece contact in 
micro-milling. The easiest one, but also the most time consuming as well as the most 
demanding for the machine operator, is finding the contact by observation of the ro-
tating tool which is slowly moved towards the workpiece. Due to the very small tool 
dimensions (Fig. 1) this method requires usage of microscope for tool observation as 
well as dexterity of the human operator. 
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Fig. 1. Tool size compared with the size of coin 

There are some known methods for automatic detection of tool-workpiece contact 
as well. In [1] there is a proposition of a technique based on on-line tool-drive voltage 
monitoring. The main disadvantage of this method is the need for burr removal from 
the tool prior applying it. Burrs attached to the milling tool can cause current flow 
before real tool-workpiece contact to occur. 

Another method is based on an information about the vibration [2]. It could be 
measured by accelerometers attached to the machine spindle or the workpiece. Moni-
toring of the changes in the power spectral characteristics of the vibration signal al-
lows to detect tool-workpiece contact. This method is sensitive on the condition of the 
tool. Better results might be achieved with worn than with new tool. 

Acoustic emission (AE) signals usage for tool-workpiece contact detection is pre-
sented in [3, 4]. AE gives the best and the most repetitive results. Main disadvantage 
of this method is the cost of the acoustic emission sensor as well as the need of attach-
ing a sensor to the workpiece. 

In [5] the authors already proposed an original method for off-line tool-workpiece 
contact detection based on measuring the cutting forces and consequent processing of 
the acquired signal. However, to suit the needs of the practical industrial applications 
the previously proposed method needs to be modified to allow a real-time implementa-
tion, i.e. to be of an on-line type. Further research on that subject also shown that ex-
panding the mentioned method by fusion of other signals could yield even better results. 
This paper presents a method based on monitoring of many factors such as cutting 
forces and accelerations. It could also be extended in the future to take into account 
the acoustic pressure or the acoustic emission. 

2 Machine and Equipment 

Research work was performed on a prototype of a three-axial micro-milling machine 
SNTM-CM-ZUT-1 (Fig. 2a) which was build in the Centre of Mechatronics of West 
Pomeranian University of Technology, Szczecin. 

Schematic view of the above mentioned prototype is shown in Fig. 2b. A dynamome-
ter is attached vertically to the machine and a workpiece is mounted directly on it. Three 
accelerometers (1–3) are placed on the workpiece, each directed along different axis.  
In order to reduce the volume of the processed data and thus to ensure that the necessary  
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a)   b)  

Fig. 2. a) View of the micro-milling machine, b) Dynamometer and accelerometers direction 

processing will occur within certain time limits, as required by the real time applica-
tions, only the signals obtained from the dynamometer Z-axis as well as the accelerome-
ter no 2 are taken in account. 

A block diagram of the tool-workpiece contact detection system is shown in Fig. 3. 
Data processing is made with National Instruments PXI and LabVIEW software 
which ensures a possibility for real-time signal processing. PXI system also allows the 
use of a third party software for machine control. 

 

Fig. 3. Block diagram of on-line tool-workpiece contact detection system 

3 Method and Data Processing 

The most adequate data for achieving the desired goal is obtained from the sensors 
placed on the Z-axis, the one along which the tool moves. Due to the presence of a high 
amplitude noises in the cutting force and acceleration signals, initial filtering is required. 

A block diagram of the algorithm is shown in Fig. 4. Initially, with the tool away 
from the workpiece, the desired process parameters are measured and based on their 
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maximum values the noise threshold is set. Next, the tool starts to move towards the 
workpiece with step size Δz at linear speed v. During the tool movement, the cutting 
forces and the accelerations are recorded and then a consequent processing of the 
obtained data is performed. Fast Fourier transformation (FFT) and root mean square 
(RMS) values of signals are used. Based on the results of that processing the control 
algorithm estimates the moment at which the tool touches the surface of the 
workpiece. When this event occurs the process is stopped and "zero" point is set. 

 

Fig. 4. Algorithm of on-line tool-workpiece contact detection 

3.1 Cutting Forces Signal Processing 

Cutting forces data processing is based on the root mean square (RMS) value that is 
calculated for n signal samples (1). 
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where: 
 Si – i-th signal sample, 
 n – number of samples. 

There is a need of finding reference RMS value when tool is away from the 
workpiece. Later this value is compared with the current RMSa value in order to detect 
the moment the contact occurs. Reference RMS value is calculated as given by equation 
(2). 
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where: 
 m – number of averaged RMS values, 
 RMSi – i-th RMS value. 

To determine the moment of the contact an indicator coefficient might be used de-
fined as a ratio between the current and the reference values – RMSa and RMSref (3). 
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3.2 Acceleration Signal Processing 

The acceleration signal, due to a very high noise, must be processed with more com-
plex method than the one, used for filtering the cutting forces signal. It involves the 
switching to the frequency domain. The frequencies corresponding to the tool rota-
tional speed are used for the proposed analysis. Excitation frequency corresponds to 
the number of cutting blades and tool rotational speed and can be calculated from 
following formula (4): 

 z
n

fex 60
=  (4) 

where: 
 n – rotational speed [RPM], 
 z – number of cutting blades. 

For every subsequent N acceleration signal samples Fast Fourier Transform is  
calculated: 
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where: 
 x(tn) – input signal amplitude at time tn, 
 X(ωk) – spectrum of x, at frequency ωk, 
 ωk – k-th frequency sample, 
 N – number of time samples (number of frequency samples). 
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In order to avoid spectral leakage, averaging of two frequencies closest to the exci-
tation frequency is used. Similarly to RMS cutting force signal, currently obtained 
amplitude of excitation frequency is compared with reference amplitude registered at 
the beginning of the procedure of tool-workpiece contact detection. Acceleration con-
tact indicator value is calculated from formula: 

 
ref

a
ai Freq

Freq
C =  (6) 

where: 
 Freqa – current averaged amplitude of two frequencies closest to excitation 

frequency, 
 Freqref – reference amplitude. 

3.3 Signal Fusion 

In order to use two diagnostic signals related with the contact detection, signal fusion 
must be performed. The principle of presented here method is to exploit the forces 
contact indicator (CFi) to locate approximated section of a contact as well as accelera-
tion contact indicator (Cai) to define the exact moment of it. Best results were  
obtained after several experiments which allowed to introduce specific values of  
parameters dependent from material hardness. 

4 Experiment Results 

18G2 carbon steel was used as a workpiece. In previous operation the workpiece was 
grinded to obtain low surface roughness. Tool used for experiment was the Microcut 
82005 (0.127 mm diameter). Threshold value of contact indicator for the workpiece 
material was evaluated in several experiments. Then proposed method was tested in 
tool workpiece contact detection. Afterwards surface topography was measured in 
order to measure method error. 

Cutting forces signal in the time domain is shown in Fig. 5. There can be seen a lot 
of noise in the signal. 

 

Fig. 5. Cutting forces signal in the time domain 
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Cutting forces indicator signal in the time domain is shown in Fig. 6. After de-
crease of indicator's value, when tool contact starts, indicator value rapidly increases. 

 
Fig. 6. Forces contact indicator (CFi) value in the time domain 

Acceleration signal in time domain is shown in Fig. 7. There can also be seen high 
noise in the signal. 

 
Fig. 7. Acceleration signal in the time domain 

Acceleration indicator signal in the time domain is shown in Fig. 8. In like manner 
to cutting forces indicator after high increase of indicator value, when tool contact 
starts, indicator value rapidly decreases. 

 
Fig. 8. Acceleration contact indicator (Cai) value in the time domain 
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The result of fusion of CFi and Cai is presented in Fig. 9. Processing system use on-
ly to calculations those CFi samples which differ from reference indicator’s value by 
experimentally selected value (dependent from exoloited material; in this case it was 
–3 %.) to define possible area of the contact. Cai indicator helps to define the exact 
moment of tool – workpiece contact and is only taken into consideration within forces 
contact indicator sections. Presented method were tested for several cases and gave 
satisfactory results. 

 

Fig. 9. Fused contact indicator (Ci) value in the time domain 

Example of surface topography after tool-workpiece contact detection is shown in 
Fig. 10. Fig. 10a presents surface after classical tool observation with the microscope, 
overshot of this method is about 2 µm. Surface topography left by tool-workpiece  
contact method proposed in the paper is shown in Fig. 10b. Overshot of the method is 
comparable to the surface roughness. Twelve experiments were conducted in order to 
confirm method repeatability and results were similar to shown in Fig. 10. 

a)  b)  

Fig. 10. Surface topography after tool-workpiece contact detection: a) optical observation of 
tool, b) usage of proposed tool-workpiece contact detection method  
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5 Summary 

Surface topography measured after tool-workpiece contact detection shows that sur-
face roughness is comparable to the tool-workpiece contact overshot. Accuracy of the 
method is better than 0.5 µm, which is very hard to achieve by classical tool observa-
tion by machine operator. Crucial for the proper operation of the presented tool-
workpiece contact detection method is the proper manual selection of the threshold 
value of the contact detection indicator for current material. This can be performed by 
tool observation and by contact indicator values observation [5]. 

The proposed solution of an on-line tool-workpiece contact detection task signifi-
cantly facilitates the work of the machine operator and eliminates the possible human 
errors. Due to a high applicability of the described method and its varieties, three 
patent applications have been submitted to the Polish Patent Office. The presented 
solution is especially designed for micro-milling applications but could also be im-
plemented in any CNC machine system. 
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Abstract. Hand fingers have a high chance for injury during everyday life. 
Recovery of injured fingers is realized by physiotherapists, which manually 
conduct exercises. To help in therapy researchers are constantly inventing new 
methods of applying mechanical devices in the rehabilitation process. Actually 
there are conducted many studies of passive and active exoskeletons. Properly 
designed exoskeleton can help in movement and rehabilitation of paralyzed or 
not fully functional part of human body. It can be used also to increase human 
movement capabilities. This paper is a continuation of previously presented 
kinematic analysis of finger exoskeleton design which is based on three-link 
subsystem and one finger-leading link. In actual system the finger leading link 
is replaced by an exoskeleton that allows movement in distal and proximal 
interphalangeal finger joints. The main advantage of proposed design is that 
during operation finger is fully supported by the exoskeleton and there are no 
additional loads applied on its joints. The actually presented part of the full 
finger exoskeleton can be analyzed as an individual mechanism because in 
natural system the finger movement in metacarpophalangeal joint is realized 
separately in comparison to the movement in distal and proximal 
interphalangeal joints. The kinematic data are needed for the next step of design 
process, which define the dynamic forces acting in the system. This will allow 
the selection of actuators and proper design of all exoskeleton mechanical parts 
that will be used in a real life model. 

Keywords: finger, exoskeleton, kinematic. 

1 Introduction 

An exoskeleton exists in nature as a part of animal body responsible for its support 
and protection. Living organisms can be equipped in exoskeletons, or internal 
skeletons. There are however animals having both types of skeletons. For example  
a turtle has got an internal skeleton supporting its body and an exoskeleton (shell) 
which main function is protection of animal internal organs from predator attacks. 

Another type of exoskeleton is an artificial exoskeleton. We can divide this kind of 
exoskeleton designs for passive and active ones. The passive exoskeletons are used 
for ages and are called armors. They are used for protection against injuries that might 
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appear during the battle. Unfortunately the passive designs are decreasing human 
movement abilities due to the fact that exoskeleton weight has to be supported by 
human musculoskeletal system. 

An active exoskeleton is a device that can support human body and increase its 
movement abilities. Active exoskeleton needs power source which provides energy to 
actuators helping in movement of supported body parts.  

In literature we can find many active exoskeleton designs. Hybrid Assistive Limb 
[1] design supports lower and upper part of human body. It can be used in daily 
activities and its main purpose increase of human movement capabilities. For example 
the person using this particular exoskeleton is able to lift heavy loads up to 40 kg 
without muscle fatigue. 

Active exoskeletons purpose can be various. It can be used in daily activities but 
can also be aimed for military or industry. The possibilities of active exoskeleton 
applications can be also medical, by which we understand help in movement of 
paralyzed/disabled limbs or their rehabilitation. 

Examples of devices used for rehabilitation of parts of human body are presented 
in references [2–4]. In paper [5] an active exoskeleton design aimed for movement 
support of disabled/paralyzed part of the human finger is illustrated and discussed. 

In some cases an active exoskeleton can help during professional activities by 
limiting fatigue of supported part of the body [6]. 

Active exoskeletons may help in movement of full human body or only the 
selected part. In this paper an approach to finger exoskeleton design, especially finger 
exoskeleton movement in distal and proximal interphalangeal joints kinematic 
analysis is shown. 

This paper is a continuation of previously conducted kinematic analysis of finger 
exoskeleton design based on three-link subsystem and one finger leading link [7]. 

2 Kinematics of the Movement Mechanism 

The physical and geometrical model used for further analysis serves as the base of the 
finger exoskeleton design. This paper is a continuation of previously published 
kinematic analysis of finger exoskeleton supporting finger movement in 
metacarpophalangeal joint, and the previously obtained results are extended to apply 
and study the finger distal and proximal interphalangeal joints. The design is based on 
biomechanical information regarding human finger exoskeleton [8]. 

There are two main design assumptions. First of them is to provide finger 
movement abilities possibly closest to its natural behavior. The second is to separate 
finger joints from forces generated by exoskeleton, and support their movement. This 
approach allows not only supporting of disabled/paralyzed fingers, but also increasing 
forces produced by the finger to the level higher then, the natural model may offer.  
It should be emphasized that all internal joint forces are transmitted by the 
exoskeleton. 
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The main scheme on which the finger exoskeleton design is based, consists of the 
three-link subsystem and the six-link finger leading subsystem. The six-link finger 
leading subsystem kinematics is a topic of this paper. 

 

Fig. 1. Geometrical model 

The composition of the design is shown in Fig. 1. The basic system is an assembly 
of six-links. First link is defined by points H, F, O11, G, second one by F, K, third by 
K, O13, M, fourth by P, M, fifth by G, P, and sixth by O11, O13. The mechanism is 
driven by one actuator mounted between points O12 and H.  

Length of the system links are as follows: H, F, O11, G link – h, g, f, r; F, K link – 
c1; K, O13, M – k, p; P, M link – m; G, P link – s; O11, O13 link – b3. 

Sh4 and Su4 are the actuator mounting dimensions in respect to O12 rotation point, 
whereas x4 is the actuator outreach. System angles presented in Fig. 1 are selected in 
following order: α11 is the angle between O13, K segment and x axis; α12 is the angle 
between O11, F segment and x axis; α14 is the angle between G, P segment and x axis; 
α15 is the angle between segment perpendicular to P, M and x axis; α17 is the angle 
between O12, H segment and x axis. 
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The co-ordinates of points H(xH;yH), F(xF;yF), G(xG;yG), K(xK;yK), M(xM;yM); 
P(xP;yP) can be calculated in the following order [9]: 
(i) Point H(xH;yH): 
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(ii) Point F(xF;yF): 
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(iii) Point G(xG;yG): 
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(iv) Point K(xK;yK): 
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(vi) Point P(xP;yP): 
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(7) 

When we consider actuator movement in specified velocity V4 we can calculate 
angular velocities of system links. The actuator outreach x4 can be derived from the 
following formula: x4 = V4t. 

System angular velocities are defined via the following formulas: 
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(8) 

3 Results 

Solutions of the governing equations are found for actuator constant speed v4 = 0.1 m/s, 
total simulation time 0.5 s and system dimensions used in model adapted for left palm 
of 33-year-old man 1.8 m tall. 
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Fig. 2. System points trajectories on XY plane 

Fig. 2 shows trajectory of specified points during full movement phase in XY co-
ordinate system. We can observe circular trajectories of points H(xH;yH), F(xF;yF), 
G(xG;yG), K(xK;yK), and M(xM;yM) as well as the trajectory of point P(xP;yP), which 
position is determined by G, P and P, M links.  

 
Fig. 3. Link angles α11, α12, α13, α14, α15, α17 vs. x4 displacement 
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Fig. 3 shows system angle with respect to actuator displacement x4. This 
information is needed for basic actuator selection. As we can observe minimum 
required actuator outreach for the system is 0.054 m. In calculations was considered 
initial actuator outreach of 0.0065 m. 

 
Fig. 4. The angular velocities ω11, ω12, ω13, ω14, ω15, ω17 vs. time 

Fig. 4 shows system links angular velocities with respect to time for initial actuator 
constant speed v4 = 0.1 m/s and total simulation time 0.5 s. 

4 Discussion 

The proposed physical and mathematical models allow the control of a human finger 
movement. The method of calculation gives us an opportunity to collect data 
regarding movement of specified base points of finger exoskeleton in distal and 
proximal interphalangeal joints which is needed in next steps of design process. 

The calculations yield information regarding movement of finger exoskeleton links 
supporting finger in distal and proximal interphalangeal joints. The first step of 
calculation is determining the x, y co-ordinates of exoskeleton base points H(xH;yH), 
F(xF;yF), G(xG;yG), K(xK;yK), M(xM;yM), P(xP;yP) in full movement range. On Fig. 2 we 
can observe trajectories of mentioned points. The next step is determination of system 
link angles α11, α12, α13, α14, α15 and α17. On Fig. 4 is shown relation between actuator 
displacement x4 and α11, α12, α13, α14, α15, α17 angles. The next step is calculation of 
link angular velocities for specified actuator velocity V4. Fig. 4 shows time based 
diagrams of angular velocities ω11, ω12, ω13, ω14, ω15 and ω17. 
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Presented exoskeleton model is a part of full finger exoskeleton design. The 
calculations will be used as a base for system dynamics determination. Information 
regarding position of points and system angles connected with specified movement 
pattern of actuator gives an opportunity to calculate points linear accelerations and 
links angular accelerations. These information complemented with link mass and 
moment of inertia data will make possible definition of forces and moments acting in 
system during its operation, which is needed for further finger exoskeleton design 
phase. 
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Abstract. The article presents the problem of reference voltage sources based 
on Zener diode resistance to changes in power supply. The test stand, measure-
ment methodology and results are presented. Reference voltage sources are cru-
cial elements of analog-to-digital systems. They set the standard to which  
the measured voltage is compared to. Therefore, the stability of their work is 
critical for many areas of precision metrology. 

Keywords: voltage references, line regulation, electrical measurements, FPGA. 

1 Introduction 

Precision measurements are critical in many industrial systems. High-tech production 
lines require a high-resolution and reliable measurements system. The highest accura-
cy is achieved in voltage measurements, so even the non-electric values (like tempera-
ture or weight) are measured by transforming their value to voltage and measuring it. 
All precision analog to digital converters operate on the principle of comparison of 
the measured voltage value with the standard which is reference voltage source. The 
stability of this standard is crucial for the stability of the measurements. The greatest 
impact on the standard stability have: change in operating temperature, supply voltage 
change (line regulation) and changing of the output current (load regulation). Change 
in supply voltage can occur under the influence of changes in system conditions,  
disorders in the preliminary voltage stabilizer, or, if there is none, by changing the 
voltage of the system. 

2 Reference Source Utilizing Zener Diodes 

Voltage references based on the Zener diode are used in for voltage stabilization. Stabi-
lizers such as tested (i.e. up to 5 V) are based on the Zener effect, which is a rapid  
increase of current at a value exceeding the breakdown voltage [4]. An exemplary  
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current-voltage characteristics of the Zener diode is shown in Fig. 1 [5]. Typical stabi-
lizers in addition to the diode have a resistor connected in series, acting as a protection 
of the diode from damage due to excessive current. In addition, the resistor controls the 
reverse current, necessary for proper operation of the diode. 

With the increase in the value of the stabilizer bias voltage, the value of current 
flowing through the resistor and reaching the diode increases, resulting in increase in 
the voltage across the diode (Fig. 1). 

 

Fig. 1. Current-voltage characteristics of a typical Zener diode [5] 

3 Test Stand 

3.1 General Idea 

Schematic block diagram of designed test stand is presented in Fig. 2. 

 

Fig. 2. Schematic block diagram of test stand 
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The main idea of utilized test stand is based on high accuracy differential voltage 
measurement. The tested source is powered by the FPGA controlled regulated power 
supply. The output voltage is compared with a reference voltage source, powered by  
a stable voltage. The difference of these voltages is amplified and then measured by  
a data acquisition card and stored along with the corresponding value of the tested 
source power supply voltage. 

3.2 Variable Power Supply System 

Variable voltage reference system was built on the basis of the D/A converter built 
into the FPGA used (National Instruments – MyRIO), and non-inverting amplifier [1] 
with a gain of 3. Usage of amplifier was necessary because of insufficient range of 
D/A converter (0–10 V). Applied voltage was amplified, thus the range of tests  
(8–30 V) was covered. 

3.3 Voltage Measurement Circuit 

To acquire highest accuracy of measurement, it was decided to design differential 
measurement circuit. The wiring diagram of measurement circuit is presented in Fig. 3. 

 

Fig. 3. Wiring diagram of measurement circuit  

Tested voltage reference source is powered from the system described in Section 
3.2, whereas standard reference source is powered by the constant voltage from stabi-
lized power source. Operational amplifiers (U1 and U2) work as a voltage followers. 
Their main function is to provide high and constant impedance for voltage references. 
The next element of circuit is a differential amplifier built on U3 and R1, R2, R3, R4 
highly accurate resistors. As it can be proven [1], when following requirement 

kRRRR == 3412  is fulfilled, voltage held on the output of U3 is given by following 

dependency: 
 ( ) kVVVout ⋅−= 21  (1) 
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where V1 and V2 are output voltages held on operational amplifiers U1 and U2.  
Output voltage of measurement circuit is measured by data acquisition card, and  
processed by software using (1) in order to give information about tested voltage ref-
erence output change. 

4 Measurement Method 

Tests were performed on three different sources according to the following rules. 

4.1 Investigation of Single Supply Voltage Change Impact on the Tested 
Reference Source 

The study consisted of a single change in supply voltage of investigated source. The 
change took place in the 8–30 V range with 0.25 V increments. 

4.2 Investigation of Impact of Multiple Supply Voltage Changes on the Tested 
Reference Source 

The study consisted of five changes in supply voltage of investigated source. The 
changes took place in the 8–30 V (going up) range with 0.25 V increments and in the 
30–8 V (going down) range with –0.25 V increments. These studies were conducted to 
observe the potential hysteresis in characteristics of the tested reference voltage sources. 

5 Measurement Results 

On the following figures the results of the measurements conducted according to 
methodology described above. Additionally, on both characteristics there is black line 
marking the maximum allowable deviation according to [2]. 

The results obtained have significant repeatability. In addition, all the results are 
below the curve created on the basis of catalog data [2]. The measurement results 
obtained according to methodology from Section 4.2 presented in Fig. 5 show no 
noticeable hysteresis. Individual disorders are caused by noise in the measurement 
system and possible temperature variations. The logarithmic nature of voltage devia-
tion change in function of supply voltage is clearly seen. In order to better determine 
the nature of the changes a logarithmic curve fit was carried out: 

 ( )xbaf ⋅⋅= ln  (2) 

where a is amplitude and b is scale. 
Parameter b describes optimal multiplier of input values to obtain the best fit. 

When data have a clear logarithmic nature, it is in the range of 1 ±0.02, and does not 
carry useful information. The key parameter obtained after a match is a – the ratio 
between the fit and the function ( ) ( ).ln xxf =  It allows to specify the size of voltage 

deviation depending on the supply voltage. 
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Fig. 4. Measurement results according to the method described in Section 4.1 (1 – maximum 
allowable deviation, 2 – results of tested reference no. 1, 3 – results of tested reference no. 2,  
4 – results of tested reference no. 3) 

 

Fig. 5. Measurement results according to the method described in Section 4.2 (1 – maximum 
allowable deviation, 2 – results of tested reference no. 1, 3 – results of tested reference no. 2,  
4 – results of tested reference no. 3) 
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Fig. 6. Black line – maximum allowable indication is marked in black, red – measurement 
result, green – logarithmic fit and blue – the second degree curve fit 

 

Fig. 7. Black line – maximum allowable indication is marked in black, red – measurement 
result, green – logarithmic fit and blue – the second degree curve fit 
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The second degree curve fitting was also performed: 

 ( ) cbxaxxf ++= 2  (3) 

Sample curve fit is shown on Fig. 6 and Fig. 7, where the allowable [2] indication 
is marked in black, red – is the measurement result, green – is the logarithmic fit and 
blue – is the second degree curve fit. 

Fits (using the least squares method) were performed for all of the measurements. 
The results, together with R2 match coefficients are shown in the following table. 

Table 1. Comparisons of fitting parameters for single measurements 

Number 

of tested 

source 

Logarithmic fit 2 order curve fit 

Scale Amplitude R2 a b c R2 

1 1.01 17.7 0.990 –0.14 7.31 –42.2 0.98 

2 0.99 17.2 0.996 –0.12 6.62 –37.8 0.98 

3 1.02 15.0 0.992 –0.11 6.14 –35.3 0.98 

Table 2. Comparisons of fitting parameters for series measurements 

Number 

of tested 

source 

Logarithmic fit 2 order curve fit 

Scale Amplitude R2 a b c R2 

1 1.02 17 0.993 –0.14 7.37 –46.5 0.98 

2 0.98 17.2 0.994 –0.14 7.21 –33.9 0.98 

3 0.99 14.9 0.993 –0.12 6.4 –40.6 0.98 

 
Due to the high (0.98 and 0.99) R2 coefficient it was decided not to carry out fur-

ther statistical tests [3] in order to confirm the nature of the voltage changes impact on 
the reference sources characteristics. 

The parameters values obtained are characterized by high reproducibility regardless 
of the measurement methodology. Larger parameters changes in regard to method used 
are in the second order curve fit. Additionally, the parameters of the source no. 3 stand 
out (marked in blue in Fig. 4 and Fig. 5). They confirm greater resistance to changes in 
the power supply of that particular source, which is also visible in the graphs. 

6 Conclusion 

The results are shown, and they confirm both the literature and sheets data. Two types 
of approximations using known functions are presented – second-degree polynomial 
and a logarithmic curve. Logarithmic curve approximations are more accurate and 
better reflect the nature of the phenomena [5], and polynomial approximations allow 
for easier calculation of the estimated impact of changes in power supply voltage in 
industrial environment. 
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Abstract. Paper presents the test stand, measurement methodology and exem-
plary results of measurements of thermal characteristics of ultra-precise resis-
tors. Precise resistors are commonly used, as current-voltage converters or in 
precise current sources. Electric circuits are supposed to work in wide range of 
temperatures, which can change the resistance value, and thus be a source of 
unacceptable measurement error. Therefore it is important for designers and 
constructors to select the most temperature-stable resistors. The presented test 
stand is a reliable source of data about resistors temperature coefficients, with 
accuracy of 0.05 ppm/ºC. 

Keywords: resistors, temperature coefficients, measurement. 

1 Introduction 

Precision measurements are critical in many industrial systems. High-tech production 
lines require a high-resolution and reliable measurements system. The highest accura-
cy is achieved in voltage measurements, so even the non-electric values (like tempera-
ture or weight) are measured by transforming their value to voltage and measuring it. 
The second most common type of electric signal (after voltage) is current. The easiest 
way to measure it is to convert current to voltage drop on precise resistor and measure 
the value of that voltage. 

The temperature of resistors can change because of change in external operating 
conditions, as well as on account of self-heating [1]. The change of resistance caused 
by temperature is hard, but not impossible, to avoid. One of the most popular methods 
is to combine (serial or parallel) [3] two or more resistors with the same nominal val-
ue, which summed thermal coefficients as close to zero as possible. Therefore the 
manufacturers of ultra-precise measurements stands require the most precise infor-
mation about a sign and value of temperature coefficient of every precise resistor used 
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in circuit. Presented test stand can provide the data about temperature coefficient of 
up to 8 resistors in 5 minutes with accuracy of 0.05 ppm/ ºC. 

2 Precise Resistance Measurement Methods 

The most common resistance measurement method is based on Ohm’s law. A known 
current is passed through a resistor which causes voltage drop which is measured. 
This method is suitable for approximate resistance value measurement. For higher 
accuracy differential measurement is applied. Long known differential methods like 
Wheatstone bridge and Kelvin double-bridges. Those methods require usage of many 
resistors and potentiometers; wherefore they are hardly automatable (digital potenti-
ometers are not stable enough). 

Higher measurement range connected with high accuracy (0.2 ppm [1]) is achieved 
in current-comparator bridge, where nominal values of tested resistors can differ by 
many orders of magnitude. 

3 Test Stand Idea 

3.1 General Idea 

Schematic block diagram of proposed test stand is presented in Fig. 1. 

 

Fig. 1. Schematic block diagram of test stand 
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The main idea of presented test stand is based on high accuracy differential re-
sistance measurement. Tested resistor is placed between sources of heat, which 
changes its temperature, which in turn causes the change of resistance. This resistance 
is compared with resistance of reference resistor with the same nominal value, which 
is located in a stable temperature. 

The temperature on tested resistor is applied by external source, and is controlled 
by test stand operator. The change of difference of resistances is converted to voltage 
by measurement circuit. After passing through analog multiplexer voltage is measured 
by measurement and data acquisition card. As a result of measurement, operator sees 
the characteristic ∆R(T), which slope (calculated by test stand software) is resistors 
thermal coefficient. 

3.2 Resistance Measurement Circuit Idea 

To acquire highest measurement accuracy of resistance measurement, it was decided 
to design differential resistance measurement circuit with resistance – voltage conver-
sion. Electronic scheme of measurement circuit is presented in Fig. 2. 

 

Fig. 2. Electronic scheme of measurement circuit idea 

Tested resistor (R1) is connected in series with reference resistor (R2), and ultra-
high stable and precise current source (I1). Flow of current forced by I1 causes volt-
age drop on resistors. The drop of voltage on each resistor results from Ohm’s law 
and is linearly proportional to absolute value of resistance of each of the series con-
nected resistors: 

 IRU ⋅=  (1) 

Operational amplifiers work as a voltage follower (U1) and non-inverting amplifier 
(U2). Their main function is to separate current source I1 from the rest of measure-
ment circuit. Non-inverting amplifier (built on U2 with R7 and R8) also doubles the 
absolute (with respect to ground) value of voltage drop on reference resistor (R2). 
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Therefore on the amplifiers U1 and U2 outputs voltage with value (with respect to 
ground) proportional to absolute value of resistance of R1 and R2 is held. 

The next element of circuit is differential amplifier built on U3 and R3, R4, R5 and 
R6. As it can be proven [4], when following requirement kRRRR == 6534  is ful-

filled, voltage held on the output of U3 is given by following dependency: 

 ( ) kVVVout ⋅−= 21  (2) 

where V1 and V2 are output voltages held on operational amplifiers U1 and U2. 

Basing on (1), (2) and the knowledge of non-inverting amplifier (build on U2) [4] 
on the output of presented circuit voltage which value and sign is linearly proportional 
to difference of resistances is held: 

 ( ) ( )
3

4
2121 R

R
RRIkVVVout ⋅−=⋅−=  (3) 

Output voltage of measurement circuit is measured by data acquisition card, and 
processed by software using (3) in order to give information about resistance difference. 

3.3 Heat Source 

Tested resistors are placed between two cooper blocks. Each block is drilled and con-
tains ceramic pipe with resistance wire inside it. Ceramic was chosen to provide good 
thermal conjunction combined with electric isolation. Resistance wires (each with 
nominal resistance value 14 Ω) are powered by voltage-controlled current sources. 
Each current source has 1.25 A efficiency. The power of heat source is given by fol-
lowing dependency: 

 2IRP ⋅=  (4) 

Thus the power of heaters is around 44 watts and under laboratory conditions  
(22 ºC) increases temperature of tested resistors by 10 ºC in 6 minutes. 

Autodesk’s Inventor model of cooper block is presented in Fig. 3. 

3.4 Temperature Measurement 

The measurement of temperature is conducted with K-type thermocouple placed in 
hole drilled inside resistors casing. Thus the highest accuracy of actual temperature 
measurement inside tested resistor is achieved. Thermocouple is connected to pro-
grammable temperature-voltage converter with internal cold junction compensation, 
based on Pt 100 resistor. [5] On converter’s output voltage proportional to hot junc-
tion temperature is held, which is measured by data acquisition card and calculated by 
software to temperature value. The value of temperature is used for creation of ∆R(T) 
dependency as well as for temperature regulator. 
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Fig. 3. Model of the heating element made in Inventor, together with the concept of resistors 
and thermal shield arrangement 

3.5 Analog Voltage Multiplexer  

In order to minimalize usage of analog inputs in data acquisition card it was decided 
to use analog voltage multiplexer. Each tested resistor requires separated resistance 
measurement circuit with voltage output. High frequency measurements of those volt-
ages are not required, thus multiplexer switching frequency is maximum 10 Hz. Us-
age of multiplexer provides also effective scalability of presented test stand. In case of 
the need to increase number of simultaneously tested resistors, the change of multi-
plexer combined with the number of measurement circuits increase will fulfill re-
quested need. 

4 Test Stand Implementation 

Test stand referenced in previous paragraph was implemented in Industrial Research 
Institute for Automation and Measurements. The main idea remained as shown on 
Fig. 1. Test stand was implemented based on data acquisition card NI – USB 6361 
manufactured by National Instruments. For the ease of use, the control program and 
operator interface were made in National Instruments LabVIEW environment. Meas-
urement circuit remained as shown on Fig. 2, based on operational amplifiers  
AD 8639 (U1 and U2) and AD 8638 (U3), powered by differential ±7.7 V. Amplifiers 
have been selected because of some of the finest parameters among the commercial 
available equipment. The key parameters taken into account were:  

-  The low bias current Ibias, 
-  Low input offset voltage value Uos, 
-  Low coefficient of thermal offset voltage TCUos, 
-  A high power fluctuations damping coefficient SVRR, 
-  A high common signal damping coefficient CMRR. 
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Current source (I1 on Fig. 2) provides 12.5 mA. Maximal nominal value of tested 
resistor is limited by saturation voltage of operational amplifiers U1 and U2 and 
equals: 

 Ω==
⋅

= 300
mA25

V5.7

2max
tested

supply

I

U
R  (5) 

The maximum nominal value of tested resistors can be increased by lowering the 
value of current from precise current source. In implemented circuit board it is 
achieved by soldering different resistor in current source. Recommended values of 
reference current and reference resistors according to the nominal value of tested 
resistors are presented in Table 1. 

Table 1. Recommended values of reference current and suitable reference resistor according to 
nominal value of tested resistors 

Range of tested resistance 
[Ω] 

Recommended reference 
current [mA] 

Suitable reference resistor 
[Ω] 

0–350 10 250 
350–700 5 500 

700–3500 1 2500 

 

Fig. 4. Photo of the heating elements with the method of the test stand closing/opening 

Implemented temperature regulator based on PI algorithm provides temperature 
stability equal to temperature measurement resolution (0.1 ºC). 

5 Exemplary Results 

Exemplary results of measurement of UPR0.25 resistor manufactured by Thunder 
Precision Resistors with a nominal value of 150 Ω and maximal declared temperature 
coefficient of resistance ±1 ppm/ºC are presented in Fig. 5. 
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a) b) 

c) 

Fig. 5. Example result of measurement made on presented test stand prototype; a) change of 
resistance deviation in time ∆R(t), b) change of temperature in time T(t), c) change of re-
sistance deviation in function of temperature ∆R(T) 

The measurement concept was to put tested resistor between the cooper blocks and 
increase their temperature by 12.5 ºC. After that the heaters were turned off (imple-
mented PI regulator holds set temperature) and were slowly cooling. When tempera-
ture of tested resistors reached ambient temperature the analogical measurement cycle 
was applied. As a result the characteristics of temperature and resistance change in 
time were drawn, as well as characteristic of change of resistance versus temperature. 
Measured resistance thermal coefficient (calculated as a slope of linear fit of ∆R/T 
characteristic) equals –0.28 ppm/ºC. Measured value of thermal coefficient falls with-
in declared datasheet limits. 
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6 Conclusion 

Presented solution of test stand enables technological break-thru in industrial precise 
measurements of thermal resistance coefficients, which can result in higher measure-
ment accuracy in many measurement stands. Presented prototype provides high 
measurement accuracy combined with effective scalability. The increase of thermal 
coefficient measurement can be achieved by increase in temperature measurement 
accuracy, utilization of data acquisition card with highest A/C converters resolution, 
an increase of the measurement circuit’s amplification. 

Presented test stand is currently during implementation in RADWAG – Balances 
and Scales Company. 
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Abstract. Paper presents the methodology and results of magnetovision scanner 
system investigation of magnetic field disturbance sources. Special 
measurement test stand, utilizing magnetovision scanner and tri-axial 
Helmholtz coils was designed and built. The measurements of the homogenous 
magnetic field distortions caused by various ferromagnetic objects were carried 
out. The magnetic permeability related distortion effect was investigated. The 
ability for passive detection of ferromagnetic objects and determine their 
location was demonstrated. 

Keywords: magnetovision, magnetic field imaging, public security systems. 

1 Introduction 

This paper presents an application of magnetic imaging method for passive detection 
and localization of small, potentially dangerous ferromagnetic objects. The 
application of passive magnetic imaging system is vital, because the active metal 
detectors induction field can be sensed by specially constructed detonators. This 
applies particularly to the new generations of booby traps and IED’s (improvised 
explosive device), reacting to the presence of active detectors, and to some extent to 
magnetic influence AT mines, which presents a direct threat to minesweeper’s life 
[1]. Existing passive gradiometer systems are designed for deep-level search of 
relatively big targets, such as unexploded aircraft bombs, and even if are used for 
magnetic imaging, using data logging and GPS systems, they have very low 
resolution. Therefore a high-resolution scanning system intended for search of small 
targets from small distance, such as potentially dangerous baggage, is designed.  

Ferromagnetic materials can be magnetized by Earth magnetic field. Because their 
magnetic permeability is much higher than that of air, their presence creates a path of 
low reluctance, distorting lines of geomagnetic flux. Furthermore, most ferromagnetic 
elements have their own residual magnetism, which in effect causes them to act like  
a magnetic dipole. There is an open question however, about the magnitude of the 
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magnetic permeability related distortion effect of various ferromagnetic objects, 
especially in comparison with the remanent magnetization. 

To investigate this subject, special test stand was constructed, consisting of 
magnetovision scanner and high precision tri-axial Helmholtz coils. The 
magnetovision scanner is capable of planar magnetic field vector values distribution 
measurement, utilizing tri-axial high sensitivity magnetoresistive sensor. The 
Helmholtz coils were used to set the reference magnetic field for the measurement. 

2 Methodology of Measurements 

2.1 Measurement System 

The schematic block diagram of measurement system used for the investigation is 
presented in Fig. 1.  

 

Fig. 1. Schematic block diagram of the measurement system. HMR 2300 – magnetoresistive 
sensor, Sample – investigated object, Sm – stepper motors, C – stepper motor controllers, MI 
3.8.9 – trajectory generator, Ps – power supply, PC – controlling and image processing 
computer, LPs – laboratory power supply, A – ammeter. 

To investigate the permeability and remanence related distortion effect, special test 
stand was constructed, consisting of magnetovision scanner and high precision tri-
axial Helmholtz coils. The magnetovision scanner is capable of planar magnetic field 
vector values distribution measurement, utilizing tri-axial high sensitivity 
magnetoresistive sensor. Thin-film magnetoresistive sensors are the most suitable for 
magnetic imaging. They exhibit high sensitivity and have small size – typically 1 mm 
× 1 mm, or less [2]. The background field disturbances can be measured, mainly 
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disturbances of the natural Earth's magnetic field. Scanning probe system transit along 
parallel lines with a given interval (20 mm), setting the measuring plane (200 mm × 
200 mm). Unlike other existing gradiometer systems, application of tri-axial sensor 
enabled gathering information about the magnetic induction vector value and its 
direction with respect to each measurement point in the scanning plane, not only its 
absolute value, or value of only one component, as is the case with most Hall effect 
systems. Raw data are enough to visualize value and direction of the magnetic 
induction vector in all measurement points. Resolution of the images depends directly 
on the number of measurement points per measurement line. Visualization of the 
distribution of the magnetic induction vector absolute values, interpolated to 1000 × 
1000 points resolution, is also possible. Principle of operation and the target 
application of the magnetovision scanner has been described in [3]. 

2.2 Tested Samples 

For the purpose of the study, an steel cylinder, 70 mm in diameter and 20 mm in 
height was used as an sample object. Such element can simulate landmine for tests 
[4]. For further demonstration, steel folding knife 150 mm in length was utilized. 

2.3 Measuring Procedure 

Since the magnetoresistive sensor measures only the value of the three components of 
the flux density vector at a point in which it is physically located, a separation of 
distortion generated by an sample object from the background is problematic. The 
simplest laboratory solution is the differential measurement by measurement without 
the test object and subtracting the result from the measurement with an object. This 
method gives the best results, allowing precise separation of magnetic induction 
distribution of the background and the object, which allows for low-level noise in the 
resulting image. However, this method is possible only in certain conditions, where it 
is possible to make measurements with an object and without, in the same plane. For 
this reason, a method of differential measurement was developed, minimizing the 
impact of the background to the measurement results. 

Induction of the magnetic field on the axis of the magnet, in a vacuum, at a 
distance x from its center is expressed by the formula: 

33
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With this method, both the Earth's magnetic field as well as the other sources of 
background can be filtered out. In its basic form, a differential measurement is the 
measurement in two parallel planes, at the height x above the test object, and x + h, 
where h is the distance between the planes of measurement, and then subtracting the 
results. Distribution of flux density lines near a ferromagnetic object placed in  
the Earth's magnetic field is similar to a magnetic dipole field distribution. Since the 
value of the flux density B is reduced approximately in proportion to the cube of the 
distance from the source, if a ≈ x, distortion B1 caused by the object in the first 
measurement plane will be up to 8 times greater than the B2 in the second plane. 

If, however, other sources of magnetic field are at a significantly greater distance  
y >> x from the first measurement plane, their influence BBackground on the value of 
magnetic induction in the planes P1 and P2 will be similar. As a result it is therefore 
possible to get a rough image of the sample located a short distance from the sensor 
by subtracting the results of a measurement in the plane P2 from the results in the 
plane P1. Differential bi-plane measurement gives the absolute value of the difference 
in magnetic induction value between the measurement planes. A similar method to 
compensate for the impact of background on the measurement result is the gradient 
measurement used in astrophysics and geology (e.g. in gradiometers). In the 
generalization it is based on the measurement of the magnetic field or gravity values 
at different levels and the field gradient designation on that basis. Use of this method 
also yields good results, but the images obtained are distinctly different than those 
obtained by the differential method. They allow to distinguish between positive and 
negative areas of magnetic disturbance relative to the Earth's field, but the bi-plane 
measurement gives better picture of silhouette of the hidden object. 

To investigate the magnitude of the sample’s permeability related distortion effect, 
the Helmholtz coils were used to set the reference magnetic field for the 
measurement. First the steel sample was set in the center of the Helmholtz coils, the 
Earth’s natural magnetic field was compensated to zero value, and the magnetovision 
scanning was performed to measure the remanent magnetization distribution. The 
distance to the sample was set to 20 mm. Then Helmholtz coils were used to simulate 
natural field in the range of 40 µT acting in the X, Y, and Z axis of the sample, and 
the scans of magnetic field distributions were performed. Measurement results are 
gathered in the form of three signals, proportional to the induction vector components 
in measurement points. By the subsequent data processing, the planar distributions of 
magnetic field distortions related to materials permeability were calculated. 

3 Experimental Results 

On the following figures results of permeability related distortion effect investigation 
described in previous section are presented. There is a clearly visible change in the 
magnetic induction value distribution, depending on the presence and direction of 
external uniform field – Fig. 2–4. 
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Fig. 2. Planar measurement of magnetic induction value, steel cylinder sample. External field 
compensated to less than 0.1 µT. Only remanent magnetization of the sample is visible. 

 
Fig. 3. Planar measurement of magnetic induction value, steel cylinder sample. External field 
set to 40 µT in the Z axis (perpendicular to measurement plane). Slightly distorted remanent 
magnetization of the sample is visible. 
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Fig. 4. Planar measurement of magnetic induction value, steel cylinder sample. External field 
set to 40 µT in the Y axis (vertical on the picture plane). Obvious distortion of the field 
distribution is visible. 

 

Fig. 5. Visualization of the permeability related distortion, with the external field and remanent 
magnetization removed. External field set to 40 µT in the Z axis. 
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Fig. 6. Visualization of the permeability related distortion, with the external field and remanent 
magnetization removed. External field set to 40 µT in the Y axis. 

 

Fig. 7. Measurement of the position of dangerous object (folding knife), using the biplane 
differential measurement, merged with a photograph of the actual position of the sample in 
relation to measurement plane 
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Fig. 8. Measurement of the position of dangerous object (folding knife), using the gradient 
measurement without background separation, merged with a photograph of the actual position 
of the sample in relation to measurement plane 

On the Figures 5–6 the visualization of the permeability related distortion effect is 
shown, with the external field and remanent magnetization removed. 

To present the detection and localization capabilities of the developed scanning 
system, tests were made to detect complex ferromagnetic object from greater distance. 
Distance of the sample from the plane of the measurement was x = 100 mm. Fig. 6 
shows measurement of the position of dangerous object (folding knife), using the 
biplane differential measurement, merged with a photograph of the actual position of 
the sample in relation to measurement plane. Minimization of the background impact 
on the result is clearly visible. It is also clear, that this method provides the easiest 
way for localization of the sample, using the reference grid. In addition, the 
comparison of the results of the differential bi-planar (Fig. 7) and gradient (Fig. 8) 
methods was performed. The resulting magnetovision images were merged with the 
photos of actual position of the sample on the reference grid. 

4 Conclusions 

Experimental setup for planar measurements of vector distribution of weak magnetic 
fields distortions and to differentiate its sources was developed. Moreover, new 
methodology of measurement, leading to decreasing the impact of magnetic 
background on the visualization of the results was presented. The developed methods 
allow a visualization of the distribution of the magnetic induction vector absolute 
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values, its gradient as well as the value and direction of the magnetic flux density 
vector in different measurement points. Experimental investigation allowed for direct 
measurement of permeability-related distortion effect. The magnetic remanence 
related distortion was greater, but the measurements prove that the permeability 
related distortion is of comparable magnitude, and could work also for demagnetized 
objects. Based on the results, the location and size of the object can be determined, 
which is very useful from practical point of view. This opens the new way to use 
passive magnetic imaging in public security systems, in particular for the detection of 
dangerous objects by police forensic robots currently under development. 
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Abstract. In the paper, solution of the problem of vibrations which appears dur-
ing the maneuvers of quadrocopters is presented. Those special kinds of vibra-
tion aren’t related to mounting or manufacturing faults. In this kinds of flying 
machines the main sources of vibration comes from motors and/or propellers 
unbalance. The paper shows analytical description of the source of this prob-
lem. Mathematical description of rotor which was subjected of additional rota-
tion had been modeled in MATLAB/Simulink environment. It was shown, that 
correct set of parameters lead to total elimination of this kind of vibration. 

Keywords: UAV, propeller vibration, quadrocopter. 

1 Introduction 

A rotorcraft are one of the mechanically simplest constructions of flying machines.  
In the immediate past such structures were mainly within the area of interest of mod-
elers. Currently these aircraft have moved into a new stage of development. They are 
becoming not only a well-flying aircrafts, but also tools that enable performing tasks 
and services which have been so far impossible [1–3]. The increasingly serious appli-
cations call for improved quality and reliability. There are many applications which 
require high stability of fly and especially very low vibrations levels. One of them are 
photograph applications. From this point of view it is important that an aircraft be-
haves stably like a tripod, i.e. that it acts as an extension of a photographer’s arm. 
This seemingly distant target is gradually becoming more realistic thanks to the ef-
forts undertaken to improve the reliability and the quality of rotorcrafts. One should 
mention several areas which are still being on the development stage, such as automa-
tion [4–7], mechanics, area of new batteries and electric motors. In the paper authors 
of the article focused on the one issue which is associated with the vibration caused 
by rotors of a rotorcraft. Mechanical vibration has negative influence on the IMU 
measuring unit, which influence on behavior of the entire craft. The vibration also has 
negative impact on the quality of the tasks performed by the craft like recording im-
ages. Experience demonstrates that tackling the issue of vibration by applying rele-
vant vibration isolation solves some problems [11]. In real-life applications the issue 
of vibration is approached in a twofold manner. On the one hand, relevant vibration 
insulation is used [9, 12], while on the other attempts are made at eliminating the 
reasons of vibration [8]. The second approach lies within the area of interest of the 
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authors of this paper. Mainly observed vibrations doesn't result from rotor unbalance. 
Of course this source is also important and also plays important role. But the interest-
ing phenomena appears during rotation of a rotorcraft around roll or/and pitch axis.  
It is worth to note that those vibrations are much more perceptible than vibrations 
coming from motor and propeller unbalance. This phenomena was observed for many 
sets of propellers and motors. This observation motivated the authors to describe the 
problem in mechanical domain and answer the question: are those vibrations can be 
reduced? The first section will describe the physical basis underlying the occurrence 
of the vibration in which the authors are interested. The next section, based on com-
puter simulations, will present the results of comparing the vibration generated due to 
additional movement of a rotating rotor. In the last section, the authors will present 
the conclusions of their research, while indicating the possibilities of partial or full 
elimination of the vibration they analyzed.  

2 Mathematical Description 

Rotorcrafts are structures which consist of numerous power transmission systems of the 
motor-and-rotor type, installed on the arms which join together at the centrally-located 
body of such an aircraft. An example of such a structure is presented in Fig. 1 below. 

 

Fig. 1. Frame of a quadrocopter [10] 

The above-presented type of quadrocopter is the most widely used structure. There 
are also structures with three, six or eight arms. Structures with two motors at each 
arm, placed one above the other and generating unidirectional thrust, are also popular. 

 

Fig. 2. An arm-motor-propeller unit 
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Due to the simple structure (which is the advantage of solutions of this type), the 
aircraft's flight is controlled by tilting the entire body in a relevant manner. Such  
a solution serves its purpose well and guarantees relevant maneuverability. It is the 
necessity of making maneuvers that causes emergence of angular velocities due to 
tilting of a craft's body. This velocity appear as a additional velocity α  rotating arms 
of quadrocopter. Fig. 2 presents a single arm-motor-propeller unit which forms the 
basic element being the subject of the subsequent analysis. The motor rotates the pro-

peller with the speed of β , thus producing the required thrust. The arm additionally 

rotates around axis X at the speed of α . The speed α , as marked in the Fig. 2, has 
been selected in order to simplify the calculations, however also other components of 
the velocity emerge along the axis Y and Z due to rotation of the whole platform.  
It could be shown that additional rotation along axis Z doesn't introduce significant 
vibrations. Additional rotation along axis Y has similar effect like investigated rota-
tion along axis X and therefore would not be considered in next part of the article. 
Fig. 3, below, presents a simplified version of arm from Fig. 2. 

 

Fig. 3. The rotor unit reduced to its basic components 

The propeller has been simplified to two point masses of mS (point A and B), sepa-
rated by the distance r. The propeller is separated from the axis X by the distance of l. 

The propeller rotates at a constant speed of β . The angle α is the angle between the 

axis Z and the axis of the motor and result from rotation of rotor caused by tilting. In 
the analyzed case the axis of the motor rotated in the plane Y-Z was chosen. The  
location of points A(AX, AY, AZ) and B(BX, BY, BZ) in the coordinates system X, Y, Z is 
described below. 

 ( ) ( ) ( )βαα cossincos rlAZ +=  (1) 

 ( ) ( ) ( )βαα coscossin rlAY −=  (2) 

 ( )βsinrAX −=  (3) 
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 ( ) ( ) ( )βαα cossincos rlBZ −=  (4) 

 ( ) ( ) ( )βαα coscossin rlBY +=  (5) 

 ( )βsinrBX =   (6) 

Forces and torques are created as a result of rotation of the rotor around the axis X. 
Forces FX, FY, FZ and torques TX, TY, TZ can be determined based on the below  
equations: 

 ( )ZYZYYZYZSX BBAABBAAmT  −−+=  (7) 

 ( )ZXZXXZXZSY BBAABBAAmT  −−+=  (8) 

 ( )YXYXXYXYSZ BBAABBAAmT  −−+=  (9) 

 ( )XXSX BAmF  +=  (10) 

 ( )YYSY BAmF  +=  (11) 

 ( )ZZSZ BAmF  +=  (12) 

After substituting equations (1)–(6) and their second derivatives into equations  
(7)–(12) one come up with the following set of equations: 

 ( )( ) ( )( )ββααβ 2sin2cos22 2222  rrlmT SX −+=  (13) 

 
( ) ( ) ( ) ( ) ( )
( ) ( )( )]2cos1cos2

2sinsin2sincossin2[
2

2222

βαβα
βααβαααβ

−+

+−+−=




r

rrrmT SY  (14) 

 
( ) ( ) ( ) ( ) ( )
( ) ( )( )]2cos1sin2

2sincos2sinsincos2[
2

2222

βαβα
βααβαααβ

−+

+−−−=




r

rrrmT SZ  (15) 

 0=XF  (16) 

 ( ) ( )( )αααα sincos2 2 += SY lmF  (17) 

 ( ) ( )( )αααα cossin2 2 +−= SZ lmF  (18) 

While analyzing equations (16)–(18), one may note that the force do not influence 
on vibration. The equations of torque (13)–(15) have common features. Almost all 
components are related to angular position of the propeller. This relation introduces 
pulsation of torques on X, Y and Z axis. This pulsation has twice the frequency of the 
rotation of propeller. Amplitude of torques is also not constant but depends on accel-
eration and rotational speed of arm along axis X.  
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3 Simulations 

The chapter presents the results of exemplary simulations. The object subjected to 
simulation has been modified slightly in order to bring the theoretical considerations 
closer to their practical application. A second arm with a rotor has been added to the 
object. Both units are joined together at a point having a certain mass which repre-
sents the central part of an aircraft's structure. Fig. 4 shows the schematic diagram of 
the object. 

 

Fig. 4. A simplified model with two rotors and its reduced counterpart 

The concentrated masses 1 and 2 represent the motors with a mass of mm. The con-
centrated mass 3 represents the central part of the structure witch momentum J3. The 
arms connecting the two motors with the central part have been replaced by connec-
tions characterized by the stiffness of kiL and kiR and damping of biL and biR. In those 
values index i denotes the respective analyzed axis of the torques (X, Y, Z), while the 
indices R and L correspond to the right and left arm of the structure. To simplify 
simulation, influence of TX, TY, TZ torques on angular orientation of motor and propel-
ler in Z and Y direction was not considered. The system of equations presented below 
describes the dynamics of this complex object in respect to X axis. Similar set of 
equation describe object dynamics in respect to axis Y and Z. 

 
( )( ) ( )

( ) ( ) 0

2sin2cos22

3131

111
2

1
2

1
222

=−+−+
+−++

XLXXXLXX

XSXSSm

bk

rmrmlmhm

αααα
ββααβ




 (19) 

 
( )( ) ( )

( ) ( ) 0

2sin2cos22

3232
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2

2
2

2
222

=−+−+
+−++

XRXXXRXX

XSXSSm

bk

rmrmlmhm

αααα
ββααβ




 (20) 

 ( ) ( ) ( ) ( ) inXRXXXLXXXRXXXLXX TbbkkJ =−−−−−−−− 3231323133 ααααααααα   (21) 

where: h – the distance between the motor's and axis X, Tin – the control torque ap-
plied to the central point 3, αxn – angle of rotation of point mass n around the axis X, 
βk – the angle of rotation of the propeller for rotor k. 
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The simulations of system described via (19)–(21) equations were carried out in 
the MATLAB/Simulink environment.  

 

Fig. 5. Angular acceleration graphs for the central point of the model 

The figure above presents graphs showing the angular accelerations measured in 
point 3, i.e. at the central point of the platform. Image 1 presents the sine function of 
the propeller's rotation angle β. In this case both rotors were rotating at the same 
speed of 2500 rpm. Image 2–4 presents graph of amplitude of angular acceleration of 
the central point of the object. Frequency of acceleration pulsation is twice the fre-
quency of propeller rotation angle what could be compared based on image 1 and 
images 2–4. Interesting is amplitude modulation that could be seen on img. 2–4. The 
envelopes of angular acceleration signals are not pure function of sine or cosine, but 
depend on angle, velocity and acceleration of axis X. The figure 6 presents the graphs 
illustrating the angular orientation and the angular velocity of the main coordinate 
system located in point of central mass. The torque Tin has been applied in such a way 
so as to smoothly turn the entire structure by 180 degrees. Each subsequent simulation 
occurs with the same torque Tin. The influence of the torque oscillation on oscillation 
of the angular velocity of the central mass, is also very visible here. Interesting results 
are observed for a situation when identical angular speeds are set for the two rotors 
while there is difference in terms of phase shift between the rotors. 

 

Fig. 6. Shift and speed of the model's central point (3)  
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Fig. 7 presents graphs showing accelerations obtained as a result of a simulation 
involving an angular shift between the propellers equal to π/2. The oscillations of the 
torque, associated with rotation of the rotor, disappeared in the axis Y and Z (img. 3 
and 4). For axis X (img. 2) the amplitude of oscillations decreased substantially (by 
around a factor of 10).  

 

Fig. 7. The influence of the preset phase shift of the rotors on oscillation 

 

Fig. 8. Influence of preset phase shift of the propellers and bigger rigidity of the arms on vibra-
tion of the object 

The frequency of oscillations corresponds to the fourfold frequency of rotation of 
the propeller. After increasing the parameters of simulated model like stiffness and 
damping, the influence of the rotating propeller on generation of oscillation has been 
practically eliminated. This was presented in Fig. 8. It is only the accelerations gener-
ated by gyro moments that are left. This result could be proved on analytical way. If 
we consider equations (13)–(15) we can see, that all torque pulsation are the function 
of doubled angle. Let's consider single arm with motor and propeller. Let's introduce 
additional propeller, shifted about angle π/2. This case we can describe as a sum of 
two set of equations (13)–(15). After taking into consideration trigonometric proper-
ties listed below (22), (23), set of torque equations is reduced to form (24)–(26). 
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 ( )βπβ 2cos
2

2cos −=













 +  (22) 

 ( )βπβ 2sin
2

2sin −=













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 ( )( )α22 24 rlmT SX +=  (24) 

 ( ) ( )( )αβααβ cos4sin4 22  rrmT SY +−=  (25) 

 ( ) ( )( )αβααβ sin4cos4 22  rrmT SZ +−=  (26) 

Those equations doesn't depend on sine or cosine β angle anymore, so the torques 
will not pulsate. It was the goal of the authors. Because the rotational velocity of pro-
peller is constant first term of equations (25) and (26) is zero. Second term of this 
equations depend on velocity α  and this is the reason that the curves on plot 3 and 4 
on Fig. 8 are not pure trigonometric functions. 

4 Conclusions 

The paper investigates the phenomena of generation of adverse vibration which ap-
pears while a rotorcraft makes maneuvers. A model of the basic unit and simulation 
show that maintaining a permanent angle of phase shift between the two rotors led to 
a practically complete elimination of occurrence of oscillations of the torque for the 
all three axis. However such a solution would be difficult to implement in an aircraft. 
In practice the rotational speed of each of the rotors is set accordingly by a computer 
which controls the aircraft. In such a case there would be no possibility of maintaining 
a constant phase shift of the rotors. The calculations have demonstrated that the de-
sired effect of elimination of vibration is achieved while using a two propellers, set on 
single motor, rotated about angle π/2. Doubled propeller correspond to four symmet-
rically-spaced blades. The solution gives precisely the same effect as maintaining  
a constant angle of shift between the rotors. Similar effect could be achieved for pro-
peller with eight blades. But the torque oscillation will not disappear for propeller 
with three symmetric blades for example. In the next step, authors are going to per-
form investigations on real object. The rotorcraft with two set of propellers will be 
tested. Measurement of construction vibrations in typical mission of the aircraft 
should show the impact of two kind of propellers (two and for blades) on level of 
vibration on the board of UAV.  
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Abstract. Idea of the high-resolution eddy current tomography is presented. 
Proposed system gives possibility of cylinder-shaped elements made of both 
magnetic and non-magnetic materials testing. To validate the concept, the 
tomographic measurements were carried out on set of steel cylinders with non-
magnetic copper inclusion. Measurements were done during both linear and ro-
tational movement of the element. Achieved results indicate the high sensitivity 
of system, which creates possibility of its application for non-destructive testing 
of the elements made of ferromagnetic and non-magnetic materials. 

Keywords: Eddy current tomography, non-destructive testing, testing of ferro-
magnetic materials, testing of non-ferromagnetic materials. 

1 Introduction 

Tomography based tests are intensively developed for non-destructive testing of me-
chanical components. The main advantage of tomography is unique possibility of 
obtaining detailed information about the nature and shape of discontinuities in the 
tested element. However, commonly used X-ray tomography creates a number of 
risks typical for X-ray techniques. As a result, this technique is expensive and difficult 
to use in industrial environment. An alternative to the use of X-ray tomography can be 
eddy current tomography [3]. It allows for simultaneous measurement of magnetic 
susceptibility and resistivity of the material [4] in the tested element. Consequently, 
eddy current tomography opens completely new possibilities for detection of discon-
tinuities in structures in industrial conditions. 

There are two steps during eddy current tomography imaging [5]. First, influence 
of tested element on the coupling of two coils is measured during the movement of 
element. Next, the shape of the element together with its internal structure is recalcu-
lated with the use of finite element method, on the base Maxwell equations [6]. 

Different methods of inverse eddy current tomography transformation were previ-
ously presented [7–9]. However, it seems that development of eddy current tomogra-
phy setup with high spatial resolution and high accuracy of measurements was not 
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presented previously. This paper is filling this gap, which will enable further devel-
opment of more effective and accurate algorithms for inverse eddy-current tomogra-
phy transformation. 

2 Tomography Setup 

The schematic block diagram of experimental setup is presented in Fig. 1, whereas 
Fig. 2 presents the model element used for tests. 

 

Fig. 1. Schematic block diagram of experimental setup for high resolution eddy current tomog-
raphy: 1) tested element, 2 – driving coil, 3 – detection coil, 4 – stepper motor for rotation,  
5 – linear actuator 

Driving coil (2) is connected to sine wave current source. Measuring signal from 
detection coil (3) consist of both amplitude and phase shift. This signal is filtered by  
a band-pass filter to decrease noise level. On the base of these data, internal structure 
of tested element (1), from the point of view of magnetic permeability and conductivi-
ty, may be calculated on the base of Maxwell equations. 

During the measurement, the test object is rotated by the stepper motor (4). Addi-
tionally, after each rotation object is moved incrementally by linear actuator (5). 
Schematic block diagram of signal processing unit is presented in Fig. 3. 
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Fig. 2. Schematic block diagram of electronic signal processing unit in eddy-current tomography 
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Exciting coil is powered by a current sine wave with 2 kHz frequency, generated 
by a sinusoidal voltage generator circuit using ICL8038 integrated circuit and voltage-
to-current converter with large output current. Signal from detection coil is amplified 
and the first harmonic (2 kHz) is filtered. From practical point of view, other harmon-
ics are negligible due to the fact, that magnetization process for lower magnetizing 
field is connected with bending of magnetic domain walls. As a result it is nearly 
linear. 

After filtering, the electronic measuring system provides a measurement of both 
the amplitude of the signal obtained in the detection coil and the angle of the phase 
shift with respect to the magnetizing coil driving signal. Phase shift is measured as  
a tangent of the shift between the driving coil signal and detected signal. All measur-
ing data are collected by ARM1114 microcontroller produced by NXP. This  
microcontroller also controls both linear and rotation actuators as well as provides 
measuring data to PC for further processing. 

For determination of spatial distribution of both magnetic permeability μ and  
resistivity ρ finite element method can be applied [10–12]. This method utilizes fun-
damental Maxwell equations written in frequency domain [5, 6]: 

 ∇ × E = –jωB (1) 

 ∇ × H = E/ρ + jωεE (2) 

 ∇·(E/ρ) = 0 (3) 

Moreover, for frequencies up to 10 kHz, electromagnetic coupling may be  
neglected. As a result, both spatial distribution of magnetic permeability μ and resis-
tivity ρ in the tested element may be calculated on the base of solution of partial  
differential equations, as it was presented before [11, 12]. 

3 Results of Investigation 

Experiment was carried out for three cylinders made of S235 JR construction steel. In 
each cylinder copper block inclusion was made. The inclusion block was inserted 
13 mm into the cylinder, whereas its wideness was 4 mm, 8 mm and 12 mm respec-
tively. As it is presented in Fig. 3, the copper block inclusion was made on whole 
length of model element. 

 

Fig. 3. Model element consisting construction steel S235 JR cylinder with copper inclusion 
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Fig. 4. Visualized results of measurements the volume of amplitude of the signal on detection 
coil as a function of linear movement L and rotation φ for model steel elements with copper 
inclusions width: a) 4 mm, b) 8 mm, c) 12 mm 
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The results of measurements of amplitude on the detection coil for all three testing 
elements are presented in Fig. 4, while the results of measurements of the tangent of 
angle between signal on measuring coil and signal given on driving coil are shown in 
Fig. 5. Figures show the changes of amplitude value and of tangent of the angle be-
tween signals, as a function of the rotation and linear movement of the test element. 

 

 

 

Fig. 5. Visualized results of measurements the volume of tangent of angle between signal on 
measuring coil and signal given on driving coil as a function of linear movement L and rotation 
φ for model steel elements with copper inclusions width: a) 4 mm, b) 8 mm, c) 12 mm 



378 J. Salach 

During the tests the repeatability of measurements was verified. Standard deviation 
of measurements in point doesn’t exceed 1 %. Such high repeatability is very  
important from the point of view of accuracy of the results of further inverse  
tomographic transform. 

 

 

 

Fig. 6. Results of measurements of amplitude of the signal on detection coil as a function of 
linear movement L of the element and its rotation φ for copper rod elements with different 
width of steel inclusions: a) 4 mm, b) 8 mm, c) 12 mm 
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Results of similar measurements of amplitude and tangent of angle between signal 
on measuring coil and signal given on driving coil, carried out in the same conditions, 
but for copper rod elements with diversified steel inclusions are presented in figures 6 
and 7 respectively. 

 

Fig. 7. Results of measurements of tangent of angle between signal on measuring coil and 
signal given on driving coil as a function of linear movement L of the element and its rotation φ 
for copper rod elements with different width of steel inclusions: a) 4 mm, b) 8 mm, c) 12 mm 
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4 Conclusions 

Eddy current tomography setup presented in the paper creates possibility of tomogra-
phy measurements with resolution much higher than previously reported [7]. Moreo-
ver, obtained results confirm possibility of non-magnetic inclusion in ferromagnetic 
cylindrical elements assessment. Value of amplitude in sensing coil changes up to 
60 % during the measurements and up to 400 % for measurements of similar steel 
rods. Tangent of angle between signal on measuring coil and signal given on driving 
coil for test elements described above changed about 40 % and 60 % respectively. 
Repeatability of these measurements was measured by standard deviation of indica-
tion. It was about 1 % for both amplitude and tangent of angle between signal on 
measuring coil and signal given on driving coil. 

The results presented in the paper confirm, that presented eddy current tomogra-
phy setup is suitable for non-destructive testing of rod-shaped elements. During the 
tests, the spatial distribution of both permeability μ and resistivity ρ can be deter-
mined. It creates the possibility of detection of all types of discontinuities in construc-
tion materials, both ferromagnetic and non-magnetic. 
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Abstract. Rapidly quenched amorphous and nanocrystalline alloys in form of 
thin ribbons are for several decades already among traditional materials used in 
construction, biomedical, catalytic and mainly electromagnetic applications. 
These alloys exhibit excellent properties tunable by a wide range of tools – 
compositional optimization, pre-preparation and post-preparation processing. 
The contribution focuses on recent technologies of preparation of metallic 
glasses with enhanced thickness and consisting of different alloy layers. Spe-
cific processing aspects to optimize the desired properties are presented. Atten-
tion is given also to possibilities of using these materials for power electronics, 
sensors, actuators and mechanical construction elements. 

Keywords: amorphous alloys, magnetic materials, thermal treatment. 

1 Introduction 

Alloys prepared by rapid quenching of the melt in metastable, usually amorphous, 
state are known since 1959, when Au-Si based splat-quenched flakes were first pre-
pared [1]. Since then intense effort has been devoted to the development of techniques 
of rapid melt-quenching with quenching rates estimated to be of the order of 105 K/s – 
106 K/s, most frequently planar flow casting, as well as to the compositional design of 
amorphous alloys. Typical magnetic binary amorphous alloys consist of a major,  
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usually ferromagnetic element such as Fe, Co, Ni, etc. combined with a suitable glass-
forming element, in these cases usually B, Si, P, C, etc. Combination of these in order 
to obtain specific properties yields numerous ternary, quaternary and multicomponent 
metallic glasses. 

Excellent soft magnetic properties of amorphous alloys have been in many aspects 
surpassed in 1988 by Fe-Si-B based alloys with small additions of nucleating agents 
such as Cu and growth-limiting elements as Nb. Such chemical composition denoted 
as FINEMET [2] leads upon suitable thermal treatment of originally amorphous state 
to the formation of nanocrystalline ferromagnetic grains embedded in remaining 
amorphous matrix; nanocrystals fill up usually more than 50 volume percents of the 
entire sample. Further research has lead to preparation of Fe-Cu-Zr-B based nanocrys-
talline alloys with higher saturation magnetization denoted as NANOPERM [3] or 
HITPERM [4], based on (Fe-Co)-Zr-B type systems. The discovery of soft magnetic 
nanocrystalline alloys produced by crystallization from amorphous state has been 
followed by discoveries of nanocrystalline alloys based on non-magnetic elements 
and paralleled by development of bulk metallic glasses or bulk nanocrystalline com-
posites. Detailed information about the composition, preparation, structure, properties 
and applications of these materials can be found in recent reviews [5–10]. 

Neither nanocrystalline nor amorphous rapidly quenched alloys are used in as-cast 
state – their, while unique, properties are optimized and stabilized in post-preparation 
processing steps which may involve thermal, magnetic, mechanical or combined 
treatments suitably arranged in time and/or temperature sequences. A combination of 
such processing with compositional optimization can lead to exceptional properties 
tailored for specific applications [11–13]. 

This work presents a selected set of compositional and processing treatments in or-
der to show the existing potential of rapidly quenched amorphous and nanocrystalline 
alloys. 

2 Thermal and Magnetoelastic Treatment of Co-Based 
Amorphous Alloys 

The system of the type Co71-xFexCr7Si8B14, where x = 0 – 12 belongs to the best soft 
magnetic systems used in amorphous state. Its typical properties are shown in Table 1 
for x = 4. Its stability, transition from ferromagnetic to paramagnetic state, relaxation 
and crystallization temperature intervals are shown in Fig. 1. The shape of hysteresis 
loop can be relatively easily influenced over a wide range by heat treatment – in mag-
netic field and/or under mechanical stress. Flat or rectangular shape (Br/Bs → 0.95) 
of hysteresis loop thus can be obtained without deterioration of coercivity, which 
remains very low, typically below 1 A/m. An example of stress annealing on the hys-
teresis loop and the effect of applied tensile stress on the change of slope of the loop 
is shown in Fig. 2 [14]. 
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Fig. 1. DSC traces of Co69Fe2Cr7Si8B14 ribbon in as-quenched state and after isothermal relaxa-
tion at 623 K/1hour and temperature dependence of “magnetic weight” and electrical resistivity 
(heating/cooling 10 K/min). The position of Curie temperature TC is shown, defining potential 
temperature intervals for magnetic field annealing or for internal stress-relaxation annealing. 
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Fig. 2. The influence of applied stress on the change of shape of hysteresis loops of isothermal-
ly stress-annealed Co69Fe2Cr7Si8B14 ribbon [14] 
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Table 1. Typical properties of the Co67Fe4Cr7Si8B14 amorphous alloy 

Parameter  Value 

Permeability (initial)1), 2) µin 6 – 13 × 103 

Maximum amplitude permeability 2) µmax 50 000 

DC coercivity HcB [A/m] 0.6 – 1 

Saturation flux density (300 K) BS [T] 0.56 – 0.59 

Curie temperature TC [°C] 270 

Specific core losses (10 kHz, B = 0.4 T) p0.4 [W/kg] 29 

Saturation magnetostriction λS [ppm] 0.08 
1) at H = 0.04 A/m, 2) at f = 200 Hz 

Stress-annealed Co71-xFexCr7Si8B14 ribbons with x=2 or 4 can be conveniently used 
as cores for magnetoelastic strain sensors due to the response of hysteresis loop to 
deformation as shown in Fig. 2, high linearity in a wide interval of magnetizing fields, 
minimal coercivity and very low saturation magnetostriction (negative or positive, 
depending on the Fe content). Additionally, excellent corrosion resistance and high 
elastic deformation (up to 3000 ppm) predestine them for use in harsh environments. 
The sensor assembly, where a piece of stress-annealed ribbon ~10 cm long is inserted 
into a simple double-coil transformer, can be easily magnetized via primary winding 
while the secondary pick-up winding with a convenient yet simple feedback ensures 
constant induced voltage. In such setup the applied strain is almost linearly propor-
tional to the magnetizing current according to the formula [15] 

1 2 2mag SI C U C Eλ ε= −      (1) 

Here Imag is the magnetizing current measured as voltage drop over a suitable resistor, 
U2 is the induced voltage, ε is the measured strain and E is the Young’s modulus of 
the ribbon (~200 MPa) and C1 and C2 are constants. The realization of the sensor and 
electronics [16] is shown in Fig. 3. 
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Fig. 3. Left: Measuring principle of stress sensor based on stress-annealed Co69Fe2Cr7Si8B14 
ribbon with feedback to ensure constant induced voltage. Magnetizing current is used as signal 
for strain detection. Right: stress sensor assembly. 
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Fig. 4. Strain sensor installation on steel gates of Gabcikovo Water Power Plant (Slovakia). 
Left: underwater location of the magnetoleastic sensor with plastic mechanical cover. Right: 
four sensor installation points on the gate (indicated by arrows) spaced vertically 10 m apart. 
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Fig. 5. Monitoring of signals from strain sensors on the gate shown in Fig. 4. during operation 
(opening and closing) of the gate for several days showing the frequency of gate operation, 
deformation by flooding of the water chamber and due to changing water level. 

Using generator frequency of 5 kHz and transformer coils with 100 and 200 turns, 
output signals of the order of several tens of mV for U2 and several tens of mA for 
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Imag can be achieved, allowing high-speed readout (up to 500 Hz) with 10-bit accura-
cy. Operation in environments with high EMF or even in proximity of magnetic con-
struction materials (construction steels, reinforcement cables, etc.) is feasible – if the 
spacing between the sensor pads and the measured material is more than 5 mm, the 
accuracy of the sensor remains better than 1 %. 

The sensor assembly can be installed on diverse supports to facilitate installation – 
simple heavy-duty steel pads or thin stainless sheets can be used. These can then be 
attached to the measured objects such as rock or concrete walls, steel beams or gas/oil 
pipelines. Inexpensive waterproofing and covering against mechanical destruction 
makes the sensor applicable in diverse harsh environments in hydrology (Fig. 4), soil 
mechanics, geology as well as in conventional civil engineering. Sensors can easily be 
configured (mounted inside a rigid hollow tube or cube) to provide a 2D or 3D infor-
mation, giving thus information about the deformation vector – strain magnitude and 
direction.  

Heat treatment of the Co-Fe-Cr-Si-B ribbons above TC, yet below crystallization 
temperature (up to ~400 °C) leads to relaxation of internal stresses. This has beneficial 
effect on the domain structure of the material and leads to improvement of related 
magnetic properties. As-quenched material exhibits coexistence of narrow zig-zag 
closure domains (surface) as evidence of  internal  quenched-in stresses  together with 
wide bulk domains oriented generally in the direction of the long ribbon axis (Fig. 6 
left). Simple thermal annealing (relaxation annealing, Fig. 6 middle) leads to disap-
pearance of zig-zag domain patterns and increase of the size of the bulk domains. 
Domains after annealing in magnetic field show almost perfect preferential orienta-
tion with applied field (Fig. 6 right). 

 

   

Fig. 6. MOKE images showing domain structure in as-cast state and after annealing at 240 °C 
for 1 hour without and with applied magnetic field 0.3 T. Marker size 0.1 mm 

A necessary condition for improvement of domain structure is a careful control of 
surface roughness, production defects, oxides, inclusions or impurities. In order to 
achieve this it is necessary to quantify the roughness of both surfaces (“wheel” sur-
face and “air” surface) of rapidly quenched ribbons. This is possible by the use of 
microscopy techniques which provide quantitative topological information over  
a significant area of the surfaces. Among such techniques are light microscopy,  
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confocal microscopy or digital microscopy. Typical values of average and effective 
roughness are about 200 nm and 300 nm, respectively, and together with topography 
or profile analysis represent a technology fingerprint of the material. Successful con-
trol of roughness can be achieved in the preprocessing stage by using raw materials 
with sufficient purity, by fluxing of the melt by suitable fluxing media (e.g. B2O3) 
prior to rapid quenching or by casting in inert media or vacuum.  

 

  

Fig. 7. Confocal microscope image of surface of as-cast Co-Fe-Cr-Si-B ribbon, “wheel” side, 
showing the profile of the quenching wheel imprinted onto the surface of solidified ribbon; size 
of area 0.75 mm × 0.75 mm. Right: 200 microns long line profile showing the effect of the 
wheel roughness and deeper trenches due to air pockets. 

Amorphous Co-Fe-Cr-Si-B ribbons with properly tuned domain structure and 
magnetoelastic properties can be used for sensitive low-noise fluxgate sensors [17].  
A configuration of the sensor nearly identical to the assembly shown in Fig. 3, how-
ever, with ribbon annealed without stress, is the core of such a field sensor, which 
exhibits high sensitivity, contrary to the behaviour of the strain sensor, in which sensi-
tivity to external fields is minimized.  

A simple, yet straightforward use of amorphous Co-Fe-Cr-Si-B ribbons, excep-
tionally even in as-quenched state, is for magnetic field shielding. Here the parame-
ters of interest are, besides low coercivity, high permeability and possibility of  
shaping the ribbon without deterioration of these properties. This is a distinct advan-
tage over classical Permalloy or Mumetal shieldings, which have to be annealed at 
high temperatures in special gasses after final shaping and where practically every 
disassembling implies repetition of the annealing process.  

The formula relating the shielding coefficient ksh of a tube with relative magnetic 
permeability µr and with outer and inner diameters 2R2 = D and 2R1, respectively, 
(Fig. 8) is given as 

0 r
sh

sh

H h
k

H D

μ= =      (2) 

where h = R2 – R1 is the thickness of the shielding layer and H0 and Hsh are the fields 
outside and inside the tube, respectively.  
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Shielding tubes are commonly used in synchrotrons and particle accelerators 
(ESRF, DESY-HADES, etc.) to shield detectors against stray magnetic fields. Ten-
fold shielding of a 1.5 inch detector against external magnetic field with intensity of 
3G requires 45 micron thick tube of material with µr ~ 10000, i.e. three layers of 
20 µm thick Co-Fe-Cr-Si-B ribbon about 45 cm long. In order to produce a tube with 
required height (110 mm for radiation detectors) the individual ribbon rings can be 
conveniently glued together longitudinally into sheets of required width (Fig. 8 right). 

Measurements of such shielding tubes give the value of ksh~30–40, while this value 
increased above 60 for tubes constructed from relaxation-annealed ribbons 
(623 K/1hour in argon), indicating in both cases superior values of µr and its increase 
after annealing out of internal stresses. 

  

Fig. 8. Shielding tubes made from amorphous Co-Fe-Cr-Si-B ribbons. Left: scheme for calcula-
tion of the shielding coefficient. Right: Shielding tube 110 mm high with diameter 38 mm, 
three layers of ribbons 22 microns thick; shielding coefficient ksh > 30. 

3 Rapidly Quenched Bilayers, Trilayers, N-layers – Towards 
Pseudobulk Metallic Glasses 

While several of the attractive properties of rapidly quenched metallic glasses are 
related to the typical ribbon thickness of about 20 microns, in several instance in-
creased thickness of the material would be a technical and physical asset. However, in 
order to achieve the necessary high quenching rates of 105 K/s – 105 K/s, it is neces-
sary to form a sufficiently thin layer of solidifying melt in order to achieve them. 

Advantages of ribbons with enhanced thickness (intermediary between bulk metal-
lic glassy sheets and classical ribbons) or functionally graded materials with different 
layers, justify the search for preparation of thicker ribbons in the form of bilayers or 
more layers with different or same chemical composition of the layers. Such materi-
als, especially in the case of bilayers from different alloys, are interesting for their 
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intrinsically graded properties, which can lead to unique sensor or actuator principles 
[18], objects for investigation of stresses or stress-induced anisotropies, thermal  
expansion effects, etc. Such samples can also represent interesting and ready-made 
couples for interdiffusion or mass transport studies, especially in amorphous state or 
during phase transformations. Of interest is also the investigation of the structure of 
the interface and of the effect of the existence of two materials closely coupled to 
each other via a narrow planar interface – studies of additivity or convolution of prop-
erties of the respective layers. Technologically, doubling the rapidly quenched ribbon 
thickness while preserving the desired structural state (amorphous of nanocrystalline) 
may represent a significant enhancement of the packing coefficient of ribbon-based 
soft magnetic cores. This can be achieved without the increase of electromagnetic 
losses if the electrical resistivity of the bilayer is preserved on a sufficiently high level 
[19]. 

Preparation of bilayers such as bimetals or contact materials by using conventional 
techniques such as cold rolling, pressing, etc. is well known. The preparation of 
amorphous bilayers by planar flow casting techniques from two separate crucibles is 
possible, but technically demanding. It is, however, possible to use a single split cru-
cible with two nozzles close to each other and with a partition between them forming 
two separate vessels (Fig. 9). Such an arrangement allows easy formation of two ho-
mogeneous layers quenching one after another along the whole ribbon length [20, 21]. 
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Fig. 9. Left: double nozzle split crucible for rapid quenching of bilayers with different composi-
tion [20]. Right: X-ray diffraction (Cu Kα radiation) of as-quenched Fe77.5Si7.5B15 (top = air 
side of the ribbon) and Co72.5Si12.5B15 (bottom = wheel side) bilayer showing amorphous struc-
ture of both layers; note different positions of the amorphous halos due to different chemical 
composition of the two layers. 
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Possible and interesting combinations of compositions represent bilayers composed 
of non-magnetic and soft-magnetic alloys, different compositions (diffusion studies, 
etc.) or same composition in order to study properties such as magnetization, magne-
tostriction, thermal expansion coefficient, etc. An example of amorphous bilayer rib-
bon with chemically different layers is a combination of Fe77.5Si7.5B15 (air side) and 
Co72.5Si12.5B15 (wheel side), Fig. 9 [22]. Due to different composition the crystalliza-
tion of each layer takes place as different temperatures, thus it is possible to study 
evolution of magnetization and electrical resistivity of such couple in amorphous, 
layer-wise partly crystalline and fully crystalline states, Fig. 10. 
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Fig. 10. Temperature dependencies of electrical resistivity (left) and magnetization (right) of 
rapidly quenched single-layer Fe77.5Si7.5B15 and Co72.5Si12.5B15 ribbons and of the corresponding 
bilayer ribbon. Results of modeling of the measured properties in bilayer using superposition 
principle are also shown. 

 

Fig. 11. TEM image of the interface between Fe77.5Si7.5B15 and Co72.5Si12.5B15 layers heated to 
879 K showing high linearity and narrowness of the interfacial layer 
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Detailed structure analysis of the interface between the two layers during the entire 
transformation process confirms that the interface is very linear and narrow, having 
width less than 200 nm (Fig. 11). Probably also due to this fact the values of electrical 
conductivity (inverse electrical resistivity) and of magnetization comply with the 
superposition principle – in both cases (Fig. 10) the observed physical quantities are  
a linear combination of the properties of each separate layer in the entire temperature 
range investigated. Excellent match between measured and calculated curves for the 
bilayer in Fig. 10 has been obtained, allowing also calculation of the fractions (thick-
nesses) of the two constituent layers in the bilayer. 

Potential practical use of bilayers has been demonstrated in [23], where it was 
shown that the inductance change of a FINEMET/Fe-SI-Nb-B bilayer deflection sen-
sor is higher than that of individual layers. Enhanced magnetocaloric effect and favor-
able “table-top” effect on the temperature dependence of configurational entropy has 
been observed in Fe-Mo-based bilayers [24]. In a similar manner a significantly  
enhanced GMI effect has been obtained on Fe-Ni-Nb-B bilayer ribbons [25]. 

Using a triple-nozzle and single-chamber crucible it was possible to prepare,  
besides single layer and bilayer, also FINEMET trilayer ribbon in amorphous as-
quenched state. The results of measurement of power losses of toroids from the three 
ribbons with thicknesses of 20, 40 and 56 µm, respectively, are shown in Fig. 12 and 
Table 2. Toroids were annealed at 823 K for 1 hour in Argon without and with ap-
plied transversal magnetic field. In all cases no detrimental effect has been observed 
either on coercivity or power losses.  
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Fig. 12. Power losses as function of frequency for single-layer, bilayer and trilayer FINEMET 
ribbon toroids of 0.2kg each annealed at 823K for 1 hour in Argon. Magnetization Bm = 0.3 T. 
Symbols R1, R2, R3 represent different trials on single-layer ribbon toroids. 
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Table 2. Power losses and coercivity data at 20 kHz and 0.3 T of monolayer, bilayer and tri-
layer FINEMET toroids annealed at 823 K for 1 hour in applied transversal magnetic field 

Transversal  
magnetic field [T] 

Magnetic coercivity [A/m] Power loss [W/kg] 

 Single layer bilayer trilayer  

0 1.3 1.3 1.3 < 3 

0.2 0.8 0.8 0.9 < 3 

0.3 0.9 0.9 1.0 < 3 

4 New Quasibinary Compositions for High BS Soft Magnetic 
Materials 

Revival of interest in one of the oldest rapidly quenched ferromagnetic alloys repre-
sents recent progress in Fe-B based system alloyed with suitable elements as Cu, P, Si 
and C to produce nanocrystalline soft magnetic materials with high saturation magnet-
ization frequently approaching 1.9 T or even 2 T (with substitution of Fe by Co) [26, 
27, 28]. The driving idea has been to maximize the content of ferromagnetic phases or 
ferromagnetic elements while simultaneously producing nanocrystalline bcc structure 
in amorphous matrix. Previous knowledge about nanocrystallization of FINEMET, 
NANOPERM and HITPERM alloys has been used to advantage for proper choice of 
possible nanocrystal-formers.  

Rapidly quenched (Fe85B15)99Cu1 in amorphous as-quenched state have been an-
nealed throughout the first crystallization stage where nanocrystalline bcc-Fe grains 
were formed [29]. Fine-tuning of annealing conditions yielded composite structure 
with about 50 vol.% of nanocrystals.  

  

Fig. 13. TEM images of (Fe85B15)99Cu1 annealed at 593 K (left) and 603 K for 1 hour showing 
nanocrystalline bcc-Fe nanograins in amorphous matrix [29] 
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Annealing has been performed in zero, transversal and longitudinal external mag-
netic field [29]. Transversal field annealing yielded material with the value of  
HC ~ 4.2 A/m, saturation magnetization ~ 1.85 T and linear hysteresis loop suitable 
for fluxgate sensor material with high linearity and sensitivity 10 mV/µT (Fig. 14). 

 

Fig. 14. Fluxgate sensor characteristics (Fe85B15)99Cu1 annealed at 593 K for 1 hour in transver-
sal magnetic field [29] 

5 Shaping of Metallic Glasses 

Ribbon form of metallic glasses alongside with its low thickness is of advantage in 
numerous applications. However, mostly planar shape or the ribbons is a drawback in 
certain instances, where ductility of the ribbons requires fixation of the material on 
substrates other than planar. Also, excellent elasticity and high yield strength predes-
tine amorphous ribbons for advanced construction materials, if formable without loss 
of their properties. Diverse application such as minute springs, coils or actuators 
would benefit from the possibility of permanent shaping of flat ribbons. 

The existence of temperature interval between the glass transition and crystalliza-
tion in certain amorphous alloys, where the material is in undercooled liquid state and 
viscous, allows permanent shaping [30] or even deformations as high as 10000 %. 
This interval, however, is, except for special cases and compositions, rather narrow or 
non-existent – glass transition temperature lies above crystallization temperature for 
heating rates not exceeding hundreds of K/s. 

Softening of amorphous material below crystallization, however, can be used for 
this purpose. High heating rates to the hot-shaping temperature region and high cool-
ing rates after shaping are a necessary prerequisite for successful hot-shaping. 



394 P. Švec et al. 

 

  

Fig. 15. Different shapes of metallic glasses obtained with Co-Fe-Cr-Si-B and Fe-Ni-Nb-B 
amorphous ribbons hot-shaped between 673 K and 723 K [31] 

Products from hot-shaped ferromagnetic ribbons 10 mm and 12 mm wide are 
shown in Fig. 15. Using this technique it is possible to form long trough-shaped ob-
jects, closed tubes, semitubes or even ultrathin springs with long travel and spiral 
tubular shapes suitable for cable shielding without loss of amorphous structure and 
ductility. It is to be noted that shapes shown in Fig. 15 can be obtained from the  
Co-Fe-Cr-Si-B ribbons mentioned in previous chapters, obtaining thus relaxationally 
annealed and shaped objects with high permeability suitable for shielding and sensing 
as well as for mechanical construction elements. 

6 Conclusion 

Presented review of selected aspects of modern rapidly quenched alloys gives exam-
ples that new or novel quality can be obtained even from well-known alloy composi-
tions either by knowledge-based compositional tailoring or by physical processing of 
amorphous rapidly quenched systems. Physical processing represents a combined 
complex treatment with specific time and temperature regimes and simultaneous ap-
plication of mechanical, magnetic or electric treatment with widened processing win-
dows. Enhancing thickness, compositional modulation and shaping of metallic glasses 
leads to new materials and phenomena opening a wide range of sensing, actuation, 
and shielding applications. 
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Abstract. The esophageal pH-impedance examination is one of the most popu-
lar diagnostic methods for identifying the upper gastrointestinal tract’s diseases. 
Inconclusive test evaluation criteria makes it difficult to state the definite diag-
nosis. In this paper, the computer platform supporting the research and teaching 
process in the area of pH-impedance analysis is presented. Users, having a  
variety of mathematical and statistical methods at their disposition, have the 
opportunity to study and search for new methods of the impedance courses 
evaluation, which could translate into a significant broadening of knowledge in 
the field of esophageal impedance analysis. This could lead to acceleration and 
improvement of the upper gastrointestinal tract diseases diagnosing process. 

Keywords: bioimpedance, biomedical signal processing, gastroenterology, 
medical diagnosis. 

1 Introduction 

Gastroesophageal reflux disease (GERD) is one of the most frequently diagnosed 
diseases of the upper gastrointestinal tract, especially in the developed countries [1]. It 
can be estimated that the symptoms of the disease occurring at least once in a month 
can be observed in about 44 % of adult American, approximately 20 % of European, 
6.6 % Japan and Singapore, or 3.5 % of Korean citizens [1–3]. Whereas among the 
inhabitants of Africa and some Asian countries the disease is diagnosed very rarely 
[1]. The impact on the occurrence and development of the disease is largely caused by 
the lifestyle of people in the developed countries, including: type of diet, the use of 
intoxicants (alcohol, coffee, smoking) or stress. 

Upper gastrointestinal tract diseases such as GERD or LPR – (laryngopharyngeal 
reflux) have onerous symptoms, which if untreated, can lead to significant reduction 
in quality of life, tissue lesions of the upper gastrointestinal tract, or even in extreme 
cases, can be the source of tumour lesions. The most common, onerous symptoms of 
reflux disease is the heartburn described as a burning sensation behind the breastbone, 
which is moving from the xiphoid towards paragraph [1] or seldom to the back [4]. 
During the early stage of diagnosis, the cause of a pain may be erroneously associated 
with ischemic heart disease. 

Several studies have also reveal close correlation between diseases of the reflux of 
upper gastrointestinal tract and upper respiratory tract – in particular asthma. Co-
occurrence of GERD was observed in 80 % of patients with asthma. This correlation 
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can be explained, either by aspiration of gastric contents into the lungs with associ-
ated secondary bronchospasm, or stimulation of the vagus nerve in the part extending 
from the esophagus to the lungs, resulting in bronchoconstriction [4]. 

Over the years many different methods have been developed for diagnosis of the 
upper gastrointestinal tract diseases with different accuracy and specificity, including 
invasive and non-destructive method. The most frequently, invasive methods used in 
diagnosing lesions, associated with GERD and LPR is the measurement of esophageal 
pH [5] and recently developed measurement of esophagus impedance [1, 4, 6, 7]. 
During the procedure, inside the patient’s esophagus seven sensors ale placed, collect-
ing data on a mobile pH-impedance meter, which the patient has to carry with him. 
The test takes about 24 hours. 

As a result of the examination, the doctor receives pH record and impedance graph, 
both as a time function. Skilful analysis of obtained waveform allows to find and 
evaluate the reflux episodes, and hence confirm the diagnosis. 

The pH data analysis requires the physician to examine the whole course (the test re-
sult is presented as a waveform) in order to find certain characteristic events. The basic 
event that raises suspicion whether a reflux episode occurred is a drop in the pH below  
a certain threshold (most commonly a threshold of pH = 4). This is due the fact that the 
stomach acid pH is quite low (up to 3.5), whereas the normal pH of the esophagus is 
higher (more than 5). The physician undergoing the test must look for periods of time 
when the pH is under the threshold, having in mind that some of such events may be 
due the fact that the patients has just swallowed a bite of food that changed the esophag-
eal pH (those events have to be excluded from the analysis). The analysis of the eso-
phageal impedance is more complex than the pH analysis – it contains six waveforms, 
which all have to be analysed simultaneously. In this case, the esophageal impedance is 
measured, which depends on the contents. Acid contents (like stomach acid) cause the 
esophageal wall impedance to drop, as acid conducts electricity better than alkaline 
fluids. The character of the reflux is assessed by checking the value of the impedance 
drop in relation to the pH value in this same time. Whereas in the case of the pH the 
measured value is compared to a assumed threshold (like pH = 4) in the case of the 
esophageal impedance, no such thresholds exist. During the assessment it is more im-
portant to analyse the percentage of the values changes in relation to previous measure-
ments, than the values themselves. There are no clear mathematics criteria which allow 
to automate this process, therefore, the doctor has to make the assessment based on his 
own knowledge and experience. Such kind of assessment is very subjective and can 
influence the final diagnosis. It can be estimated, that the specificity of the results, using 
only pH compared with pH-impedance tests, is equal to 68 %, for pathological pH be-
low 4, 67 % positive coefficient of symptoms, or 58 % for both [8]. Population-based 
studies suggest that the pH tests related to the assessment of patients with gastroe-
sophageal reflux disease are characterized by high sensitivity but relatively low specific-
ity. For about 22 % of cases this may lead to misdiagnosis of qualifying patients suffer-
ing from GERD or LPR as healthy. 

Existing computer programs assisting reflux diagnosis – often as software added to 
diagnostic devices – allow one to display and plainly analyse pH and impedance [3], 
[8]. However, this may cause the reduction of time required, but the software data 



 Platform Supporting the Esophageal Impedance Analysis 399 

 

provided is not free from interpretation errors of algorithms, dedicated to searching 
and determination of reflux episodes. 

Hence, the research on improving and accelerating the diagnostic process is the 
main requirement. This postulate can be achieved by studies in two areas: supporting 
the analysis through efficient automation of the process consisting of searching and 
interpretation of the characteristic pH and impedance parameters, and assistance of 
the teaching and research at medical universities – in order to gain the experience of 
medical graduates in the field of upper gastrointestinal tract diseases detection.  
According to the facts mentioned above, the main objective of the present study is the 
development of a universal and modular computer system providing comprehensive 
automation of the pH and pH with impedance results analysis based on both previ-
ously and newly developed procedures. Furthermore, the research on the pH analysis, 
based on the application developed, may be performed both at the academic and edu-
cational level. The software, developed in the National Instruments LabVIEW envi-
ronment, is divided into autonomous modules allowing the user to work in any scien-
tific area. In addition, this structure leads to fast and simple implementation of other 
modules of different functionality. 

2 Impedance Analysis Platform 

In view of the an increasing rate of diagnosed upper gastrointestinal tract diseases 
there is a need to take action to improve the quality of pH-impedance test data as-
sessment. This objective should be introduced at various levels of medical care, from 
enriching the process of educating future physicians about the knowledge of GERD 
disease detection, by undergoing research activities aimed at finding new assessment 
methods for pH and impedance measurement results, till the improvement of the time 
and quality of the assessment process runs by physicians in clinical conditions. These 
actions will ensure a comprehensive approach and a solution to the problem of hasten-
ing and improving the accuracy of future patient’s diagnosis. 

 
Fig. 1. Software modules 

In view of these needs, a computer application supporting the analysis of pH-
impedance data was developed. The computer system is of a modular design where 
each module can operate independently. A diagram showing the existing modules is 
presented in Fig. 1. Individual modules can be used in a clear and transparent manner, 
in accordance with the user’s intentions. The software is made in such a way to easily 
add new modules, enriching the software with new functions. 
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The clinical pH analysis module can be used in a daily medical practice, when the 
user needs to examine only the patient’s pH course. A view of the pH analysis win-
dow is presented in Fig. 2. The user can assess the data using his own pH threshold, 
or use the implemented methods, commonly used in clinical practice. This feature is 
helpful when the user is looking not only for GERD symptoms, but also LPR or other 
gastrointestinal diseases. As a result, the program provides the initial diagnose and all 
the characteristic parameters values needed in the assessment of the course. To per-
form a more detailed analysis, the physician should use the complete MII-pH analysis 
module which is focused on the analysis of esophageal impedance. 

 

Fig. 2. An exemplary view of the pH analysis panel 

Research on changes of esophageal impedance in reference to pH leads to specifi-
cation of the type of recorded reflux. Two types of reflux episodes distribution are 
defined: referring to the chyme reaction (acid, non-acid and low-acid re-flux) and 
referring to the state of aggregation of the chyme (liquid, gaseous and combined re-
flux) [3, 9]. Differences in the records of impedance time histories for each type of the 
reflux are presented in Fig. 3. In reference to the analysis, the detection of liquid and 
combined reflux episodes is most important. Purely acidic episodes are the easiest to 
detect – a drop in pH below 4 and a significant (over 50 %) decrease in the impedance 
are recorded. Similarly to non-acid episodes, only the significant decreases in the 
impedance are observed, whereas the pH value remains above 4. More difficult to 
detect are low-acid episodes, in which a significant decrease in the impedance and  
a slight drop in pH (about 1 pH level) are observed. 
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Fig. 3. Various types of reflux episodes (Source: [9]) 

 

Fig. 4. Reflux episodes marked for 50 % and 80 % impedance threshold values 

Due to the high degree of measurement interference, the actual slight decreases in 
pH can be difficult to determine and low-acidic reflux episodes are often overlooked 
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during the analysis process. Re-reflux episode seems equally difficult to detect, in 
which another drop in pH and impedance is observed in short time after the first re-
corded reflux episode. 

In the developed application, various available tools allow one to conduct research on 
the defining and modifying the existing criteria for determining the specific types of 
reflux episodes. By the establishment of certain threshold values of pH decline or in-
crease, the user is able to examine the indicated impedance channel. Through research, 
experienced physicians may use a set of patient’s measurement data and try to develop  
a new threshold of impedance, helpful in a more accurate interpretation of the graph and 
in a searching for relationships between symptoms of the upper gastrointestinal tract 
diseases and the values of pH and impedance. In Fig. 4 an example of reflux episode 
determination is presented, with the use of two different threshold values: 50 % in the 
case of the A plot and 80 % decrease in the value in the case of the B plot. 

It can be noted that in the case of the 50 % threshold, within a predetermined time 
interval, implemented algorithm detects four short reflux episodes. The change in 
threshold to 80 % prevented it from the detection of previously observed reflux epi-
sodes. In this case the implemented algorithm detects only the increases in the imped-
ance, which are not considered as reflux episodes. In the case of both the 50 % and 
80 % thresholds the algorithm is set to search for the reflux episodes of acidic type, 
thus only when the pH value is less than 4 (in accordance with the specific procedure, 
e.g. DeMeester). Setting own thresholds values is crucial when trying to find the op-
timal or best parameters for the algorithm. The researcher, having a data base of pH 
and impedance plots that are already diagnosed, can tune the algorithm in such a way, 
that it will find reflux episodes with the highest possible certainty. It is also possible 
to try to find such algorithm coefficients, to tune it to find reflux episodes in specific 
groups of patients. Different algorithm coefficients can be used in relation to test ex-
ams from men, woman, children, ethnic groups or patients that are diagnosed with 
certain disorders or have undergone surgery. 

 

Fig. 5. Reflux episodes with marked pain symptoms (Source: [9]) 
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Moreover, time histories examination and record of complaints marked by the pa-
tient may lead to the development of methods of various phenomena determination, 
related to the upper gastrointestinal tract diseases, e.g. the association of the pain in 
chest as one of the GERD symptoms. In Fig. 5 a change in the impedance with the 
pain tag determined by the patient is presented. In two cases, a significant decrease in 
the esophageal impedance recorded in all the channels can be noted before the pain 
tag. Comparing this observation with a pH record, it can be concluded that in a short 
time before the patient's sensation, he experienced a low-acid reflux episode. Using 
the developed application and possessing the appropriate amount of data, the user is 
able to analyse the changes in pH and impedance as a cause of various pain types and 
to relate the observations to existing or newly developed standards and measures as-
sisting in various diseases diagnostics. 

3 Reflux Episodes Maximal Values 

As it was mentioned above, the reflux episodes are detected by tracking impedance 
value decrease in the relevant waveform and correlating the findings with other 5 
impedance canals. Looking at the other measurement channels in the same time 
frame, you can also evaluate to what extent the esophagus episode took place. The 
developed system has the ability to mark episodes of reflux based on the analysis of 
esophageal impedance decrease in the value of the impedance threshold adjustable by 
the user. Additionally, the system presents selected characteristic elements of the 
found refluks episode: according to user requirement it may be a minimum, maxi-
mum, beginning or end of a reflux episode. 

The system marks the reflux episode at all channels, memorizing the parameter se-
lected by the user for further research. This feature can be useful when assessing the 
statistical parameters of reflux episodes and the search for some common characteris-
tics related to the GERD symptoms. 

Table 1. Minimum values of reflux episodes  

Measurement canal 
Time of minimal value 

occurrence [min] 
Impedance value [Ω] 

1 12.29 756.3 
2 10.27 504.2 
3 10.55 210.1 
4 10.39 254.3 
5 9.66 550.9 

Five of the six minimum values of the relevant episode are grouped within a short 
distance of each other. Their values are shown in Table 1. As it can be seen in Fig. 3 
progressive reflux is recorded by the individual probes in a small time distance. The 
exception is the first channel, where the minimum is located approximately in the 
twelve second. 
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Fig. 6. An approximation of minimum values for an example reflux episode 

Using the developed system, the user can perform a process of finding the best fit – 
approximation of the selected parameter function. There are several approximation 
functions to choose from: linear, exponential, power function, Gaussian, logarithmic 
and polynomial. In addition, the user has the possibility of setting several approxima-
tion options, such as the approximate method (from least squares, least errors or bis-
quare method). The effects of an exemplary method of approximation are shown in 
Fig. 6, whereas the function’s formula is as follows: 

962633435 108.4101.44310103.301108.22.10 ⋅+⋅−+⋅−⋅+−= xxxxxy  (1) 

4 Conclusions 

Determining a decrease and increase thresholds of the impedance which are helpful in 
determining the occurrence of reflux episodes is a current issue. The developed com-
puter platform, used in research centres, can be used in conducting research within the 
subject of finding and selecting increase and decrease thresholds such as [10]. Thanks 
to that, centres previously deprived of such capabilities will be able to conduct re-
search on the relevant issue. This will allow to extend the range of potential scientific 
solutions and selected thresholds useful in the automatic detection of reflux episodes, 
providing the most accurate results and improving the reliability of impedance tests 
and diagnosis. 

Further research should be focused on automatization of this process, which can be 
obtained by implementing in the feature extraction part the wavelet transform [11]. 
The identification can be made based on artificial intelligence, such as neural net-
works [12]. 
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Abstract. The article presents eddy current sensor system in respect to the 
measurements of vibrations for ultrasonic assisted machining processes. The 
comparison of eddy current sensor system with laser doppler vibrometer (LDV 
device) is also presented. The paper concerns the analysis of the influence of 
the distance between the tool and the sensor on amplitude value, filtering of raw 
voltage signals in MATLAB and amplitude values presentation for different 
tools after MATLAB and LDV software analysis. Functionality of two applied 
devices can be discussed after investigations. Differences in recorded ampli-
tude’s values are also discussed. The examples of measurements and test stand 
configuration are presented. For better understanding of hybrid machining pro-
cess, it is important to indicate the possible methods of amplitude measure-
ments and to analyze the results of measurements. 

Keywords: laser doppler vibrometer, eddy current sensor system, ultrasonic  
assisted machining, ultrasonic assisted grinding, vibrations. 

1 Introduction 

Machining of hard to machine materials (e.g. advanced ceramics, nickel based alloys, 
hardened steel) may be assisted by applying hybrid machining processes. 

One of the most effective methods to achieve high performance indexes for ma-
chine parts and tools shaping process consists in combining various physical and 
chemical processes, acting on workpiece material, into one machining process, which 
is often defined as “hybrid machining process” [3]. The use of hybrid manufacturing 
technologies can be a solution if new options for manufacture of a new product are 
needed [7]. Ultrasonic assisted machining processes are the part of these technologies. 

Elastomechanical ultrasonic vibration is generated by the transformation of electric 
energy in piezoceramic or magnetostrictive sonic converters. A voltage generator 
serves to convert a low-frequency mains voltage into high-frequency electric alternat-
ing-current voltage. The generated longitudinal vibrations are periodical elastic de-
formations of the mechanical vibration system in the micrometer range at supersonic 
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frequencies, that is, higher than 16 kHz [10]. These vibrations may be related to  
a workpiece or a tool. 

Research institutes which investigate ultrasonic assisted processes, concentrate on 
their effectiveness. The examples of investigations are presented in [1, 4, 5, 8–13]. 
Process forces, cutting performance, surface quality measurements are, inter alia, 
published. The influence of oscillations’ parameters on process course is also dis-
cussed. The main parameters are amplitude and frequency of oscillations. Ultrasonic 
oscillations parameters values are usually presented as constant values in these pa-
pers. The integer values of amplitude or sometimes [13] values accurate to one deci-
mal place are presented. 

Previous investigations in Rzeszow University of Technology have shown that 
presentation of amplitude values is a very complex issue. It depends on measuring 
technique, methods of data analysis and physical phenomena connected with excita-
tion system. Thermal phenomena of excitation system caused by ultrasonic vibrations 
may be defined as important factor for amplitude variability during machining process 
realization. Amplitude values changes are observed, mainly, at resonance frequency, 
when the highest amplitude values are reported. Amplitude values also depend on 
measuring direction and selected place on the tool. These conclusions are presented 
after measurements of ultrasonic vibrations using laser doppler vibrometer (LDV 
device) on Ultrasonic 20 linear machine tool. It has been concluded that LDV meas-
urements of ultrasonic vibrations should be compared with other measuring methods. 
Microscopic investigations have been carried out [14], new knowledge has been  
obtained and compared with other investigations [2], but inaccuracy in reading ampli-
tudes and frequency on microscopic images are the reason for the new future investi-
gations in this area and also searching different methods. Ultrasonic vibrations are 
clearly visible on oscilloscope’s display if the appropriate eddy current sensor system 
is chosen. Thus, eddy current sensors have been chosen, as possible measuring meth-
od of ultrasonic vibrations. The usability of eddy current sensors for measurements of 
vibrations during process is significant, because the measurements may be carried out 
if cooling lubricant is applied for process realization. LDV measurements do not pro-
vide this, because laser beam cannot be reflected if liquid is applied to the machining 
zone. Researchers showed the usage of these sensors to measure amplitude of vibra-
tions for ultrasonic assisted machining processes [13, 15], but the knowledge about 
their functionality, data acquisition, accuracy and their analysis is still insufficient and 
comparisons with the other devices is needed. The clear visibility of ultrasonic vibra-
tions on oscilloscopes and visible changes in values of voltage signal during frequen-
cy changes are the base for usability predictions of eddy current sensor systems for 
amplitude and frequency measurements. 

2 Test Stand Configuration 

EddyNCDT3300 measuring system from MICRO-EPSILON with the 0.4 mm meas-
uring range sensor ES04, together with digital oscilloscope, were the base for carrying 
out the eddy current measurements. Scanning laser doppler vibrometer Polytec  
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PSV-400 has been also applied for comparison. The eddy current sensor has been 
located under the grinding wheels with metal bonding or metal wheels’ models 
(called tools in this paper). Three tools were applied for the presented results of meas-
urements: 8 mm grinding pin with metal bond (T8), 6 mm steel model of a tool (T6), 
and 30 mm steel model of the 1A1 grinding wheel (T30). The ultrasonic action of  
a tool is possible, because the machine tool is equipped with the ultrasonic excitation 
system of a tool. Thus, ultrasonic vibrations are connected with a tool clamped to the 
special tool holder which contains piezo transducer. The complete test stand for inves-
tigations is presented in Fig. 1. 

 

Fig. 1. Test stand for ultrasonic parameters investigations 

The data presented in this paper concern influence of the distance (gap) between 
the tool and the sensor on amplitude value, filtering of raw voltage signals in 
MATLAB and amplitude values presentation for different tools after MATLAB and 
LDV software analysis. The measurements were carried out (for each tool) at one 
operational frequency, which was chosen on machine tool from the range of opera-
tional frequencies: 20,000 Hz to 30,499 Hz. Switching on the ultrasonic generator, if 
the sensor distance to the measuring object complies with its measuring range, causes 
that sinusoidal changes of analog output voltage signal, which are clearly visible for 
tested tools on the oscilloscope’s display at resonance frequency. Fast measurements 
of amplitude and frequency are possible directly on the oscilloscope’s display, but 
only for clear sine graphs. The amplitude is presented in volts then. Transformation 
into microns may be done if the right ratio is defined. Series of tests showed that 
1 mV change in voltage should be multiplied by 0.02. Voltage signals can also be 
saved as *.dat format MATLAB files in oscilloscope’s software and filtered in 
MATLAB software. Fig. 2 presents the visibility of the voltage changes for T8 and 
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T30 tools. These voltage signals are transferred to displacement units from the spec-
trum. Displacement is presented in this pictures as peak-to-peak amplitude of raw 
signal (A1) and filtered signal (A2).  

  

Fig. 2. Ultrasonic action visibility on the graphs created in MATLAB: a) T6 mm tool at fre-
quency 25,800 Hz, b) T30 mm tool at frequency 28,100 Hz  

The visibility of voltage changes for T8 and T6 was very good near resonance fre-
quency and sinusoidal signal is easily observed. For T30 visibility of voltage changes 
was good but sinusoidal graph is distorted by signal noise. At the end of measuring 
range, vibrations was not clearly visible at selected frequency for T30. It was assumed 
that for analysis of the signal in MATLAB software, the changes of signal on oscillo-
scope’s display must be visible. Then, signal changes between the state, when genera-
tor is switched on and the state, when it is switched off can be analyzed. 

Laser Doppler vibrometer measurements can be done after concentrating the laser 
beam on the mirror. After reflection, the beam goes on the tool’s surface. Mirror lets 
measure vibrations in the tool axis direction, but some inaccuracy in LDV device 
location must be considered. The result may be analyzed in LDV software in “Fourier 
Transformation mode” (FFT), “Fast scan mode” or “Time mode”. For purposes of 
this paper FFT mode has been chosen, because values of amplitude can be read direct-
ly in vibrometer’s software. Depending on the area available on the tool’s face, the 
specific number of points (grid) was located. It was mentioned that the values of am-
plitude for different points of the tool’s surface may not be the same. Scanning of the 
whole tool’s surface was performed and after this procedure the eddy current sensor 
may have been located for comparison with LDV measurements results. It must be 
stated that amplitude values of smaller area on tool can be analyzed with LDV device 
than with eddy current sensor system, because of sensor’s diameter. 

3 Measurements in Eddy Current Sensor Measuring Range 

The experiment consisted of single measurements in the whole (0.4 mm) measuring 
range of the sensor. The distance of the tool to the sensor was changed with the step 
of 10 µm. Distance was changed from the end of measuring range (400 µm) to 0 and 
back to 400 µm for T8 and T30 tools. For T6 distance was changed from the end of 
measuring range (400 µm) to 0 value. The 0 value means “the start of measuring 
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range”, which is 0.04 mm distance between the tool and the sensor. EddyNCDT3300 
calibration procedure in three points had also been carried out before measurements. 
The results showing the amplitude values for three tools are presented in Fig. 3 to 5. 

 

Fig. 3. Amplitude values for T8 for specific distance, frequency 23,400 Hz 

 

Fig. 4. Amplitude values for T30 tool for specific distance, frequency 28,100 Hz 

 

Fig. 5. Amplitude values for T6 tool for specific distance, frequency 25,800 Hz 
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The previous pictures present some amplitude values differences in measuring 
range of the sensor – mainly for T8 and T6 tool. Next tests were applied, mainly for 
better check of this results. For one tool T6, in one operational frequency 25,800 Hz, 
100 measurements were carried out on digital oscilloscope. The results are presented 
in Fig. 6 and Fig. 7 after MATLAB analysis. Raw and filtered (LPF) signals are visi-
ble in these pictures and standard deviation value 0.04 µm is also computed for them. 

 

Fig. 6. Amplitude values for one selected distance after 100 subsequent measurements 

 

Fig. 7. Histograms of amplitudes for raw and filtered signals for T6 tool 

4 Comparison of Eddy Current Sensor and LDV Device 

Amplitude values (for eddy current sensor system) obtained from MATLAB was 
compared to the LDV measurements in FFT mode. The signal quality and magnitude 
depend on the scan point selection. This selection results also in a frequency spectrum 
form and amplitude values. On the basis of previously acquired knowledge and expe-
rience [6], vibrometer measurements were performed. This was to determine whether 
values after LDV measurements and eddy current sensor measurement are compara-
ble. All the parameters were not changed for specific tool. Because of the influence of 
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mounting torque of the tool to the holder, tools were not remounted.  
Fig. 8 presents the results. Three measurements for each tool were carried out with 
eddy current sensor. Data was acquired on digital oscilloscope and analyzed in 
MATLAB environment. Raw signal amplitude values and filtered values are present-
ed for these measurements. The highest amplitude value is reported for T8 tool and 
the smallest for T30 tool. The same result was obtained during LDV measurements. 

 

Fig. 8. Comparison of peak-to-peak amplitude values for T8, T6 and T30 tools  

The results of LDV measurements mainly depend on laser beam direction, signal 
quality, software selections, possibilities in location of grid points. The parameters of 
excitation system on machine tool like temperature of tool holder also influence re-
sults of measurements. The average value for all LDV measurements for one tool is 
presented in Fig. 8 (48 amplitude values for T8, 20 values for T6 and 39 values for 
T30 were taken into account for averaging). The LDV measurements were carried out 
together with eddy current sensor measurements and were repeated in the next days in 
comparable conditions. It should be stated after all this test, that the highest amplitude 
values were observed for T8 tool and the smallest for T30. The same result was 
achieved for eddy current sensor measurements.  

5 Summary 

Experiments are the basis for conclusions, which indicates that many factors influence 
the results of measurements. Both, LDV device and eddyNCDT3300 let measure 
ultrasonic oscillations parameters. The analysis of the measuring gap (distance be-
tween the sensor and vibrating tool) influence on amplitude values showed that values 
which has been read are not the same in full measuring range of the sensor. Next tests 
were performed to define the reason for this fact. The most important results are pre-
sented in Figures 6 and 7 and show that even for the one distance between sensor and 
the tool values in subsequent 100 measurements are not the same. Analog voltage 
signal noise, temperature phenomena are pointed to explain this fact. The differences 
are comparable with those after measurements with the distance (gap) change. The 
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bonding material of the tool may also be important for the results of eddy current 
measurements. The signal on oscilloscopes’ screen changed visibly for one tool at the 
end of measuring range. The tool holder was cooled down with pressured air but 
thermal phenomena may have influenced these values. The analysis for one tool and 
constant distance between the tool and the sensor also showed differences, so it can be 
stated, after all these tests, that presentation of amplitude value as constant value for 
this hybrid process investigations is not the best solution, because of the measuring 
devices characteristics and physical phenomena influencing the vibrations in reso-
nance frequency. The values of amplitude can be defined (e.g. as average values) if 
dispersion of values is strongly considered. The change of the tool results in the 
change of measured amplitude values – the calibration was mentioned for new tool.  
It means that the average values for each tool are different. Comparison with LDV 
amplitude measurements shows that average amplitude values measured with these 
two apparatus are similar, but this similarity must now be defined only as clear – the 
biggest value for 8 mm tool and clear – the smallest value for 30 mm tool. Therefore, 
industrial application of eddy current sensor for ultrasonic vibrations measurements 
must be taken into account but thermal phenomena, measuring gap, noise in the volt-
age output  signal, filtering method, area of the sensor to area of measuring object 
ratio must be strongly taken into consideration during data analysis. Beyond any 
doubt is the good usability of eddy current sensor for resonance frequency detection, 
frequency of oscillations control and amplitude level defining. For Ultrasonic 20 line-
ar machine tool eddy current sensor ES04 may be used for resonance frequency detec-
tion and analysis of amplitude level for operational frequencies where vibrations are 
detected on oscilloscope. 
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Abstract. The aim of this study was to design an moving object detection and 
localization algorithm able to detect and localize especially humans, vehicles 
and planes. We focused on classical methods for cameras calibration and trian-
gulation techniques to calculate the position of the detected objects in a stereo 
vision rig coordinates frame. Verification of a proper operation of the proposed 
algorithm was made by conducting series of experiments. Our results indicates 
that the algorithm detects objects accurately and the troublesome un-stationary 
background regions can be excluded from detection using the presented locali-
zation method.  

Keywords: object detection, object localization, stereo vision. 

1 Introduction 

In the last few years, visual surveillance has become a challenging area in a computer 
vision, especially in a view of the growing importance of these systems for security 
purposes [1–4]. The ultimate target in designing smart surveillance systems is to min-
imize the need of continuous monitoring and analyzing visual data by an operator [5]. 
This goal seems to be very difficult to reach without developing trusted object detec-
tion and localization algorithms. 

Automatic moving object detection and localization algorithms play a fundamental 
role in video surveillance [1, 2]. Moving object detection algorithms are necessary to 
detect threat, while localization algorithms may be used for identifying a detected 
danger. 

The algorithms have been proposed in literature for an object detection can be cat-
egorized as optical flow, a frame difference and a background subtraction [6]. The 
goal of the optical flow estimation is to compute an approximation to the motion field 
from an time-varying image intensity. Unfortunately, this method is highly compli-
cated and very sensitive to a noise [7]. The frame difference and the background sub-
traction are based on a pixel difference between a reference image and a current  
image [8]. For the frame difference, the reference image is the previous frame. The 
frame difference method is able to detect objects even though the environment chang-
es dynamically, but it is ineffective for detection of low-speed objects. In the back-
ground subtraction method, the reference frame is reconstructed from the previous 
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video sequence, which contains an observed scene with no moving objects [9]. The 
background subtraction has been reported as the most popular object detection meth-
od because of its high effectiveness and simplicity in implementation. However, the 
simple background methods are inadequate to handle rapid lighting and shadow 
changes. 

As a result, many more sophisticated methods, based on the optical flow, the frame 
difference and the background subtraction have been developed to reduce mentioned 
drawbacks [1–5, 7–9]. Unfortunately, these methods strongly depend on applications 
and camera parameters, consequently cannot be easily adopted to use for other pur-
pose. For example, a resolution and optics of cameras, indoor and outdoor conditions, 
lighting and a size or a speed of potential objects play an important role in  
a selection and a parameterization of an image processing technique. Therefore, for 
the purpose of the object detection, the novel algorithm suited for our application was 
elaborated. This algorithm is particularly design for military applications; it is able to 
detect especially humans, vehicles and planes. 

For the object localization, a stereo vision method was applied. Usage of two cam-
eras enables a calculation of localizations of various points in a scene, relative to  
a position of cameras [10–12]. Much research in recent years has been focus on im-
plementation of the stereo vision in a large variety of applications [12, 13]. Most of 
developed algorithms are based on a disparity map calculation and a triangulation 
technique [6, 13]. Because of the disparity map is very time consuming, in our work 
the triangulation algorithm was used to calculate a position of a detected object in  
a stereo vision rig coordinates frame. 

2 Methodology 

2.1 Stereo Vision 

Depth perception is one of the most important tasks of computer vision systems.  
A stereo correspondence by calculating localizations of various points in a scene, 
relative to the position of cameras, allows to perform complex tasks, such as depth 
measurements and an environmental reconstruction [10]. 

 

Fig. 1. Sensor head with CCD-C-Z36 TV cameras (Carl Zeiss Optronics GmbH) 
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For the purpose of object detection and localization, the stereo rig shown in Fig. 1 
was used. It is built in the sensor head, consists of the thermal imager ATTICA, the 
visual daylight color TV camera and the laser range finder LDM38, stable aligned to 
each other. The sensor head is especially designed for an advanced surveillance task 
under rough environmental conditions. The main components of the stereo rig are 
visual cameras. They combine ¼ inch CCD detector with a powerful 36 × auto-focus 
zoom lens providing a wide/telescopic field of view, ideally suitable within surveil-
lance system applications. The effective picture elements of the cameras are approxi-
mately 440,000 px (752 × 582). The distance between cameras is equal to 225 mm. 
For the purpose of a video stream acquiring and a real-time operation, the Matrox 
Morphis Family frame grabber and Matrox Imaging Library were used. 

2.2 Camera Parameters 

In order to obtain a reconstruction of the scene depth in the Euclidean space, it is nec-
essary to determine the camera parameters. The classic calibration methods are based 
on a specially prepared calibration pattern with known dimensions and a position in  
a certain coordinate system [11]. For the purpose of obtaining the cameras parame-
ters, the calibration pattern with 289 markers was used. The calibration procedure 
(presented in detail in [11]) was conducted for 10 different zoom levels.  

2.3 Triangulation 

The 3D reconstruction from two views involves extracting target features from one 
image, matching and tracking these features across the second image, and using  
a triangulation method to determine position of the target points relative to the stereo 
rig. In this work, an extracting target area was set using the object detection algorithm 
on the left camera image. Next, the correspondence problem of finding the same win-
dows in the right image was solved using correlation-based method. The Sum of Ab-
solute Differences used in this work is presented below [12]: 

 1 2SAD( , , ) ( , ) ( , )
w w

x y
i w j w

x y d I x i y j I x d i y d j
=− =−

= + + − + + + +   (1) 

where I1, I2 are left and right image pixel grayscale values; dx, dy are disparity ranges; 
w is window size; i, j are coordinates of the central pixel of the working window for 
which the similarity measurement is computed. 

 

Fig. 2. Triangulation with non-intersecting rays 
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For the estimated central point of the windows in the left and right images (pl, pr), 
the point P(a, b, c) lies at the intersection of the two rays from ol through pl and from 
or through pr respectively (Fig. 2). 

Because of approximate camera calibration parameters and a target location, the 
two rays don’t actually intersect in the space, their intersection can only be estimated 
as the point of minimum distance from both rays. Assuming lap  can be the ray l , 

T
rc+T R p  can be the ray r and w can be a vector orthogonal to both l and r, triangu-

lation problem reduces to determining a midpoint of segment parallel to w and joins l 
and r. It can be computed solving the linear system of equations [12] 

 Ta b c+ = +p w T R pl r  (2) 

where a, b, and c are coordinates of point P. 

2.4 Object Detection Algorithm 

One of the purpose of this study was to elaborate an reliable object detection algo-
rithm. It means, that any changes caused by a new object should be detected, whereas 
un-stationary background regions, such as branches and leafs of a tree or a flag wav-
ing in the wind should be identified as a part of the background. In order to meet the 
above assumption, the following algorithm was proposed. To present our work in  
a readable way, the algorithm was divided into the main pieces and shortly described. 

Grabbing 5 Consecutive Frames. Working with more consecutive frames improve 
detection quality, but it is very time consuming. In our experiment, there was found 
that 5 frames were the best choice for the further calculation. Because of the video 
stream consists 25 frames per second, this assumption determines that the algorithm 
can detect object 5 times per second. The each grabbed frame is divided then into red, 
blue and green channels. All operation on images were performed using Matrox Li-
brary, which represents each pixel of an image as an element of a matrix.  

Image Filtration Using Median Filter. A median filter is effective against all local 
noise pulse, causing them to not blur in to the larger areas [13]. It eliminates those 
pixels of the image for which the intensity values differ significantly from the other 
pixel intensity values in the window. Median filtering does not introduce new values 
to the image, so requires no additional scaling. 

Reduction of Resolution of Frames. It was presented in the literature [14], that a 
reduction in a resolution of an image helps decrease an influence of a noise. In the 
present work the resolution of frames is reduced by 50 %. 

Edge Detection Using Sobel Operators. For each channel, an edge detection is car-
ried out using Sobel operators. The advantage of using Sobel operators is that the 
calculated edges are very broad [15]; this feature is important for further standard 
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deviation calculations. Working on each color channel separately allows to improve 
the edge detection. 

Addition Red, Blue and Green Channels. In this step the edges of 5 consecutive 
frames are retrieved. The red, blue and green channels of each frame are added and 
normalized to consist the edge information in the range from 0 to 1. 

Combination of 5 Consecutive Frames. This is crucial a part of the algorithm. By 
combination of 5 consecutive frames we achieved that the only trace of moving object 
was capture on the image. Number of 5 frames allows for real-time calculations with 
fairly well object detection. For the smaller number of frames objects were not detect-
ed properly, whereas larger number of frames was not suited for a real-time calcula-
tion. The combined frame was calculated as 

 4 3 2 2 1| |c k k k k k kf f f f f f f− − − − −= + + − + +  (3) 

where cf  is the combined frame and kf  is the number of the grabbed frame. 

Division the Combined Frame into 10 × 10 Pixels Blocks. In this step the combined 
frame are divided into 10 × 10 px blocks. For each block a mean value of all pixels is 
calculated. Next, the matrix composed of mean values of pixels blocks is computed.  

Statistical Analysis. The matrix obtained in the previous step is used for a statistical 
analysis. First, the standard deviation in each row and column is calculated. Then, the 
value of each element of the matrix is compared to the mean value of the standard 
deviation of its row and column. The elements with higher values are classified as 
foreground and label as 1. Simultaneously, each element is compared with mean val-
ue of all elements and classified as previously. Then, each elements classified as fore-
ground in both comparisons is labeled as containing moving object. 

Morphological Opening Operation. Morphological opening operation removes 
small objects and details, and smooths the contour of the recognized object, without 
changing its size [15]. This operation is able to clean the background from almost all 
noises in the form of short segments defined at the stage of a statistical analysis.  

3 Results 

It is apparent that an universal detection and localization algorithm suited for every 
application is impossible to elaborate. Therefore, in this study, the algorithm particu-
larly design for military applications, that is able to detect especially humans, vehicles 
and planes was performed. Verification of its proper operation was made by conduct-
ing series of experiments. Fig. 4 shows sample results of executed tests. 
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Fig. 3. Performance of the algorithm for an example video sequence 

The third frame grabbed from 5 consecutive images is visible in Fig. 4a. Fig. 4b il-
lustrates combination of the grabbed images after a median filtration, a reduction of 
resolution, an edge detection and an addition of red, green and blue channels. As can 
be seen, the only edges connected to the moving object remained on the picture.  

The effect of a division the combined frames into 10 × 10 px blocks can be ob-
served in Fig. 4c. This step is very important because identifies and connects an area 
where the detected object is placed.  

Some results of the statistical analysis are given in Fig. 4d. By calculation of the 
standard deviation in each column, the accurate position of the detected object was 
obtained and additionally a remained noise was removed from the frame.  
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The standard deviation calculation is an essential step for a foreground classifica-
tion and a morphological opening operation shown in Fig. 3e. The foreground classi-
fication identifies and connects an area of the detected object, whereas a morphologi-
cal opening operation removes the noise and small unnecessary objects.  

In order to compare our method with methods presented in the literature, basic 
Gaussian mixture and optical flow algorithms were implemented. For example, figure 
3f illustrates the Gaussian mixture method for the example video sentence. As can be 
seen, the background is not updated properly and the object steel exist in its previous 
position. On the other hand, optical flow method appeared to be too sensitive and a lot 
of noise was detected as the object. It confirms that basic algorithms should not be 
adapted for a specific application. 

The labeled area from the Morphological opening operation step is used in The 
Sum of Absolute Differences method for solving the correspondence problem of find-
ing the same windows in both stereo pair images. Solving correspondence problem 
allows determine a position of the target relative to the stereo rig using the triangula-
tion method. To validate the results the obtained position was compared with a hand-
made measurement. For the various 3D scenes observed by the cameras, the positions 
of the selected points were calculated using the triangulation method. Then, the hand-
made measurement using an laser distance meter was done. The experiment shown 
that the distance difference between the hand-made and the stereo measurement was 
less than 3 % for the close objects (up to 10 meters) and less than 10 % for the distant 
objects (up to 100 meters). The obtained results strictly dependent on geometric  
parameters of a stereo vision system; accuracy of a measurement decreases with dis-
tance increase between a stereo rig and a target. It could be unacceptable for applica-
tions based on an exact position, but for the target localization it seems to be  
appropriate. 

In general, for the most obtained results, the algorithm detects objects accurately. It 
should, however, be noted that sometimes un-stationary background regions, such as 
branches and leafs of a tree or flags waving in the wind were detected as foreground. 
In this case the target localization algorithm can be easily used. It is possible to mark 
an unwanted object position and exclude the object from detection using the presented 
localization method. For example, branches of a tree would be passed over, whereas 
moving cars of humans in front of the tree, nearer to the cameras, would be detected. 

4 Conclusions 

The problem of smart visual surveillance for an automatic object detection and locali-
zation was studied. We have developed the algorithm particularly design for military 
applications that is able to detect especially humans, vehicles and planes. For the pur-
pose of the object detection and localization, the stereo rig consist of  CCD-C-Z36 TV 
(Carl Zeiss Optronics GmbH) cameras have been used. We have focused on a classic 
method of cameras calibration and triangulation technique to calculate a position of  
a detected object in a stereo vision rig coordinates frame.  
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Our results show that the algorithm detects objects accurately and the troublesome 
un-stationary background regions can be excluded from the detection using the pre-
sented localization method. However, one positive feature of a 3D reconstruction 
using a stereo vision system have not been utilized; usage of two cameras enables not 
only localization, but also calculation of detected object dimensions. This advantage 
is very important for a classification problem. Therefore, the future work will focus 
on the classification problem based on dimensions and shapes of detected objects. 
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Abstract. The presented work contains the numerical strain analysis of a ribbed 
shell of a rotary drum with two riding rings rigidly fixed to the drum shell. In 
the first stage of the conducted research a numerical model of a cylindrical shell 
was built with two stiffening rings of dimensions corresponding to the common 
constructions used in chemistry or the cement industry. The boundary condi-
tions were set according to the mentioned machines working conditions and the 
model was subjected to loads corresponding to real data. The correctness of the 
numerical model was verified by a comparison with the results obtained in ana-
lytical calculations. The Fursow method was used in the analytical method. In 
the next step the model had been extended to include the longitudinal ribs added 
within the drum around the perimeter of the cylindrical shell. The ribs work as 
lifting flights. The bulk material was lifted by the flights during the rotation of 
the drum allowing for convective heat exchange between the material intended 
for drying and the air inside the shell. The bulk material was treated as a rigid 
body and the cylindrical shell of the drum was analyzed under its dead load. 
The effect of temperature was omitted due to the fact, that the drying was car-
ried out at the temperature not exceeding 80 °C, hence the variability of 
Young’s modulus was negligible. An analysis was performed with the use of 
numerical methods and commercial software ANSYS. The influence of the  
position of material loads on the stress and deformation reduction of the cylin-
drical shell and running ring was analyzed. As a result of the numerical simula-
tions, the distribution of bending moments and the areas of greatest stress  
concentration and maximum strain were identified. 

Keywords: ribbed cylindrical shells, stress tensor, strain tensor. 

1 Introduction 

The shells are widely used in various branches of industry as thin-walled construc-
tions, especially when high stiffness and low weight are needed, for example in aero-
space (aircraft constructions), marine (shipbuilding), building (roofs coverings) and 
chemical engineering (chemical equipment and machines). In this paper the strain’s 
numerical analysis for a ribbed shell of a rotary drum with two riding rings rigidly 
fixed to the drum shell are presented. There are many monographs and papers (see for 
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example [2–4, 6–7]), the theoretical basis and the simple cases of the shells loading 
are discussed. Shell buckling under dynamic loading has been described in [5]. It was 
also proved that the thin-walled structures are endangered with destruction, mostly 
due to the loss of stability, rather than to insufficient strength of the material. In [1] 
also the loss of stability for the cylindrical shell with initial imperfections and with 
applied axial load has been discussed. One of the ways to improve the shell’s stiffness 
is the application of stiffening rings. 

The rotary dryer as well as the rotary kiln are machines, in which the main part is  
a ribbed cylindrical shell. The calculation procedure of rotary kiln [9] as an shell radi-
al deformation using the deformable finite elements method was presented in [9]. The 
results of the calculation have been compared with those obtained by Z. Banakiewicz 
by analytical means. On the ground of this comparison it can be stated that the 
strength analysis of a rotary drum by the deformable finite element method is decid-
edly more justified. The deformation problems for the case of the revolving boiler 
drum with two rolling rings fixed in a rigid way on the shell can be found in literature 
[10]. The two significant theories describing stresses and deformations of the shell: 
Goldenveizer, Novozhilow and Donnell have been discussed, and using  
a numerical method, a boiler drum free vibrations matter has been solved. In the work 
[11] a means of calculation of radial deformation of a tyre of rotary drum using the 
method of deformable finite elements was presented. The calculations have been car-
ried out for the models of internodal loads expressed by the continuous load and point 
load. The influence of the kind of the contact between the tyre and the shell of the 
drum upon the character of tyre deformation and upon the magnitude of internal bend-
ing moments was analyzed. The results were compared with the results obtained on 
the analytical way by other authors. The finite element method (FEM) was applied to 
the nonlinear analysis of a cement rotary kiln [8]. The nonlinearity is due to contact 
conditions between the kiln body, tyres and foundations. The FEM was first used in  
a reduced model of the kiln in order to obtain the meshing criterion for the global 
model. Then, an overall FEM analysis was performed for the different operating and 
live loads at different positions of the rotary kiln. 

2 The Fursow Method 

The Fursow method is based on the Castigliano theory. Strenght calculations for the 
ring loaded with external forces system can be reduced to the determination of the 
statically indeterminate internal forces (axial force N, shear force P and bending mo-
ment M) for the ring’s cross-section. The Fursow method allows one to obtain internal 
force in the ring in each section in dependence on the section angle. Mathematical 
equations are as follow [12]: 
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where: Sk – force, A1–A4 – auxiliary factors, R – outer radius, φ – section angle for 
calculations the internal forces, φk – the angles in the individual sections. 
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In the equations above n denotes number of applied Sk forces. 

 

Fig. 1. The stiffened cylindrical shell under loads (T denotes the supports reaction forces) 
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Fig. 2. The internal forces in the ring taken into account 

3 Numerical Models 

In order to carry out a reliable strength analysis of stiffened cylindrical shell two nu-
merical models were constructed. The first one, devoid of strengthening ribs, served 
as a reference model. The second one, fitted out with flights, was more realistic. Ge-
ometric dimensions of the models were taken from real object. The radius (R) of cy-
lindrical shell is 1.3 m and length of the cylindrical shell (L) is 10 m. The material 
properties were defined. Young modulus (E) is 200 GPa and Poisson’s ratio (ν) is 0.3. 
A shell type of finite element (FE) was used to model a rotary dryer shell. This kind 
of FE has eight nodes and a double curvature with six degrees of freedom at each 
node. In the modeling of bricks forming the rings a solid element was used. This kind 
of FE has 20 nodes with three degrees of freedom at each node. The connection be-
tween drum dryer and the riding rings was modeled using the contact bonded ele-
ments. The boundary condition are presented in Fig. 3b. Basically, the contact nodes 
of the rings and the support rollers were fixed in six degrees of freedom (DoF). The 
analysed model was subject to the loads that come from the dead load of the machine 
and bulk material.  

3.1 The Simplified Model 

At the first stage the investigation on the simplified model was performed in order to 
assess the conformity of the analytical and numerical models (Fig. 3). Two cases – 
model with flights and model without flights was taken into account. 
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a) b) 

 

Fig. 3. The real view of the rotary dryer (a) and its corresponding numerical model (b). The 
cylindrical shell was subjected to load from the bulk material modeled as a the pressure about 
constant value corresponding to its weight (red arrows). 

 

Fig. 4. The von Mises stress in the ring (σ) – analytical method vs FEM method 

The numerical model was validated based on the ring stress distribution. The simi-
lar shape of the section angle-stress curves obtained for both models suggest their 
good accordance (Fig. 4). 

3.2 Extended Model 

Because the tests which were carried out using the simplified numerical model and 
the analytical model showed their good correspondence, in the second research stage 
an extended numerical model with additional flights was used (Fig. 5). During rota-
tional movement of the rotary dryer the bulk material is lifted by the flights, and then, 
after exceeding the angle of repose, it slides down. Repose’s angle for granular mate-
rial has range from 0° to 90° and it refers to the maximum angle at which an object 
can rest on an inclined plane without sliding down. For modeling, critical angle of 
repose at the level of 45° was assumed. The lifted bulk material in the flights was 
modeled as the solid body weight according to the its density. Also in this case, the 
load from shifted bulk material was modeled as the pressure with constant value cor-
responding to its weight (blue arrows in Fig. 5b). 



432 P. Biesiacki et al. 

 

a) 

 

b) 

 

Fig. 5. A discrete slice of flighted rotary dryer: a) section view of rotary dryer with bulk mate-
rial inside [13], b) numerical model with applied asymmetric load 

The stress distribution for an arbitrary cross-section and a forming line (red line on 
the figures) was investigated. The simplifications applied to the extended model con-
sisted of a lack of the reinforcements at the ends of the rotary dryer, caused their large 
deformations. Therefore, to obtain the most realistic results of analysis, a middle 
cross-section of the shell was chosen (Fig. 6a). 

For the longitudinal analysis the line connecting the spots at the end of the shell 
with the highest stress magnitude was chosen (Fig. 6b). 

a) b) 

Fig. 6. Lines of the investigations of the stress distribution for cylindrical shell a) middle cross-
section, b) longitudinal analysis 

In following diagrams presented are the von Mises stress distributions in the ring, 
in the middle of the shell and along the forming line shell (Fig. 7, Fig. 9 and Fig. 10 
respectively). The displacement of the middle of the shell is presented in Fig. 8. 
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Fig. 7. The von Mises stress in the ring – symmetric vs. asymmetric load 

 

Fig. 8. The displacement in the middle of the shell 

 

Fig. 9. The von Mises stress in the middle of the shell 
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Fig. 10. The von Mises stress along the forming line 

4 Conclusions 

In this work a simple FEM model of the rotary ring was validated by analytical calcu-
lations using Fursow’s method. The numerical model used for analysis allows one to 
successfully determine the areas of the greatest maximum stress and deformations. 
The research has shown that the loads are the greatest during the operation of the 
rotary dryer. That means that in order to safely design a rotary dryer asymmetric loads 
must be taken into account. The reduced stress values obtained during FEM analysis 
are smaller than the allowable ones. Maximum von Mises stresses in the analyzed 
ring under an asymmetric load have increased 233 % with respect to the symmetric 
load and were observed in the support areas. The maximum displacement of the stiff-
ened cylindrical shell was detected in the center of the shell between the two rings. 

References  

1. Donnell, L.H., Wan, C.C.: Effects of Imperfections on Buckling of Thin Cylinders and 
Columns under Axial Compression. Journal of Applied Mechanics 17, 73–83 (1950) 

2. Timoshenko, S., Woinowsky-Krieger, S.: Theory of Plates and Shells, 2nd edn., pp. 547–
554. McGraw-Hill Book Co. (1959) 

3. Timoshenko, S.P.: Theory of Elastic Stability, p. 439. McGraw-Hill Book Co., New York 
(1936) 

4. Volmir, S.A.: Stability of deforming systems. Science (1967) (in Russian) 
5. Volmir, S.A.: Nonlinear dynamic of plates and shells. Science (1972) (in Russian) 
6. Girkmann, K.: Flächentragwerke. Book Co., Vienna (1946) 
7. Flugge, W.: Stresses in shells. Springer-Verlag, Book Co., New York (1973) 
8. Coz Díaz, J.J., Rodríguez Mazó ́n, F., Garcıa Nieto, P.J., Suarez Dominguez, F.J.: Design 

and finite element analysis of a wet cycle cement rotary kiln. Journal in Finite Elements in 
Analysis and Design 39, 17–42 (2002) 

 



 Stress Analysis of Stiffened Cylindrical Shells Under a Static Load 435 

 

9. Zachwieja, J.: Utilization of the deformable finite elements method for calculation of rota-
ry klin shell radial deformation. Journal in Cement-Lime-Gypsum 7/69(2), 64–66 (2002) 

10. Zachwieja, J.: Numerical analysis of a static load and vibrations of a rotational drum. Jour-
nal in Mechanic Scientific Papers, University of Technology and Life Sciences of Byd-
goszcz 54(243), 329–345 (2004) 

11. Zachwieja, J.: Radial deformation of tyres of rotary drums. Journal in Cement-Lime-
Gypsum 8/70(1), 39–45 (2003) 

12. Żurakowski, S., Hojarczyk, S.: Rotary kiln – designing and construction, WNT (1969) 
13. Sheehan, M.E., Britton, P.F., Shneider, P.A.: A model for solids transport in flighted rotary 

dryers based on physical considerations. Journal of Chemical Engineering Science 60, 
4171–4182 (2005) 



 

© Springer International Publishing Switzerland 2015 
J. Awrejcewicz et al. (eds.), Mechatronics: Ideas for Industrial Applications, 

437

Advances in Intelligent Systems and Computing 317, DOI: 10.1007/978-3-319-10990-9_41 
 

Multiaxial Fatigue Test Stand Concept –  
Stand and Control Design 

Michał Böhm, Mateusz Kowalski, and Adam Niesłony 

Opole University of Technology, Faculty of Mechanical Engineering,  
Department of Mechanics and Machine Design, ul. Mikołajczyka 5, 45-271 Opole, Poland 

{m.bohm,m.kowalski,a.nieslony}@po.opole.pl 

Abstract. The paper presents the concept of fatigue test stand designed for 
multiaxial tests. The main advantage of the test stand is the possibility to 
perform fatigue tests under any combination of bending and torsional moments 
– from constant amplitude loading with different loading frequency, phase 
shifts and amplitudes ratio to advanced tests under random loading with 
programmable stochastic dependence between loading components. The stand 
consists of two vibration shakers used as the source of the load being 
implemented on two separate levers. The levers are transferring the load in the 
form of bending moments to the experimental test sample. New designed 
control system of the stand with the use of the LabVIEW software was 
prepared. Currently the control of the test stand is at the stage of an open loop 
control. The preliminary tests have been performed with constant sinus loads. 
The paper also presents a finite element analysis of the maximum available 
stress for the test samples being used in the stand. 

Keywords: multiaxial fatigue, fatigue test stand, multiaxial control. 

1 Introduction 

Fatigue failure phenomenon is a well-known issue in the heavy but mostly of all in 
the light industry. While preserving all the needed requirements regarding the shape, 
functionality of any construction, we also have to keep in mind the environment in 
which the construction is being used. Time varying forces that are constantly affecting 
the construction or machine element are causing the decrease of its life span. We have 
to take these factors into account to properly calculate the required functionality and 
durability. The first fatigue tests have been conducted by the German scientist August 
Woehler [1] in the 19th century, and were set to explain the cause of fracture of 
railway axles by finding the maximum forces acting on them. Since then, the fatigue 
tests have increased their importance, as well as the construction of different fatigue 
test stands have evolved. Different uniaxial fatigue test stands are used in the standard 
fatigue testing procedures acknowledged by the ASTM Society (American Society for 
Testing of Materials). Those fatigue stands are used for tension-compression, bending 
and torsion tests. Those tests are reliable and the true material effort state is well 
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known, and also can be described by some mathematical formulations. When it comes 
to multiaxial fatigue tests, the literature still hasn’t found a final conclusion to this 
topic and the final mathematical formulation of the problem. We can use different 
paths in calculating multiaxial fatigue, which aren’t too clear. This is also the problem 
for multiaxial fatigue tests, which seem to be doing far better in terms of reliability 
than the mathematical formulas right now. We can find a lot of different fatigue test 
stands like the tension-compression with torsion or bending with torsion stand, etc. It 
is currently a very interesting topic and it should be investigated with the use of 
mathematics and physics, and then the results should be proven on fatigue test stands. 
All these information have driven the authors to create a concept test stand that could 
be used in their research area which is currently the multiaxial fatigue of materials. 
One of the milestones set by the authors was also the creation of a reliable control of 
the stand. While these are the first steps in the concept stand, the authors have created 
an open loop control system for the stand, and are currently designing the concept for 
the closed loop control with the use of strain gauges and acceleration sensors [2]. The 
paper takes the reader through the design procedure of the stand beginning from the 
concept and ending on the start of the stand. 

2 Description of the Fatigue Test Stand 

This chapter illustrates the basic ideas behind the concept of the stand, and explains 
some of the necessary steps, which the constructors had to take while preparing the 
stand. The desired multiaxial fatigue stand has to fulfill some basic requirements for 
fatigue tests, which are:  

• the possibility to test samples in the state of bending with torsion [3, 4], 
• perform tests under cyclic and random loading conditions, 
• the possibility to use standard diabolo test samples (Fig. 1) used for bending or 

torsion tests by the Department of Mechanics and Machine Design of the Opole 
University of Technology [5], 

• allow high frequency fatigue test, 
• allow to test materials under different loading ratios [6, 7]. 

The first step was set into going through the literature and trying to find some 
solutions regarding multiaxial test stands for bending with torsion. Out of some 
known solutions, the authors have picked those presented by Niesłony and Macha [8]. 
Then a block diagram regarding the stand and its control has been prepared (Fig. 2). 
Some available resources as the levers, basic column as well as the samples clamping 
jaw have been taken out of the storage of the Department. The missing parts which 
were the base and side plates have been done according to the dimensions of the 
columns and levers. The two vibration shakers that are connected to the levers have 
been bought, two TIRA 51144 have been chosen for that purpose. The first assembly 
of the stand is presented in Fig. 3. The connectors between the levers and the shakers 
which transfer the load have been prepared in the final stage of the design and are 
presented in Fig. 4. The constructors had to pick a reliable and cheap solution in 
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regards to control of the stand. That’s why the NI LabWIEV has been chosen, and the 
NI Compact DAQ module to design the control system with. The NI Compact DAQ 
module has been filled with three main cards responsible for the signal generation and 
data acquisition. The signal should be transferred in the form of voltage to two 
amplifiers in the same time, without any phase shift. The vibration and strain values 
should be used in the process of compensation of the transferred voltage to the 
amplifiers. 

 

Fig. 1. Diabolo test sample used at the DMMD with the bending and torsion moment 
imposed on it 

 

Fig. 2. The block diagram of the concept control for the multiaxial fatigue test stand 
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Fig. 3. First concept test stand model assembly – shows the purpose of the levers for torsion 
and bending 

 

Fig. 4. Test stand second concept assembly, with the connectors between levers and test sample 
as well as between levers and vibration shakers 

Bending Torsion 
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3 Parameters and Construction of the Test Stand 

The concept multiaxial fatigue test stand has been assembled and is presented in 
Fig. 5. For the control the NI Compact DAQ has been used and is presented in Fig. 6 
with a brief specification of used cards. The control signal is generated within voltage 
values between ±10 V. The strain values are being red out of the strain gauges that are 
being connected to the bridge module. The acceleration values are being read through 
the acceleration sensors connected to the vibration sensor card. Regardless to some 
analytical calculations of the construction, the authors have made a finite element 
method simulation of the maximum available stress state for the diabolo test samples 
made out of S355J steel, and it is presented in Fig. 7. The simulation allowed the 
authors to gain information about the places of maximum stresses in the stand. The 
expected parameters of the test stand are presented in Table 1. The acquisition 
diagram is presented in Fig. 8 for an open loop control. All applications were created 
in LabVIEW. The authors have used standard measurement data acquisition blocks 
which allow to read and record signals gained out of the accelerometers and strain 
gauges. The part of the application responsible for signal generation for single 
actuator is presented in Fig. 9. The program can generate harmonic as well as 
polyharmonic signals at the moment, which may be used in the process of fatigue 
testing. The application allows to change the offset of the signal using a created ramp 
block inside the application. At this moment the control is still at the point of an open 
loop [4], which means that the force and momentum are not being compensated by 
the control system. The strain and acceleration are currently being recorded by the 
system. The authors also want to establish a control system where the controlled 
quantity would be the strain.  

Table 1. Expected parameters of the test stand in regards to the parameters of the vibration 
shakers 

Parameter Constant amplitude Random amplitude 
Rated peak force 440 N 100 N 
Frequency range 2–6500 
Max rated travel pk to pk 25.4 mm 
Max weight tested 6 kg 13 kg 
Max acceleration 110 g [m/s2] 
Control voltage −10 V – 10 V 

The maximum rated travel peak to peak (pk to pk) of the stand is the difference 
between the maximum positive and maximum negative amplitude of the waveform 
that the stand can generate. This parameter strongly depends on the offset value of the 
signal waveform that is being subjected to the stand. The offset can be also set 
mechanically in the stand. It is carried out on the levers using a specially designed 
turnbuckle. 
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Fig. 5. Assembled test stand with an closer look on the place of the test sample input 

 

Fig. 6. The NI Compact DAQ chassis, which is being filled with (starting from the left side): 
Bridge Module (strain gauges), vibration sensors card, analog output card, and two digital 
signal output and input cards 
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Fig. 7. Maximum available stress states for the diabolo test samples made out of S355J steel. 
The von Mises criterion has been chosen to calculate the maximum stresses. The stress-strain 
curve for the used steel S355J has been used in the calculation process of the maximum stress 
values. 
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Fig. 8. Acquisition diagram of the concept fatigue stand for multiaxial tests for the 
accelerometer. The measurements are being recorded for every value over the static value set in 
the application. 

 

Fig. 9. Application responsible for signal generation for single actuator. The application allows 
to perform an amplitude offset change. 

4 Remarks and Conclusions  

The test stand presented in this paper is still in the concept stage, even though all 
elements are already at their functionality stage. To describe the accurate parameters 
and maximum values of the stand, it is needed to perform tests for different types of 
materials and different types of loading conditions. The stand needs to be fully tested 
for constant amplitude loads and standard constructional materials like low alloyed 
steels, which are characterized by good stiffness, before proceeding to random 
amplitude fatigue tests. The control system needs to be changed into closed loop 
control with the possibility to perform real time compensation of the output signal. 

The main advantage of the test stand is the possibility to perform fatigue tests 
under any combination of bending and torsional moments – from constant amplitude 
loading with different loading frequency, phase shifts and amplitudes ratio to 
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advanced tests under random loading with programmable stochastic dependence 
between loading components. Such kind of test stand seems to be very useful while 
performing a verification of multiaxial fatigue failure criteria designed for spectral 
methods [9, 10] and for material testing under service loading condition.  
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Abstract. The paper describes design process of the two inspection robots. 
Both are able to work in water environment. There is provided problem state-
ment which cause need of designing robots and solution for it. The paper pre-
sents exemplary usage of the robots and sample results of inspection tasks. The 
inspection process and equipment can be different for each robot. Common  
assumption in design of both robots was versatility of the construction. Tank  
inspection robot can be set in two different configuration with two different in-
spection equipment. Pipe inspection robot has configurable construction of 
tracks arms which enables work in different conditions. 

Keywords: underwater inspection, tracks, mobile robots, water supply  
networks. 

1 Introduction: Problem Statement 

Almost every city on Earth has a water supply network. These networks are complex 
installations consisting of a very broad array of different types of pipes, tanks, filters 
and other equipment and machines. Pipes and storage tanks are a key part in all water 
supply networks. They are critical to safe and uninterrupted water supply. A typical 
city with over 700,000 citizens has in excess of 40 water storage tanks and more than 
3500 km of water and sewage pipes. The inspection of these parts of water supply 
network poses several problems. The main problems are: 

• The pipelines in most cases cannot be inspected by human due to their small  
diameter. 

• The storage tanks have to be emptied in order to perform a full inspection. This 
causes long periods ( about 1 month) when the tanks are excluded from use. 

• The inspection itself takes a lot of manpower. 
• The bottom of the tanks has to be periodically cleaned. The cleaning also requires 

emptying of the tank. 
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Our department was approached by MPWiK Krakow to design a pair of robots that 
could perform inspection and maintenance tasks without the need to empty the tanks 
or exclude sections of a pipeline from use. Fig. 1 shows the CAD model of an exem-
plary tank that the robot should inspect. 

 

Fig. 1. CAD model of a water storage tank 

2 Problem Solution 

The solution for above problems are two robots designed in Department of Robotics 
and Mechatronics UST AGH [1]. Both of the robots are tracked and use components 
rated up to 30 m underwater. The robot vary in design according to their specializa-
tion. One is designed for maintenance and inspection of water tanks and the other is 
designed for pipeline and ducts inspection. Both robots are equipped for video inspec-
tion and are meant to be remotely operated. Video and control signals as well as pow-
er are transmitted via cable. This solution is also a safety feature, the robots can be 
extracted using a steel line running along the cables. Both of the constructed robots 
are early prototypes and test platforms. 

2.1 Water Tank Inspection Robot 

The main goal of inspection of water storage tanks is the monitoring of the state of the 
tank's concrete walls. Fig. 2 shows an example of a crack in the tank's wall. The de-
signed robot will be used for more frequent inspection of the tank's walls. This will be 
possible due to the robots ability to perform the inspection in a full tank. The robot's 
design was supported with simulation of kinematics and dynamics of the robot [3, 2]. 

Fig. 3 shows the model of the robot with the additional inspection vehicle. This ve-
hicle will perform the detailed inspection of the tank's walls using video camera and 
crack detection algorithms. 
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Fig. 2. A crack in the water storage tank's wall 

 

Fig. 3. CAD model of the robot's tracked base with attached inspection ROV 

The crack detection algorithms are developed along with the prototype. Fig. 4 
shows the end result of a test of the algorithm on a sample image. 

Another inspection equipment that can be used with the robot is Eclipse multi-
beam sonar from Tritech company. Fig. 5 shows the robot with the sonar attached. 
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The data that the sonar provides can be used to create virtual maps of the interior of 
the tanks [8]. The data gathered during a test scan of a lake's bottom are shown in Fig. 6. 

The robot can also perform basic maintenance of the tank's bottom. A suction 
pump can be attached to the tracked base and used to clean the tank's bottom. Fig. 7 
shows the robot's prototype with pump attached. 

 

Fig. 4. Result of crack detection algorithm 

 

Fig. 5. Robot's prototype with the Eclipse sonar attached 
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Fig. 6. Visualisation of sonar scan data 

As described above the tracked robot platform is very versatile and can perform 
different types of inspection and tank maintenance. The time to change the robot from 
one configuration to the other is very short and allows for faster and more compre-
hensive tank inspection and cleaning. 

 

Fig. 7. Robot's prototype with pump attached 

2.2 Pipe Inspection Robot 

Along with the inspection of the tanks there is a need for pipe system diagnostics. To 
design second robot several assumptions and requirements had to be considered e.g.: 

• Ability to fit different pipe sizes and cross-sections. 
• Ability to perform inspection in vertical as well as horizontal pipes. 
• Ability to perform visual inspection of the pipes. 
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The designed robot's prototype fulfils all of the above assumptions. The ability to 
fit different pipe sizes and cross-sections is realized using an innovative mechanical 
design that involves mounting the robot's tracks on variable arms as shown in Fig. 8. 
Selected track are specialized ones made by Inuktum Company [4]. During the design 
phase the kinematics and dynamics of the robot's tracks were performed [5–7]. Simu-
lation and stress analysis of the mechanical construction were also performed. 

 

Fig. 8. Variable configuration pipe inspection robot 

The robot is equipped with a camera and a high power LED to ensure optimal 
lighting conditions. The robot can change it's configuration to fit circular pipes as 
shown in Fig. 9 or rectangular ducts as shown in Fig. 10. 

 

Fig. 9. Robot in pipe configuration 
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The main inspection tool of this robot is an inspection camera. Fig. 11 shows the 
image from the robot's camera during pipe inspection test. 

 

Fig. 10. Robot in duct configuration 

 

Fig. 11. Image from robot's camera 
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3 Summary 

Both robots are designed using mechatronic approach. The design process was con-
current and each part of the project took into account the needs and specifications of 
the other. The robots are characterized by their modularity and versatility. The can 
perform inspection in a wide range of harsh environments and reach places not acces-
sible to humans. Implementation of these robots in any water supply or waste man-
agement company will decrease it's operation costs and increase safety and  
service availability. It will also decrease maintenance downtimes and increase the 
service life of pipelines and storage tanks. We are confident that these two designs 
will have a broad range of applications. 
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Abstract. An implemented and experimentally verified diagnostic system for 
the rotating mechatronic system of machines with an active magnetic bearing  
is presented. An additional module that controls the correctness of its operation, 
employing artificial intelligence methods, is proposed. The results of 
preliminary investigations which will allow for an expansion of the diagnostic 
pattern base necessary to develop of an expert advisory system are given. 
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1 Introduction 

A key issue in operation of modern machines is their reliability. Critical machines are 
equipped with diagnostic systems that process numerous measurement data registered 
during their work.  

The most important problem is an analysis and then a right interpretation of these 
data and determination of mutual correlations between process parameters and the 
machine dynamics. As a result, optimization of motion parameters and, particularly, 
an increase in reliability of the machine are possible. Advanced computational meth-
ods let us derive models of the theoretical data obtained experimentally and conduct 
a wide range of analyses and optimization of geometrical, flow and dynamic parame-
ters of machines. 

In the operating diagnostics of machinery, special attention should be paid to non-
invasive methods for detecting defects that can be performed directly on the object, 
without interrupting the machine operation. These methods mainly rely on registration 
of selected measurement signals of the working machine, and then they are subject to 
a detailed analysis in terms of appearance of characteristic symptoms of damage. 

The paper presents a diagnostic system, which was implemented and 
experimentally verified on the real test stand of the rotating mechatronic system with 
an active magnetic bearing. An additional module that controls the correctness of the 
system operation, using artificial intelligence methods, is proposed. This module is 
intended to aid the operation of the existing diagnostic system. The results of 
preliminary investigations which will allow for an expansion of the diagnostic pattern 
base necessary to develop of an expert advisory system are presented. 
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2 Test Stand 

In many areas of technology, also in mechanical engineering, there are more and more 
devices whose design is only possible through an integration of mechanical, electrical, 
electronic and information equipment. These devices are called mechatronic systems. 

An example of an unconventional solution to a bearing node is a mechatronic sys-
tem of an active magnetic bearing. The system of active, digitally controlled magnetic 
bearings provides an interesting alternative in the design of modern machines, whose 
task is to implement the technological processes involved in meeting specific opera-
tional requirements (operation in a range of very low or high temperatures, in chemi-
cally aggressive environments, or in the vacuum) [7, 8]. 

The magnetic rotor suspension technology in machines is qualitatively different if 
compared with conventional bearing solutions. Its characteristic feature is non-contact 
levitation of the machine rotor in the magnetic field generated by an automatic control 
system, which allows for controlling dynamics of the rotor during its motion. 

 

Fig. 1. Test stand of the rotating system with a magnetic bearing 

The experiment was carried out on the test stand (Fig. 1), whose rotating shaft is  
a thin-walled tube made of duralumin of the external diameter equal to 54 mm and  
the 2 mm wall thickness, supported with two roller bearings mounted on both ends. 
Between these bearings, there is a system of active magnetic auxiliary support. It is 
driven by an electric motor, controlled by an inverter and connected to the shaft by  
a flexible coupling membrane. The mass of the rotating system is 4.85 kg and  
the length of the shaft – 1923 mm. 
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3 Magnetic Reaction Forces of the Bearing 

A unique feature of magnetic bearings is a possibility to determine, with an indirect 
method, magnetic reaction forces generated in the axes of control, on the basis of 
measurements of currents and movements for given values of the electromagnet con-
stants. The knowledge of forces acting in a rotating system of the machine has  
an important diagnostic value, because the cause of vibration, which occurs earlier 
than the effect, i.e., a response of the vibrating structure [5, 8], can be observed. 

A reaction vector of the magnetic bearing is a sum of the forces generated by bear-
ing electromagnets and changes in each control cycle. The component of the magnetic 
reaction Fxmag for the axis x is determined with the relationship: 
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The component value of the magnetic reaction Fxmag (Fig. 2) for a single control 
axis is related to the measured average values of the control current of the electro-
magnets IXT, IXB in a given period of control and the values of the magnetic slot sXT, 
sXB (T – top, B – bottom). 

 
 
 
 
 
 
 
 
 
 

Fig. 2. Components of the magnetic reaction 

The values of slots are found by measurements of instantaneous values of the jour-
nal position with respect to the bush center of the known clearance. The instantaneous 
values of the journal position are measured with a measuring system, specially de-
signed for this purpose, being an integral part of the diagnostic system for control of 
the bearing operation. A value of the electromagnet constant K depends on its design 
parameters and can be calculated from the theoretical dependence or determined ex-
perimentally [8]. 

4 Characteristics of the Diagnostic System and Its Software 

The specificity of the real object imposes special demands associated with a necessity of 
construction of the diagnostic system, which controls simultaneously the functioning 
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correctness of the rotating system and the control effectiveness of its lateral vibrations. 
An analysis and interpretation of the measurement data collected during the operation of 
the machine rotating system with a magnetic bearing are performed with the developed 
diagnostic software. 

The signals for a database of the diagnostic system come from sensors installed in 
the magnetic bearing. They measure the journal position in two axes of control and 
the current in the windings of electromagnets. These sensors are an integral part of 
modules for control of the bearing operation. Additional measuring systems measure 
the frequency of the shaft rotation and the temperature of electromagnets windings. 
For collecting and recording the data necessary in the diagnostics of the mechatronic 
rotating system, a USB-4716 Advantech module equipped with a USB interface that 
provides the appropriate speed and accuracy of data transmission in measurement 
applications is used. The USB module does not require any additional power source. 
Clips for connecting all input/output signals are placed on the device casing (Fig. 3). 

 

Fig. 3. Acquisition module of diagnostic data 

The existing diagnostic software of the rotating system with an active magnetic 
bearing covers two stages of operation: 

 

Stage I – ”on-line” mode: 
• performance of test functions of the system along with control of the magnetic 

bearing at the starting moment, which allows one to diagnose the system dynamics 
for the fixed shaft in the phase of its suspension in the magnetic bearing (rotational 
frequency is equal 0). On their basis, computational procedures allow one to evalu-
ate the bearing operation correctness and the integrality of the power transmission 
shaft. After the end of the tests, a signal of readiness to initiate the drive is generat-
ed; 

• data collection and recording in real-time after the drive starts its operation (with 
the rotating shaft), comprising: the start-up, the shut-down, operation at the nomi-
nal rotational frequency and operation in the emergency mode (autorotation mode); 

• “on-line” recording and control of parameters of the system operation during each 
phase and selection and reduction of the saved data files in the non-volatile memory 
that concerns mainly untypical behaviors of the system; signaling and generating  
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different level alarms in cases of exceeding critical values for the operation of the 
power transmission system or the bearing system. 

Stage II – ”off-line” mode: 
• data decoding recorded during the first stage of diagnostic software operation, 

collected in the memory of the diagnostic system by means of the external comput-
er and some special software for this task; 

• analysis of the collected data concerning temporary states of the system operation 
(the start-up, the shut-down) and untypical behaviors, and a graphic presentation of 
evolution of the shaft trajectory versus time, Bode plots, characteristics of changes 
in values of magnetic forces, temperature fluctuations of electromagnets windings, 
etc. 

5 Concept of the System Development with Artificial 
Intelligence Methods 

In the next stages of the work on the diagnostic system, further development of its 
software which will include a generation module of diagnostic hypotheses based on 
modern methods such as neural networks, Bayesian belief networks and fuzzy logic 
elements, is planned. 

The proposed concept of the diagnostic system for the machine rotating system 
with an active magnetic bearing will perform the following tasks: 

• diagnosis – determine the current state of the machine on the basis of the analysis 
carried out by the existing diagnostic system, 

• genesis – identify the causes of the current state of the machine, 
• forecast – predict further possible changes in the machine state. 

The implementation of these tasks will minimize the probability of unforeseen 
problems in the machine operation and proper planning of operational and repair  
activities. 

A proper identification of the current state of the machine must have a reference to 
the information about the history of the object and progressive changes occurring in 
the machine during its operating time. The information about the history of state 
changes during operation, and the correctly described current state of the machine  
allow one to predict the future behavior of the machine. 

On one hand, a concept of the diagnostic system includes a database of diagnostic 
patterns, and, on the other hand, an archival database of measurements made during 
the period of the machine operation. The reliable data from the database of diagnostic 
patterns are designed to deliver an accurate diagnosis, and, thus, to make right deci-
sions. An accurate diagnosis on the state of an object can be achieved with different 
methods of assessment. The underlying idea of these methods is common. It involves 
finding patterns in a database of diagnostic patterns which are most similar to  
the currently presented ones for the measurement. For the pattern chosen with this 
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method, there are given factors whose coefficients determine the qualitative and quan-
titative information on possible irregularities occurring in the machine state. 

The Main Elements of the Proposed Module to Generate Hypotheses for  
the Diagnostic System Are as Follows: 
• a database of diagnostic patterns – including the results of calculations of special-

ized mathematical models, taking into account an impact of the machine state on 
features of the proposed diagnostic signals, 

• a database of measurements – including the results of measurements made on  
the diagnosed object, 

• an acquisition block of diagnostic signals – a part of the system responsible for  
the collection of measurement data from the test object, 

• a diagnostic inference block – a part of the system in which methods and rules of 
inference to assess the state are implemented, 

• a diagnostic results block – which stores the results of the object state diagnoses, 
• a operational decisions block – whose task is to determine the operating instruc-

tions, 
• processing procedures – a set of procedures for processing both the measured data 

and the data from the database of diagnostic patterns. 

Procedure Algorithm: 
• the database of diagnostic patterns stores diagnostic patterns for various stages of 

magnetic bearings operations, 
• the diagnostic signals are taken from the test object by the block of data acquisi-

tion, 
• the collected data in the block of data acquisition are written to the measurement 

database, 
• in the diagnostic inference block, there is a choice of data processing procedures 

for a particular measurement and processing data stored in the pattern database for 
a given operation stage of the bearing, 

• the processed data from both databases are evaluated by the chosen diagnostic 
method. As a result of the diagnostic evaluation, indicators characterizing the state 
of the machine are given. They are saved in a block of diagnostic results, 

• on the basis of the results of the diagnosis in a block of operational decisions,  
exploitation instructions and dates of the next technical machine examinations are 
determined. 

The main elements of the proposed diagnostic system, from the standpoint of accura-
cy and reliability of the diagnosis, are as follows: a database of diagnostic patterns, a 
diagnostic inference block and a data acquisition system. The data acquisition system 
is directly responsible for providing actual measurement results for the diagnostic 
assessment phase and is one of the main elements of the diagnostic system. 

In the diagnostic inference block of the designed system, data processing with 
artificial intelligence methods, which use their knowledge of the possible states of  
the machine, takes place. The data needed by neural networks to learn and to deter-
mine membership functions are derived from the database of diagnostic patterns  
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obtained from the solution to the mathematical model and processing them in  
an appropriate way, depending on the applied method of inference. 

6 Verification of Proper Operation of the Designed Module 

According to the implementation concept of an expert diagnostic system that controls 
the proper operation of the active magnetic bearing, a neural network which reacts to 
changing signals on its input was developed. To provide the current state of the tested 
system, the neural network learning process must be conducted. It is necessary to 
construct a diagnostic patterns database. 

Figure 4 illustrates preliminary trials of the conducted analysis. The designed 
neural network was to determine the parity of ones occurring in the input values 
string. For this purpose, a database consisting of a sequences of 6 digits 0 or 1,  
and the seventh value determining the ones parity in the given string using the digit 1 
or their odd parity with the digit 0 was created. The neural network was trained on  
the basis of an incomplete database (52 input data sequences out of 64 possible).  
To verify the correctness of the proposed method, the data that were not included in 
the input learning base were used. The developed neural network interpreted the task 
correctly (Fig. 4). 

       
Fig. 4. Verification of the proper operation of the neural network 

The verified neural network can be used in a real system to control the proper 
operation of the tested magnetic bearing. 

The designed system for recording measurement data during the operation of 
magnetic bearings and the possessed knowledge of the object enabled generation  
of the diagnostic pattern database which maps the operation of the tested rotating 
system. The diagnostic pattern database consists of records containing 6 fields for 
variables from the simultaneous measurement of shaft displacements in the magnetic 
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bearing in two control axes and four current values generated by the electromagnets. 
The last, seventh value of the knowledge base is created to determine the proper 
operation of the rotating system in the form of 0 or 1 (Fig. 5a). 

a) 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 5. Analysis of proper operation of magnetic bearings using a neural network: 5a) database 
of diagnostic patterns; 5b) magnetic bearing malfunction; 5c) correct operation of the magnetic 
bearing 

The neural network learning process was conducted using the available knowledge 
base. After entering 6 values related to the analyzed operating phase of the tested 
system to the input of the trained network, the designed module properly evaluated 
the state of the object giving the value close to zero, corresponding to the incorrect 
action of the bearing in the output (Fig. 5b). Figure 5c shows correct functioning  
of the bearing, which was interpreted by the system by attaining a value close to 1 in 
the output. 

After the learning process based on the incomplete knowledge base, this system 
will provide a current state of the magnetic bearing under test. 

7 Summary 

To construct an expert advisory system, there is a need to collect an extensive 
knowledge base, covering completely the problem under analysis. The experience 
gained in verification of the correctness of the existing diagnostic system based on 
traditional methods of analysis will serve as the basis for development and correctness 
verification of the module using artificial intelligence methods to control the proper 
operation of the mechatronic rotating system. The preliminary results encourage fur-
ther analysis of the problem using a neural network. 
 

c) 

b)
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The next stage for development of the diagnostic module will consist in choosing 
appropriate sequences of input data and learning parameters of the neural network  
(a number of hidden layers, a number of neurons in the layer, learning rate and  
a number of repetitions) in order to interpret correctly the current state of the object 
by the program. 
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Abstract. The modified shortest path algorithm dedicated for a condition  
prediction of distributed mechatronic systems is shown in this article. From 
many of available methods the Dijkstra's algorithm has been selected. Assumed 
restrictions of the proposed method (graph models containing interrelated 
groups of failures, effects and their causes) forced the need regarding changes 
of the structure of applied algorithms and their adjusting to the adopted 
predictive model. The method for identification and transformation of the 
current condition in the source vertex of the graph of causes and effects has 
been also presented by the authors. 

Keywords: condition prediction, mechatronic systems, AC asynchronous 
drives, distributed drives, oriented graphs. 

1 Introduction 

The condition prediction of technical devices is an area where a wide scope for 
applications covering various engineering methods, especially statistical methods still  
exists. The most important role might play graph methods, connected with a computer 
representation of their structures. 

During the rapid development of expert systems theory and notation of the 
procedural and declarative knowledge, associated with the growing capabilities of 
personal and industrial computers, the usage of process signals (representing 
operating conditions) gathered from the industrial objects for prognosis (especially in 
the real time mode) has become possible. 

On the basis of the current status and historical data, it is possible to estimate a set 
of parameters including the probability of damage that describes components (piece 
parts) or whole machines (total probability of failures, resulting from mutual relations 
of components creating subassemblies or more complex systems). 

It is also possible to use sets and tables of probabilities (referring to commonly 
used components or piece parts taking into account their operating conditions),  
developed by the RADC Information Office [7]. 
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The last required step, indispensable in an evaluation of the condition prediction, is 
a selection of a structural form describing identified interrelationships between 
specified failures and their impact at the development of further damages. 

The definition of a directed graph (named by the authors’ the graph of causes and 
effects) allows determination of vertexes (states of considered technical objects) 
interconnected with weighted edges (values of weights corresponding to probabilities 
of failures). 

In many cases, sufficient information (connected with an evaluation of operational 
states) may be provided through the use of the expert knowledge. 

A notation of functional relationships, of constituent components of distributed 
mechatronic systems, based on graph methods allows for a simplification of the 
prediction process. 

The described advantage resulted from usage of computer algorithms (allowing for 
mapping of the path identifying consequences of successive failures), possibilities of 
representation of machines on different complexity levels (systems, subsystems, 
components, piece parts, etc.) and ease of determination of dependencies between 
independent but reciprocally interacting mechatronic devices [3]. 

2 A Definition of the Considered Problem 

The most often used solutions for searching of the shortest path (in the form of 
computer algorithms) can be divided into the following variations [5]: 

• Single-Pair Shortest Path Problem (SPSPP) – sets the shortest path between  
a source and a sink,  

• Single-Source Shortest Path Problem (SSSPP) – determines the shortest path 
between selected source, and other vertices of the considered graph, 

• Single-Destination Shortest Path Problem (SDSPP) – an inverse method of the 
SSSPP, i.e. searching the shortest path from each vertex to a target vertex, 

• All-Pairs Shortest Path Problem (APSPP) – sets the shortest path between all pairs 
of vertices. 

All of enumerated methods are used to a determination of the path with the 
minimum value of weights sum of edges, but assumptions of the presented method 
require changes in algorithm structures. 

For the purpose of the conditions prediction based on the current states the authors 
have chosen the SSSPP method. 

A modified algorithm used in its principle to the needs of a solution of the problem 
leads to obtaining a path with the most probable states, defined on the basis of ordered 
series of relations (structural, reliability and failure). 

The result of the Dijkstra's algorithm is the path from the start vertex to the sink 
vertex, with the minimal total weight value of edges connecting considered nodes. 
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Determination of the transition is done globally (in reference to the global structure 
of the graph – all its vertices and edges, in the framework of the hierarchy). 

The causes and effects graph is defined as a collection of failures related to their 
consequences dependent on an individual structure defined by the user of the 
mechatronic system. 

It should be noted that with a respect to the same technical agent (taking into 
account the context of diversified applications) defined structures of the causes and 
effects graph may take diverse forms. 

Weight values of the causes and effects graph can be presented in two separate 
approaches, using a representation of the: 

• reliability function 

 R(t) = 1–Q(t) = P{T≥t}                                                   (1) 

• unreliability function 

 Q(t) = P{T<t}                                                         (2) 

where:  
R(t) – the reliability function, 
Q(t) – the unreliability function (the distribution function of a random variable),  
P{T<t} – the probability of a failure of an element to the moment t.      

An identification of the current state (the source vertex) is carried out on the basis 
of data contained in the Prediction Oriented Diagnostic Vectors (PODV) [4]. 

In order to a determination of the scope of functionalities covered by the PODV 
vectors the authors proposed the preliminary definition, in the form of a minimum set 
of attributes identifying the test object (immeasurable values) and diagnostic 
indicators (measurable and immeasurable characteristics – extensive and intensive), 
sufficient to the state prediction.     

PODV vectors should meet some basic features including the possibility of:   

• a universal application (within the range of considered mechatronic devices), 
• a possibility of identification of the current state and the classification of gathered 

numerical values (transformation of the present state of work to the graph and an 
assignment to the two disjoint sets – operational or nonoperational states), 

• a reconstruction of the failures propagation path (based on the identified key 
variables, their values and structural notation), 

• recording of the key parameters (the possibility of using of database systems) in 
order to modification or development of predictive models of currently monitored 
devices.   
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The general structure of the PODV vector is represented by the formula: 

 VPUWD = [[IdSM(SSMk(Par = Idel))
T[IdST(SSMk)]

T[Ddiag]] (3) 
where: 
IdSM(SSMk(Par = Idel)) – the vector containing non-measurable parameters of 

considered system (individual tags Idel and division codes of all elements 
isolated according to the FMECA methodology), 

IdST(SSMk) – the vector of a quantitative description of the SSMk system under 
consideration containing number of elements within the defined structure, 

Ddiag – the diagnostic data vector (structure defined in an individual manner in relation 
to the context of application). 

After determination of the current state and transformation of initial values to the 
source vertex the modified algorithm should reconstruct the path of the possible 
states. 

3 Modifications of the Dijkstra’s Algorithm 

Modification of the Dijkstra’s algorithm assumes a resignation from a phase of 
determination of the path characterized by the minimum sum of the weights 
connected source and sink vertexes, in favor of the probabilities analysis (reliability or 
unreliability functions) of adjacent vertexes up to further determination of the failures 
path. In the considered case only the source vertex is known, without knowledge 
about the sink vertex. 

For matching of the Dijkstra`s algorithm to requirements the authors have made 
assumptions in the following form: 

• changes of edge weights in the directed graph, in case of representation using the 
unreliability Q (t) function, according to the relationship: 

 EMp(i,j) = 1–p                            (4) 

where: 
EMp(i,j) – the weight of the edge coming from vertexes i to j, 
p – the percentage value of failure of an analyzed component (assembly, 

subassembly, etc.). 

• checking of the sum of weights probabilities of incoming and outgoing edges of 
the considered vertex, according to the relationship (where n is a number of edges 
incoming or outgoing from the considered vertex): 

( )
=

=
n

1m
ji,EM 1p                                                  (5) 

• resignation of global searchin of the path with the minimum value of weights sum 
and reduction of the search depth up to the level of the nearest neighbor, then 
setting a new source vertex, 
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• assumption of seeking set of vertices in the immediate vicinity of the floating 
vertex (source vertex), instead of summing the weights of the edges (Fig. 2), 

• an implementation of the function connected with an estimation of a transition 
probabilities from source to sink vertexes with the usage of a product function of 
the edge weights connecting determined vertices, 

• an identification of the startup vertex based on data included in PODV vectors and 
computer processing functions that determine the quantitative identification of this 
particular condition [1, 2, 6]. 

The general approach to the issues of an interpretation of the modified Dijsktra`s 
algorithm can be presented in the following form: 

Modified_Dijkstra_routine(graph, weight, start): 
    v_val[start] = 0 
    antecedents[] = null 
  FOR i=1 to max_vertex_number[All_vertexes_set(graph)] 
        v_val[previous_vertex, next_vertex] = • 
  END FOR 
    Not_considered_vertexes_set = All_vertexes_set 
DO 
     temp_val = Find_minimum(Not_considered_vertexes_set) 
   FOR All_neighbour_of_previous_vertex 
    IF  
     weight[previous_vertex, next_vertex]<v_val[temp_val]  
    THEN 
      antecedents[next_vertex] = previous_vertex 
      previous_vertex = next_vertex 
    END IF 
   END FOR 
UNTIL Not_considered_vertexes_set = Empty 
END 

The application of the processing functions used at the stage of searching of the 
cause and effects graph developed for the electric motor is shown in Fig. 2. In case of 
the presented example, a depth of the search was limited to two iterations. 

The realization of functioning of the modified algorithm leads to the designation of 
a state (represented by the graph vertices) responsible for the further development of 
errors, failures or detuning of the analyzed system. 

A different manner of an interpretation of the various approaches (functions Q(t) 
and R(t)) leads to the same results, assuming changes of the edge weight value. 

It should be noted that the weights can have different values depending on the 
nature of work of the considered mechatronic system, and subjective assessment of 
the experts. 

Enumerated qualities do not constitute restrictions of the presented method, but  
rather advantages (the matching ability the nature of the work to suit individual  
conditions and disturbances affecting a system during tasks execution). 
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Fig. 1. Schematic representations of notions used in the modified algorithm: a) the local 
minimum, b) the global minimum 

The proposed structure of the modified algorithm is easy to an implementation in 
computer data processing environments. 
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Fig. 2. Stages of determining a path in the causes and effects graph, based on the current state:  
a) first step (search depth equals 1), b) second step (search depth equals 2) 

In addition, the method is a response to the need of the use of the prediction-
oriented expertise, without fitting statistical hypotheses to specific aspects of course 
of work of mechatronic devices. 
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4 Summary 

Presented modifications of the Dijkstra’s algorithm, with taking into consideration the 
assumptions included in the method is sufficient to meet the requirements of the tools 
being developed to the purpose of prediction of system failures. Similar modifications 
can be made to the structures of other shortest path algorithms.  

The presented method is based on the matrix representation of graph structures and 
is a universal solution for the prediction of conditions of technical devices. 

The modified Dijkstra’s algorithm allows: 

• obtaining a solution of the problem of sequential fault determination, 
• using personal computers or industrial units, carrying out operation in an industrial 

environment (especially in real time mode – online monitoring), 
• implementing in industrial systems in cases where predictive control methods are 

used, 
• usage in case of appliances in which the forecasting method is based on the 

condition expertise or experience. 

References 

1. Świder, J., Hetmańczyk, M., Michalski, P.: Utilization of advanced self-diagnostic functions 
implemented in frequency inverters for the purpose of the computer-aided identification of 
operating conditions. Journal of Vibroengineering 14, 117–122 (2012) 

2. Świder, J., Hetmańczyk, M.: Adaptation of the Expert System in Diagnosis of the 
Connection of the PLC User Interface System and A Field Level. In: Marcinkevicius, A.H., 
Valiulis, A.V. (eds.) Mechatronic Systems And Materials: Mechatronic Systems And 
Robotics/Solid State Phenomena, vol. 164, pp. 201–206 (2010) 

3. Świder, J., Hetmańczyk, M.: Hardware and Software Integration of Mechatronic Systems 
for an Example Measurement Path for Temperature Sensors. In: Gosiewski, Z., Kulesza, Z. 
(eds.) Mechatronic Systems And Materials III/Solid State Phenomena, vol. 147-149, pp. 
676–681 (2009) 

4. Świder, J., Hetmańczyk, M.: The computer integrated system of control and diagnosis of 
distributed drives. Silesian Technical University Publishing, Poland (2011) 

5. Rosen, K.H.: Discrete mathematics and its applications. McGraw-Hill International Edition, 
Singapore, pp. 650–655 (2007) 

6. Świder, J., Wszolek, G.: Analysis of complex mechanical systems based on the block 
diagrams and the matrix hybrid graphs method. Journal of Materials Processing 
Technology 157, 250–255 (2004) 

7. RADC Reliability Engineer’s Toolkit, An Application Oriented Guide for the Practicing 
Reliability Engineer. Systems Reliability and Engineering Division Rome Air Development 
Center (1998) 



 

© Springer International Publishing Switzerland 2015 
J. Awrejcewicz et al. (eds.), Mechatronics: Ideas for Industrial Applications, 

473

Advances in Intelligent Systems and Computing 317, DOI: 10.1007/978-3-319-10990-9_45 
 

Modeling and Simulation of the Hybrid Powertrain  
for the Use in Urban Vehicle 

Andrzej Lechowicz and Andrzej Augustynowicz 

Opole University of Technology, Department of Road and Agricultural Vehicles, Poland 
{a.lechowicz,a.augustynowicz}@po.opole.pl 

Abstract. This paper presents the results of mathematical modeling and simula-
tion involving vehicle properties designed with a simple parallel hybrid power-
train and a planetary gear for the use in buggy hybrid vehicle. This system  
consists of a planetary set and combines two power sources: combustion engine 
(ICE) and electric motor (EM). The powertrain consists of a simple planetary 
set and two additional gears with constant speed ratios. A wide range of trans-
mission ratios is obtained due to various speed of electric motor which is direct-
ly connected to the sun gear in the planetary set. The model of the whole  
vehicle has been developed in MATLAB/Simulink environment. It describes 
the vehicle, internal combustion engine, electric motor and a planetary set. 

Keywords: hybrid system, hybrid vehicle, energy management, powertrain. 

1 Introduction 

In recent years such urban vehicles as scooters, quads and buggies have started to en-
joy greater popularity. A majority of them are equipped with automatic powertrains 
based on a simple mechanical transmission with a flexible band. However, their simple 
design is associated with low efficiency of the powertrain. This results in the deteriora-
tion of the handling characteristics of a vehicle. The limited range of the possible con-
trol, in particular in the higher range of rpms, is connected with the need to increase the 
rotational speed of the combustion engine, consequently considerably increasing fuel 
consumption, toxic substance emissions and noise levels. This is particularly important 
in the places where the traffic of vehicles is more heavy. 

This paper contains a proposition of the design of a hybrid powertrain, whose struc-
ture is based on a simple planetary gear with several degrees of freedom. The control of 
the kinematic transmission is executed by an electric motor, which can operate either as 
a generator or in the drive mode, depending on the instantaneous vehicle speed. As a 
result, it is possible to develop a completely automated powertrain, which provides 
continuously variable transmission combined with a variety of additional functionalities, 
such as start-up of the combustion engine and recuperation of the braking force. How-
ever, the most important feature offered by the new solution is connected with the pos-
sibility of using solely the electric motor during the exploitation of the vehicle in the 
urban traffic. As a result of combining two engines, the proposed system displays the 
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characteristics of a series-parallel hybrid. This paper presents the mathematical model 
and results of a simulation of the hybrid powertrain, which was undertaken in the 
MATLAB/Simulink environment. 

2 Configuration and Analysis of Hybrid Powertrain 

The simulation of a powertrain with an electrically controlled planetary gear was 
performed for a KINROAD XT150 buggy vehicle (Fig. 1). It consists of a planetary 
set, a combustion engine, an electric motor responsible for the change of transmission 
ratio, a hybrid control system and a set of batteries. 

 

Fig. 1. Simulation of a powertrain with an electrically controlled planetary gear 

2.1 Model of the Combustion Engine 

A 200cc combustion engine is the main source of power in the vehicle with a power 
output of 9 kW. A piston-based combustion engine is a dynamic object, whose opera-
tion is accompanied by the processes of mass and energy accumulation. The complex-
ities of the phenomena which accompany the operation of such an engine are associ-
ated with difficulties regarding their mathematical description. For this reason, the 
researches of the proposed powertrain apply a model of a combustion engine based on 
the following maps: torque, fuel consumption and emissions (CO, HC, and NOx). 
Hence, the quasi-static torque of the engine TEM is expressed by the function: 

 ( )EEM ωΘ,fT = ,  (1) 

and the dynamic torque TD about the crankshaft is defined as: 

 dt
dω

JTT E
EEMD ⋅−= ,  (2) 

where: Θ – throttle position, TD – engine drive torque, TEM – torque from static map, 
ωE – engine angular velocity, JE – engine inertia. 
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2.2 Model of the Planetary Gear 

The equations for the planetary gear reflect the relations between the torques and veloci-
ties in non-stationary state. The description of the operation of a planetary gear in the 
non-stationary state needs to account for the phenomenon of acceleration of the particu-
lar components and their moments of inertia. The efficiency of the planetary gear was 
taken to be equal to ηp = 1. The equations of the balance of torques take the form: 
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where: TS – torque of the sun gear, TR – torque of the ring gear, TC – torque of the 
planetary carrier, JS – sun gear inertia, JR – ring gear inertia, Sω  – acceleration of the 

sun gear, Rω  – acceleration of the ring gear, Cω – acceleration of the planetary carri-

er, ro – planetary gear ratio. 

2.3 Model of the Electric Motor 

The control of the kinematic transmission ratio of the planetary gear applies a ma-
chine with permanent magnets. The model of electric motor simulation is described 
by means of Lagrange’s equation in the form: 
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where: uz(t) – voltage, TL – torque output of the electric motor, i(t) – current, ω – 
angular velocity of the electric motor, Rt, Lt, Jb, Ke, Km – design specific coefficients 
of the electric motor. 

2.4 Model of Electric Motor Controller 

The controller of the electric motor is a bridge converter and is controlled by a micro-
processor. The control of the system is based on the regulation of the voltage supply 
to the motor (PWM %) in such a way that it operates with a desired velocity and gen-
erates the required torque. The source which feeds the control system includes a bat-
tery assembly. The control of the power from the battery to feed the electric motor 
applies speed controller which take precedence over current controller. Both control-
lers are PID controllers with a limited output of the integrating and differentiating 
members. The regulation of the speed is performed by the prime PID controller.  
The speed registered at the output of the electric motor shaft ωEM is compared with 
the reference one from the electric motor ωREF and subsequently the deviation is input 
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into the PID controller. The output signal limited to the minimum and maximum val-
ues constitutes the target value Is for the current controller. The limitation of the in-
stantaneous value of the current flow through the electric motor is performed by the 
controller. The maximum and minimum values of the current are set in accordance 
with the value provided by the manufacturers of the electric motor. The set value of 
the current is compared with the instantaneous value of the current and instantaneous-
ly the deviation is transmitted into the second PID controller. The controller decides 
on the value of the control voltage US, which is the basis for the converter system to 
very voltage input to the electric motor Uz. 

 

Fig. 2. Structure of electric motor regulation 

The mathematical model of the converter is described with the equation: 
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2.5 Model of Battery Assembly 

This paper applied a simulation model of a Li-ion battery, which accounts for the 
charge and discharge phase. 

Model of Li-Ion Battery Discharge Mode (i* > 0) [10] 
The battery voltage during the discharge model is defined as 

 
*i

itQ
Q

Kit)BAexp(iRit
itQ

Q
KEV 0batt ⋅

−
−⋅−+⋅−⋅

−
−=  (8) 

The specific characteristics of the model mean that the filtered current (i*) passes 
through the polarization resistance. 

Model of Li-Ion Battery Charge Mode (i* < 0) [10] 
The complete model of Li-ion battery in its charge mode is expressed by the relation  

 
( )itBAexpit

itQ

Q
K*i

Q0.1it

Q
KEV 0batt ⋅−+⋅

−
−⋅

⋅−
−= , (9) 

where: Vbatt – battery voltage (V), E0 – battery constant voltage (V), K – polarization 

constant (V/Ah) or polarization resistance (Ω), Q – battery capacity (Ah), = idtit  – 

real battery capacity (Ah), A – amplitude of the exponential area (V), B – reverse of 
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the time constant of the exponential area (Ah-1,), R – internal battery resistance (Ω),  
i – battery current (A), i* – filtered current (A). 

2.6 Model of Drag Resistance 

The torque representing drag force of the vehicle in motion is expressed as the total of 
the torque resulting from the acting rolling resistance and drag forces: 

 ( ) dPTDR rFFT ⋅+= , (10) 

where: rd – dynamic radius of a wheel. 

The rolling resistance constant Ft, for the zero angle of the longitudinal road incli-
nation is equal to: 

 gmfF tT ⋅⋅= ,  (11) 

where: ft – rolling resistance coefficient, m – vehicle mass, g – gravitational accelera-
tion. 

The drag force Fp is equal to 

 2

ρv
AcF

2

xP ⋅⋅=   (12) 

where: cx – coefficient of drag force, A – face surface of the vehicle,  v – vehicle 
speed, ρ – air density. 

2.7 Model of Driving Wheels 

The torque calculated on the driving wheels (TDW) is counteracted by the driving force 
FD, acting along the surface of wheel contacts with the road surface and is equal to 

  dDDW rFT ⋅=         (13) 

The driving force FD is balanced by the force of adhesion 

 ZDW FμT ⋅= ,  (14) 

where: Fz – normal force. 
The value of the coefficient of friction μ is relative to the longitudinal slip Sx and is 

defined by the formula: 

• for the case of acceleration 
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• for the case of deceleration 
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where: ωDW – wheel angular speed, v – linear vehicle speed. 
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2.8 Model of the Driver’s Behavior  

The interaction between the driver and the powertrain is described in the function of 
the interval between the speed which is set by the driver vd, and the instantaneous 
speed of the vehicle v. The braking torque TB is generated by means of the controller 
type P, whose gain function is selected in accordance with the relation [7] 

  v)- (v   k = T dBB ⋅  (17) 

where: kB – proportional gain. 
The maximum value of the braking torque was determined on the basis of the con-

dition of required braking force [7]. 

3 Simulation Results 

The simulations involving hybrid powertrain were performed for the urban driving 
cycle (UDC). In order to compare the operating parameters of the powertrain, this 
cycle was realized for various operating modes of the powertrain. 

3.1 Electric Mode 

In the proposed powertrain the electric mode, the electric motor can be applied to play 
the role of the motor which is used in the acceleration of the vehicle and drive at a 
constant pace as well as in the generator mode. Fig. 1 presents the characteristic of the 
curve of the battery state-of-charge (SOC) during the course of the UDC cycle. 

 

Fig. 3. Characteristics of time variability of battery capacity during urban driving cycle 
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Fig. 4. Time curve of current flowing in the windings of the electric motor during the UDC 
cycle 

 

Fig. 5. Characteristics of time variability of angular velocity, torque and power of electric mo-
tor during UDC cycle 

As one can see in the above figure, the electric motor can be used for acceleration 
of the vehicle in accordance with the velocity profile in UDC cycle. It also enables the 
recovery of energy during braking to be made in accordance with the velocity profile 
given in the UDC cycle. Initially, the battery state-of-charge (SOC) was 50 %, while 
after the completion of the cycle this value dropped to 49.62 %. The distance which 
was covered in the cycle is 989 meters. On the basis of this value it was assumed that 
during the cycle from the completely charged batteries (100 %) to their complete 
discharge (10 % of initial capacity) it is possible to cover the distance of 234 km in 
the electric cycle. It was possible to obtain such distance as a result of the possibility 
of recovering large proportion of the energy (up to 60 A) for recharging the batteries, 
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as illustrated in Fig. 4. In the applied batteries the discharge current is equal to three-
times the capacity 3C (300 A), while the charging current is equal to the equivalent of 
one time the battery capacity 1C (100 A). 

During the course of the acceleration and drive at a constant speed the current has 
the same sign (negative) as the angular velocity of the electric motor. In contrast, 
during the braking phase the current has a reverse (positive) sign in relation to the 
angular velocity of the electric motor (negative). The maximum discharge current 
during the cycle does not exceed 80 A and 60 A during braking. The curves of the 
velocity, torque and power during the cycle are presented in Fig. 5. 

The positive values the torque and power are registered during the acceleration 
phase whereas they are negative during the braking. The negative values of the power 
mean that this power is transmitted into the batteries. 

3.2 Hybrid Mode 

In the hybrid mode, the UDC cycle was repeated for various angular velocities of the 
combustion engine (200 rad/s, 300 rad/s, 700rad/s, and 900 rad/s). Fig. 6 illustrates 
the time curves of the angular velocity of the combustion engine and electric motor in 
relation to the vehicle speed and throttle opening for a constant angular velocity of the 
combustion engine. 

 

Fig. 6. Characteristic of time variability of angular velocity and throttle opening during UDC 
cycle for an input value of angular velocity of the combustion engine (300 rad/s)  

The condition for the control in the presented simulation is based on the mainte-
nance of a constant velocity of the combustion engine at around 300 rad/s during the 
drive and 0 rad/s in rest. The control of the vehicle speed is performed by the regulat-
ing the throttle opening in the combustion engine. At the same time, the electric motor 
is responsible for the control of the transmission ratio of the powertrain. The curve of 
the angular velocity of the electric motor shows how the regulation of the angular 
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velocity is performed in order to ensure the operation of the combustion engine at  
a constant angular velocity. The presented simulations of the UDC cycle indicate that 
it is possible to preserve a constant operating point of the combustion engine over the 
entire range of the vehicle speed. By controlling the transmission ratio of the plane-
tary gear the electric motor maintains a required value of the angular velocity of the 
crankshaft in the combustion engine 200 rad/s, 300 rad/s, 700 rad/s, and 900 rad/s). 

4 Conclusions 

The application of hybrid systems in small urban vehicles (scooter, Quad or Buggy)  
is still very rare nowadays. The hybrid solutions applied to this date are characterized 
by a heavy and costly design of a hybrid drive, which often discourages their applica-
tion in small urban vehicles. This paper presents a hybrid solution, which can be ap-
plied in small vehicles. On the basis of kinematic analysis and simulations in 
MATLAB/Simulink environment it was indicated that the proposed solution of the 
hybrid powertrain offers the possibility of continuous gear control within the entire 
range of the vehicle speeds and has a greater range of the possible control field than 
the traditional powertrain with a classical CVT transmission. For instance, it is possi-
ble to implement a more precise control of the powertrain (combustion engine) within 
its highest efficiency range. As a consequence of the application of two engines in the 
vehicle, it was possible to increase the capacity of the powertrain two times in com-
parison to the earlier solution. Apart from this, the application of an electrical motor 
in the function of a generator provides for the recuperation of the energy which is 
normally dissipated during braking. The electric motor can also be applied in the con-
ditions where it is least advantageous to use the combustion engine, i.e. during its start 
from a standstill and drive at a small speed. Additionally, as a result of the application 
of a planetary gear to operate as CVT, the proposed solution is much more efficient 
than the one using conventional CVT, which has low efficiency. 
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Abstract. We present both design and test results of the servodrive (electric 
motor and its control system) used in the constructed hexapod-type walking ro-
bot. We are aimed on the construction analysis of the servo, modeling and func-
tioning of the electronic feedback action in the applied type of the engine. The 
carried out research also includes a block diagram presenting working scheme 
of the used servo. In particular, we describe a control method of eight 
servodrives using only one control signal. The obtained results present the rela-
tionship between the current used by the system and the value of a specified 
torque generated by each servodrive. We illustrate and discuss the accuracy of 
the positioning of the particular drive depending on the applied dynamic load. 
The obtained results supported by analysis of the gait of the biologically in-
spired six-legged walking robot (Geotrupes stercorarius) allow to preliminary 
determination of the average energy required to realize given robot tasks. In ad-
dition, the maximum speed and the permissible load for the gait of the hexapod 
as well as the repeatability of the individual steps performance during the 
movement of the robot are also estimated. 

Keywords: servo, control, servo characteristic, six-leg robot. 

1 Introduction 

Nowadays mechatronics become large part of both research and everyday life. 
Morover many of us come in contact with mechatronic devices often unconsciously. 
Designed and produced robots find their use not only in industry [3], but also in daily 
life. Design of every robot combines elements such as power supply, control systems, 
sensors and motors. Those last elements have huge influence on the robot perfor-
mance and efficiency, especially on its movement precision, speed and power con-
sumption. There is a lot of operation [6] describing both direct-current and alternating 
current motor drives. In literature there are reported results mostly of the numerical 
calculations [7], where main characteristics used in analysis are given by manufac-
ture's. In this paper we are presenting results of the research based on the servos oper-
ating that are commonly used in small robotics. The summary consists of the results 
analysis in comparison to data provided by the manufacturer. 
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2 The Servodrive Construction 

The servo is a closed loop drive system with a position feedback, in which the input 
signal is a rectangular voltage control with variable frequency, while the output signal 
is a physical quantity (position, velocity, acceleration). Fig. 1 shows a functional 
block diagram of the servo [5]. 

 

Fig. 1. Servos construction scheme 

The set-point input signal is compared to the pre-processed output signal and the 
resulting error is being transmitted to a correction term and subsequently amplified. 
The correction signal is applied to the actuator which angular position is the output 
value of the system. The purpose of the system is to eliminate the difference between 
the actual servo position and current position set-point. The servo shows the structure 
of a typical closed-loop control system. 

The construction of the servodrive consists of a DC motor, control system and 
gearbox. Due to the gearing ratios being very big (about 1:171) – it provides consid-
erable torque in relation to the mass, such as in case of Servo TowerPro MG-995 with 
a mass of only 55 g and the torque of 1.3 Nm with an angular velocity of 6.16 rad/s 
(according to the manufacturer). The disadvantage of most servodrives is the fact that 
due to the use of an rotational potentiometer with a limited angle range (the resistance 
change corresponds to the angular rotation) its motion is limited to 180°. 

3 The Servodrive Control  

In the designed robot the microprocessor (CPU) was applied that belong to 8-bit AVR 
controllers family. The CPU is clocked at a low speed of only 16 MHz, so the com-
plex structure of the robot implies the usage of systems aiding its work. In the follow-
ing case the external timing circuit is applied to speed up the operation frequency. 
This kind of the control system, can be connected even to a large number of sensors 
and still has enough computing power and ROM memory to generate control signals 
for at least 18 servos. Application of a specially designed electronic circuit, allows us 
to control the entire system in real time, as it reduces the computational loading of the 
processor by choosing which servo should be supplied with an input signal according 
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to the set sequence. For this purpose the switching system was designed that enables 
simultaneous control of 32 servos with just three 16-bit PWM signals. Because the 
servo control signal is generated at a frequency of 50 Hz and is filled in a time domain 
for 0–2.5 ms (Fig. 2), it was possible to increase the frequency of generating a control 
signal to 400 Hz and create a loop to generate this signal. One cycle of the PWM 
signal lasts for 20 ms and consists of eight high states of 2.5 ms length, each corre-
spond to a different servo. The signal generated by the microcontroller is transmitted 
by the timing circuit, which is intended to choose a particular servodrive. The system 
clock impulses are used to control the demultiplexer, which system allows to select  
a specific servo and to supply it with a control signal. 

 

Fig. 2. The PWM signal division for each servo 

4 Results 

In order to compare the results of a computer simulation of the real six-legged robot it 
was necessary to carry out tests on the servos used in the project. The research was 
being conducted on the servodrives TowerPro MG-995 commonly used in model 
making. To determine necessary mechanical parameters, following technical charac-
teristics declared by the producer were used: 

─ metal gear, double ball bearing and complete set of relevant (large and strong) 
servo arms, washers and screws equipped; 

─ rotational speed ratio 0.20 sec/60° (6.0 V voltage supply); 
─ power: 11 kg/m (6.0 V voltage supply); 
─ mass: 55.2 g; 
─ dimensions: 40.6 mm × 19.8 mm × 37.8 mm; 
─ power supply voltage range: 4.8–7.2 V. 

For the need of the analysis a special research set-up was constructed, allowing to 
measure the current consumption of the servo and the driving torque generated by the 
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servo at the same moment [1]. To test the speed ratio and the positioning accuracy of 
the servo under variable dynamic loading the another measurement set-up was also 
constructed. Each measurement was performed on several different servos. The posi-
tion measured data for current characteristics was collected by the conversion circuit 
(PWM signal to analog) and then processed by the National Instruments DAQ 
multimodule NI-6001 using the NI LabVIEW software. 

5 The Driving Torque Measurement 

The results show the relation between the current consumed by a servo and the torque 
generated at the output of the gear shaft [2]. To obtain a real time characteristic of the 
servos, the linear intensity values of an electronic integrator was necessary. As shown 
in the following test results below, the servo consumes the largest current only with 
the coexistence of the high state of the control signals. Fig. 3 illustrates the measure-
ment results after applying different loads to the servo. 

 

Fig. 3. The signal power for variable load A – low loaded, B – high loaded servo 

Integrating filter was used to convert the pulse signal into an analog signal. It is 
generally based on the following equations: 

 TtDTforyDTtfory <<<→<<→ 0;0 maxmin  (1) 
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dttf
T

y
0

1
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 ( ) minmax 1 yDDyy −+=  (3) 

The obtained solution shows that the current consumed by the servo is dependent 
on the signals value (the minimum and maximum values of the signal). Introduced 
electronics allowed to study the servo in real time. The results integration yielded by 
the filter usage are presented in Fig. 4. 
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Fig. 4. Power consumption by the servo, A – before conversion, B – after conversion 

6 Servodrives’ Current vs. Torque Characteristics 

The measuring system consisted of a force sensor and adjustable arms to differentiate 
the distance of the loading weigh from the output shaft. The graphs include the results 
of four servos for the various arms lengths. 
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Fig. 5. The dependence between the current drawn by the servo and the torque generated on the 
arm of 30 mm 
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Fig. 6. The dependence between the current drawn by the servo and the torque generated on the 
arm of 40 mm 
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Fig. 7. The dependence between the current drawn by the servo and the torque generated on the 
arm of 50 mm 

Analysing the graphs shown in Figures 2–4 it can be said that maximum torque gen-
erated by the servo is almost equaled to 0.8 Nm while the current consumed at the same 
time moment is at about 1.2 A. In order to avoid damage of the servomotor, the research 
was carried out only until the servo current exceeded 1.3 A. However, it was also found 
that the maximum current of the servo was at the level of 1.5 A, but the generated 
torque did not exceed more than 0.8 Nm. Basing on the determined data, the current vs 
torque characteristic can be described with a linear equation of the current function: 

 M = 0.846 I – 0.23. (4) 
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As shown in the graphs above, the servo holds the locking torque, which is a result 
of the high gear ratios application, at the value of 0.1 Nm. This occurrence often helps 
to achieve the reduction of the energy consumption while maintaining a fixed servo 
position. 

7 Servodrives’ Angle vs. Time Characteristics 

The graphs shown in Figures 8 and 9 show the results of the angular velocity of the 
investigated servomotors (estimated average angular position of all examined drives 
vs. time). In order to perform these studies, the PWM signal generator system was 
designed. It allows to measure the minimum time displacement of the servo between 
two extreme positions. Speed has been measured for both rotation directions: clock-
wise and anti-clockwise. The test results are presented in the figures below. 

 

Fig. 8. The angular position vs. time for a clockwise rotation 

 

Fig. 9. The angular position vs. time for a anti-clockwise rotation 

Basing on the results obtained in this study, the calculated mean speed of the servo 
rotation is at about 5.2 rad/s. It is larger for clockwise rotations (5.4 rad/s), while for 
reverse rotation it is equaled to 5 rad/s. 
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8 Positioning Accuracy 

Conducted a study containing hundreds of measurement points, which helped to de-
termine the accuracy and repeatability of the positioning[4]. 

 

Fig. 10. Relation between the angle of the servo and PWM signal width 

The graph shown above (Fig. 10) indicates that the servo positioning accuracy is at 
about 0.1 of the obtained signal satisfies the equation [p] from the angle [α] obtained 
on the shaft servo-mechanism. 

 α = 0.1074 p – 62.74  (5) 

 

Fig. 11. Servo positioning repeatability results for the 50 g 

 

Fig. 12. Servo positioning repeatability results for the 200 g 
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Figures 11 and 12 show the repeatability achieved by servo position for different 
loads. Repeatability of servo positioning with small loading was calculated on 99 %. 
For the greatest load amounting to 200 g, on the shoulder length of 100 mm, the accu-
racy of achieving position was estimated on 98 %. Mentioned values in a time domain 
are shown on the Fig. 12. 

9 Conclusions 

The servo modeling is increasingly used both in research works, industrial applica-
tions, robotics as well as in rehabilitation constructions. It is widely used thanks to its 
small overall dimensions and the ability to generate a relatively large torque. The 
investigated servo control system does not require any computer with high speed and 
processing power. Obtained relation between control signal and the angular position 
of the servomotors’ output shafts suggest that it is possible to use Denavit-Hartenberg 
notation for calculations of the final position of the manipulators effectors (driven by 
servomotors). Comparison of the obtained results with those stated in characteristics 
card shown that while the mean values of angular speed of servo are comparable, the 
torque generated by the engine is only half that was declared. 
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