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Preface

The Cross-Domain Conference and Workshop CD-ARES is focused on the holis-
tic and scientific view of applications in the domain of information systems.

The idea of organizing cross-domain scientific events originated from a con-
cept presented by the IFIP president Leon Strous at the IFIP 2010 World Com-
puter Congress in Brisbane, which was seconded by many IFIP delegates in
further discussions. Therefore CD-ARES concentrates on the many aspects of
information systems in bridging the gap between the research results in computer
science and the many application fields.

This effort led us to consider the various important issues of massive informa-
tion sharing and data integration that will (in our opinion) dominate scientific
work and discussions in the area of information systems in the second decade of
this century.

The organizers of this event who are engaged within IFIP in the area of
Enterprise Information Systems (WG 8.9), Business Information Systems (WG
8.4), and Information Technology Applications (TC 5) very much welcomed the
typical cross-domain aspect of this event.

Out of 27 submissions, we assembled a program for CD-ARES 2014 consist-
ing of 10 papers. CD-ARES 2014 provided a good mix of topics ranging from
knowledge management and software security to mobile and social computing.

The collocation with the SeCIHD 2014 Workshop was another possibility to
discuss the most essential application factors. Due to its great success and echo
in the scientific community, this special track was held this year for the fourth
time.

The main goal of SeCIHD 2014 was to collect and discuss new ideas and
solutions for homeland defense.

To handle the complex research challenges of homeland defense, it is necessary
to adopt a “multi-disciplinary” approach, which is the core spirit of CD-ARES
2014. This year, SeCIHD 2014 comprised 14 papers, which introduce the latest
technologies of homeland defense including security issues and protocols for In-
ternet services, anomaly detection, cryptographic models, security and privacy
in ambient intelligence and so forth.

The papers presented at this conference were selected after extensive reviews
by the Program Committee with the essential help of associated reviewers.

We would like to thank all the Program Committee members and the review-
ers who made great effort contributing their time, knowledge, and expertise and
foremost the authors for their contributions.

September 2014 Stephanie Teufel
A. Min Tjoa

Ilsun You
Edgar Weippl
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Argumentation-Based Group Decision Support  
for Collectivist Communities 

Marijke Coetzee 

Academy for Computer Science and Software engineering, 
University of Johannesburg, South Africa 

marijkec@uj.ac.za  

Abstract. In collectivist communities, decisions are taken by groups of people 
who prefer to consider the opinions of their in-group. For them it is important to 
reach group consensus by focusing on the group's preferences and goals. Such 
decision processes can be supported by multi-criteria decision analysis that 
identifies sets of objectives, representing subjective values used in decision 
making, to better generate recommendations. Recently, several attempts have 
been made to explain and suggest alternatives in decision-making problems by 
using arguments. Argumentation theory is the process of bringing together  
arguments so that conclusions can be justified and explained. Each potential  
decision usually has arguments for or against it, of various strengths. For collec-
tivist communities, the non-monotonicity of argumentation theory is useful as it 
supports an adaptive decision-making style. The fact that the opinions of group 
members can be evaluated and replaced, if they are found lacking via a group 
opinion strategy, fits well with collectivist decision-making. This paper propos-
es a framework that allows a group of users, belonging to a collectivist and 
mostly rural community, to share their opinions when making decisions such  
as buying goods in bulk in order by incorporating their cultural beliefs in the 
system design. 

Keywords: Collectivist culture, group decisions, multi-criteria decision-making, 
argumentation.    

1 Introduction 

In the developing economies of Africa, South America, India and Asia, very small 
enterprises (VSEs) find it challenging to conduct business supported by ecommerce 
[1]. VSEs are part of the informal economic sector and have an important role to play 
in the growth of developing economies. It is therefore vital that these, and other types 
of VSEs, are supported by technology to enable growth and expansion. To answer this 
need, recent research projects investigate how to support VSE owners by means of   
m-commerce applications backed by cloud-based technologies [5] [6] to allow them 
to conduct their business from a mobile phone. For such applications to be successful, 
VSE owners should be encouraged to collaborate, and together decided to buy    
products in bulk from large retail suppliers in order to become more profitable.  
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An analysis of data collected in the U.S. (highly individualistic) and Ghana (highly 
collectivist) points to the fact that culture affects decision making [2]. It is thus     
important for researchers who are designing decision-making tools to be aware of the 
fact that individualist are inclined to be more rational, and collectivist are inclined to 
be more dependent when making decisions. Individualistic consumers would rather 
evaluate the features of a product before they purchase it, in contrast to collectivists in 
Asia or Africa who consider factors such as status and symbolism [7]. Therefore the 
role of culture on group decision-making needs to be investigated as currently, no 
culturally adapted group decision-making tool exists that incorporates collectivist 
behavior and beliefs.  

In order to address this, this research contributes a framework where humans       
interact with an application on their mobile phone that accumulates the preferences of 
all members of a collaborative group and addresses cultural factors when decisions 
are made. The reasoning model is based on an argumentative multi-criteria decision 
framework [8] to assist members to make decisions. The focus is to determine a    
collective choice that will satisfy at most of the goals of the group. Arguments      
provide the pros and cons to support decisions and are not of equal strengths, which 
makes it possible to compare pairs of arguments. When arguments are compared, it is 
done using different principles, it is done on the basis of their relevant strengths and 
whether they are for or against a choice. The process of argumentative decision-
making is supported by decision-making strategies that meet the needs of collectivists 
such as a group opinion strategy and a group customisation strategy.  

The paper is structured as follows: The next section gives a motivating example 
that highlights the environment of the collectivist consumer that is considered by this 
research. The influence of culture on decisions is described by identifying main cul-
tural approaches and the effect of collectivism on decision-making and social        
position. Group decision methods are discussed and multi-criteria decision analysis is 
identified as a promising approach for this problem area. To assist a collectivist     
decision-maker in his decision processes, argumentation theory can be used with 
multi-criteria decision analysis to provide not only a decision, but also the explanation 
to the decision. A framework is presented that illustrates how different group decision 
strategies are implemented with examples. Finally, the paper is concluded.     

2 Motivating Example  

There is an acute need for culturally-adapted technology to assist VSEs to collaborate 
more. Today, rural collectivist business owners in Africa, Asia and South America 
interact in a face-to-face manner with each other in a culturally involved manner to 
ensure that their businesses will survive in the face of adversity. Figure 1 gives nodes 
representing VSEs, as well as a large retail supplier of goods. Each of these VSEs 
operate on their own and buy good from the supplier individually, at more expensive 
prices. The focus of such a collaboration tool would for example be to assist business 
owners to group together to buy goods in bulk at a cheaper price from this or any 
other supplier.  



 Argumentation-Based Group Decision Support for Collectivist Communities 3 

 

 

Fig. 1. Very small enterprises collaborating 

Due to the size of VSEs and their informal nature, owners tend to run the business 
and make business decisions based on personal relationships and understandings, where 
social capital and social ties support and influence all decisions. Their behavior is 
strongly influenced by their cultural norms and beliefs [9]. This is even more relevant 
when collaborations occur since it involves committing to and trusting in a relationship 
with another business owner. In order to be able to implement such systems successful-
ly, the collectivist approach to consumer decision-making needs to be understood for 
such systems to be useful. The aim is to ensure that participants are comfortable with the 
manner in which the system enables them to collaborate in a group.   

3 Culture and Decisions  

Culture is generally described as the shared symbols, norms, and values in a social 
group such as an organisation or country [9]. Hofstede [9] [11] has identified        
dimensions of national culture of which individualism vs. collectivism is the most 
prominent. Other dimensions include power distance, uncertainty avoidance, and 
masculinity vs. femininity. These dimensions are generally applied by other         
researchers even though Hofstede’s model has been criticized as too simplistic and 
not refined. Yet Hofstede’s model has been validated by as many as 140 studies [12], 
making it useful in many different situations.  

Individualist societies are found mainly in North America and much of Western 
Europe. For them, ties between members of the community are loose where people 
make a life for themselves and their direct family members only. The interest of a 
specific person is more important than the interest of the group. Individualists are 
more goal-oriented and self-motivated, and use guilt and loss of self-respect as      
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motivators [9] [11]. Individualists perform their duties if they can gain from it, and 
see themselves independent from any groups.  

Collectivist societies are found mainly in much of the Middle East, Asia, Africa, 
and South America. People are incorporated into strong, cohesive in-groups from 
birth. In these groups of people there is concern for the wellbeing of others. A person 
separated from the group experiences anxiety because of this separation. In-groups 
protect their members in exchange for loyalty to the in-group. Group interests and 
goals are more important than individual interests, and individuals conduct          
themselves in a manner to maintain social harmony. Such individuals acquire the 
skills and qualities necessary to be a good group member and to keep to tradition. 
Typical motivators are shame and loss of face [9]. Collectivists enjoy doing what is 
right for their in-group, and have self-identities that are strongly linked to the features 
of their group [27].  

Current collaborative group decision tools are designed to suit individualistic 
communities and may thus be less useful to people in many of the collectivist cultures 
in the world. For example, expert opinion carries more weight in decision-making 
[17], where collectivists do not necessarily value expert opinion as much as it may be 
to the detriment of group harmony. Based on a review of collectivists                     
decision-making tendencies that now follows, this research aims to present strategies 
to be used in the design of decision-making tools for a collectivist audience. 

3.1 Collectivism and Decisions    

Studies have investigated the impact of culture on group decision making [13] [14] 
[15] and has highlighted that the importance of group opinion, maintenance of       
consensus, and decisions of people with high social positions in the group cannot be              
underestimated. Collectivists follow an adaptive and more dependent decision-making 
style to maintain group harmony where the needs of the group outweigh the needs of 
individuals’ opinion of a group leader.    

Group Opinion - Collectivists generally give more weight to the opinions of their 
in-group than individualists do, and thus these opinions strongly influence their   
decisions. When collectivists perform an activity in isolation, they feel isolated and 
are less effective [9]. A group opinion strategy to consider may be to provide the user 
with the opinions of the other in-group members when they make a decision. [14]. 
This lessens the user’s feelings of isolation, and reduces the time taken to seek advice 
from members of the in-group regarding their opinions. [14].  

Consensus Change - Collectivists values consensus highly. They have less change 
in consensus between themselves than individualists [13] and rather strive to maintain 
consensus.  

Group Polarization - Polarization is the inclination of individuals in a group set-
ting to hold very different opinions to the group [13]. Polarization is a largely               
individualistic trait where individuals want to showcase their ideas and influence   
others to promote self-interest. In contrast, collectivist opinions do not lead to       
polarization in the group’s decision and persuasive arguments.  
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Persuasive Arguments - Collectivists experience lower levels of persuasive      
content from arguments presented, due to the collective and high power distance of 
the culture [13]. They may rather support the arguments of powerful people in the 
group than arguments with more merit.   

Adaptive Decision-Making - Collectivists adapt their decisions as needed as they 
are part of a group and are more receptive to social consequences of their decisions. 
Individualists view themselves as independent and responsible for their decisions [15] 
and keep to the same decision strategies.  

Group Surveillance - Individualists use guilt as a negative motivational force, 
whereas collectivists use shame of the in-group as a result of their actions [9]. This 
strategy sets to track the behaviour of an individual or a group of individuals, to either 
reward or punish them later [14]. Collectivists’ identities are strongly tied to that of 
their in-group and they are want to contribute as team members. An entire group is 
thus rewarded or punished for the actions of the individual.  

Disapproval Conditioning - Individualists make use of positive reinforcement as 
a motivational strategy, but collectivists are use negative reinforcement to be moti-
vated [14].   

Deviation Monitoring - As collectivists desire to fit in with their in-group, they 
change their behaviours to adapt to the group and situation to ensure they do not stand 
out [14]. Collectivist cultures agree on what expected behaviour is deemed to be and 
they are given severe criticism for small deviations from the norm.  

Group Customisation - In collectivist cultures it is important to put in-group goals 
ahead of one’s own goals [11]. This means that in-group preferences may out-weigh 
individual preferences in different circumstances, particularly where members of the 
same in-group are together. A group customisation strategy can permit one member 
of an in-group, or perhaps various members, to modify application settings on behalf 
of the in-group’s needs, preferences, and goals [14].  

Previous research indicates that the ignorance of such culture differences cause the 
failure of systems [25]. Currently, many group decision-making tools are designed by 
individualists in the Western world, who do not consciously set out to focus on the 
individualistic culture. They are not aware of the features they design in this manner, 
but when such tools are used by different cultural groups, these same features surface 
to become problematic.   

3.2 Collectivism and Social Position 

Decisions are not only influenced by culture, but also by the opinions of group lead-
ers. Such leaders are members of a group whose exercises strong influence over the 
members of the group [16]. In collectivist cultures, members look up to other group 
members for guidance who have a higher social in the community. Such a leader is 
trusted by its group members where there is more trust as the social position of the 
leader increase. Well connected leaders can provide access to a wider range of re-
sources [24] and are beneficial to the group. Such leaders form potential collabora-
tions with others outside the group, leading to potential business opportunities.  
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When groups are formed, new members are generally only invited if they are per-
sonal friends or well-know to current members [24]. Since current members are held 
responsible, to a certain degree, for the new member’s behaviour, it is crucial that new 
member should behave according to the norms of the group. Collectivist cultures 
encourage individuals to relate to those in their in-groups and rely less on others out-
side the in-group to instill strong loyalty towards the group. 

4 Group Decisions   

A Group Decision can be defined as "a decision problem that is shared by two or 
more parties who make a choice for which all parties will bear some responsibility" 
[18]. Group Decision Support System (GDSS) enables the definition of alternatives, 
the choice of criteria and their weights, performance and final recommendations [17]. 
In order to obtain a recommendation a complete decision process is supported by 
formulating and structuring the problem, defining an evaluation model, finding an 
answer to the problem, and finally constructing a recommendation [19]. Many GDSS 
tools have been proposed that support brainstorming to generate ideas, blackboards to 
share information, argumentation models for decision analysis, and multiple criteria 
decision models for alternative evaluations. Recent research on GDSS implement 
consensus models that take into account coincidence among preferences, similarity 
criteria among the solutions obtained from the experts’ preferences, and the agree-
ment between the experts’ individual opinions and the group opinion using fuzzy 
measures [26] illustrating the trend in these systems to focus only on rational deci-
sion-making. Social parameters such as trust or culture are generally ignored by the 
research community, leaving a gap to be explored.  
 Of the available set of GDSS decision models, multi-criteria decision analysis 
shows promise to support collectivist decision-making. It provides a set of techniques 
and principles to compare and evaluate alternatives according to criteria [18] [19]. A 
recommendation is constructed, based on formal preference models defined by users 
in the decision process, making it possible to explain why a preference is preferred 
over another. This aspect is relevant to decision-making in collectivist communities, 
as group members can be given access to the opinions of other group members, to 
make them more comfortable and effective in their decision-making. A group mem-
ber can be given a recommendation, and also the reasons that underlie this recom-
mendation by making use of argumentation. Amgoud et al. [8] proposes an approach 
that explicitly links argumentation to multi-criteria decision making, discussed next.  

5 Argumentation  

When considering classical logical reasoning such as propositional or predicate logic 
it is inferred that a conclusion can be found to be true despite any new additions made 
to the set of proposition which supported the conclusion. This is defined as 
monotonicity, where additional information does not cause conclusions to be modi-
fied or withdrawn [19]. For human reasoning this is not natural as people can change 
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their minds when new information is made available. Decisions are based on the 
available information at a specific moment in time, and can be modified at any time. 
Non-monotonic reasoning formalisms have emerged over time of which argumenta-
tion theory is considered by this research. Argumentation theory enables reasoning, 
by constructing and comparing arguments for and against conclusions [20].  

Non-monotonicity arises as new facts enable the construction of new arguments to 
support new conclusions, or support stronger counter-arguments against existing con-
clusions. Those arguments are intended to support, explain, or attack statements that 
can be decision, opinions, preferences, and values. Argumentation thus fits more natu-
rally with human decision-making as people use arguments to  support the claims 
that contribute to these decisions [21] [28]. Each potential decision usually has a set 
of arguments for or against it, of various strengths. The adoption of argumentation to 
a decision support system has direct benefits as the user can be provided with a choice 
that is not only well-founded, but is also accompanied by the reasons underlying the 
decision.  Furthermore, as argumentation-based decision making is similar to the 
manner in which humans mull over options to finally make a decision [8], it is more 
natural to use.  

When one wants to solve a decision problem, a set of X possible choices or deci-
sions needs to be ordered, based on the different consequences of each decision. Here, 
argumentation can be used to define such an ordering. In order to achieve this argu-
ments are to be constructed in favour of, and against each decision. This enables a 
comparison of possible decisions on the basis of the arguments and their quality or 
strengths. An argumentation-based decision process can be decomposed into the fol-
lowing steps: 

• Constructing arguments in favour of or against each decision in X. 
• Evaluating the strength of each argument. 
• Comparing decisions on the basis of their arguments. 
• Defining a pre-ordering on X. 

 

Formally, following [8] an argumentation-based decision framework is defined as 
follows: 

An argumentation-based decision framework is a tuple <X, A, ≥,   ∆ Princ > 
where: 

 
X is a set of all possible decisions. 
A is a set of arguments. 
≥ is a (partial or complete) pre-ordering on A. ∆  Princ a principle for comparing decisions defines a partial or complete pre-

ordering on X, defined on the basis of arguments. 
 

Each decision that can be made may have arguments in its favour, and arguments 
against it. If there are multiple criteria to be considered, an argument in favour of a deci-
sion (pro) will be criteria that are positively satisfied. On the other hand, an argument 
against a decision (con) gives the criteria which are insufficiently satisfied. Arguments 
may have forces of various strengths [22] that enable an agent to compare different 
arguments in order to select the best ones, and consequently to select the best decisions. 
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Arguments pro/con Let x  ∈  X [8] 
– ArgPro (x) = the set of arguments in A which are in favour of x. 
– ArgCon(x) = the set of arguments in A which are against x. 
 
In order to support an argument-based comparison of decisions, a principle is re-

quired. A simple principle can be defined by merely counting the arguments in favor 
of each decision. This principle prefers the decision which has more supporting argu-
ments.  

 
An argument supporting a decision takes the form of an explanation.  An argu-

ment is a 4-tuple A = <S, x, g, c> where: 
S is the support of the argument,  
x is the conclusion of the argument,  
c is the criterion which is evaluated for x  
g represents the manner in which c is satisfied by x.  
where K represents a knowledge base gathering the available information about the 

world; X is the set of all possible decision; C is a base containing the different criteria 
and G is the set of all goals. 

 

To be able to further refine the comparison principle, the strengths of arguments 
and of the preference relations between arguments are considered. Criteria in C may 
not have equal importance. The base C is partitioned and stratified into                       
C = (C1 ׫ . . . ׫ Cn) such that all criteria in Ci have the same importance level and 
are more important than criteria in Cj where j < i. Each criterion can be translated into 
a set of consequences, which may not be equally satisfactory. For example, consider 
the criterion “price” for a product on sale. If the price is 10 or less the user may be 
fully satisfied, but if it is more than 20, the user may be unsatisfied. This leads to the 
fact that there are sets of goals that are either positive G+ or negative G-. A decision to 
purchase a product is either made or not.  

Once it is decided what are considered as pro and con arguments for each possible 
decision, it is necessary to aggregate them to finally decide what alternative to select. 
Here, one needs to consider how to manage the potential interactions between argu-
ments that refer to different criteria. Bonnefon and Fargier [23] provide an overview 
of possible approaches to aggregate sets of pro and cons. These approaches take into 
account the fact that the arguments are bipolar and qualitative. Amgoud et al. [8] 
shows that it is possible to make use of classical aggregation operators in their 
framework. They compare decisions in terms of positive and negative arguments and 
show that the presented framework can capture different multiple criteria decision 
rules to select the best decision. The rule for the choice is characterized by the fact 
that criteria have or do not have the same level of importance. 

6 Framework for Collectivist Decision Support  

To illustrate the framework, a mobile eProcurement application, the Virtual Store, is 
used as example. It solves the challenges of VSEs such as the replenishment of stock 
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using bulk buying. Users are provided with a mobile application to register, login and 
navigate through a supplier product catalogue. The catalogue contains real-time pric-
ing information and specials that enables VSEs and other retailers to purchase goods 
in a group. The system allows the formation of collaborative groups where an identi-
fied group leader invites group members to be part of the group via the application. 
Before this can happen, face-to-face agreements are made between group members. A 
group needs to agree on basic aspects such as the types of products that they will pur-
chase together as well as the threshold amount that they are willing to spend. The 
goals of the system are to take into account the collectivist nature of the end-user 
when a decision is make to buy stock in bulk.  

The framework is defined next by describing the system architecture, the Virtual 
Store Agent, and the how collectivist group decision strategies are applied. 

6.1 System Architecture 

The architecture of the system is depicted in Figure 2. At the back-end there is a Vir-
tual Store Server agent and on the mobile device of the users there is a User agent. 
The Virtual Store Server agent can access the product catalogue of the Virtual Store 
containing all products that can be purchased.  

 
 

 
 

Fig. 2. Virtual store system architecture 

These products are sent to the User agent that displays them to users simultaneously, 
when a session starts. In addition to the image of the products, the Virtual Store agent 
supports categories that represent particular aspects of products such as price, type or 
colour. The User agent is defined by subcomponents found in three layers shown in 
Figure 3 namely the interaction, reasoning and knowledge layers. 

In the knowledge layer the User agent stores information about the environment of 
the user and profile information of other group members and the profile of the user 
consisting of preferences and goals. The social system component keeps track of  
the all group members and their relative social position to include this in the group 
decision computation Knowledge is accumulated over time, as the user interacts with 
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the system. The reasoning layer forms a bridge between the knowledge and interac-
tion layers and contains two components namely the argumentation component and 
decision component. The argumentation component is responsible for the generation 
of arguments when the human makes choices.  

 

 

Fig. 3. User agent architecture 

The decision component processes the opinions of other User agents to provide a 
group opinion to the user.  The interaction layer is responsible for the communication 
with other User agents and through the GUI with the user. Using the GUI, users ex-
press whether they are in favour of purchasing a product or not. Similarly, they pro-
vide their preferences for product categories through this interface. 

6.2 Virtual Store Server Agent 

The Virtual Store Server agent stores product records of a large number of products P 
that can be purchased. For example, a group of VSE owners collaborate to buy prod-
ucts such as bread and milk in bulk. As a group, they need to create a shopping cart 
containing products that has been chosen by a group consensus process.  They are 
provided with sets of products. The set of products is defined by P = p1, .........pk , 
where k > 2 is the set of available products.   

Each product is described with a finite set of categories or features. The set           
C = c1, .........cn contains all the possible categories where n > 2. A category may be 
associated with more than one product. For example, in Table 1, the following three 
bread products and their four categories are made available by the Virtual Store for 
bulk buying.  
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Table 1. Product categories 

Price (c1) Quantity (c2) Supplier (c3) Type (c4) 100 60 New bakeries White 100 80 Smiths Brown 80 50 ABC White  
 
The Virtual Store sends each product and its categories to the User agent, where it 

is displayed graphically to the user who evaluates it. The application supports strate-
gies for collectivist decision-making, described next.  

6.3 Collectivist Group Decision Making 

The reasoning of the group is now described. A decision protocol is defined to allow 
the group to reason. To support the collectivist approach to decision-making the deci-
sion protocol has two main strategies namely the group customization strategy and 
group opinion strategy. Then follows a description of the process.  

Group Customization Strategy. In-group preferences may be more important than 
individual preferences in scenarios such as the Virtual Store application. A group 
customisation strategy allows one member or leader, or various respected members, to 
customise the Virtual Store application configurations with the in-group’s needs, pre-
ferences, and goals. Other in-group members can then accept and use the group-level 
customisation for themselves, thereby saving time and preventing possible uncom-
fortableness stemming from acting in isolation. It would be possible for group mem-
bers to set a “personal level” customisation, and they should control which setting 
will be used in which sitautions. Data can be stored of all in-group preferences, to 
allow in-group members to stay up to date with group decisions and matters. 

Group Opinion Strategy. The group opinion strategy provides the user with opi-
nions of other in-group members while the user is making a decision. This ensures 
that the user’s is not isolated from the group and reduces the time that he may take to 
consult each member of the in-group regarding their opinions. The group opinion can 
be presented in a visual manner by giving a graphical representation of categories that 
may be sized according to the strength of group preference.  

The Group Decision Protocol. The group decision protocol is shown in Figure 4. 
The first step is the formation of a group when a group leader invites members to the 
group. The invited members accept requests. The group leader and respected mem-
bers customises the goals and preferences of the group to best represent their require-
ments. The group leader starts a session to select products for bulk buying by the 
group. The Virtual Store agent send products to the User agent of each user. Members 
analyse categories and decide their preferences. Each user expresses his opinion about 
the product categories through the GUI of the User agent. User agents provide their 
users a report on the aggregated opinion of the group to determine if an agreement 
was reached. If so, the decision is made to buy the product. If no agreement is 
reached, the group opinion formation process starts. Users create new opinions as 
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arguments that are exchanged between User agents following an adaptive decision-
making style. The decision-module of the User agent determines the modified opinion 
of the group and whether an agreement was reached. This process continues until an 
agreement is reached to buy or reject the product. If no agreement can be reached, the 
group leader makes the final decision.  
       

 

Fig. 4. Group decision protocol 

Group decision-making is now described in more detail using the Virtual Store    
application.  
 
Group Customisation  
Using the group customisation strategy, the group leader of the group of retailers 
configures the Virtual Store with the products and their related categories the group 
will prefer to buy in bulk where the set of products for the group is defined by          
PG = p1, .........pk, where k > 2 is the set of available products and PG ∈  P.   
     
Category Analysis  
When making decisions, the user interacts with the system via the GUI, depicted in 
Figure 2. Each user expresses an opinion about each category of product sent by the 
Virtual Store Server agent. To ensure ease of use, the opinion is defined by the use of 
a slider on the GUI of the application.  
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Users provide their preferences and rejections for each category. This is done 
through a value, in the opinion range Op = [0, 100] for each category associated with 
the product. In this context, the best preferred option is assigned a score of 100, and 
the least preferred a score of 0. This range can be customised according to the specific 
scenario. Assigning a value more than 50 to a product means that the product should 
be bought in bulk by the group.  

 
Category Preference  
The preferences of a user is defined as follows:  

Ui = {sij} is the score assigned by user i to category j. This preference represent the 
user's opinion of a product. For example U1 = {70, 20, 90, 70} gives the opinions of 
user 1 for each category c1 to c4 of a single product. The user gives a high preference 
to the baker (c3) Shown in Table 1 that provides the bread. The user may be able to 
change his opinion, based on what the group decides. 

The overall score for each option, Si is given by summing the preference score for 
option i on criterion j.  

Si = ∑ ௡௝ୀଵ݆݅ݏ /݊ 
For user 1, S1 = 63, indicating the user is in favour of buying the product.  
After being provided a report on the ratings of other group members, a user can    

revise his opinion.   
 

Category Aggregation 
It is very important for each user to know the opinion of the group as the user may 
want to revise his opinion to accommodate the preferences of the group.  

For example, given are the opinions of a set of 4 users for a product and their total 
scores: 

U1 = {70, 20, 90, 70}   S1 = 63 
U2 = {50, 30, 20, 65}   S2 = 42 
U3 = {70, 40, 20, 80}   S3 = 53 
U4 = {50, 30, 30, 70}   S4 = 45 
 
The opinion of the group Opi is calculated for each category as follows: 
opi = ∑ ௡௝ୀଵ݆݅݋ /݊ 
opi = {60, 30, 40, 72}   Si = 50 
The opinion of user 1(63) is thus out of bounds with the group (42, 53, 45).  
 

Group Opinion 
As collectivist consumers prefer an adaptive decision-making style, they should be 
supported to change their mind when confronted with the opinion of the group. The 
focus of this research thus to support a group to reach consensus on a joint decision. 
Each member of the group can give their opinion, and change their mind when 
needed. This gives these consumers more confidence when making decisions, as they 
feel that they are complying to the preferences and goals of the group.  

For this purpose, arguments pro and con to be used with multi-criteria decision 
analysis are now defined.  
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pro pg is a pair ((c, o), pg) where c ∈ C and o ∈ O and o > 50. 
con pg is a pair ((c, o), pg) where c ∈ C and o ∈ O and o ൑ 50. 
 

The pair (c,o) represents the opinion of a user for a given category of a product. If 
the opinion is more than 50, the argument is in favour to buy the product, and if the 
opinion is less or equal to 50, the opinion is in favour to reject the product.  

When a user changes his opinion about a given category, the initial argument is 
removed and replaced by another. For example, if the user decides to give a low pref-
erence to the baker, he can decrease the opinion to 30 from 90. The argument ((c3, 
90), p) is replaced by ((c3, 30), p). The first argument is thus completely removed 
from the set of arguments of the user.  

User 1 views the opinion of the group provided by his User agent and sees that the 
group is not in favour of the product. Similarly, user 3 sees that he is also out of the 
norms of the group. Both users modify their opinion by providing new arguments as 
follows:  U1  = ((c3, 30), p)  and  U3 =  ((c2, 30), p) resulting in the following set of 
opinions: 

U1 = {70, 20, 30, 70}   S1 = 48 
U2 = {50, 30, 20, 65}   S2 = 42 
U3 = {70, 30, 20, 80}   S3 = 50 
U4 = {50, 30, 30, 70}   S4 = 45 
 
The opinion of the group changes to: 
opi = {60, 28, 25, 72}   Si = 46 
The group is now in agreement to reject this product.  

7 Conclusion  

This paper proposes a framework for the Virtual Store application to enable a group 
of users such as VSE owners to create a shared shopping cart containing products that 
have been agreed to as a group. In the framework, users are provided with products 
and related criteria over which to define their preferences, which are the strengths  
of their arguments that they present. A joint group opinion is formed which is re-
ported to all users to assist them to feel part of the group and to ensure that they can 
comply to the group opinion if needed. The architecture consists of two parts namely 
the Virtual Store server agent and the User agent through which users interact with 
the system.  

To the knowledge of the authors, the framework to address collectivist decision-
making is the first of its kind. The framework is a step towards supporting collectivist 
beliefs and behaviours relating to decisions and group opinions by using argumenta-
tion-based decision for a multi- criteria decision problem. This approach naturally 
support the manner in which opinions can be changed as new facts come to light.  

Next research is addressing the refinement of features to be addressed in the decision 
framework, the implementation of a prototype and the evaluation of the framework.   
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Abstract. It is necessary to integrate practical software development and opera-
tion body of knowledge to deploy development and operation methods for as-
suring safety. In this paper, an approach based on the method architecture is 
proposed to develop a Knowledge integration method for describing various 
software related bodies of knowledge and the safety case for assuring software 
life cycle and operation processes. 

1 Introduction  

Information technology (IT) systems have a profound effect on our modern society. In 
order to assure the safety of the software used in these systems, it is not sufficient to 
simply confirm the safety of the software that is developed and operated: we also 
need software development and operation processes that allow the safety of the 
processes themselves to be verified. Such development and operation processes may 
be employed in actual software development and operation projects, it is crucial that 
they are integrated with the development and operation bodies of knowledge already 
being used by software developers and operators. We, therefore, propose an approach 
to assure safety throughout all stages of software development and operation by speci-
fying a method for integrating the safety case[1, 2, 3]—a technique used to assure 
safety both in software and its development and operation processes—with multiple 
bodies of knowledge based on the method architecture[4], which can be used to de-
scribe a variety of practices in a uniform manner.  

2 Background  

There are high expectations for the safety case in the assurance of system safety in 
fields such as aerospace, medical devices, and automobiles. In order to promote and 
support the adoption of this technique in the software development and operation 
workplace in Japan, the authors established the D-Case Validation & Evaluation 
Study Session (http://www.dcase.jp) in September 2012. On the international front, 
meanwhile, we have participated in efforts aimed at proposing the Assured Architec-
ture Development Method (AADM)[6] to the international standards organization  
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The Open Group (TOG) as a technique for highly safe development of architectures 
in relation to TOGAF[5]—the group’s enterprise architecture framework. As a result 
of this work, Open Dependability through Assuredness (O-DA) became the first stan-
dard originating in Japan to be adopted by TOG in July 2013. However, this standard 
is still quite new, and the safety case approach has not yet made sufficient inroads into 
the development and operation workplace.  

Our experience in the promotion and standardization of the safety case has shown 
the following to be the main factors behind slow progress in the pickup of this tech-
nique at home and overseas:  
(1) Software developers and operators, as well as managers at IT and user compa-

nies, have no clearly defined objectives for the introduction of the safety case due 
to insufficient awareness of the approach itself;  

(2) The safety case has not yet been sufficiently integrated with bodies of knowledge 
currently being used by software developers and operators, such as SoftWare En-
gineering Body Of Knowledge (SWEBOK)[7], Project Management Body Of 
Knowledge (PMBOK)[8], Capability Maturity Model Integration (CMMI)[9], 
Business Analysis Body Of Knowledge (BABOK)[10], Requirements Engineer-
ing Body Of Knowledge (REBOK)[11], IT Infrastructure Library (ITIL)[12,13], 
and SQuARE[14]; and  

(3) As a result of the above, no clearly defined methods for introduction of the safety 
case into development and operation processes have been established, and there-
fore, organization capabilities for effective application of this approach have yet 
to be realized.  

The application of the safety case to safety-critical systems is obligatory in the 
United States and Europe, and in much the same way as the O-DA standard has been 
accepted, the safety case is now recognized as an effective and important tool for 
building consensus between stakeholders such as the client, the software developer, 
the operator, and supervisory authorities. However, O-DA has just been integrated 
with TOGAF, and this standard has yet to see full-fledged application by developers 
and operators; in addition, the safety case has not been sufficiently integrated with 
development and operation bodies of knowledge other than TOGAF. Other impedi-
ments to introduction into the workplace also exist—for example, the relationships 
between the safety cases for development and operation process and those for the 
software deliverables have yet to be clearly defined, and no specific methods have 
been developed for integrating the safety case with conventional approaches such as 
Fault Tree Analysis (FTA), Failure Mode and Effect Analysis (FMEA), and Hazard 
and Operability (HAZOP). As a result, there has been limited crossover between 
knowledge bases for development and operation and safety-case development know-
ledge, and practices for analysis and evaluation of the safety of system development 
and operation processes have been inadequate.  

Overseas research aimed at reshaping software development practices in a theoreti-
cal fashion has led to the proposal of Software Engineering Method and Theory 
(SEMAT)[15] based on the method architecture, and a Japan subdivision has been  
set up by this research project’s participants. In its current form, however, SEMAT 
does not incorporate the safety case or any other operation or project-management 
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knowledge bases. The applicability of the safety case must be enhanced by leveraging 
a method-architecture perspective in order that the compound bodies of knowledge 
described above can be put to effective use.  

The team leaders and participants in this research project are working to promote 
the safety case and SEMAT in Japan so that their benefits may be felt in the software 
development workplace. While certain corporations do appear to be taking steps to-
wards this end, little progress has been made in this country in terms of the integration 
and advancement of these techniques.  

We propose a comprehensive approach to assure safety in all stages of the software 
development and operation life cycle by combining multiple bodies of knowledge 
with the safety case based on the concept of the SEMAT method architecture. Fur-
thermore, in consideration of the findings of this research project’s team leaders and 
participants in relation to patterns, editors, and other elemental safety-case techniques, 
introduction training activities, knowledge engineering techniques, and the reuse of 
development practices, we also propose an approach to efficiently assure software 
safety throughout the entirety of the software development and operation life cycle on 
the basis of the method architecture and plan to verify its benefit through case studies.  

The aim of this wide-ranging, advanced research is to facilitate highly safe devel-
opment and operation of software based on the concept of the method architecture by 
proposing an approach whereby (1) a range of bodies of knowledge are integrated 
with the safety case and (2) multiple knowledge bases are efficiently combined and 
applied at each stage of the software life cycle.  

3 Related Work  

This section provides a description of the method architecture, the safety case, and 
software-related bodies of knowledge.  

3.1 Method Architecture[4]  

In the method architecture, multiple practices can be combined to define a method. 
These practices are described using both the Essence Kernel—a fundamental prac-
tice—and the Essence Language. In this way, a practice can be safely combined with 
many others in order to create super-ordinate methods. The fundamental concept of 
the method architecture is as follows.  
Method:  A method comprises multiple practices. Configured from 

plans and results, methods are dynamic descriptions that sup-
port the daily work of developers by describing not only 
what is expected, but what is actually done.   

Practice:  A practice is a repeatable approach for achieving a specified 
objective. It provides a systematic and verifiable procedure 
for addressing a specific aspect of a work task. Each practice 
can be a component element of multiple methods.  
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Essence Kernel:  This kernel constitutes the essential elements for software 
development techniques. It can be used to define kernels for 
other domains.  

Kernel Language:  This domain-specific language is used to define methods, 
practices, and kernels.  

 

 

Fig. 1. The Method Architecture 

3.2 The Safety Case  

The component elements of the safety case are claim, strategy, context, evidence, and 
undeveloped nodes[1][2]. These nodes can be connected to one another in two differ-
ent ways—namely, by an arrow with a solid head, which is used for claim, strategy, 
and evidence association, or an arrow with an empty head, which associates a context 
with a claim or strategy. A typical example of a safety case in Goal Structuring Nota-
tion (GSN) is shown in Figure 2.  

 

Claim:  A rectangular claim node defines a required property of the system, 
and it can be decomposed into sub-claims and strategies.  

Strategy:  A strategy node takes the form of a parallelogram describing an 
argument required to support the claim. Each strategy can be de-
composed into sub-claims or other strategies.  

Context:  Displayed as a rounded rectangle, a context node provides external 
information required for correctly interpreting the associated claim 
or strategy.   

Evidence:  These nodes provide support for a sub-claim or strategy.  
Undeveloped:  Shown using a hollow diamond, undeveloped nodes indicate that 

the corresponding sub-claim or strategy has not been argued.  
 

The authors are working to promote establishment of the O-DA standard within 
TOGAF[6]. AADM—the O-DA method for assured architecture development—proposes 
that the following must be established: (1) a management technique for evidence  
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The SWEBOK knowledge fields are: (1) software requirements, (2) software de-
sign, (3) software construction, (4) software testing, (5) software maintenance, (6) 
software configuration management, (7) software engineering management, (8) soft-
ware engineering process, (9) software engineering tools and methods, and (10) soft-
ware quality.  

3.4 PMBOK[8]  

PMBOK recognizes that processes can fall into different knowledge areas and differ-
ent process groups. The PMBOK knowledge areas are: (1) project integration man-
agement, (2) project scope management, (3) project time management, (4) project 
cost management, (5) project quality management, (6) project human resource man-
agement, (7) project communications management, (8) project risk management, and 
(9) project procurement management. Meanwhile, the process groups are (1) initiat-
ing, (2) planning, (3) executing, (4) monitoring and controlling, and (5) closing.   

3.5 CMMI[9]  

CMMI models are systematized collections of knowledge that help organizations 
improve their development processes. In accordance with the CMMI for Develop-
ment, Version 1.3 model, process areas are described using purpose statements, intro-
ductory notes, related process areas, specific goals, practice summaries, example 
work products, generic goals, and generic practices.   

3.6 BABOK[10]  

BABOK 2.0 systematically describes business analysis knowledge in the form of 
three hierarchical levels—(1) knowledge areas, (2) tasks, and (3) techniques. Know-
ledge areas are described in the form of (1) a knowledge area definition, (2) related 
tasks, (3) related techniques, (4) inputs to the knowledge area, and (5) outputs from 
the knowledge area. Meanwhile, each task is presented in the form of (1) its purpose, 
(2) a description of its content, (3) relevant stakeholders, (4) inputs, (5) outputs, (6) 
task elements, and (7) techniques for performing the task.  

3.7 REBOK[11]  

REBOK is a body of knowledge intended to support practical requirements engineer-
ing in regard to requirements negotiated by users and vendors. Its principal features 
are as follows:   
(1) It is common to both users and vendors;  
(2) It organizes standards and knowledge areas that may need to be acquired not 

only by requirements analysts, but also by end users, managers, and all other 
stakeholders participating in requirements engineering;  
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(3) It reflects the scope of business requirements, system requirements, and soft-
ware requirements; and  

(4) It covers techniques common to requirements engineering for enterprise sys-
tems and embedded systems (although domain-specific knowledge is defined 
separately).  

3.8 ITIL[12,13]  

ITIL is a body of knowledge for best practices in service management that allows 
organizations to provide customers with services that are safe, highly reliable, and 
meet their objectives, and to also become trusted providers. As a process-based 
framework covering the entire service life cycle, it comprises five individual 
processes—namely, service strategy, service design, service transition, service opera-
tion, and continual service improvement.  

3.9 TOGAF[5,6]  

TOGAF Version 9 comprises seven parts. Part 1 provides an explanation of the main 
concept and definitions of terms used. The Architecture Development Method 
(ADM), which is a step-by-step approach to developing enterprise architectures is 
described in Part 2 in terms of purposes, objectives, processes, inputs, and outputs. 
Part 3 provides guidelines and describes techniques for application of the ADM. The 
TOGAF architecture content framework, which includes a metamodel, architecture 
building blocks for re-use, and the deliverables of the various ADM phases, is de-
scribed in Part 4. Part 5 describes the Enterprise Continuum—a categorization system 
for storing the deliverables of enterprise architecture activities—as well as related 
tools. The Enterprise Continuum can be seen as a mechanism for categorizing, asso-
ciating, and storing all information produced in relation to an enterprise architecture. 
Part 6 provides a description of architectural reference models primarily in terms of 
the TOGAF Foundation Architecture and the Integrated Information Infrastructure 
Reference Model. Using the Enterprise Continuum and these reference models, the 
state of practical implementation of the enterprise architecture can be elicited from 
business capabilities and the current state of business can be presented with respect to 
the business vision. Finally, Part 7 describes the organization, processes, skills, roles, 
and responsibilities required to manage enterprise-architecture activities in terms of 
the Architecture Capability Framework.  

3.10 SQuaRE[14]  

Software Product Quality Requirements and Evaluation (SQuaRE) is a new standard 
for evaluating the quality requirements of software products. The SQuaRE standard 
covers scope, conformance, normative references, terms and definitions, a software 
quality requirement framework, and requirements for quality requirements. The soft-
ware quality requirement framework is described in terms of purpose, software and  
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systems, stakeholders and stakeholder requirements, software properties, a software 
quality measurement model, software quality requirements, system requirements ca-
tegorization, and a quality requirements life cycle model. Requirements for quality 
requirements take the form of general requirements, stakeholder requirements, and 
software requirements.  

3.11 Comparison of Bodies of Knowledge 

Table 1 shows the results of analysis of the common content of software bodies of 
knowledge. From this, we can see that certain content is shared by multiple bodies of 
knowledge, and therefore, that they should be integrated in an appropriate fashion. As 
stated in this paper, therefore, a technique based on the method architecture for de-
scribing bodies of knowledge in a cross-body manner and safely and efficiently inte-
grating these descriptions is required.  

Table 1. Analysis of Commonality of Software Bodies of Knowledge  
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4 Research Issues  

We propose an approach to support efficient and high-quality development and opera-
tion of safety-critical software by making it easier for developers and operators to 
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introduce the safety case, and furthermore, we plan to develop the associated support 
tools. The following three research tasks must be undertaken in order that the safety 
case may be implemented in all stages of the software life cycle from development 
through operation.  

4.1 Enhancement of Safety in Software Development and Operation Processes 
with the Safety Case  

Based on specific case studies of software development and operation, impediments 
to practical implementation of the safety case must be identified and effective solu-
tions proposed. Using the O-DA AADM, for example, we must confirm that safety 
cases can be developed and that critical safety can be analyzed and assured for all data 
processed by information systems, beginning with the business vision; for the execu-
tion of application functionality and the information technologies utilized; and for 
system deployment and operation scenarios. Further, we also propose a safety exten-
sion similar to the O-DA for bodies of knowledge other than TOGAF, such as 
BABOK and ITIL.  

In order to assure safety, we must confirm that safety countermeasures for mitigat-
ing system risk to the greatest possible extent have been implemented with software. 
We thus propose (1) an approach for enumerating risk factors related to system re-
quirements and system design and reviewing the completeness of the safety case, and 
(2) an approach for confirming that safety requirements and designs are free of omis-
sions by preparing an ontology and case-study basis for system failure.  

4.2 Reconfiguration of Bodies of Knowledge with Method Architecture  

We propose an approach whereby the above-described safety case and method for 
enhancing the safety of bodies of knowledge currently used in the workplace are inte-
grated in a manner that spans multiple bodies of knowledge in order to facilitate 
smooth implementation by developers and operators. More specifically, we propose 
an approach for confirming and assuring the validity of highly safe software that—
based on the method architecture—can systematically integrate a software-
engineering body of knowledge, a requirements-engineering body of knowledge, a 
project-management body of knowledge, an operation body of knowledge, and so 
forth. In particular, this approach would allow for the assurance of safety-related in-
tentions by software and its development and operation processes to be objectively 
explained and confirmed based on evidence from the safety case. Research into this 
approach with thus focus on (1) cross-body integration based on objective evidence 
common to multiple bodies of knowledge, and (2) verification of the effectiveness 
thereof on the basis of case studies.  

4.3 Support Tool Development  

We plan to design and prototype a tool that can provide highly effective support for 
this paper’s proposed development and operation approach for safety-critical software 
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based on the method architecture. Editors[21] and other tools for the development of 
safety cases allow safety-case patterns and failure patterns based on application case 
studies to be managed in repositories and reused. Furthermore, we hope to realize 
support functionality for analyzing safety confidence levels and the completeness of 
arguments. We will also develop ontologies for eliminating inconsistencies in termi-
nology and other knowledge arising from the combination of different bodies of 
knowledge and the reuse of safety cases. These repositories and ontologies will con-
tain guidelines and training materials for practical application of these bodies of 
knowledge with higher levels of safety due to implementation of the safety case, and 
they will also prove useful in training and promotion related to the development and 
operation approach employing the method architecture.  

5 Considerations  

5.1 Practice and Theory  

In proposing an approach based on the method architecture for efficiently integrating 
the safety case with the various bodies of knowledge put to practical use by develop-
ers and operators of safety-critical software, this research project is highly practical in 
nature. Meanwhile, it also has an academic aspect in proposing a theory for cross-
body integration of compound bodies of knowledge on software development and 
operation with the safety case.  

5.2 Development Process for Proposed Approaches  

We aim to contribute to greater levels of safety and security in software providing 
social infrastructure by collecting and reusing valuable knowledge through the study 
of case studies on actual software development and operation and also by publicizing 
and promoting the above-described approaches in the form of seminars, study ses-
sions, and so forth.  

5.3 Enhancing the Safety of Software Bodies of Knowledge  

In terms of the practical development and operation of safety-critical software both in 
Japan and overseas, we also aim to contribute to higher levels of safety in these 
processes not only by enhancing the safety of the software itself based on principles 
and targets but by also systematically reconfiguring software development and opera-
tion knowledge bases according to the method architecture concept.  

6 Summary and Future Issues  

In this paper, we introduced efforts aimed at enhancing the safety of software-related 
bodies of knowledge utilized by the developers and operators of safety-critical software 
and efficiently integrating these bodies of knowledge using the method architecture and 
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the safety case in order that this type of software may be developed and operated in a 
more practical fashion. We have examined eight specific bodies of knowledge in this 
regard, but in order to generalize our research, more must be evaluated. In regard to 
testing, for example, a method has been established for confirming sufficiency using  
the safety case (or, more precisely, the assurance case)[17], and therefore, it is necessary 
to integrate the bodies of knowledge considered in this research using the method  
architecture.   

Figure 3 shows an overview of our proposal. Going forward, we plan to conduct 
research focusing on the tasks identified in Section 4. In terms of the technical know-
ledge contained in the various different bodies of knowledge, meanwhile, we will 
examine (1) how it can be integrated and (2) how a high level of safety can be 
achieved by means of the safety case.  

 

 

Fig. 3. Integration of Bodies of Knowledge for Safety-Critical Software  
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Abstract. Some application domains, including monitoring of active systems in
artificial intelligence and model-based mutation testing in software engineering,
require determinization of finite automata to be performed incrementally. To this
end, an algorithm called Incremental Subset Construction (ISC) was proposed a
few years ago. However, this algorithm was recently discovered to be incorrect
is some instance problems. The incorrect behavior of ISC originates when the
redirection of a transition causes a portion of the automaton to be disconnected
from the initial state. This misbehavior is disturbing in two ways: portions of the
resulting automaton are disconnected and, as such, useless; moreover, a consider-
able amount of computation is possibly wasted for processing these disconnected
parts. To make ISC sound, a metrics-based technique is proposed in this paper,
where the distance between states is exploited in order to guarantee the connec-
tion of the automaton, thereby allowing ISC to achieve soundness. Experimental
results show that, besides being effective, the proposed technique is efficient too.

Keywords: Finite Automata, Incremental Determinization, Incremental Subset
Construction, Model-Based Reasoning.

1 Introduction

For efficiency reasons, determinization of finite automata is essential to a wide range of
applications, from pattern matching based on regular expressions [8] to analysis of pro-
tein sequences [4]. The determinization of a nondeterministic finite automaton (NFA)
into an equivalent deterministic finite automaton (DFA) is commonly performed by
Subset Construction (SC), an algorithm introduced several decades ago [18].

However, some application domains, including monitoring and diagnosis of active
systems [12, 15, 17] in artificial intelligence, and model-based mutation testing [1–3, 9]
in software engineering, require determinization to be carried out incrementally, where
the NFA expands over time and determinization is required at each expansion.

Specifically, in [12], principles and techniques of diagnosis of active systems are
presented. A technique for incremental processing of temporal observations in model-
based reasoning is proposed in [17]. Despite being specific for automata derived from
temporal observations, this technique contains the seeds of a more general-purpose al-
gorithm for automata determinization. In [15], the notion of monotonic monitoring of
discrete-event systems is introduced, which is supported by specific constraints on the
fragmentation of the temporal observation, leading to the notion of stratification.

S. Teufel et al. (Eds.): CD-ARES 2014, LNCS 8708, pp. 29–44, 2014.
c© IFIP International Federation for Information Processing 2014
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In model-based mutation testing, a test model is mutated for test case generation,
thereby becoming a mutant. The resulting test cases are able to detect whether the faults
in the mutated models have been implemented in the system under test. For this pur-
pose, a conformance check between the original and the mutated model is required. An
approach is proposed for conformance checking of action systems in [1], which relies
on constraint solving techniques. This approach is extended in [2, 3] by two techniques:
a strategy to efficiently handle a large number of mutants and incremental solving. An
extensive approach to model-based mutation testing can be found in [9], where input-
output conformance check [19] is shown to benefit from incremental determinization.

The rest of the paper is organized as follows. In Section 2, the classical technique
for NFA determinization is recalled, and the problem of incremental determinization is
defined. Section 3 provides some hints on the application domain in which incremental
determinization originated. Section 4 introduces the basic notions of the metrics-based
incremental determinization technique, while a detailed specification of the algorithm
is outlined in Section 5. A discussion on why avoiding disconnection is provided in
Section 6. Experimental results are shown in Section 7. Section 8 concludes the paper.

2 Determinization of Finite Automata

According to the SC algorithm, each state in the DFA is identified by a subset of the
states of the NFA. SC yields the DFA starting from the ε-closure of the initial state of
the NFA, which becomes the initial state of the DFA, and by progressively generating
the successor states of each state N (subset of NFA states) as the ε-closure of the set of
NFA states reached by a label � from the NFA states in N, called the �-closure of N.

Example 1. Traced in Figure 1 is the determinization of the NFA outlined in the left
side. Gray states indicate that further processing is required. Next to the NFA is the
sequence of intermediate DFAs leading to the equivalent DFA outlined in the right side.

1. The initial state of the DFA is the ε-closure of the initial state of the NFA, {0, 1}.

2. Considering{0, 1}, two transitions are created,{0, 1} a→ {1, 2}and {0, 1} b→ {2, 3},
which are obtained by considering each symbol of the alphabet marking a transition
exiting either 0 or 1. With a, two transitions are applicable in the NFA, 0

a→ 1 and
0

a→ 2. Thus, the target state for the transition exiting {0, 1} and marked by a in the

Fig. 1. Determinization by SC: the NFA on the left side is determinized into the equivalent DFA
on the right side, starting from the initial state {0, 1}
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DFA is the ε-closure of {1, 2}, namely {1, 2}. With b, we come up with transition

{0, 1} b→ {2, 3}.
3. Considering {2, 3}, since we have 2

a→ 3 in the NFA (while no transition marked
by a symbol in the alphabet exits state 3) and the ε-closure of {3} is {2, 3}, an auto-
transition {2, 3} a→ {2, 3} is created. Notice how this transition does not cause the
creation of a new state.

4. Considering {1, 2}, since 1
b→ 3 and 2

a→ 3 are in the NFA and the ε-closure of{3} is

{2, 3}, two transitions are created in the DFA, {1, 2} a→ {2, 3} and {1, 2} b→ {2, 3},
without the generation of any new state.

The final states of the DFA are those including a state which is final in the NFA, in
our example, {1, 2} and {2, 3}.

Definition 1 (Incremental Determinization Problem). Let N be an NFA and D the
DFA equivalent to N (as generated by SC). Let ΔN be an expansion of N yielding N ′,
a new NFA. Generate the DFA D′ equivalent to N ′ based on N , D, and ΔN .

Definition 1 refers to a single determinization step, following a single expansion of
the NFA. When the NFA expands over time, incremental determinization is required
several (possibly many) times, after each expansion. In principle, the incremental de-
terminization problem can be solved by means of SC by determinizing N ′ while ne-
glecting N , D, and ΔN . However, this naive approach is bound to poor performances,
especially when N ′ becomes increasingly large, as the incremental nature of N ′ is not
exploited. To solve the incremental determinization problem efficiently, an Incremental
Subset Construction algorithm (ISC) was proposed [16]. ISC was recently discovered
to be incorrect in some instances, as it generates spurious states which are disconnected
from the initial state, as shown in [10]. What may be problematic in the processing is
not that the final DFA is disconnected (which is however unsound) but, rather, the pos-
sibly large amount of irrelevant processing uselessly wasted on the disconnected part.
To cope with this problem, a revisitation of ISC is presented in [5], called RISC, where
three variants of the algorithm are proposed. In this paper, we provide details on the
most elegant variant, which exploits a specific metrics in the DFA.

3 Originating Application Domain

The need for incremental determinization stems from the domain of model-based di-
agnosis (MBD) of active systems [12], specifically, monitoring-based diagnosis [13,
14, 17]. MBD aims to diagnose a physical system based on the model of the system
and relevant observations. The discrepancy between the normal behavior of the sys-
tem and the observation allows the diagnostic engine to generate candidate diagnoses,
where each candidate is a set of faulty components. MBD can be applied to discrete-
event systems (DESs) [7], whose behavior is modeled as networks of components, with
each component being a communicating automaton [6]. Active systems are a special
class of asynchronous DESs, where components may exchange events to one another
by means of links. During operation, the active system reacts to external events by per-
forming system transitions, which possibly trigger new transitions by generating events
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toward neighboring components through links. The active system evolves according
to its model, which incorporates both normal and faulty behavior, by performing a
sequence of component transitions within its behavioral space. The evolution of the
system is a sequence of transitions, called the trajectory of the system.

The problem lies in the ambiguity of the mode in which the system is evolving,
because only a subset of component transitions are visible by the diagnosis engine. If
the transition is visible, it generates an observable label. Consequently, the trajectory is
perceived by the engine as a sequence of observable labels, called the trace.

The diagnosis engine performs consistent reasoning and eventually provides the can-
didate diagnoses, where each candidate is a set of faulty transitions, and corresponds
to one or several candidate trajectories, each one equally possible. In large, distributed
systems, the problem is complicated by the way observable labels are conveyed to the
observer, which may involve multiple (possibly noisy) channels. This causes a distor-
tion of the trace, where each label is perceived as a set of candidate labels, while the
total temporal ordering among labels is relaxed to partial temporal ordering. The result
is an uncertain temporal observation [11], which is represented by a directed acyclic
graph, where nodes are marked by candidate labels, while edges define partial temporal
ordering among nodes.

However, the observation graph, namely O, is inconvenient for processing as is.
A surrogate of it, namely Isp(O), the index space of O, is used instead. The index
space is a DFA whose regular language is the whole set of candidate traces of the
relevant observation. The point is, Isp(O) is derived via subset-construction by an NFA
called prefix space, denoted Psp(O), which is directly derived from O. Thus, three
transformations occur for a trace T : T � O ⇒ Psp(O) ⇒ Isp(O), where the former
(�) depends on the nature of both the communication channels and the observer, and, as
such, is beyond the scope of the diagnostic engine, while the others (⇒) are artificially
performed by the diagnostic engine for computational purposes.

In monitoring-based diagnosis, candidate diagnoses must be generated each time a
piece of observation is received. Typically, the observation graph is received as a se-
quence of fragments, with each fragment carrying information on one node and the arcs
coming from its parents. These are called fragmented observations. At the reception of
each fragment, the index space is to be updated based on the extension of the prefix
space. Since generating the sequence of index spaces via SC may become computa-
tionally prohibitive in real applications, as each index space is generated from scratch
at each new fragment, a better solution is to make SC incremental, so that each index
space in the sequence is generated as an update of the previous one, thereby pursuing
computational reuse.

4 Metrics-Based Incremental Subset Construction

According to the incremental determinization problem (Definition 1), based on an NFA
N , the equivalent DFA D, and an expansion ΔN of N , the determinization D′ of the
expanded NFA N ′ = N ∪ ΔN is required. What makes intriguing the problem is
the possible exploitation of D instead of starting from scratch the determinization of
N ′. Rather than applying SC to N ′ (disregarding altogether N , D, and ΔN ), D′ is
determined by updating D based on ΔN . This idea is substantiated by algorithm ISC.
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Let d be the identifier of a state of the automaton D being processed by ISC, � a sym-
bol of the alphabet, and N the �-closure of the NFA states incorporated in d. The triple
(d, �,N) is a bud for D. A bud indicates that further processing needs to be performed
to update the transition exiting d and marked by � in D.

ISC produces the same results as SC by exploiting a stack of buds. Roughly, the
bud-stack parallels the stack of DFA states in SC. Just as new DFA states are inserted
into the stack by SC and thereafter processed, so are the new buds accumulated into the
bud-stack of ISC and processed one by one. In SC, the first state pushed onto the stack
is the initial state of the DFA. In ISC, the bud-stack is initialized by a number of buds
relevant to the states exited by the new transitions in the NFA.

The algorithm loops, by popping a bud at each iteration, until the bud-stack becomes
empty. While processing each bud, new buds are possibly inserted into the bud-stack.
The processing of each bud depends on both the bud and the current DFA.

In order to make the algorithm sound by avoiding the disconnection of the DFA, a
metrics is introduced, as formalized in Definition 2, where D is the DFA being pro-
cessed by ISC.

Definition 2 (Distance). Let d be a state in D and d0 the initial state of D. The distance
of d, written δ(d), is the minimal number of transitions connecting d0 with d.

Example 2. Considering the DFA displayed in the right side of Figure 1, we have
δ({0, 1}) = 0 (for the initial state), and δ({1, 2}) = δ({2, 3}) = 1.

Note that, even if the DFA is cyclic, the distance of each state d is always less than
the (finite) number of states of the DFA, as the minimal path of transitions connecting
the initial state to d cannot include cycles.

5 Detailed Specification of Metrics-Based ISC

A pseudo-coded formalization of metrics-based ISC is outlined below (lines 1–90). ISC
takes as input an NFA N , the equivalent DFA D (as being generated by SC), and an
extension ΔN of N . D is updated based on ΔN so as to make it equivalent to the
extended NFA N ′ = N ∪ ΔN (as if it were generated by SC). We assume that each
state d in D is qualified by the relevant distance δ(d), as specified in Definition 2.

ISC is supported by bud-stack B. Buds in B are implicitly grouped by the first two
fields: if a new bud B = (d, �,N) is pushed onto B and a bud B′ = (d, �,N′) is already
in B, then B′ will be absorbed by B, thereby becoming B = (d, �,N ∪N

′).
Throughout the pseudo-code, we keep a distinction between the identifier of a state

in D and its content, where the former is a symbol (e.g. d), while the latter is a set of
nodes in N ′ (e.g. N). The content of a node d is written ‖d‖. During execution, the
content may change, while the identifier cannot.

The algorithm makes use of two auxiliary procedures, Relocate and Expand. Proce-
dure Relocate (lines 8–26) takes as input a state d and a distance δ̄, and possibly updates
the distance of d and the distance of a finite set of states reached by d. Specifically, δ̄
represents the upper bound for the distance of d as a consequence of an update in the
topology of D, typically by the creation of a new transition entering d.
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Example 3. Outlined in the left side of Figure 2 is a fragment of D where states are
associated with relevant distances before the insertion of transition from d1 to d (while
transition labels are omitted). Since δ(d1) = 2 and δ(d) = 5 (we assume other transi-
tions entering d but not displayed in the figure), the distance of d cannot be larger than
δ̄ = δ(d1) + 1 = 3. Since δ(d) > δ̄, the distance δ(d) becomes δ̄, while the distances
of successive states d2, d3, and d4 change as shown in the right side of the figure.

After the possible change of δ(d) (lines 12–13), relocation of distances of succes-
sive nodes of d is required. This is accomplished by means of breadth-first distance-
propagation. First a list D of candidate states is initialized by the singleton [d] (line 14).
Then, a loop is iterated until D becomes empty (lines 15–24). At each iteration, the first
candidate h (head) is removed from D and the children Dc of h are considered. For each
child dc ∈ Dc, the relevant distance is possibly updated (lines 19–20) and, if so, dc is
appended to D (line 21), in order to propagate this change to its successors.

Example 4. In Example 3, the update of the distance of d is propagated as follows:

1. Initial configuration: D = [d], δ(d) = 3, δ(d2) = 6, δ(d3) = 6, and δ(d4) = 7.
2. First iteration: d is removed from D and the distance of the children of d are up-

dated, thereby δ(d2) = δ(d3) = 4, while D = [d2, d3].
3. Second iteration: d2 is removed from D, however the distance of d3 (the only child

of d2) is not updated, as δ(d3) ≯ δ(d2) + 1, in fact δ(d2) = δ(d3) = 4.
4. Third iteration: d3 is removed from D and the distance of child d4 is updated,

δ(d4) = 5. Since d4 has no child, D remains empty and the propagation terminates.

Procedure Expand (lines 30–50) takes as input a state d in D and adds to its content
the subset N of states in N ′. The bud-stack B is extended by the buds relevant to d and
the labels exiting nodes in (N−‖d‖) in N ′. If the content of the extended node d equals
the content of a node d′ already in D, then the two nodes are merged into a single node
(lines 36–49). Before the merging, if the distances of d and d′ differ, the distance of the
state with maximal distance is updated with the distance of the other state by means
of Relocate (which also propagates the distance change to successor nodes). Then, all
transitions entering (exiting) d are redirected to (from) d′. Finally, after the removal of
d, all buds relevant to d are renamed to d′. The redirection of transitions exiting d may
cause nondeterminism exiting d′ (two transitions exiting d′ that are marked by the same
label �). However, such nondeterminism is transient and disappears at the end of the
processing.

Considering the body of ISC (lines 51–90), after determining the subset N̄ of states
in N that are exited by transitions in ΔN , N is extended by ΔN . Bud-stack B is
initialized with buds (d, �,N), whereN is the �-closure of ‖d‖∩N̄. A loop is then iterated

Fig. 2. Relocation of distances after the insertion of the new transition entering d
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until B becomes empty (lines 55–89). At each iteration, a bud (d, �,N) is popped from
B. Depending on the content of the bud, one of seven action rules, R1 · · · R7, is applied,
in the form of [ Condition ] ⇒ Action, as specified below.

(R1) [ � = ε ] ⇒ d is expanded by N (line 58).

(R2) [ � �= ε, no �-transition exits d, ∃d′ such that ‖d′‖ = N ] ⇒ A transition d
�→ d′

is inserted into D and distance relocation is applied to d′ (lines 61–62).
(R3) [ � �= ε, no �-transition exits d, �d′ such that ‖d′‖ = N ] ⇒ An empty state d′

and a transition d
�→ d′ are created; then, after assigning the distance of d′, the

latter is expanded by N (lines 64–66).
(R4) [ � �= ε, an �-transition t exits d, the state d′ entered by t is not the initial state,

no other transition enters d′ ] ⇒ d′ is expanded by N (line 71).
(R5) [ � �= ε, an �-transition t exits d, either the state d′ entered by t is the initial

state or another transition different from t enters d′ from a state dp such that
δ(dp) ≤ δ(d), ∃d′′ such that ‖d′′‖ = ‖d′‖ ∪ N ] ⇒ t is redirected toward d′′ and
distance propagation is applied to d′′ (lines 74–75).

(R6) [ � �= ε, an �-transition t exits d, either the state d′ entered by d is the initial
state or another transition different from t enters d′ from a state dp such that
δ(dp) ≤ δ(d), �d′′ such that ‖d′′‖ = ‖d′‖∪N ] ⇒ d′ is duplicated into d′′ (along
with exiting transitions and buds), t is redirected toward d′′, distance propagation
is applied to d′′, the latter is expanded by N (lines 77–80).

(R7) [ � �= ε, an �-transition t exits d, either the state d′ entered by t is the initial state or
another transition different from t enters d′ and the distances of the states exited
by these other transitions entering d′′ are all greater than δ(d) ] ⇒ all transitions
entering d′ other than t are removed and surrogated by newly created buds, d′ is
expanded by N (lines 83–85).

Rules R4, R5, R6, and R7 correspond to a single bud (line 56), but may be applied
several times, depending on the number of �-transitions exiting d (as stated above, a
temporary nondeterminism in D may be caused after merging two states by Expand).

Rules R5, R6, and R7 requires some additional explanation as far as the connec-
tivity of D is concerned, as they all remove at least one transition entering d′, which
in principle may cause a disconnection. Considering R5 and R6, since there exists a
transition, other than t, entering d′ from dp such that δ(dp) ≤ δ(d), if the removal of
t from d′ causes a disconnection, also dp will be disconnected, but in this case, being
a successor of d, we will have δ(dp) > δ(d), a contradiction. Hence, no disconnection
occurs. Moreover, the distance of d′ cannot increase, as it is at most δ(d) + 1.

Considering R7, since all other transitions entering d′ are such that the state they
exit has distance greater than δ(d), the removal of t from d′ is not safe because all
parent states of d′ other than d might be connected to the initial state by means of
t. On the other hand, based on the same reasoning adopted for R5 and R6, all these
other transitions entering d′ can be safely removed because they are not essential to the
connection of d (which has shorter distance). Hence, the removal of all other entering
transitions leaves d′ still connected to the initial state. Moreover, the distance of d′

cannot increase, as it is δ(d) + 1.
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1. algorithm ISC (N ,D, ΔN )
2. N = (N,Σ, Tn, n0, Fn): an NFA,
3. D = (D,Σ, Td, d0, Fd): the DFA equivalent to N (as generated by SC),
4. ΔN = (ΔN,ΔTn, ΔFn): an extension of N ;
5. side effects
6. N is extended by ΔN ,
7. D is updated, becoming the DFA equivalent to (N ′ = N ∪ΔN ) (as by SC);
8. auxiliary procedure Relocate(d, δ̄)
9. d: a state in D,
10. δ̄: the upper-bound distance for d;
11. begin 〈Relocate〉
12. if δ(d) > δ̄ then
13. δ(d) := δ̄;
14. D := [d];
15. repeat
16. Remove the first element h (head) from D;
17. Let Dc be the set of child states of h in D;
18. foreach dc ∈ Dc do
19. if δ(dc) > δ(h) + 1 then
20. δ(dc) := δ(h) + 1;
21. Append dc to D

22. endif
23. endfor
24. until Empty(D)
25. endif
26. end 〈Relocate〉;
27. auxiliary procedure Expand (d,N)
28. d: a state in D,
29. N: a subset of states in N ′;
30. begin 〈Expand〉
31. if N � ‖d‖ then
32. B

′ := {(d, �,N′) | � ∈ Σ,N′ = �-closure(N− ‖d‖),N′ �= ∅};
33. Push buds B′ onto B;
34. Enlarge ‖d‖ by N;
35. if d /∈ Fd,N ∩ Fn �= ∅ then Insert d into Fd endif;
36. if D includes a state d′ such that ‖d′‖ = ‖d‖ then
37. if δ(d) > δ(d′) then
38. Relocate(d, δ(d′))
39. elsif δ(d) < δ(d′) then
40. Relocate(d′, δ(d))
41. endif;
42. Redirect to d′ all transitions entering d and remove duplicates;
43. Redirect from d′ all transitions exiting d and remove duplicates;
44. if d is the initial state d0 then d0 := d′ endif;
45. if d ∈ Fd then Remove d from Fd endif;
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46. Remove d from D;
47. Convert to d′ the buds in B relevant to d
49. endif
49. endif
50. end 〈Expand〉;
51. begin 〈ISC〉
52. N̄ := the set of states in N exited by transitions in ΔTn;
53. Extend N by ΔN ;
54. B := {(d, �,N) | d ∈ D,n ∈ ‖d‖ ∩ N̄, n

�→ n′ ∈ ΔTn,N = �-closure(‖d‖ ∩ N̄)};
55. repeat
56. Pop bud (d, �,N) from the top of bud-stack B;

57. (R1) if � = ε then
58. Expand (d,N)
59. elsif no �-transition exits d then
60. (R2) if D includes a state d′ such that ‖d′‖ = N then

61. Insert a new transition d
�→ d′ into D;

62. Relocate(d′, δ(d) + 1)

63. (R3) else

64. Create a new state d′ and insert d
�→ d′ into D;

65. δ(d′) := δ(d) + 1;
66. Expand (d′,N)
67. endif
68. else

69. foreach transition t = d
�→ d′ such that N � ‖d′‖ do

70. (R4) if d′ �= d0 and no other transition enters d′ then
71. Expand (d′,N)

72. elsif D includes a transition dp
�′→ d′ �= t such that δ(dp) ≤ δ(d) then

73. (R5) if D includes a state d′′ such that ‖d′′‖ = ‖d′‖ ∪N then
74. Redirect t toward d′′;
75. Relocate(d′′, δ(d) + 1)

76. (R6) else
77. Create a copy d′′ of d′ along with the buds relevant to d′′;
78. Redirect t toward d′′;
79. δ(d′′) := δ(d) + 1;
80. Expand (d′′,N)
81. endif
82. (R7) else
83. Remove all transitions entering d′ other than t;
84. Update B with the buds for the starting state of the removed transitions;
85. Expand (d′,N)
86. endif
87. endfor
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88. endif
89. until bud-stack B becomes empty
90. end 〈ISC〉.

Definition 3 (Configuration). Let Di be the automaton D after the processing of i
buds, andBi the corresponding instance ofB. The pair αi = (Di,Bi) is a configuration,
where α0 = (D0,B0) is the initial configuration, with D0 being the DFA in input and
B0 the initial instance of B. The path of ISC is the sequence [α0, . . . , αi, αi+1, . . .] of
configurations.

Example 5. Outlined in plain lines in the left side of Figure 3 is an NFA N . An expan-
sion of N , namely N ′ = N ∪ΔN , is represented in dashed lines, where ΔN includes
a new state and three transitions. The DFA D′ equivalent to N ′ (generated by SC) is
shown in the right side of Figure 3. We now show how the same result is generated by
means of ISC, starting from N , D, and ΔN . Depicted in Figure 4 is the corresponding
path of ISC, namely [α0, α1, . . . , α7] (the last configurationα8 = D′, not shown in Fig-
ure 4, equals the DFA placed on the right-hand side of Figure 3). Distance of each state
is indicated, while each bud (d, �,N) is represented as a dashed arc exiting d, marked
by �, and entering a filled node marked by N.

Initially, according to ISC (line 54), four buds are generated for α0 = (D0,B0),
where D0 = D and N̄ = {2} (line 52). Therefore, the initial buds are relevant to
nodes incorporating state 2, namely {1, 2} and {2, 3}, giving rise to bud-stack B0 =
[B1, B2, B3, B4], where B1=({2, 3}, b, {2, 3, 4}),B2 = ({2, 3}, a, {0, 1, 2, 3}),B3 =
({1, 2}, b, {2, 3, 4}), and B4 = ({1, 2}, a, {0, 1, 2, 3}). Then, the main loop (lines 55–
89) is started and buds are precessed one by one. Each processed bud is indicated in
Figure 4 by a dashed filled node. The path of ISC is described below.

(α0) B = ({1, 2}, a, {0, 1, 2, 3}) ⇒ rule R6: since transition {1, 2} a→ {2, 3} is not
essential to the connectivity of state {2, 3}, state {2, 3} is duplicated (along with
exiting transitions and buds), transition {1, 2} a→ {2, 3} is redirected toward the
new state, with the latter being expanded to {0, 1, 2, 3}.

Fig. 3. Determinization of the expanded NFA N ′ = N ∪ΔN by SC (the dashed part is ΔN )
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Fig. 4. Path of algorithm ISC for incremental determinization of the expanded NFA in Figure 3
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(α1) B = ({0, 1, 2, 3}, a, {0, 1, 2, 3})⇒ rule R3: a new empty state entered by a new
transition is created; then, the expansion of the empty state by N = {0, 1, 2, 3}
causes a merging with an equivalent state, creating {0, 1, 2, 3} a→ {0, 1, 2, 3}.

(α2) B = ({0, 1, 2, 3}, b, {2, 3, 4}) ⇒ rule R3: a new empty state entered by a new
transition is created; then, the expansion of the empty state by N = {2, 3, 4}
causes the creation of buds ({2, 3, 4}, a, {0, 1, 2, 3}) and ({2, 3, 4}, b, {2, 3, 4}).

(α3) B = ({2, 3, 4}, a, {0, 1, 2, 3}) ⇒ rule R3: a new empty state entered by a new
transition is created; then, the expansion of the empty state by N = {0, 1, 2, 3}
causes a merging with an equivalent state, creating {2, 3, 4} a→ {0, 1, 2, 3}.

(α4) B = ({2, 3, 4}, b, {2, 3, 4}) ⇒ rule R3: a new empty state entered by a new
transition is created; then, the expansion of the empty state by N = {2, 3, 4}
causes a merging with an equivalent state, creating {2, 3, 4} b→ {2, 3, 4}.

(α5) B = ({1, 2}, b, {2, 3, 4})⇒ rule R5: since transition {1, 2} b→ {2, 3} is not es-
sential to the connectivity of {2, 3}, it is redirected toward existing state {2, 3, 4}.

(α6) B = ({2, 3}, a, {0, 1, 2, 3}) ⇒ rule R5: since transition {2, 3} a→ {2, 3} is not
essential to the connectivity of {2, 3}, it is redirected toward state {0, 1, 2, 3}.

(α7) B = ({2, 3}, b, {2, 3, 4})⇒ rule R2: transition {2, 3} b→ {2, 3, 4} is created.

The processing of the last bud in configurationα7 makes the bud-stack empty, thereby
ISC terminates. As required, the automaton obtained after α7 equals the DFA generated
by SC as a determinization of N ′ (see Figure 3).

6 Why Avoiding Disconnection?

At this point one may ask why maintaining each state of D connected with the initial
state is so important in incremental determinization. After all, this attention is not ap-
plied to possible nondeterminism caused by the merging of two states in the Expand
function. So, why worrying about disconnection? What differentiates nondeterminism
from disconnection in D is that possible nondeterminism generated by Expand is always
transient, as it invariably disappears before the end of ISC. By contrast, the disconnec-
tion of a state (along with a possibly large portion of DFA rooted in this state) can be
permanent. The detrimental effect of disconnection is twofold:

1. The resulting DFA embodies a (possibly large) set of unreachable states;
2. Being not aware of the disconnection, ISC is bound to waste computational re-

sources in processing these disconnected states.

Example 6. Drawn in plain lines in the left side of Figure 5 is an NFA. An expansion
of the NFA is represented in dashed lines (four auto-transitions). The DFA equivalent
to the NFA (generated by SC) is shown in the right side of Figure 5. We now trace
the processing of incremental determinization as specified in [16], where connection
of states is not checked. Depicted in Figure 6 is the path of of the algorithm, namely
[α0, α1, . . . , α9]. Each bud (d, �,N) is represented as a dashed arc exiting d, marked by
�, and entering a filled node marked by N.
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Fig. 5. Determinization of the expanded NFA by SC, with the dashed part being the expansion

At the beginning, four buds are generated for α0 = (D0,B0), where D0 = D and
B0 = [ ({0}, a, {0, 1}), ({1}, a, {1, 2}), ({2}, a, {2, 3}), ({3}, a, {1, 3}) ]. The next
processed bud is dashed in the figure. Intermediate configurations are described below.

(α0) B = ({3}, a, {1, 3}): since state {1} is also entered by transition {0} a→ {1},
the latter is removed and surrogated by bud ({0}, a, {0, 1}) (which is already in
the bud stack), while state {1} is expanded to {1, 3}, accompanied by the update
of the relevant bud, which becomes ({1, 3}, a, {1, 2, 3}). Note how D is now
disconnected.

(α1) B = ({1, 3}, a, {1, 2, 3}): state {2} is expanded to {1, 2, 3}, causing the expan-
sion of the relevant bud to ({1, 2, 3}, a, {1, 2, 3}).

(α2) B = ({1, 2, 3}, a, {1, 2, 3}): state {3} is expanded to {1, 2, 3}, causing the merg-
ing with the equivalent state and the generation of the new bud ({1, 2, 3}, a,
{1, 2, 3}).

(α3) B = ({1, 2, 3}, a, {1, 2, 3}): since two relevant transitions exit {1, 2, 3}, based
on {1, 2, 3} a→ {1, 3}, state {1, 3} is extended to {1, 2, 3}, thereby causing a
merging and the generation of bud ({1, 2, 3}, a, {2, 3}); at this point, the second
transition is {1, 2, 3} a→ {1, 2, 3}, therefore no other expansion of state {1, 2, 3}
is generated.

(α4) B = ({1, 2, 3}, a, {2, 3}): no effect is produced by the processing of this bud.
(α5) B = ({0}, a, {0, 1}): transition {0} a→ {0, 1} is created along with state {0, 1},

and bud ({0, 1}, a, {0, 1, 2}) is generated.
(α6) B = ({0, 1}, a, {0, 1, 2}): transition {0, 1} a→ {0, 1, 2} is created along with

state {0, 1, 2}, and bud ({0, 1, 2}, a, {0, 1, 2, 3}) is generated.
(α7) B = ({0, 1, 2}, a, {0, 1, 2, 3}): transition {0, 1, 2} a→ {0, 1, 2, 3} is created along

with state {0, 1, 2, 3}, and bud ({0, 1, 2, 3}, a, {0, 1, 2, 3}) is generated.
(α8) B = ({0, 1, 2, 3}, a, {0, 1, 2, 3}): transition {0, 1, 2, 3} a→ {0, 1, 2, 3} is created.
(α9) Since the bud stack is empty, this is the final configuration of D.

Note how the resulting DFA in α9 is still disconnected, although the part connected
with the initial state equals the expected DFA generated by SC and displayed in the
right side of Figure 5. As anticipated, what is disturbing in the resulting DFA is not
only the disconnection, which may be removed by eventual garbage collection: the real
disturbing point is the wasted processing on the disconnected part, which may cause
considerable expenditure of computational resources.
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Fig. 6. Incremental determinization with disconnection

7 Implementation and Results

Both algorithms SC and ISC were implemented in C++ on a laptop, under GNU/Linux.
In the first stage of the project, we adopted a more naive approach based on classi-
cal search techniques. Before removing (redirecting) a transition entering state d′ we
test the essentiality of such a transition: the transition is essential if, after its removal
(redirection), d′ is no longer connected with the initial state. If essential, the transi-
tion is not removed (redirected); instead, all other transitions entering d′ are removed
and surrogated by buds. By contrast, if not essential, the transition can be removed
(redirected). The problem with this technique lies in the complexity of the connectivity
check: in the worst case, a complete traversing of the processed automaton is required.
Early experimentation showed that an overwhelming percentage of the processing time
was devoted to connectivity checking, in many cases with the result of making ISC
and SC comparable, thereby nullifying altogether the advantage of incrementality. That
is why we started searching for a more efficient alternative approach, which led us to
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Fig. 7. Comparison between SC and ISC. Outlined in the diagram is also the gain, defined as
((time(SC )− time(ISC ))/time(SC )) ∗ 100.

the metrics-based technique presented in this paper. Based on this new technique, we
can efficiently check the inessentiality of a transition based on the distance of involved
states: we removed (redirect) the transition only if it is not essential.

Results from subsequent experimentation based on metrics-based ISCshow that mem-
ory allocation is equivalent in the two algorithms. Instead, in CPU time, ISC outper-
forms SC: the larger the NFA, the more favorable the performances of ISC. Hereafter we
present average results, based on one reference experiment, with the following
parameters: the initial NFA includes 1000 states, the alphabet includes 30 labels, and
the percentage of ε-transitions is 10%. The NFA is extended up to 25000 states by 1000
states each time. Outlined in Figure 7 is the graphical representation of the comparison
between SC and ISC. Besides, the gain is indicated (right-side y-axis), that is, the per-
centage of time saving when using lazy ISC rather than SC, defined as ((time(SC ) −
time(ISC ))/time(SC )) ∗ 100. The gain grows with the size of the NFA: in the last
determinization, the gain is 97.00% (0.89” for ISC vs. 29.89” for SC).

8 Conclusion

In contrast with the first algorithm introduced in [16], metrics-based ISC is sound in
the sense that it generates the same DFA which is produced by SC, with the additional
advantage of being considerably more efficient than SC. To do so, ISC exploits a met-
rics based on the distances of states from the initial state. This metrics allows ISC to
efficiently check the connectivity of the processed automaton when conflicts arise in
removing (or redirecting) transitions.

A goal for future research is the proof of formal correctness (termination, soundness,
and completeness) of ISC. The extension of the incremental approach to minimization
of DFAs, where the DFA equivalent to the NFA is required to include a minimal set of
states at each expansion, is a further interesting research topic.
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Abstract. Security as one essential quality requirement has to be addressed dur-
ing the software development process. Quality requirements such as security
drive the architecture of a software, while design decisions such as security pat-
terns on the architecture level in turn might constrain the achievement of quality
requirements significantly. Thus, to obtain sound architectures and correct re-
quirements, knowledge which is gained in the solution space, for example from
security patterns, should be reflected in the requirements engineering. In this pa-
per, we propose an iterative method that takes into account the concurrent de-
velopment of requirements and architecture descriptions systematically. It reuses
security patterns for refining and restructuring the requirement models by apply-
ing problem-oriented security patterns. Problem-oriented security patterns adapt
existing security patterns in a way that they can be used in the problem-oriented
requirements engineering. The proposed method bridges the gap between secu-
rity problems and security architectural solutions.

Keywords: Requirements engineering, security requirements, problem frames,
security patterns, digital signature.

1 Introduction

Many software systems fail to achieve their quality objectives due to neglecting quality
requirements at the beginning of the software development life cycle [1]. In order to
obtain a software that achieves not only its required functionality but also the desired
quality properties, it is necessary to consider both types of requirements, functional
and quality ones, early enough in the software development life cycle. Security is one
essential quality requirement to be considered during the software development process.

Architecture solutions provide a means to achieve quality requirements. While re-
quirements are supposed to be the architectural drivers, architecture solutions represent
design decisions on the architecture level that in turn affect the achievement of qual-
ity requirements significantly. Decisions made in the design phase could constrain the
achievement of initial requirements, and thus could change them. Hence, requirements
cannot be considered in isolation. They should be co-developed with the software ar-
chitecture iteratively known as Twin Peaks as proposed by Nuseibeh [2] to support the
creation of sound architectures and correct requirements [3]. The sooner architectural
knowledge becomes involved in the process of the requirements analysis, the less costly
are the changes to be made. Hence, there is a need for a method that systematically takes
into account the development of both artifacts, concurrently.
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There exist solutions to security problems represented as patterns [4] that can be ap-
plied during the design and implementation phases of software development processes.
In order to reuse the knowledge which is gained in the solution space such as security
patterns, we make use of problem-oriented security patterns [5]. Problem-oriented se-
curity patterns reuse existing security patterns and mechanisms and adapt them in a way
that they can be used in the problem-oriented requirements engineering.

In this paper, we follow the concept of the twin peaks [2] that advocates the concur-
rent and iterative development of requirements and software architecture descriptions,
as requirements and software architecture cannot be developed in isolation. We propose
a method on how to exploit the knowledge gained in the solution domain systematically
in the problem space considering the intertwining nature of requirements engineering
and architectural design. Our method provides an instantiation of the twin-peaks model
for developing secure software systems. We make use of the problem-oriented security
patterns to refine and restructure the requirement models.

The proposed method relies on problem frames [6] as a requirements engineering ap-
proach. It is important that the results of the requirements analysis with problem frames
can be easily re-used in later phases of the development process. Since UML [7] is a
widely used notation to express analysis and design artifacts, we make use of a specific
UML profile [8] for problem frames that carries over problem frames to UML. We use
the problem frames approach, because 1) it allows decomposing the overall software
problem into subproblems, thus reducing the complexity of the problem, 2) it makes it
possible to annotate problem diagrams with quality requirements, such as security re-
quirements, 3) it enables various model checking techniques, such as requirements inter-
action analysis and reconciliation [9] due to its semi-formal structure, and 4) it supports
a seamless transition from requirements analysis to architectural design (e.g. [10]).

The benefit of the proposed method is manifold. First, it provides guidance for re-
fining security problems located in the problem space using problem-oriented security
patterns. Second, the elaborated security requirement models can easily be transformed
into a particular solution at the design level. Thus, it bridges the gap between security
problems and security solutions. Third, it supports the concurrent and iterative develop-
ment of requirements and architectural descriptions systematically. Fourth, it supports
less experienced software engineers in applying solution approaches early in the re-
quirements engineering phase in a systematic manner.

The remainder of the paper is organized as follows. We present the background on
which our approach builds in Sect. 2, namely problem frames and problem-oriented
security patterns. In Sect. 3, we describe our method. Section 4 is devoted to illustrating
the applicability of our method by taking into account digital signature as a specific
problem-oriented security pattern. Related work is discussed in Sect. 5, and conclusions
and future work are given in Sect. 6.

2 Background

In this section, we give a brief overview on basics our approach relies on. We first
describe the concepts of the problem frames approach in Sect. 2.1. Then, we introduce
problem-oriented security patterns in Sect. 2.2.
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2.1 Problem Frames

Requirements analysis with problem frames [6] proceeds as follows: to understand the
problem, the environment in which the machine (i.e., software to be built) will operate
must be described first. To this end, we set up a context diagram consisting of machines,
domains and interfaces. Domains represent parts of the environment which are relevant
for the problem at hand. Then, the problem is decomposed into simple subproblems
that fit to a problem frame. Problem frames are patterns used to understand, describe,
and analyze software development problems. An instantiated problem frame is a prob-
lem diagram which basically consists of one submachine of the machine given in the
context diagram, relevant domains, interfaces between them, and a requirement refer-
ring to and constraining problem domains. The task is to construct a (sub-)machine that
improves the behavior of the environment (in which it is integrated) in accordance with
the requirement.

We describe problem frames using UML class diagrams [7], extended by a specific
UML profile for problem frames (UML4PF) proposed by Hatebur and Heisel [11].
A class with the stereotype �machine� represents the software to be developed.
Jackson distinguishes the domain types biddable domains (represented by the
stereotype �BiddableDomain�) that are usually people, causal domains
(�CausalDomain�) that comply with some physical laws, and lexical domains
(�LexicalDomain�) that are data representations. To describe the problem con-
text, a connection domain (�ConnectionDomain�) between two other domains
may be necessary. Connection domains establish a connection between other domains
by means of technical devices. Figure 5 shows a problem diagram in the context of our
case study smart grids (see Sect. 4.1). It describes that smart meter gateway submits
meter data to an authorized external entity. The submachine SubmitMD is one part of
the smart meter gateway. It sends the MeterData through the causal domain WAN to the
biddable domain AuthorizedExternalEntity.

When we state a requirement we want to change something in the world with the
machine to be developed. Therefore, each requirement expressed by the stereotype
�requirement� constrains at least one domain. This is expressed by a depen-
dency from the requirement to a domain with the stereotype �constrains�. A
requirement may refer to several domains in the environment of the machine. This is
expressed by a dependency from the requirement to these domains with the stereotype
�refersTo�. The requirement RQ4 constrains the domain WAN, and it refers to the
domains MeterData and AuthorizedExternalEntity.

2.2 Problem-Oriented Security Patterns

We make use of the concept of problem-oriented security patterns [5], which are de-
scribed as problem diagrams. Security patterns and mechanisms have been reused and
adapted in a way that they can be used in the problem-oriented requirements engineer-
ing as problem-oriented security patterns. A problem-oriented security pattern consists
of a three-part graphical pattern and a template. The graphical pattern involves one
problem diagram that describes the structure of the generic functional requirement and
the involved domains. It is annotated with a specific security requirement, for which
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Fig. 1. Problem-oriented digital signature pattern (graphical pattern)

we provide a solution approach. The second part of a problem-oriented security pattern
is a problem diagram that describes the particular solution approach for the security
requirement. Conclusively, we provide a problem diagram that describes how the prob-
lem diagram describing the functional problem and the problem diagram describing the
security solution can be composed to solve the overall problem.

The proposed template consists of two parts documenting additional information re-
lated to the domains in the graphical pattern. Such information is not observable in the
graphical pattern. The first part accommodates information about the security mecha-
nism itself such as name (Name), purpose (Purpose), description (Brief Description),
and the quality requirement which will be achieved when applying this pattern (Quality
Requirement to be achieved). Moreover, a security solution may affect the achieve-
ment of other quality requirements. For example, improving the security may result
in decreasing the performance. Hence, the impact of each security solution on other
quality requirements has to be captured in the first part of the template (Affected Qual-
ity Requirement). A security pattern not only solves a problem, but also produces new
functional and quality problems that have to be addressed either as Requirements to be
elicited or as Assumptions needed to be made in the second part of the template. We
elicit new functional and quality problems as requirements if the software to be built
shall achieve them. Assumptions have to be satisfied by the environment [12]. They do
not guarantee to be true in every case. For the case that we assume the environment (not
the machine) takes the responsibility for meeting them, we capture them as assump-
tions. This should be negotiated with the stakeholders and documented properly.

Digital signature is an important means for achieving integrity and authenticity of
data. Using the digital signature, the receiver ensures that the data is created by the
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Table 1. Problem-oriented digital signature pattern (template)

Security Solution
Name Digital Signature
Purpose For Domain constrained by the requirement FunctionalReq
Brief Description Sender produces a signature using the private key and the data.
Quality Requirement to be achieved Security (integrity and authenticity) IntegrityReq, AuthenticityReq
Affected Quality Requirement Performance PerformanceReq

Necessary Conditions
Requirement � Assumption � Confidentiality of private key during storage shall be/is preserved.
Requirement � Assumption � Integrity of private key during storage shall be/is preserved.
Requirement � Assumption � Confidentiality of signature machine shall be/is preserved.
Requirement � Assumption � Integrity of signature machine shall be/is preserved.

known sender. We present the problem-oriented digital signature pattern by its corre-
sponding graphical pattern depicted in Fig. 1 and its corresponding template shown in
Table 1. The graphical pattern first describes the functional problem expressed as the
problem diagram GenericProblem. It describes the functional requirement Functional-
Req and the involved domains. The functional requirement FunctionalReq has to be met
by the functional machine FunctionalM. The functional requirement is complemented
by the security requirement AuthenticityReq demanding “the verification of genuineness
of data”. The first problem diagram in Fig. 1 depicts the functional problem. Depending
on the functional requirement, the problem diagram might contain other domains that
are not relevant for the security problem. Hence, they are not represented in the pattern.
The digital signature as a solution for the authenticity problem is expressed as the prob-
lem diagram DigitalSignature in the middle of Fig. 1. It consists of all domains that are
relevant for the solution. The machine DigSigM should achieve the authenticity require-
ment AuthenticityReq by signing the Domain using the PrivateKey which is part of the
machine DigSigM. The third part composes the functional machine FunctionalM with
the security machine DigSigM by introducing a new machine CompositionM that has
to meet the requirement CompositionReq composed of the requirements FuncitonalReq
and AuthenticityReq.

Note that the problem-oriented digital signature pattern can be used to achieve in-
tegrity as well. In Fig. 1, we only showed the use of problem-oriented digital signature
pattern to achieve the integrity requirement AuthenticityReq in order to keep the figure
clear and readable. One can apply the same pattern and only replace the authenticity
requirement with the integrity requirement to achieve integrity.

The template shown in Table 1 represents the additional information corresponding to
the graphical part of the problem-oriented pattern digital signature. New requirements
and assumptions to be considered are represented in the second part of the template.

3 Problem-Oriented Secure Software Development

As we mentioned earlier, problem descriptions and architectural descriptions should
be considered as intertwining artifacts influencing each other. We therefore take the
Twin Peaks model [2] into account and illustrate our problem-oriented software de-
velopment method embedded in the context of the Twin Peaks model (see Fig. 2).
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Fig. 2. Overview of our method embedded in the Twin Peaks Model

Our problem-oriented software development method consists of five phases. Phases
1 and 2 are introduced in details in [13,14]. Thus, we describe them briefly here. In this
paper, our focus is on identification, selection, and application of appropriate security
patterns which refine and restructure the requirement models. So refined problem de-
scriptions can easily be transformed into architectural descriptions.

Phase 1- Context Elicitation and Problem Decomposition. This phase (see 1 in
Fig. 2) involves understanding the problem and its context, decomposing the overall
problem into subproblems, and annotating security requirements. In order to under-
stand the problem, we elicit all domains related to the problem to be solved, their rela-
tions to each other and the software to be constructed. Doing this, we obtain a context
diagram consisting of the machine (software-to-be), related domains in the environ-
ment, and interfaces between these domains. Then, we decompose the overall problem
into subproblems, which describe a certain functionality, as expressed by a set of re-
lated functional requirements. We set up problem diagrams representing subproblems
to model functional requirements.

To analyze and integrate quality requirements in the software development process,
quality requirements have to be modeled and integrated as early as possible in the re-
quirement models. Modeling quality requirements and associating them to the func-
tional requirements is achieved by annotating them in problem diagrams. For more
information about context elicitation and problem decomposition, see [13].

Phase 2- Domain Knowledge Elicitation and Modeling. The system-to-be comprises
the software to be built and its surrounding environment such as people, devices, and
existing software [12]. In requirements engineering, properties of the environment and
constraints about it, called domain knowledge, need to be captured in addition to explor-
ing the requirements [6,15]. Hence, the second phase (see 2 in Fig. 2) involves domain
knowledge elicitation & modeling. We elicit the relevant information that has to be
collected when dealing with specific software qualities such as security and document
them as structured templates called Domain Knowledge Templates. To guarantee secu-
rity, we need domain knowledge about the type of possible attackers that influence the
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Fig. 3. Relationship between security requirements, tactics, and security patterns

restrictiveness of a security requirement. It depends on the abilities of the attacker how
much resources and effort to spend on a requirement, how much influence security has
on the behavior of the overall system-to-be, and which solution to fulfill the requirement
has to be chosen later on. Different types of attackers can be considered. For example, a
software attacker targets at manipulating the software, whereas a network attacker aims
at manipulating the network traffic. To describe the attacker we use the properties as de-
scribed by the Common Methodology for Information Technology Security Evaluation
(CEM) [16] for vulnerability assessment of the TOE (target of evaluation i.e., system-
to-be). These properties are used to instantiate the domain knowledge templates. For
more information regarding eliciting, modeling, and using domain knowledge, we refer
to [14].

Phase 3- Solution Identification and Analysis. The first two phases are concerned
with the activities accommodated in the requirements engineering (known as problem
peak in the Twin Peaks model). Exploring the solution space for finding security strate-
gies to achieve security requirements is the aim of the third phase (see 3 in Fig. 2).
Tactics proposed by Bass et al. [17] provide first basic approaches for the achievement
of quality requirements, in particular, security requirements. Such general solutions are
proved and recognized as coarse-grained solutions that help the achievement of quality
requirements to some extent. Figure 3 shows a synopsis of the relationship between the
artifacts in requirements engineering, namely requirements, and the artifacts in archi-
tectural design, namely coarse-grained solutions (tactics) and more specific solutions
(patterns). It depicts how security requirements are mapped to security tactics (arrows
on the left-hand side)1. Each security requirement is mapped to one or more tactics.
From the tactics, we select the one that can realize the security requirement in a high-
level manner. Furthermore, Figure 3 represents the mapping of tactics to more specific
ones, namely security patterns. We make use of such mapping to refine the selected
tactic further by selecting the appropriate security pattern in the next phase.

Phase 4- Solution Selection and Application. This phase (see 4 in Fig. 2) is concerned
with selecting the appropriate security pattern such as encryption and digital signature

1 Note that the figure does not provide a complete list of security requirements, security solu-
tions, and security patterns. It only serves as an example to show how these artifacts are related
to each other.
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that supports the achievement of security requirements. To this end, we make use of the re-
lationship between tactics and security patterns depicted on the right-hand side of Fig. 3.
Each tactic is mapped to one or more security patterns. The selected security pattern im-
plements the corresponding tactic. After selecting the appropriate security pattern, we
look for the counterpart problem-oriented security pattern such as problem-oriented dig-
ital signature pattern, which can be applied to refine the requirement models.

Phase 5- Quality-Based Architecture Derivation. In the previous phases, we refined
and restructured the problem descriptions by applying problem-oriented security pat-
terns. The so enhanced requirement models contain first security solution approaches.
This facilitates deriving a high-level architecture description from the requirement mod-
els, which can be further refined by applying appropriate security and design patterns.

In this phase (see 5 in Fig. 2), we define an architecture description that is ori-
ented on the decomposition of the overall software development problem into subprob-
lems represented as problem diagrams. The architecture consists of one component
for the overall machine, with the stereotype �machine�. For a distributed architec-
ture, we add the stereotype �distributed� to the architecture component. For
client-server architectures, there are two components representing client and server, re-
spectively, inside the overall machine. Each component has to be annotated with the
stereotype �local�. Then we make use of the problem diagrams. The derivation
of the software architecture is achieved by mapping domains from problem diagrams
to components in the software architecture. Each submachine in the problem diagrams
becomes a component in the architecture. We annotate components with the stereotype
�component�. This provides support for a seamless integration of security patterns
into software architecture.

4 Application Example

To illustrate the application of our method, we use the real-life example of smart grids.
As sources for real functional and quality requirements we consider diverse documents
such as “Application Case Study: Smart Grid” and “Smart Grid Concrete Scenario”
provided by the industrial partners of the EU project NESSoS2 and the “Protection
Profile for the Gateway of a Smart Metering System” [18] provided by the German
Federal Office for Information Security3 and “Requirements of AMI” [19] provided by
the EU project OPEN meter4.

4.1 Introduction to the Case Study “Smart Grid”

To use energy in an optimal way, smart grids make it possible to couple the genera-
tion, distribution, storage, and consumption of energy. Smart grids use Information and
Communication Technologies (ICT), which allow for financial, informational, and elec-
trical transactions. Figure 4 shows the simplified context of a smart grid system based
on [18].

2 http://www.nessos-project.eu/
3 www.bsi.bund.de
4 http://www.openmeter.com/

http://www.nessos-project.eu/
www.bsi.bund.de
http://www.openmeter.com/
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Fig. 4. The context of a smart grid system based on [18]

Table 2. An excerpt of relevant terms for the smart grid

Gateway represents the central communication unit in a smart metering system. It is responsible
for collecting, processing, storing, and communicating meter data.

Meter data refers to meter readings measured by the meter regarding consumption or production of
a certain commodity.

Smart meter represents the device that measures the consumption or production of a certain commodity
and sends it to the gateway.

Authorized external entity could be a human or IT unit that communicates with the gateway from outside the gateway
boundaries through a Wide Area Network (WAN).

WAN WAN provides the communication network that interconnects the gateway with the out-
side world.

To achieve the goals of the system, 20 use cases are necessary, from which we con-
sider only the use case Meter Reading for Billing, as treating all 20 use cases would go
beyond the scope of this paper. This use case is concerned with gathering, processing,
and storing meter readings from smart meters for the billing process. Table 4.1 shows
an excerpt of terms specific to the smart grid domain taken from the protection profile
that are relevant to understand the requirements. Detailed description of the example
smart grid is described in [9].

The protection profile states that “the Gateway is responsible for handling Meter
Data. It receives the Meter Data from the Meter(s), processes it, stores it and submits
it to external parties”. Therefore, we define the requirements RQ1-RQ3 to receive, pro-
cess, and store meter data from smart meters. The requirement RQ4 is concerned with
submitting meter data to authorized external entities.

In the smart grids case study, security requirements have to be taken into account. A
smart grid involves a wide range of data that should be treated in a secure way. Protec-
tion profile defines security objectives and requirements for the central communication
unit in a smart metering system. To ensure security of meter data, the protection profile
[18, pp. 18, 20] demands protection of data from unauthorized disclosure while trans-
mitted to the corresponding external entity via the WAN (RQ11). The gateway shall
provide the protection of authenticity and integrity when sending processed meter data
to an external entity, to enable the external entity to verify that the processed meter data
have been sent from an authentic gateway and have not been changed during transmis-
sion (RQ10, RQ12). Requirements with their descriptions are listed in Table 3.
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Table 3. Requirements RQ1-RQ4 and security requirements related to RQ4

Requirement Description Related functional requirement
RQ1 Smart meter gateway shall receive meter data from smart meters -
RQ2 Smart meter gateway shall process meter data from smart meters -
RQ3 Smart meter gateway shall store meter data from smart meters -
RQ4 Smart meter gateway shall submit processed meter data to autho-

rized external Entities
-

. . . . . . . . .
RQ10 Integrity of data transferred in the WAN shall be protected RQ4
RQ11 Confidentiality of data transferred in the WAN shall be protected RQ4
RQ12 Authenticity of data transferred in the WAN shall be protected RQ4
. . . . . . . . .

Fig. 5. Problem diagram for the requirement RQ4 and its related security requirements

4.2 Application of Our Method to the Smart Grid

Applying our method to the case study smart grids implies the following activities and
working results.

Phase 1- Context Elicitation and Problem Decomposition. In this phase, we set up
a context diagram to understand the problem and its context and problem diagrams
to decompose the overall problem into subproblems, and annotate them with required
security requirements. Due to the lack of space, we do not show the context diagram
here. Figure 5 illustrates the problem diagram for describing the functional requirement
RQ4 annotated by the security requirements RQ10, RQ11, and RQ12.

In the original problem frames approach, the focus is on functional requirements.
We extended the UML-based problem frames approach by providing a way to attach
quality requirements to problem diagrams [13]. We represent quality requirements as
annotations in problem diagrams. Since UML lacks notations to specify and model
quality requirements, we use specific UML profiles to add annotations to the UML mod-
els. We use a UML profile for dependability [11] to annotate problem diagrams with
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Table 4. Instantiated domain knowledge template for security

Quality: Security, Requirement: RQ10
Elicitation Template Mapping to profile

Domain Knowledge
Description

Possible Values Value Property (Dependability
profile)

Preparation time one day, one week, two weeks, . . . more than six months Attacker.preparationTime
Attack time one day, one week, two weeks, . . . more than six months Attacker.attackTime
Specialist expertise laymen, proficient, expert, . . . multiple experts Attacker.specialistExpertise
Knowledge of the TOE public, restricted, sensitive, critical public Attacker.knowledge
Window of opportunity unnecessary/unlimited, easy, . . . difficult Attacker.opportunity
IT hardware/software or
other equipment

standard, specialized, bespoke, . . . multiple bespoke Attacker.equipment

security requirements. For example, we apply the stereotypes �integrity�,
�confidentiality�, and �authenticity� to represent integrity, confi-
dentiality, and authenticity requirements as it is illustrated in Figure 5. In the problem
diagram for submitting meter readings (Figure 5), the functional requirement RQ4 is
complemented by the following quality requirements: RQ10 (integrity), RQ11 (confi-
dentiality), and RQ12 (authenticity). For further phases of our method, we consider the
security requirements RQ10 and RQ12.

Phase 2- Domain Knowledge Elicitation and Modeling. The achievement of security
requirements requires additional resources such as computational power, which might
affect the achievement of other quality requirements such as performance requirements
negatively. The resource usage is affected by the strength of the security mechanism
to be selected to achieve the corresponding security requirement. The kind of attacker
and its characteristics determine the strength of the security mechanism. Therefore, we
elicit and model the attacker and its characteristics as domain knowledge. For elicit-
ing security-relevant domain knowledge, we have to instantiate the Domain Knowledge
Template for each identified attacker once. We identify two network attackers for the
two security requirements RQ10 and RQ12. The reason is that the meter data to be
transmitted through the network WAN can be manipulated by a network attacker. There
is no information in the Protection Profile [18] about the attacker that the system must
be protected against. Therefore, we assume that the system must be protected against
the strongest attacker. Hence, we select for each property in the domain knowledge
template for security the strongest one to obtain values for the column “Value”. Table 4
shows the instantiated domain knowledge template for the integrity requirement RQ10.
We model the network attacker explicitly as a biddable domain. Then, we apply the
stereotype�attacker�. We assign the attributes of the stereotype�attacker�
using mapping provided by Table 4.

Phase 3- Solution Identification and Analysis. We introduced Fig. 3 in the previous
section to show how security requirements, tactics, and security patterns are related to
each other. This relationship allows us to identify the possible tactics and patterns for
satisfying the security requirements RQ10 and RQ12. For example, one tactic for sup-
porting the achievement of the authenticity requirement is Authenticate Users which
can be realized by applying the security patterns Identification & Authentication and
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Digital Signature. To achieve the integrity requirement, the tactics Authorize Users and
Maintain Integrity can be selected. The tactic Authorize Users can be implemented by
applying the security pattern Access Controls, whereas the tactic Maintain Integrity can
be achieved by applying the security pattern Digital Signature. We decide for the secu-
rity pattern Digital Signature as it can achieve both integrity and authenticity require-
ments. In the next phase, we apply the counterpart to the Digital Signature pattern for the
requirements engineering phase, namely the problem-oriented digital signature pattern.

Phase 4- Solution Selection and Application. In phase four, we instantiate the problem-
oriented digital signature pattern. First, we map the problem diagram shown in Fig. 5
to the first part of the graphical pattern described in Sect. 2.2. Figure 5 represents an
instance of the first part of the problem-oriented digital signature pattern, in which the
machine SubmitMD represents the machine FunctionalM, the domain MeterData rep-
resents the domain Domain, the functional requirement RQ4 represents the functional
requirement FunctionalReq, and the authenticity requirement RQ12 represents the au-
thenticity requirement AuthenticityReq. As mentioned in Sect. 2.2, depending on the
functional requirement, the problem diagram might contain other domains that are not
relevant for the security problem at hand. Hence, they are not represented in the pattern.
The causal domain WAN and the biddable domain AuthorizedExternalEntitiy in Fig. 5
are examples for such a case.

Figure 6 illustrates the solution digital signature for the authenticity/integrity prob-
lem (second part of the pattern) and the composition problem diagram (third part of the
pattern). We instantiate the second part of the pattern. Doing this, we obtain the up-
per problem diagram, in which the domain MeterData represents the domain Domain,
the domain PrivateKey represents the domain PrivateKey, the authenticity requirement
RQ10 represents the authenticity requirement authenticityReq, and the machine Sign-
ingMachine represents the machine DigSigM in the pattern. As described in Sect. 2.2,
the problem-oriented digital signature pattern provides a solution for the integrity prob-
lem as well. Thus, we model the authenticity requirement RQ12 as well as the integrity
requirement RQ10 in Fig. 6. In this problem diagram, the machine SigningMachine
receives the key (privateKEy) from the domain PrivateKey and the data (contentOfMe-
terData) from the domain MeterData and signs it by producing the signedMeterData
using a signing algorithm in the machine SigningMachine.

We instantiate the third part of the pattern by mapping the domain Domain to the
domain MeterData, the machine DigSigM to the machine SigningMachine, the ma-
chine FunctionalM to the machine SubmitMD, the composition requirement Req to the
composition requirement RQ4+RQ10+RQ12, and the composition machine Composi-
tionM to the composition machine SecurityManager. Doing this, we obtain the lower
problem diagram, in which the problem diagram represented in Fig. 5 and the upper
problem diagram in Fig. 6 are combined. The machine SecurityManager receives the
contentOfMeterData from the domain MeterData and sends it to the machine Signing-
Machine. The machine SigningMachine signs the data and sends the signedMeterData
back to the machine SecurityManager. This machine sends the signed data to the ma-
chine SubmitMD, which sends the data to the AuthorizedExternalEntity through the
connection domain WAN.
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Fig. 6. Instance of the second and third parts of the problem-oriented digital signature pattern

In this way, we successfully instantiated and applied the problem-oriented digital
signature pattern in phase four of our method in order to achieve the integrity require-
ment RQ10 and the authenticity requirement RQ12 for the functional requirement RQ4.
We only showed the instantiation of the graphical part of the pattern. The correspond-
ing template can be easily filled out using the information obtained from the solution
space and according to the responsibility for the achievement of necessary conditions.
As mentioned before, the templates as part of the problem-oriented security patterns
describe the effect of each pattern on the requirement models. According to this part of
the templates, we have to update the requirement models including domain knowledge
(first and second phases of the method) by selecting and applying a problem-oriented
security pattern. Therefore, our method has to be conducted as a recursive one to obtain
correct requirements and a sound architecture.

Phase 5- Quality-Based Architecture Derivation. In phase five, we set up an archi-
tecture by transforming the machines in the problem diagrams into components in the
architecture. The architecture represented as a composite structure diagram in UML is
shown in Fig. 7. The component for the overall machine Gateway has the stereotype
�machine�. Within this component, there exist components SubmitMD, Security-
Manager, and SigningMachine, which are machines in the problem diagram Security-
Manager shown in Fig. 6. In addition, we have to transform the lexical domains in the
problem diagrams into components in the architecture. The reason is that lexical do-
mains usually are data representations, thus they have to be part of the architecture. The
component MeterData is such an example. The component SubmitMD is connected via
WAN to outside of the smart meter gateway to AuthorizedExternalEntity as it is illus-
trated in the problem diagram SecurityManager shown in Fig. 6. Figure 7 represents
only the part of the overall architecture which corresponds to the functional require-
ment RQ4 and its related security requirements. For other requirements, we follow the
same principle. Doing this, we obtain a full architecture for the smart meter gateway.
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Fig. 7. Part of the architecture for the smart meter gateway

Note that this architecture is a coarse-grained one. It still needs to be refined by apply-
ing security patterns corresponding to the problem-oriented security patterns and design
patterns.

Benefits. The proposed method allows software engineers not only to think about se-
curity problems as early as possible in the software development life cycle, but also to
think about solution approaches solving such security problems. By exploring the so-
lution space, we find appropriate solution mechanisms and patterns, which can be used
as problem-oriented security patterns for refining security requirement models in the
requirement engineering phase. The corresponding templates represent consequences
of applying such solution approaches by providing new assumptions and/or require-
ments to be considered when deciding on a specific pattern. The elaborated security
requirement models can easily be transformed into a particular security pattern at the
design level. Thus, problem-oriented security patterns support bridging the gap between
security problems and security solutions. Note that problem-oriented security patterns
do not replace the application of “classical” security patterns. Problem-oriented secu-
rity patterns are located in the problem space aiming at restructuring and elaborating
security problems while “classical” security patterns are accommodated in the solution
space aiming at solving security problems. Problem-oriented security patterns in the re-
quirements engineering phase represent the counterpart to “classical” security patterns
in the design phase.

5 Related Work

Investigating early phases of software development, namely requirements analysis and
architectural design, has been subject to research in related work for many years. This
investigation however has been conducted for each phase separately and in isolation.
Little attention has been given to investigating the relationship between requirements
phase and architecture phase. Hence, as related work, we discuss approaches that relate
requirements and architectures with regard to security.

The security Twin Peaks model [20] provides a framework for developing security in
the requirements and the architectural artifacts in parallel. Taking architectural security
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patterns into account, the model supports the elaboration of the problem and the solution
artifacts by considering feedback coming from the counterpart peak. This framework,
which is an elaboration of the original Twin Peaks model [2] in the context of secu-
rity, is similar to our approach regarding the refinement of security requirements in the
problem domain. However, the authors make use of the existing methods for each peak
separately, namely the goal-oriented requirements engineering approach KAOS [21] to
represent security requirements in the problem peak and Attribute Driven Design [17]
for the solution peak.

Haley et al. [22] propose an approach to derive security requirements, which are ex-
pressed as constraints on the functional requirements. Threat descriptions are treated
as crosscutting concerns that impact functional requirements represented as problem
frames. Composing threat descriptions with problem diagrams reveal vulnerabilities
that can be reduced by adding appropriate security requirements to the corresponding
problem diagram. This approach uses problem frames as a basis for identifying vulner-
abilities and deriving security requirements. Hence, it can be used complementary to
our method as a step prior to our method.

Similar to our work, a method to bridge the gap between security requirements and
the design is proposed in [23]. This method introduces new security patterns at the
requirements and the design level, in contrast to our approach that reuses the existing
security design patterns at the requirements level by applying problem-oriented security
patterns. Alebrahim et al. [24] provide an aspect-oriented method for developing secure
software. It treats security requirements as crosscutting concerns and refines them by
using security patterns. Similar to our approach in this paper, it uses problem frames as
a basis for requirements engineering. In contrast, we apply problem-oriented security
patterns in this paper, which systematically adopt the notion of security patterns for
requirements engineering.

Rapanotti et al. [25] propose an approach similar to our work by introducing Ar-
chitectural Frames. They use architectural styles [26] located in the solution space to
support the decomposition and recomposition of functional models within the problem
frames framework. The Pipes and filters is selected to solve the transformation prob-
lems, represented in the problem frame approach by the transformation frame. Another
architectural style is the Model-View-Controller (MVC) that is considered to solve the
control problem, captured by the commanded behaviour frame.

Hall et al. [27] present an extension of the problem frames approach allowing design
concerns. They suggest to benefit from architectural support in the problem domain
by annotating the machine domain with them. However, it does not become clear how
the architectural descriptions can be used explicitly in order to structure the machine
domain.

These two approaches provide suggestions to use architectural knowledge in the
problem domain based on the problem frames concept. However, they do not propose
a systematic method on how to find the appropriate architectural solution and how to
integrate it in the problem domain explicitly. Further, they only consider functional re-
quirements and not security requirements. From this point of view, these approaches
can be considered as complementary to our work.



60 A. Alebrahim and M. Heisel

6 Conclusions and Future Work

We have proposed a systematic method based on the problem frames approach for the
iterative development of requirements analysis and software architectures with focus
on achieving security requirements. The method provides an instantiation of the Twin
Peaks model in the context of security proposing explicit steps that takes into account
the intertwining nature of requirements and architectures. The iterative nature of our
method as an instance of the Twin peaks model facilitates considering the feedback,
which arise in one peak, in the another peak. Our method exploits the knowledge gained
in the solution domain in a systematic way to refine the security requirements in the
problem space by applying problem-oriented security patterns.

To summarize, we have proposed a pattern-based method that

– provides guidance on how requirements analysis and software architectures can be
developed incrementally and iteratively to achieve security requirements.

– allows software engineers not only to think about security problems as early as
possible in the software development life cycle, but also to think about solution
approaches solving such security problems.

– bridges the gap between security problems and security solutions.

In the present work, we applied problem-oriented security patterns, which support
the achievement of security requirements as early as possible in the software develop-
ment life cycle. But not all kinds of security requirements can be achieved by enforcing
security patterns. For example, there exist no patterns for non-repudiation, anonymity,
and privacy in literature [28]. In the future, we will extend our method to also support
the systematic selection of security mechanisms to refine all security requirements in
the problem domain. Additionally, we strive for extending our method to support the
achievement of not only security requirements in an iterative software development pro-
cess, but also other quality requirements such as performance by using the architectural
knowledge such as generic solutions, patterns, and mechanisms.
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Abstract. Mobile money transfer services (MMTS) are currently being  
deployed in many markets across the world and are widely used for domestic 
and international remittances. However, they can be used for money laundering 
and other illegal financial operations. The paper considers an interactive multi-
view approach that allows describing metaphorically the behavior of MMTS  
subscribers according to their transaction activities. The suggested visual  
representation of the MMTS users’ behavior based on the RadViz visualization 
technique helps to identify groups with similar behavior and outliers. We  
describe several case studies corresponding to the money laundering and  
behavioral fraud. They are used to assess the efficiency of the proposed a 
pproach as well as present and discuss the results of experiments.  

Keywords: Mobile money transfer services, fraud detection, visual analytics, 
RadViz visualization.  

1 Introduction 

The field of Mobile Money Transfer service (MMTS) is a growing market segment, 
particularly in developing countries, where banking systems may not be as dense or 
available as in developed countries. For example, M-Pesa, which was launched in 
2007 in Kenya, displayed in December 2011 about 19 million subscribers, namely 
70% of all mobile subscribers in Kenya [29]. Orange Money is deployed in 10 coun-
tries and gathers around 14% of the mobile subscribers of these countries [23]. In 
such services, transactions are made with electronic money, called mMoney. The 
users can convert cash to mMoney through distributors and use it to purchase goods at 
merchants, pay bills or transfer it to other users [16].  

The risks inherent to all payment systems are present in the mobile environment. 
However, the usage of mobile technologies introduces additional risks caused by the 
large number of non-bank participants, rapidity of transactions and higher level of 
anonymity compared to traditional banking systems [16, 18]. Therefore, it is required 
to determine new approaches to detect frauds in mobile money transfer services.  
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The aim of this paper is to show how visual analytics can provide better insight in 
the large data sets describing MMTS activity and can assist in fraud detection. Visual 
data exploration can be considered as a hypothesis generation and verification process 
which is intuitively clear and does not require explicit application of complex mathe-
matical and statistical methods [11, 13, 21]. We suggest an interactive multi-view 
approach allowing the analyst to get a global overview of the MMTS subscribers’ 
activity and then focus on users of the particular interest drilling down into their 
transactions. It is based on RadViz-based [3] visualization of the MMTS users that 
helps to determine similarity groups and outliers among them and is supported by 
graph-based and table views assisting in analyzing structural links of the user.  

Specifically, our main contribution is the interactive RadViz-based visual representa-
tion of MMTS subscribers allowing detection of groups of users with similar behavior. 
To the best of our knowledge, our work is the first to exploit RadViz visualization  
technique to visualize MMTS subscribers. To demonstrate and evaluate the usefulness 
of the proposed approach we investigated several case studies corresponding to the 
money laundering and behavioral fraud, which take place when the mobile device is 
used to carry out illegitimate transactions without its owner’s consent.  

The rest of the paper is structured as follows: Section 2 overviews mobile money 
transfer service and its structure, and discusses related work in the field of fraud de-
tection techniques in mobile payments as well as visualization techniques used to 
detect financial frauds. Section 3 describes the approach suggested, including visual 
models and interactions with them. Section 4 presents the case studies used to demon-
strate the proposed approach for financial fraud detection in mobile payments using 
visual analytics techniques, discusses the results and presents ideas about further de-
velopments of the approach. Section 5 sums up our contributions.  

2 Background  

2.1 Mobile Money Transfer Service  

The paper is based on the MMTS use case detailed in [1, 25]. This section outlines the 
major points to understand the use case. MMTS are systems where electronic money, 
called mMoney or m, is issued to different roles such as regular users, retailers, mer-
chants, in order to perform various types of transactions which range from merchant 
payments to transfers between individuals.  

Fig. 1, which is adapted from [10], shows the economic principle of mMoney and 
the roles of various actors. As depicted, the Mobile Network Operator (MNO) emits 
mMoney in partnership with a private bank. The MNO regularly produces complian-
cy reports, including suspicious activity reports, to the Central Bank, responsible for 
the country's monetary policy. The emitted mMoney can only be used among the 
MNO's clients subscribing to the MMT service. The subscribers are end-users, service 
providers or retailers. They hold a prepaid account stored on a platform and accessible 
via the MNO’s network and an application on their mobile device. Some users, such 
as retailers or service providers, can use computers to access their account. This ac-
count contains mMoney which can be acquired from the retailers. End-users can ei-
ther transfer money to other end-users or purchase goods.  
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Fig. 1. Economic environment of Mobile Money Transfer services [10] 

2.2 Fraud Detection Techniques in Mobile Payments  

In the Kenyan MMT service M-Pesa, fraud detection is carried out by the Minotaur 
tool which uses neural networks [19, 22]. Apart from this system, there is not much 
publicly available information about fraud detection in MMT services. However, to 
our knowledge, the most widely deployed tools are based on rules, linear regression 
and neural networks.  

If we consider other payment systems, several fraud detection techniques have 
been applied. For example, in the field of credit card fraud detection, Al-Khatib [2] 
identifies several studies which use neural networks, expert systems, case-based rea-
soning, genetic algorithms, inductive logic programming and regression. Another 
illustration is the use of graphs proposed by Ron and Shamir [26] to explore the data 
related to the transactions in the Bitcoin payment system in order to highlight awk-
ward transactions schemes.  

3 Related Work  

Due to the complexity of financial data (often with multidimensional attributes), 
many sophisticated visualization and interaction techniques have been proposed (to 
analyze the financial market as a whole, or single assets in particular), which support 
visually decision making [15]. Parallel coordinates, scatter-plot matrices, survey plots, 
special glyphs [28], treemaps [31], stacked and iconic displays, dense pixel-displays 
[33], dendrograms, fish-eye views [14] are applied to explore financial data.  

However, the visualization techniques applied in fraud detection systems are rather 
limited. The most of commercial software products [8, 20, 27] extensively use trends, 
pie charts and histograms and gauge-based glyphs to display characteristics of finan-
cial flows, number of registered alerts, their type and criticality, etc. The choice of 
these visual models is explained by their simplicity and ability to communicate the 
most important information at glance. They can be easily included in the reports of 
any level and purpose. Apart from the standard visual models, geographical maps are 
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often present in fraud detection systems as they allow detecting regions with high 
financial risk level as well as determining the limits of organization responsibility. 
Such kind of metrics is usually encoded by color or specific icon [8, 20].  

In [8] the visual representation of statistically calculated behavior of a peer group 
and deviations from it is used as an advanced technique to reduce alert generation. 
The behavior of the group is displayed as a set of line charts in which x-axis corres-
ponds to the time and y-axis − to the values of the most important characteristics of 
the transaction flow such as average transaction amount, number of transactions, etc. 
The vertical axis is divided into three zones determining deviation level in users’ be-
havior. The normal (average) behavior lies in yellow zone, location of the charts in 
the red colored zone indicates that behavior deviates significantly from the average 
one and orange shows the presence of deviation. These deviation levels could be ad-
justed according to the average characteristics of the peer group thus decreasing alert 
triggering level.  

In order to support alert investigation the most of the fraud detection systems im-
plement flexible querying mechanism that allows the analyst to extract all data asso-
ciated with a given key value, i.e. account or credit card number [8, 27]. However, 
identifying hidden relationships, based on data from multiple sources, and tracking 
the movement of money made between a variety of entities is difficult using tabular 
methods. For this reason the graph-based representation of users’ financial contacts 
are applied in fraud detection systems [20, 27] and adopted by different forensic com-
panies [6, 32]. Usually graph vertexes represent different entities such as accounts, 
user IDs, phones, credit cards, addresses, organizations, etc. The edges between them 
indicate the usage or participation of the corresponding entity in financial operations, 
and the line thickness displays the frequency of the transactions between entities. The 
graph-based representation of transaction activity helps to discover connections be-
tween customers, to identify suspicious communication patterns, revealing thus orga-
nized group of fraudsters.  

Korczak et al. [12] address the problem of graphical representation of sequential 
financial operations in readable manner. Exploration of transaction chains assists the 
analyst to detect money laundering operations. However, the major concern when 
designing a visualization algorithm of sequential operations is the complexity of the 
resulting graph. In order to solve this problem the authors propose the evolutionary 
algorithm that minimizes the number of edge intersections.  

Chang et al. [4] present the WireVis tool for the analysis of financial wire transac-
tions for fraud protection. It is based on transaction keyword analysis and built in 
collaboration with the Bank of America. All the textual elements contained in transac-
tion data records are seen as keywords. WireVis uses a multi-view approach including 
a keyword heatmap and a keyword network graph to visualize the relationships 
among accounts, time and keywords within wire transactions. The keyword heatmap 
characterizes the usage frequency of the keyword in the users’ groups. Authors sug-
gest an interesting modification of the clustering algorithm applied to form groups of 
similarities. They treat each account as a point in the k-dimensional space (where k is 
the number of keywords), and group the accounts based on their distances to the aver-
age point of all accounts. This approach significantly decreases the complexity of 
clustering procedure having complexity O(3n). In order to support the visualization of 
transaction activity over time, authors propose the Strings and Beads view in which 
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the strings refer to the accounts or cluster of accounts over time, and the beads refer to 
specific transactions on a given day. The x-axis of the view corresponds to the pro-
gression of time, and the y-axis shows a transaction attribute selected form the prede-
fined list.  

4 Data, Models, and Techniques 

4.1 Data  

The data from existing MMTS are not publicly available and in the most cases confi-
dential. A possible solution of this problem can be usage of artificially generated data. 
This approach is widely used to train automatic fraud detection techniques based on 
pattern recognition and machine learning [9]. In our work we use MMTS log synthet-
ic simulator [9] to generate test data containing different fraudulent scenarios. The 
MMTS log synthetic simulator was developed within the FP7 project MASSIF to 
assess efficiency of the proposed intrusion detection techniques for the mobile money 
transfer scenario [25]. It models the mobile money transfer platform and the behavior 
of its legitimate or fraudulent users.  

These data describe only transaction logs and contain such information as the 
phone number of the customer (sender/receiver), their account ID and role (customer, 
retailer, merchant, operator, etc.), transaction ID, its timestamp, type (money transfer 
between individuals, cash in or cash out of the mobile wallet, etc.), transaction 
amount, status as well as sender's and receiver's balance before and after transaction.  

In order to assess the suggested approach we generated various case studies, in-
cluding money laundering activities and mobile botnets, using this simulator. In gen-
erated scenarios each MMTS subscriber has only one account and role associated 
with him (her).  

4.2 Visual Models and Interaction Techniques  

When designing main form of the MMTViewer, a tool demonstrating the approach, 
we followed Shneiderman’s information seeking mantra [30] that consists in having 
the overview first and then focusing on particular areas of interests.  

Thus, the main window is divided into three subviews: (A) RadViz-based view, 
(B) graph-based view and (C) table view, designed to inspire the analyst to dive into 
data, generate hypotheses and verify them (Fig. 2).  

The goal of the RadViz-based view (A) is to provide the general overview of the 
transaction activity in the MMTS. It allows identification of the existence of patterns 
in subscribers’ behavior, while the graph-based view (B) helps to focus on the links of 
a particular user or a group of users. The table view (C) gives detailed information on 
the selected MMTS entity (subscriber or transaction). These three views are coordi-
nated together, so selecting a user in view A results in highlighting corresponding 
user and his/her transactions in view B and refreshing detailed information in view C.  

With these three tightly linked views the analyst can interact with users and trans-
actions in order to understand how the data correlate. We suppose such approach is 
significantly more powerful that using the views separately. 
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The tool described in the paper is written in Java. All visual models are imple-
mented using Prefuse Toolkit [24], which allows development of highly interactive 
visualizations. It can be easily integrated into Swing applications or Java applets.  

 

Fig. 2. The main window of MMTViewer  

4.2.1. The RadViz-Based View  

The main view is a RadViz visualization [3] of the MMTS users. Its goal is to high-
light groups of users with similar “transaction” behavior.  

The Radviz is a non-linear multi-dimensional visualization technique that can map 
n-dimensional data into 2-dimensional space. The analyzed attributes are represented 
as dimension nodes placed around the perimeter of a circle. Then the objects are dis-
played as points inside the circle, with their positions determined by a metaphor from 
physics: each point is connected by n springs to the n respective dimension nodes. 
The stiffness of each spring is proportional to the value of the corresponding attribute. 
Thus, the point is located at the position where the spring forces are in equilibrium. 
Prior to visualization, all used attribute values are normalized. The objects set close to 
some dimension node have higher values for the corresponding attribute then for the 
others. For example, analyzing Fig. 3 it is possible to conclude that the merchant 
payments and individual transfers are prevailing among all other end user's financial 
operations, furthermore their quantity is comparable. The important feature of the 
Radviz technique is that it supports visualizing all dimensions of a dataset at once and 
is very useful when searching for clusters and outliers in multidimensional data. It can 
be effectively used as clustering tool that is characterized by low complexity O(n).  

We suggest using the following attributes of the user as dimension anchors because 
these properties are commonly used in detecting anomalous activity both in financial 
systems and scientific research tools [2, 6, 8, 20] and can rather exactly describe the 
“transaction” behavior of the user:  
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Fig. 3. Schema of the RadViz-based visualization of user transaction-based behavior 

• a number of individual transfers for a given period of time;  
• a number of cash deposit operations for a given period of time;  
• a number of cash withdrawal operations for a given period of time;  
• average amount of individual transfers for a given period of time;  
• average amount of cash deposit operations for a given period of time;  
• average amount of cash withdrawal operations for a given period of time;  
• minimum and maximum amount of individual transfers for a given period of time;  
• minimum and maximum amount of cash deposit operations for a given period of 

time;  
• minimum and maximum amount of cash withdrawal operations for a given period 

of time.  
As the major problem of the RadViz visualization is an appropriate selection of the 

dimension nodes’ layout which determines the quality of the posterior visualization 
and ability to detect clusters [7], we use the arrangement of the anchors given in Ta-
ble 1 as default. However, we implemented a mechanism that enables a user to adjust 
the layout of dimension nodes by selecting them from the predefined list and setting 
their order.  

Table 1. Default order of dimension nodes in RadViz-based view 

Order Dimension node 

0 a number of individual transfers for a given period of time 

1 a number of deposit operations for a given period of time 

2 a number of withdrawal operations for a given period of time 

 
The MMTS subscribers are displayed as colored points inside the unit circle. The 

color is used to encode their role in the MMTS. We suppose that users having  
the same role should merge in clusters, showing thus similar behavior. For example, 
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retailers who are mainly involved in operations of cashing in/out customers mobile 
wallet should form a cluster. The location of end users is difficult to predict as they 
can show rather various behavior, nevertheless, we expect them also to be grouped in 
clusters. We consider that in this case the signs of potential fraud could be as follows:  
• a user does not belong to any cluster or included in the group of the users having 

another role;  
• location of a group of users significantly differs from the rest.  

These anomalies in users’ layout could be a starting point in the analysis of the 
transaction activity in the MMTS. The coloring of the nodes based on the users’ role 
simplifies the process of anomaly detection immensely.  

4.2.2. The Graph-Based View  
The graph-based visualization technique is a common way for presenting transactions 
in financial systems. The main advantage of the graph view is that it emphasizes 
structural properties of the connectivity between users.  

In the tool the graph vertexes represent users, while edges − transactions between 
them. As mentioned above in our case studies, a user has only one mobile account 
associated with him, therefore we do not display mobile account as a separate vertex 
connected with the user. However, if the user has several accounts we suggest to ag-
gregate them into one meta-node preserving all input and output links in order to im-
prove readability of the generated image.  

Color is used to encode the role of the user in the MMTS as well as the transaction 
type. Both color schemes were created using Color-Brewer2 [5]. The transaction 
types that are frequently used in detection of suspicious activity such as cash with-
drawal, deposit and individual money transfers are encoded with color-blind safe 
colors. The shape of the vertex depends on whether the user is only transaction sender 
(diamond), receiver (ellipse) or both (rectangle). This feature can simplify the detec-
tion of subscribers whose accounts are used only for cash withdrawal or deposit oper-
ations. If the user is linked with another user by a set of transactions of the same type 
then they are displayed as one edge, whose thickness is determined by their quantity. 
The size of the graph vertex could be determined by a sum of received and sent 
amounts for a given period of time. We consider that this option helps to discover 
subscribers, who participate in large cash flows.  

To support visual exploration of the data, we implemented the following interac-
tion techniques. Flexible filtering mechanism allows specifying different complex 
logical expressions to filter data. Linking and brushing effect can be applied in order 
to highlight contacts of the MMTS user. When switched to this mode, it is possible to 
select the user by clicking on the corresponding node, this will make all input and 
output links visible while the rest will be hidden. The combination of this technique 
with filtering mechanism allows focusing on particular user transactions with given 
characteristics. Apart from tooltip that gives only brief information about the object, 
i.e. transaction type, its sender and receivers, etc., the user can get detailed informa-
tion on every element of the graph (node or vertex) shown in table view by clicking 
on it. This information includes subscriber’s id, role, number of transactions, total 
amount, minimum and maximum transaction amounts, transaction time, etc. This 
informational display is updated whenever a particular graph node or edge is selected.  

We also implemented two graph layouts: radial and based on scatter plot (Fig. 4).  
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a) 

 
b) 

Fig. 4. Graph-based representation of the financial contacts of the MMTS user using radial 
layout (a) and scatter plot-based layout (b) 
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In order to construct the latter, we calculate for each subscriber the total quantity 
of all transactions made by him/her and the number of different transaction types 
used. These two attributes define the position of the corresponding node on the plane: 
x-coordinate is determined by the total quantity of all transactions, and y-coordinate is 
determined by number of different transaction types. This layout helps to reveal the 
most active users as the heightened activity can be a sign of potential fraud. However, 
it is clearly seen that these two graphical data presentation cannot be used to visualize 
a large set of data as generated image is overloaded with lines and labels which are in 
the most cases are simply unreadable. That is why we suggest using such presentation 
only when a particular set of users has been already selected. In this case the analyst 
can take all advantages of graph-based visualization for investigating users’ links.  

5 Case Studies and Discussion 

5.1 Money Laundering Misuse Case  

Several money laundering schemes exist. In this paper, the emphasis is made on the 
use of chains of mules. Using mules enables to hide the fraudulent origin of money. 
Chains of mules may be composed of several layers. Here, only one layer of several 
mules is considered. Fraudsters owning a certain amount of money to be laundered 
divide this amount and send it to several mules.  

Later on, they withdraw this money from a complicit retailer. In reality, they would 
then send the cash obtained to another fraudster, but this money stream is not captured 
by the MMTS. The origin of the amount of money used by the first fraudster is not 
modeled here. The scenario is composed of 500 legitimate users, 10 mules and 4 re-
tailers and 5317 transactions.  

When assessing the efficiency of our tool we conducted almost “blind” experiment 
as we do not know number of malefactors, number of fraudulent transactions and 
their amounts, malefactors and mules themselves. We only know that this set of data 
may contain money laundering activity. The obtained results could be lately verified 
using special ground proof data field. 

When detecting anomalous activity using our tool, we considered the following as-
sumptions: (i) the amount of fraudulent transactions is smaller than the average 
amount of the users; (ii) the mules also perform legitimate transactions and 
(iii) a sudden change in transferred mMoney amounts corresponds to an anomaly.  

Thus, we can expect that a fraudster is described by (i) greater number of individu-
al money transfers and withdrawal operations and (ii) smaller average amount of 
these transactions.  

These assumptions are made on base of analysis of existing money laundering sce-
narios described in [17, 18]. That is why we selected the following attributes as anc-
hors: quantities of individual transfers, mMoney withdrawals and deposits, and their 
average amounts, respectively. The result of MMTS users’ visualization using Rad-
Viz technique is shown in Fig. 5.  

It is clearly seen that two subscribers are located apart from the others. This fact 
can be explained by that these users are mainly involved in the individual money 
transfers.  
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Additionally, from the graph-based view we see that one of them only sends mon-
ey and another - only receives money. Further analysis of their contacts shows that 
these two subscribers (PN_FR1 and PN_FR2) are connected with each other via a set 
of users (Fig. 6). According to this, we can conclude that PN_FR1 and PN_FR2 could 
be potential fraudsters and the subscribers connected with them are the mules.  

 

Fig. 5. RadViz visualization of MMTS users in money laundering scenario 

 

Fig. 6. RadViz visualization of MMTS users in money laundering scenario 

5.2 Behavioral Fraud Case Study  

Behavioral frauds occur when the behavior of the fraudster is superimposed on the 
legitimate user’s one. Both actors use the mobile device to carry out transactions in 
the same window of time. In this paper, we consider two types of such fraud. The first 
one corresponds to a botnet which is deployed on several mobile devices. The mali-
cious program carries out several transfers towards mules who withdraw the money 
within 72 hours after its reception. This scheme is rather similar to the money  
laundering scheme except that the amounts involved are not the same, there is no 
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complicit retailer, and the mules are used here to hide the destination of the stolen 
money and not its origin. Moreover, the fraudulent transactions are initiated by the 
malicious programs. The second case corresponds to a theft. The mobile device is 
stolen and the fraudster then tries to withdraw money several times during a short 
range of time before the phone’s theft is reported and the phone is deactivated.  

The generated scenario is made of 2 merchants, 6 retailers and 4010 users, 4 of 
which are mules, and 54222 transactions. There are 3 thieves and 39 infected mobile 
devices. As in previous use case we do not know the detailed information on simu-
lated frauds: number of thieves, structure of the botnet and average amount of fraudu-
lent transactions. When detecting the mobile botnet, we considered the following 
assumptions: (i) the amount of fraudulent transactions is slightly inferior than the 
average amount of the regular users transactions, (ii) the time elapsed between two 
fraudulent transactions is similar to the average interval between two legitimate trans-
actions and (iii) the legitimate and fraudulent behavior occur during the same window 
of time. Like in the money laundering scenario, the infected subscribers as well as 
mules are characterized by increased transaction quantity. However, the amount of 
fraudulent transactions does not differ significantly from a normal one. That is why 
we use only attributes describing subscriber’s transaction activity as anchors. The 
RadViz visualization of the MMTS users based on their transaction activity reveals 
four groups of users exposing similarities in behavior - Retailers, Merchants, 
End users 1, End users 2 (Fig. 7).  

 

Fig. 7. RadViz visualization of MMTS users in the behavior fraud scenario 

Groups Retailers and Merchants consist of retailers who are involved only in with-
drawal and deposit operations, and merchants, respectively; group End users 1, the 
most numerous, consists of the subscribers who mostly uniformly make transactions 
of different types. Users belonging to the fourth group End users 2 have individual 
money transfers significantly prevailing over transactions of other types. The link 
analysis of the users shows that apart from individual transfers they make numerous 
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Our experiments showed that the approach for analysis of the MMTS user behavior 
based on RadViz visualization used in conjunction with graph-based presentation of 
their transactions can be used effectively for money laundering scheme and botnet 
detection. These financial frauds are characterized by usage of mules, whose behavior 
usually significantly differs from ordinary users. Their accounts are used only as re-
ceivers of individual transfers and withdrawal operations, that means that correspond-
ing points of the RadViz view lie apart from other users. These outliers can easily 
attract the attention of the analyst and cause additional investigation of their transac-
tions. The analysis of the mules’ transaction using graph-based visualization is able to 
reveal the botnet structure or the money-laundry scheme. Thus, we can assume that 
our approach can be effective in detection of financial frauds that have structural pe-
culiarities involving usage of mules.  

We failed to detect behavior frauds such as the theft of mobile devices using our 
approach. This failure is explained by the fact that we used statistical characteristics 
such as average transaction amount, number of transactions calculated for a given 
period of time to describe the user behavior. These statistical profiles of the users, 
whose mobile devices were stolen, were similar to rather large number of profiles of 
other users, making thus almost impossible to reveal them. In order to detect behavior 
frauds it is necessary to trace changes in users’ behavior in time providing the analyst 
a possibility to compare selected attributes for different periods of time. Visualization 
techniques with time axes such as timelines or heat map with time axes enables his-
torical analysis of data and could be used to monitor dynamics in users’ behavior. 
However, the graphical representation of sufficiently large number of the MMTS 
users on one screen can cause certain difficulties in the analysis of their behavior due 
to illegible details of the generated image. Application of clustering techniques based 
on analysis of users’ attributes and used to reduce data dimension can face the same 
difficulties as our approach. The possible solution of the problem within our approach 
is the usage of animated graphical data representation. Animation of user’s location 
on RadViz visualization of the users and highlighting its trace if the changes in his/her 
behavior are significant can assist the analyst to spot a strange behavior.  

6 Conclusions  

The analysis of the state-of-art in fraud detection techniques in the mobile money 
transfer services showed that link analysis of subscribers’ transactions using interac-
tive graph-based data presentation is the most widely used visualization technique. It 
allows the analyst implementing link analysis of the user’s contacts visually as well as 
applying graph-theoretic algorithms in order to discover structural peculiarities such 
as bridges and cliques. We proposed to form metaphoric presentation of the MMTS 
subscriber behavior according to his/her transaction activity. The user’s activity  
is assessed using average amount of transactions, their quantity and usage of transac-
tions of different type. This approach allows determining clusters of users exhibiting 
similar behavior and outliers. The latter is considered as a starting point of transaction 
analysis supported by traditional graph-based presentation of subscribers’ transac-
tions. However, the experiments implemented using the special synthetic simulator 
showed that our approach is able to detect fraud schemes that cause long term 
changes in the average behavior of the MMTS subscribers or characterized by the 
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specific behavior of the fraud scheme participants. In order to improve the efficiency 
of the proposed approach we defined future directions of the research concerning with 
exploration of the appropriate selection and arrangement of the dimension nodes in 
RadViz visualization and elaboration of the dynamic data presentation.  
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Abstract. One of the most important aspects that help improve the
quality and cost of secure information systems in their early stages of
the development lifecycle is Security Requirements Engineering (SRE).
However, obtaining such requirements is non-trivial. One domain dealing
also with eliciting security requirements is Risk Analysis (RA). There-
fore, we perform a review of SRE methods in order to analyse which ones
are compatible with RA processes. Moreover, the transition from these
early security requirements to security policies at later stages in the life-
cycle is generally non-automatic, informal and incomplete. To deal with
such issues, model-driven engineering (MDE) uses formal models and
automatic model transformations. Therefore, we also review which SRE
methods are compatible with MDE approaches. Consequently, our re-
view is based on criteria derived partially from existing survey works,
further enriched and specialized in order to evaluate the compatibility
of SRE methods with the disciplines of RA and MDE. It summarizes
the evidence regarding this issue so as to improve understanding and
facilitate evaluating and selecting SRE methods.

Keywords: Security requirements engineering, risk analysis, model-driven
engineering, review.

1 Introduction

Millions of dollars in losses are the result of attacks on unsecured systems. Many
security breaches occur in software because errors and misspecifications in anal-
ysis, design and implementation [1]. Hence, information security is gaining more
andmore emphasis in recent years. In this sense, security requirements engineering
(SRE) is an appropriatemeans to elucidate andmodel security requirements in the
analysis stage in software development. Moreover, some works, such as UMLsec
[7], SecureUML [8], MODELO [22] ..., allow us to define security aspects (policies)
in the design and the software architecture stages. However, the transition from se-
curity requirements to security policies is generally non-automatic, unstructured
and informal causing information loss, and thus the generation of incorrect secu-
rity policies. To avoid these negative consequences, an automatic generation of
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security policies starting from KAOS [11] is proposed in [25]. Despite of the fact
that this work helps obtaining security policies of access control in a more formal
way, it does not formalise its process of generation of security policies.

Model-driven engineering (MDE) encourages efficient use of models in sev-
eral domains. Model-driven architecture (MDA) [20] uses model in the software
development process and proposes three levels of abstraction: computation inde-
pendent model (CIM), platform independent model (PIM) and platform specific
model (PSM). A CIM presents what the system is expected to do (i.e. require-
ments), a PIM represents how the system reach its requirements out technical
details (i.e. design and architecture) and a PSM combines the specification in
PIMs with details required to stipulate how a system uses a particular type of
platform. To build a software system, a series of transformations is performed:
transformation from CIM to PIM, transformation from PIM to PSM, and trans-
formation from PSM to code. To benefit from MDE advantages, some works
have already been done to model Requirements Engineering (RE) as CIM. Tao
et al. [21] review such approaches with respect to MDE principles, in particular
on the possibility of (semi)automatic transformation from RE definition to PIM.
In contrast, in this paper, we focus our study on SRE, i.e. regarding specific se-
curity concerns in requirement engineering, in order to analyse the compatibility
of SRE methods with MDE approaches.

SRE methods often offer in practice just a general list of security features,
which are implementation mechanisms rather than security requirements [26].
On the other hand, risk analysis (RA) is the activity of analyzing threat, vul-
nerability and impact on each component of the system. Therefore, RA could be
used to elicit a more complete list of security requirements. So it is necessary to
combine SRE methodologies with RA methodologies. Several works have already
been proposed this: KAOS [25], Secure Tropos [24] [27], CORAS [15] [28].

To sum up, we investigate three disciplines. RA comprises processes that
can help identify security requirements early in the development lifecycle of
information systems. The definition of these security requirements is dealt with
by the discipline of SRE. To enable automatic, formal transition from early
stage requirements to later-stage security policies, we investigate the field of
MDE. Therefore, the paper’s contribution is a summary and a comparison of
state of the art security requirements engineering methods according to risk
analysis demands and model-driven exigencies. Consequently, this survey helps
to improve understanding and facilitates the evaluation and selection of SRE
methods as part of an MDE approach based on a RA process.

The remainder of this paper is organized as follows. Section 2 presents method
of review. An analysis and discussion is presented in Section 3. Finally, Section
4 concludes this paper and gives perspectives.

2 Method of Review

Our method of review is based on two steps. Firstly, we identify and select criteria
to classify SRE methods, related to MDE and RA points of view. Secondly, we
identify and select SRE methods which we classify using our criteria.
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As basis, we start by selecting from Karpati paper [2] criteria which are related
to MDE. Karpati paper is a tertiary study (i.e. review of review papers) which
defines groups of criteria, called dimensions, to categorize SRE methods. These
criteria are extracted from all of those SRE review papers, up to 2010, they find
in their study. We enrich this set of criteria with new criteria selected from more
recent papers, in particular Salini paper [5] (2012). Salini is a review paper that
analyses and compares SRE methods in order to guide developers to adopt SRE
methods for software systems. None of these papers are MDE-oriented. Despite
of this, after an analysis, we succeded to identify some criteria which are related
to MDE principles (5 criteria). They are detailled in section 3.3.

We also indentify and select RA criteria mainly based on Fabian review paper
[3]. Fabian paper defines a conceptual framework (CF) in order to categorize SRE
methods. This CF establishes a vocabulary and the interrelations between the
different notions used in security engineering. Among these different security
notions, we select those which are related to a RA process (8 criteria). They are
detailled in section 3.2.

Then, we select the list of SRE methods that we review starting from three
SRE methods review papers: Fabian [3], Mellado [4] and Salini [5]. Fabian and
Mellado are the most recent review papers taken into account by Karpati. Salini
is a review paper more recent than Karpati paper. Fabian paper present a com-
parison of 18 fully developed SRE methods, classified using its conceptual frame-
work. Mellado performs a systematic review on the SRE litterature of the period
2004 - 2009. It identifies 22 initiatives, and compares them using an analytical
framework. Finaly, Salini classifies 11 different methods. Therefore, we are con-
fident that our list contains most of SRE methods.

From these 32 distinct methods, we considered only the SRE methods that
focus strictly on requirements. Although, some works considered UMLsec [7]
and SecureUML [8] as SRE methods, we did not consider them because they are
used in the system design. We employ the same reasoning for all the methods
focus on later stages of the system development. In the same way, we did not
study SRE methods that do not generate any analysis artifact such as agile
methods, capability maturity model (CMM) methods, etc. Finally, the result of
this selection is represented by 13 SRE methods. We evaluate these selected SRE
methods and present an analysis of them in the next section.

3 Analysis and Discussion

In this section, we present our analysis and discussion of SRE methods. This
analysis is divided in three parts. The first part introduces the reviewed SRE
methods. The second one presents an evaluation of these SRE methods with
respect to criteria corresponding to risk analysis. And, the third one presents
an evaluation of these SRE methods with respect to criteria corresponding to
model-driven engineering. For each part of our analysis, we present the criteria
we used, a comparative table between SRE methods according to these criteria
and a discussion of this comparison.
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Notice that a dash symbol (-) in cells of the comparative tables implies that
the method does not consider the related criterion. In contrast, the mark symbol
(x) in cells indicates that the related criterion is considered by the method. Some
criteria are described in a textual manner. Moreover, a table entry labelled with
⊇ means that the notion defined in the considered method is used in a narrower
sense than the related criteria.

3.1 The Security Requirements Engineering Methods Reviewed

In this section, we introduce the reviewed SRE methods. For this, we give a brief
introduction of each SRE method. Then, we summarize these methods focussing
on the main characteristics that are relevant to our study.

As we mentioned, we study 13 SRE methods:

(a) Security quality requirements engineering methodology (SQUARE) [9]: is a
comprehensive methodology, which consists of 9 steps. Its aim is to integrate
security requirements engineering into software development processes.

(b) Misuse cases [10]: extends use cases to represent behaviour not wanted
in the system. Ordinary use cases represent requirements, security cases
represent security requirements, and misuse cases represent security threats.

(c) Keep all objectives satisfied (KAOS) [11] with anti-models: extends KAOS
to include the elaboration of security requirements using anti-models. An
anti-model is constructed using obstacles. An obstacle negates existing goals
of the system.

(d) Secure Tropos [12]: extends Tropos, which is a software development method-
ology, with new concepts to cover security modelling, such as the security fea-
tures of the system-to-be.

(e) Secure i* [13]: extends i*-modeling framework with modeling and analysis
of security trade-offs. Secure i* focuses on the alignment of security require-
ments with other requirements.

(f) Goal-based req. analysis method (GBRAM) [14]: allows to use goal- and
scenario-driven req. engineering methods to formulate privacy and security
policies.

(g) CORAS [15]: is a model-based method for security risk analysis. CORAS
consists of eight steps, provides a customized language for threat and risk
modelling, and comes with detailed guidelines explaining how the language
should be used.

(h) Tropos goal-risk framework [16]: extends Tropos methodology to assess risk
based on trust relations among actors. Risk analysis is used to evaluate
alternative goals and to assess countermeasures to mitigate risks.

(i) Model-based information system security risk management (ISSRM) [17]:
proposes a risk analysis process that consists of four steps.

(j) Abuse Frames [29]: is based on problem frame to define anti requirements
(i.e. requirements for malicious users) and abuse frame to analyse security
threats.
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(k) Security engineering process using patterns (SEPP) [30] [31]: is a security
engineering process based on security problem frames and associated solu-
tion approaches.They are defined using patterns.

(l) Security requirements engineering framework (SREF) [32]: is based on con-
structing a context for the system using a problem-oriented notation to
represent security requirements as constraints, and to develop and evaluate
satisfaction arguments for the security requirements.

(m) Security requirements engineering process (SREP) [18]: is an iterative and in-
cremental process. Furthermore, SREP is asset-based, risk driven, and, follow-
ing the Common Criteria (CC) supports the reuse of security requirements,
as well as the reuse of knowledge on assets, threats, and countermeasures.

Following Fabian et al. [3], we classify the reviewed SRE methods using:

– Type of method: indicates the global/general type of a SRE method or a
SRE process.

– Method/Process: corresponds to the name of a SRE method or a SRE process
(hereinafter SRE method).

Following Fabian et al. [3], Mellado et al. [4] and Salini et al. [5], we give the
main characteristics of these methods:

– Contribution: indicates the purpose of each selected SRE method. This char-
acteristic is divided in integration of standards and main contributions [4].

– Security Properties: indicates the security properties accomplish by a SRE
method [3]. This characteristic is divided in: CIA corresponding to confiden-
tiality, integrity and availability security properties, andOther related to other
security properties such as non-repudiation, authentication, and others.

In Table 1, the first, second and fourth columns summarize the reviewed SRE
methods. According to the third column (integration standards criterion), three
methods only consider the integration of a standard. CORAS considers the ISO
31000 standard, which is related to risk management. ISRRM uses the ISO 27001
standard, which is related to information security management. Abuse Frames
considers the ISO 13335. And, SEPP and SREP include Common Criteria to
propose a software lifecycle model.

According to this criterion, CORAS is only the method which are close to our
analysis based on a risk analysis method.

Moreover, SQUARE is reported to be used by a few organizations [9]. It
means that SQUARE is validated in the both academic and industrial context.
Although we did not found a similar report for the other SRE methods, it does
not imply that they are not employed for any organization (i.e. within an indus-
trial context).

According to the fifth and sixth columns, almost all the SRE methods address
security properties (8 SRE methods). SEPP and SREP address partially secu-
rity properties, i.e. SEPP only addresses confidentiality and integrity security
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Table 1. Relevant characteristics of security requirements engineering methods for our
study

Type of
method

Method /
Process

Contribution Secu Props
Inte-
gration
Stan-
dards

Main Contributions CIA Other

Multila-
teral ap-
proaches

SQUARE - SQUARE: 9-step process for elicit-
ing, categorizing and prioritizing se-
curity requirements.

x x

UML-
based ap-
proaches

Misuse cases - Executable misuse cases (UML ex-
tension for modeling threats in use
case diagrams).

x x

Goal-
oriented
ap-
proaches

KAOS - Use of antimodels to elaborate se-
curity requirements.

x x

Secure Tropos - Extension of Tropos methodology.
Secure dependencies.

x x

Secure i* - i* framework for alignment of secu-
rity requirements in organizations.

x x

GBRAM - Formulate privacy and security
policies using heuristic activities.

- -

Risk
analysis-
based ap-
proaches

CORAS ISO
31000

Three artefacts (language, tool and
process) to support a risk analysis
activity.

- -

Tropos goal-
risk

- To assess risk based on trust rela-
tions among actors.

x x

ISSRM ISO
27001

Security RE process: 4-step. It uses
i* RE techniques.

x x

Problem
frame-
based ap-
proaches

Abuse frames ISO
13335

To define anti-requirements and
abuse frames.

- -

SEPP CC To define Security Problem Frames
(security requirements) and Con-
cretized Security Proble Frames
(security problem solutions).

- x

SREF - To analyse security goals, argumen-
tation and software evolution.

x x

Common
Criteria

SREP CC Sw lifecycle model with multiple
stages based on CC.

x -

properties, whilst SREP only addresses confidentiality, integrity and availability
(CIA) security properties. And, GBRAM, CORAS and Abuse Frames do not
address security properties. Therefore, in terms of security properties, these 8
methods are the most compatible.

3.2 SRE Methods and Risk Analysis

In this section, we analyse the reviewed SRE methods with respect to criteria
corresponding to a risk analysis process. For this, we present a set of criteria
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Table 2. Correspondence between ISO 27005 terms and terms of the CF

ISO 27005 terms CF Fabian et al.

Security objectives Security goal

Security mechanism control Security requirement

Interested parties Stakeholder

Criteria definition (risk evaluation,
impact and risk acceptation crite-
ria)

Domain Knowledge

Asset Asset

Threat Threat

Vulnerability Vulnerability

Risk Risk

related to risk analysis, which are used to elaborate a comparative table. Fi-
nally, an analysis of this table is presented.

1) Criteria of comparison
As mentioned, our objective is to evaluate current SRE methods according to risk
analysis. Among existing risk analysis approaches, we focus on the ISO 27005 [19]
standard. ISO31000 talks about Risk Management covering concepts, definitions
and methodology for a Risk Management process to be applied to any industry or
activity. It is broad enough to be used by any activity touching the management
of risks. ISO27005 talks about IT Risk Management. It uses the same framework
described in 31000 and applies it to IT needs. It supports the general concepts
specified in ISO/IEC 27001. It also revised and superseded ISO 13335. Common
criteria defines concepts and principles of IT security evaluation. Security require-
ments can be defined, but mainly for an evaluation purpose. ISO 27005 takes into
account Common Criteria. To sum up, ISO 27005 is the most recent IT Risk Man-
agement standard.

To choose our criteria, we employ the following method: Fristly, we select ISO
27005 terms as criteria using the list of terms resulting from the metrics analysis
proposed by Mayer et al. [6]. This list of terms populates the first column of
Table 2. Secondly, to reuse the analysis of SRE methods proposed by Fabian,
we define a mapping between the previous selected criteria and the Fabian con-
ceptual framework (CF). The terms of Fabian CF populates the second column
of Table 2.

2) Comparison
Table 3 gives the result of the evaluation of SRE methods related to risk analysis
criteria. Whe consider that a SRE method is totally compatible (or related) to
the ISO 27005 risk analysis analysis process if it addresses all its concepts (i.e.
all the criteria of Table 3). According to this table, the most compatible methods
are GBRAM and ISSRM . So, these methods are compatible with ISO 27005
process.
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Table 3. Evaluation of SRE methods related to Risk Analysis criteria

ISO 27005 criteria

Method/
Process

Security
goal

Security
requi-
rement

Stake-
holder

Domain
Knowledge

Asset Threat
Vulne-
rabi-
lity

Risk

SQUARE x System
req.

⊇ Client - - x - x

Misuse
cases

x - ⊇ Actor - x x - x

KAOS x x ⊇ Agent
Domain prop-
erties, expec-
tation

⊇ Object x x -

Secure
Tropos

Softgoal cf. Secu-
rity goal

⊇ Actor - - x x x

Secure i* Softgoal cf. Secu-
rity goal

⊇ Actor - x x x -

GBRAM x x x - Informa-
tion

x x x

CORAS x - - Assumption x x x x

Tropos
goal-risk

Softgoal cf. Secu-
rity goal

⊇ Actor - - Event - x

ISSRM Softgoal cf. Secu-
rity goal

⊇ Actor Context x x x x

Abuse
Frames

Sec. ob-
jective

Negated
anti-req.

⊇ Bid-
dable
domain

- x x x -

SEPP - x ⊇ Bid-
dable
domain

Fact, as-
sumption

⊇ Lex-
ical
domain,
Phe-
nomenon

x - -

SREF x x ⊇ Bid-
dable
domain

⊇ Fact, trust
assumption

x x - x

SREP Sec. ob-
jective

x - Sec. objec-
tive

x x x x

Moreover, the almost compatible methods are KAOS, Secure Tropos, Secure
i*, Abuse Frames, SREF and SREP. Secure i* includes almost all the terms,
risk is not considered as entity but this term is considered as an evaluated value
of risk level, so we consider that Secure i* is compatible with ISO 27005. KAOS
is similar to Secure i* because it does not consider the risk term. In contrast to
Secure i*, KAOS and Abuse Frames do not quantify the risk level of a system. So,
they are a little bit less compatible than Secure i*. However, KAOS can improve
its compatibility by including a quantification method that adds information
related to risks (such as impact and exploitability) in contrast to Abuse Frames.
On the other hand, SREF does not include the vulnerability term, but this term
can be included to improve this SRE method.
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On the other hand, Secure Tropos does not specify assets, thus security goals
are related only to system goals. In ISO 27005, the asset identification is an
important activity because the later stages use the valuable assets in order to
evaluate and to protect them. Consequently, Secure Tropos is not clearly com-
patible with ISO 27005.

Despite of stakeholders are interested parties to perform a risk analysis in
ISO 27005 (i.e. they establish the context composed of risk analysis objectives,
criteria of estimation risk, ..), the conceptual representation of stakeholders is
not essential in ISO 27005. Therefore, SREP is compatible with ISO 27005 in
spite of it does not consider stakeholders as a conceptual entity.

In our evaluation, we find that SQUARE, misuse cases, Tropos Goal-Risk
and SEPP do not fulfill enough criteria to be compatible with ISO 27005. Notice
that, for misuse cases and CORAS security requirement criterion is not included
according to the Fabian analysis [3]. This criterion is important because it cor-
responds to the target resulting from a requirement engineering process. Finally,
from our comparison, KAOS, Secure i*, GBRAM, ISSRM, SREF and SREP are
compatible with risk analysis approaches.

3.3 SRE Methods and Model-Driven Engineering

In this section, we analyse the reviewed SRE methods with respect to criteria
corresponding to model-driven engineering. For this, we present a set of criteria
related to a model-driven approach, these criteria are used to elaborate a com-
parative table. Finally, an analysis of this table is presented.

1) Criteria of comparison
As mentioned, our objective is to evaluate current SRE methods according to
model-driven concepts. For this, we identify and select some model-driven crite-
ria with the aim of analysing the possibility of the selected SRE methods to be
part of a model-based approach. Therefore, we selected the criteria proposed in
[3], [4] and [5]:

– Security RE tools (language, profile, technique, etc.): describes the means to
identify or elucidate security requirements [4]. Criterion included to analyse
if Security RE tools can be formalized.

– Model/Standard of Development: indicates if there is a formal language as
the basis of the method [4]. This criterion is used to analyse if there is a
model or standard used by a SRE method.

– Support for other development stages: indicates which later stages in soft-
ware development are supported by security requirements [4]. This criterion
allows to analyse if it is possible to define a transition (e.g. an MDE auto-
matic model transformation) between artifacts in different stages of software
development.

– Formality: corresponds to formal validation of the method, i.e. if a method
can evaluate its outputs [3].
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– Prototype: indicates if there is a prototype (tool) that implements the cor-
responding SRE method [5]. Criterion used to know if the SRE method is
not only conceptual.

We elaborate a comparative table, which is presented and analysed in the
next section.

2) Comparison
In Table 4 gives the result of the evaluation of SRE methods related to a model-
driven approach. We consider that a SRE method is totally compatible to a
MDE approach if the requirement it produces can be described as a model
(CIM). It means that the SRE method addresses all the criteria of Table 4. The
first column shows the security requirement engineering tool, which considers
languages, profiles, techniques or others, used by a SRE method to elucidate
security requirements. The second column shows if a formal model/standard of
development is proposed by SRE methods. These two first columns allow to
analyse if it is possible to represent the SRE method’s elements through formal
models. As we can see, SQUARE, Abuse Frames and SREP do not have their own
model or standard because they are processes that use existing techniques such
as use/misuse cases or problem frames. Consequently, they can be compatible
with MDE whether the used technique is compatible with MDE.

Moreover, the third column in Table 4 shows which later stages in systems
development are supported by SRE methods. For a model-driven approach, this
criterion allows to analyse if there is a way to derive from security requirements
to another concepts corresponding to later stages, i.e. if a model transformation
process is feasible. As we can see, security requirements derived from SQUARE,
misuse cases, Secure Tropos or Tropos goal-risk can be used by the later stages
such as design, testing and later requirements. Therefore, they are good candi-
dates for being compatible with MDE approaches. However, this does not mean
that the other methods have to be excluded. There are works that define a
transition between development stages, for example, a correspondence between
KAOS and SecureUML is proposed in [23] to define security policies related of
access control. And, in [24] a mapping between Secure Tropos and UMLsec is
proposed.

In an object-oriented environment, later requirements stage presents the
system-to-be, as a part of the design stage. Hence, Secure Tropos and Tropos
goal-risk are not the most appropriate but they propose some evidences to de-
fine model transformations. In contrast, SQUARE and misuse cases give means
to define model transformations, whilst, for the other methods, we have to find
a correspondence between security requirements and others artifacts from later
stages of an object-oriented system development.

Moreover, we use the formality criterion to determine if an SRE method is
validated formally. KAOS, Secure Tropos and Secure i* are validated formally.
In a model-driven approach, we can say that these SRE methods are appropriate
thanks to their level of formality. Additionally, the majority of methods imple-
ment a prototype (tool). It implies that they have been implemented and tested
except misuse cases, ISSRM, Abuse Frames and SREP.
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Finally, we can conclude, KAOS, Secure Tropos, Secure i* and Tropos goal-
risk are the most compatible methods with MDE approaches. That is because,
Secure Tropos accomplishes all the MDE criteria, and KAOS, Secure i* and
Tropos goal-risk consider all but one criterion, the support for other development
stages criterion for KAOS and Secure i* and the formality criterion for Tropos
goal-risk. However, these SRE methods can be extended to included elements in
order to improve their compatibility with MDE.

3.4 General Discussion

Returning to previous analysis, CORAS is close to our analysis because it is
based on ISO 31000. However, CORAS, GBRAM and Abuse Frames do not ad-
dress security properties while SEPP and SREP address partially security prop-
erties. Hence, the 8 others methods are the most compatible in terms od security
properties. On the other hand, KAOS, Secure i*, GBRAM, ISSRM and SREP
are compatible with risk analysis approaches, whilst KAOS, Secure Tropos, Se-
cure i* and Tropos goal-risk are compatible with model-driven approaches. As
we can see, KAOS and Secure i* are compatible with security properties, RA
and MDE approaches. Therefore, we conclude that they can be integrated into
a model-driven approach based on a risk analysis. Notice that, this result does
not imply limiting the selection of SRE methods to KAOS or Secure i*. KAOS
and Secure i* are the most compatible, but some other SRE methods can be
adapted to improve their compatibility. For example, Secure Tropos or Tropos
goal-risk could be extended to include elements related to ISO 27005. Similarly,
GBRAM, ISSRM, SREF or SREP could be extended to include elements related
to MDE approaches. Moreover, notice that, GBRAM does not address security
properties. This could be a real drawback if we want to be able to model the
security policy of a system.

Despite KAOS and Secure i* being the most compatible SRE methods for
our study, these methods do not consider any technique to derive from security
requirements at an early stage of the system development to security policies
at later stages (e.g. design, architecture and implementation stages). Hence, in
order to reach a totally compatibility, it is necessary to study this derivation
technique and define a (semi)automatic model transformation. Such a model
transformation will allow to prevent an incorrect, incomplete or informal defini-
tion of security policies.

4 Conclusions

We compared and discussed various types of Security Requirements Engineering
(SRE) methods and processes. Our perspective of comparison and evaluation
uses some criteria defined by previous works found in the literature. We have
selected criteria according to a risk analysis process (namely, we use the ISO
27005 standard) and a model-driven approach. One objective of these criteria is
to analyse which SRE methods can be used to (semi)automatically derive from
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security requirements at an early stage of system development lifecycle to later
stages security policies. Another objective is to analyse which SRE methods can
be used to evaluate/quantify the security/protection level of a system against
attacks. Then, our analysis shows which SRE methods are suitable to be part of
a model-based approach based on a risk analysis.

We conclude that KAOS and Secure i* are the most compatible SRE methods
with a model-driven approach because they use a model/standard of develop-
ment and they are validated formally. Despite these methods not presenting all
the risk analysis terms, we consider that extending the method to these concepts
is feasible.

For future works, we will use this review to choose an SRE method, which
will be part of a model-driven approach based on the risk analysis ISO 27005.
Namely, we want to integrate this SRE method with MODELO [22], which is
a UML profile that we proposed to build access control policies (i.e. OrBAC)
at an abstract level. More precisely, we want to derive (semi)automatically the
access control policy from the definition of these security requirements.
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19. Hervé Schauer Consultants. ISO/IEC 27005:2011 Information technology – Secu-
rity techniques – Information security risk management (2010)

20. Kleppe, A., Warmer, J., Bast, W.: MDA explained the model driven architecture:
Practice and promise. Addison-Wesley, Boston (2003)

21. Yue, T., Briand, L.C., Labiche, Y.: A systematic review of transformation ap-
proaches between user requirements and analysis models. Requirements Engineer-
ing 16(2), 75–99 (2011)
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Abstract. One future challenge in informatics is the integration of humans in an 
infrastructure of data-centric IT services. A critical activity of this infrastructure 
is trustworthy information exchange to reduce threats due to misuse of (person-
al) information. Privacy by Design as the present methodology for developing 
privacy-preserving and secure IT systems aims to reduce security vulnerabili-
ties already in the early requirement analysis phase of software development. 
Incident reports show, however, that not only an implementation of a model 
bears vulnerabilities but also the gap between rigorous view of threat and secu-
rity model on the world and real view on a run-time environment with its de-
pendencies. Dependencies threaten reliability of information, and in case of 
personal information, privacy as well. With the aim of improving security and 
privacy during run-time, this work proposes to extend Privacy by Design by 
adapting an IT system not only to inevitable security vulnerabilities but in par-
ticular to their users’ view on an information exchange and its IT support with 
different, eventually opposite security interests.  

Keywords: Security, privacy, usability, resilience, identity management. 

1 Data-Centric Society and Security 

One future challenge in computer science is the integration of humans in an infra-
structure supported by Big Data Analytics and Cyber-Physical Systems (CPS) for 
promising innovative IT services aiming at sustainable and improving welfare of a 
society [1,45]. Their IT services should automatically predict, prepare for, response 
to, and recover from incidents in real-time. This flexibility requires availability of a 
sufficient amount of authentic personal data from different origins for the analyzing 
services implying disclosure of personal data and derived information to third parties, 
their aggregation, and secondary usage. Such IT services are data-centric as seen for 
business applications relying on information exchange as basic activity [42].  
 Data-centric services raise severe privacy concerns not only in well aware applica-
tions domains as eHealthcare [31], but also on areas where one would not expect 
these challenges, e.g., as in Archaeology [25]. While collection of personal data is of 
no real concern to most, their cross-domain usage is. Current studies shows that the 
majority of a population refrains from participating in data-centric services due to this 
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concern [14]. The key issue to be resolved is usage of (personal) data in compliance 
with agreed-upon social and business rules. This is necessary to achieve acceptable 
quantity and quality of required information [36], which reduces error rate of data-
centric services and so a vulnerability by misuse of (personal) information. 

1.1 Privacy by Design and User-Centered Security 

Beside citizens as participants in an information exchange service providers of data-
centric services become attractive for cyber-attacks [20]. Incidents arise mainly via 
third parties [12], i.e. dependencies between IT systems participating in an informa-
tion exchange. Privacy by Design postulates to consider IT security requirements in 
all phases of software development to reduce vulnerabilities [5,16]. Software engi-
neering process models are enriched by threat and risk modeling, which combine 
functional requirements as liveness properties with IT security requirements as safety 
properties [4]. An equilibrium of the participant’s individual security interests [40] 
specifies a privacy policy, which formalizes ‘balanced’ safety and liveness require-
ments as security properties [10]. Isolation separates then trustworthy from non-
trustworthy participants as well as reliable IT systems from failed ones. Irrespective 
of a software development process, the scope of implementing Privacy by Design 
ends at present after the release of an IT system. Its enforcement of a privacy policy 
holds as long as events and executions of the IT system during run-time correspond to 
its security model. Data-centric services, however, constantly changes their depen-
dencies due to information exchanges with other users.  

User-Centered Security extends Privacy by Design by integrating users’ require-
ments and view on the IT system of an information exchange into the threat model and 
IT security architecture [54]. Even though an iterative software development process 
model with short cycles might reduce the consequences of a security incident, it reacts 
on a vulnerability instead of preventing its exploitation. In addition, enforceability of a 
privacy policy, and in general of a security policy, is at present decided by rigorous 
enforceability of safety properties. Security mechanisms are statistical program analy-
sis, signaling with equivalent security policies as detectors, monitoring control traces 
with enforcement monitors, and re-writing control traces. The result is that enforce-
ment of safety properties can violate required liveness properties and it is not decidable 
in case of vulnerabilities by non-observable traces [27], e.g. covert channels. This is as 
well the challenge for enforcing the ‘right to be forgotten’ as granted to European citi-
zens as a countermeasure against misuse of personal information [11]. 

1.2 Contribution 

The contribution of this work is Adaptive User-Centered Security in adapting the threat 
model, IT security model, and its enforcement to users as participants in an informa-
tion exchange, dependencies, and incidents of an IT system during run-time. In con-
trary to the rigorous aim of strictly enforcing safety properties, Adaptive User-Centered 
Security aims at an acceptable enforcement of an equilibrium between safety and live-
ness requirements according to the risk tolerance of the given user. An adaptation 
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component configures and enforces individual security interests on behalf of the user 
as far as desired and possible. Starting point is the electronic identity (eID) of a user as 
his electronic representation in the Internet. 

2 Adaptation to the User 

Security mechanisms need to be used and configured without loss of information 
according to the privacy policy of an information exchange. The basics are a user 
model supporting the target user groups, establishment of trust domains with specific 
safety and liveness requirements, and a measurement on authenticity of information of 
an exchange. An adaptive user interface should prevent privacy vulnerabilities due to 
an interaction with the given user as far as possible according to the user model and 
privacy policy of an information exchange. It considers user interactions for the secu-
rity configuration of an IT system and scale its enforcement according to the privacy 
expectations of the user and properties of the security mechanisms. Depending on  
the results of a measurement, a change in the privacy policy for the isolation and the 
usage of security mechanisms should improve security and privacy and remain the 
information exchange acceptable or at least brittle, which means that an additional 
incident will turn the IT risk to be unacceptable for the affected user. 

2.1 Security-Relevant User Interactions 

The user interface of security tools must fulfil two requirements. On the one hand, it 
should offer the user all the necessary information about the configuration of security 
mechanisms, and on the other hand the user should interact with it as few as possible 
for achieving the goal of his activity with an IT service. Usability studies for security 
tools [46,49] show that their current user interfaces threaten an enforcement of a poli-
cy, since the user interfaces are driven by IT security concepts. A user has to learn 
these technical concepts and adapt to it.  

In order to configure all IT security protection goals, a user needs to explicitly con-
figure accountability and unobservability by his eID. Due to dependencies of IT secu-
rity protection goals, confidentiality can be controlled by the IT system. Integrity can 
be automatically controlled so that a user interaction needs only take place in case of 
a non-acceptable anomaly of integrity [28]. In addition to this configuration by safety 
requirements of a privacy policy, its liveness requirements define obligations on the 
availability of data according to the purpose of data processing, storage, their further 
disclosure and removal [30].  

In case of accountability and unobservability, an IT security situation depends on 
the user’s configuration, otherwise it is user-independent. If the current vulnerability 
is part of the system’s threat model, the IT security situation is independent on a  
manual user’s decision, otherwise dependent. If an information exchange depends  
on the context, the IT system can control enforcement of the privacy policy as long as 
the threat model considers the current security vulnerability under investigation. If the 
context has no dependency to the privacy policy, e.g. integrity can always be assured 
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without raising an additional vulnerability, the situation is context-independent. These 
dependencies result in the definition of an IT security situation by four classes (Table 1). 

Table 1. Classes of IT security situations 

 
Context-independent  

Privacy Policy 
Context-dependent  

Privacy Policy 

User-
independent 

Configuration 

Class 1: No user interaction 
necessary, totally controlled 
by the IT security system 

Class 2: Controlled by the IT 
security system, if situation can 
be detected; otherwise user 
interaction necessary 

User-
dependent 

Configuration 

Class 3: User interaction 
necessary for initial configu-
ration, then totally controlled 
by the IT security system 

Class 4: User interaction ne-
cessary, controlled by the user 

2.2 Scalability for Enforcement of a Privacy Policy 

Starting point for a user-centered enforcement of a privacy policy is identity man-
agement to achieve accountability with the digital representation of a user [43]. Iden-
tity management systems according to Chaum [9] and with anonymous credentials 
[23] are suitable for the enforcement of an adaptable user-centered security model, 
since they support accountability and unobservability by authentication with pseudo-
nyms without raising any vulnerability by contradicting with a liveness requirement 
of an information exchange. Even though identity management supports end-to-end 
security of an information exchange by authentication to an intermediary, dependen-
cies between the IT systems of participants in a data-centric service imply at the same 
time a vulnerability of non-observable traces between these IT systems. A compro-
mise of participants and their IT system can thus not be ruled out. Dependencies need 
to be considered for the user, threat, and IT security model as well as for enforcement.  

Regarding enforcement, these vulnerabilities relate to the threat model of Dolev 
and Yao [15], in which security is based on perfect security of cryptographic public 
key protocols, secure and available public directory of cryptographic public keys, and 
confidentiality of cryptographic secret keys. Since identity management ensures au-
thenticity of identity but not of exchange information, e.g., such as the necessary 
cryptographic public key for cryptographic protection of an information exchange, 
either an authentic pre-key sharing or an authentic key exchange via a third party is 
required to enforce IT security. A third party as an intermediary in information ex-
changes is in particular threatened by hidden dependencies, as IT security analysis for 
IT systems of data-centric services show. The concluding approach is ICT Resilience, 
which takes dependencies and incidents of any kind for IT security into account [53]. 
So that additional vulnerabilities don’t arise when formalizing the IT security model 
and its policies for an information exchange, the privacy policy model for adaptive 
user-centered security in general is usage control. Usage control considers obligations 
and does not raise additional vulnerabilities by its concept. 
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Enforcement of privacy and security policies, respectively, differs according to 
their enforceability in static analysis of the IT system, enforcement by a monitor, and 
by re-writing [27] whereas the approach differs in preventing, tolerating, removing, or 
forecasting vulnerabilities [6]. According to different security interests of the partici-
pants, their self-protection requires Privacy-Enhancing Technologies (PET), Transpa-
rency-Enhancing Technologies (TET), or a mixed mode of their operation.  

Scalability for IT security requires a semantically accurate mapping of the required 
safety and liveness properties to different user interfaces for configuring privacy poli-
cies and their enforcement by the IT security architecture with its different security 
mechanisms PETs and TETs. Thereby, scalability may not raise by itself a vulnerabil-
ity across these IT security abstraction layers. Dependencies between these layers 
should be minimized so that changes within one layer does not affect internals of the 
other layers. The Model-View-Controller (MVC) software pattern for user interfaces 
[21] to enhance usability for non-experts, e.g., as deployed for film production 
processes [29], is suitable for Adaptive User-Centered Security. It considers depen-
dencies only between abstraction layers but not across their internal state transitions. 

2.3 System Evolution Cycle 

The system evolution cycle aims at adapting an IT security system to changes, vulne-
rabilities, and incidents during run-time. Figure 1 shows the process of adaptation. 
 

 

Fig. 1. Procedure for continuous adaptation of IT security enforcement 

User modeling gets input from two sources: From the initial evaluation and model-
ling by a user survey and from system tests. For the Internet usage in Germany, the 
study on trust and security on the Internet [14] is a starting point for the user model-
ling. System tests during run-time derive an evidence on anomalies of a policy viola-
tion on isolation and their information accountability [48] in combination for using 
security mechanisms for unobservability. In order to detect evidence on anomalies  
in information, a system test predicts and re-constructs the provenance on this infor-
mation to be derived or on derived information, respectively. The idea is to classify 
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information and their provenance to patterns, since this kind of monitoring does not 
change the state of the observed IT system. Patterns represent categories of enforce-
ment with isolation patterns and vulnerabilities as well as incidents by anti-isolation 
patterns with machine learning algorithms. This requires log data as observation by 
sensors on the provenance of the information under investigation. The adaptation com-
ponent initializes this system evolution cycle and continuously re-configures the IT 
security architecture while evaluating evidences of system tests and user’s interactions.  

2.4 Adaptive System Model for IT Security 

The MVC software pattern allows a scalable adaptation of the IT security architecture 
to the given user model, system model, and available security mechanisms. According 
to the current approach of Privacy by Design, the IT security architecture with its 
security mechanisms for controlling isolation follows immediately after the specifica-
tion of the IT security model. The consequence is a direct dependency between the 
state transitions of the model with a security mechanisms for their enforcement. A 
change of such a dependency requires a change in the model or security architecture 
with a re-validation of its security. The adaptation component aims exactly at a conti-
nuous re-validation of isolation. This give a view to the user on his privacy during 
run-time. According to the MVC software pattern, the adaptation component is an 
abstraction layer between then concrete IT system architecture and state of the isola-
tion and the adaptive user interface with its UI elements (Figure 2).  
 

 

Fig. 2. 3-Layer-Security-Model introducing abstraction for user-centered isolation 

This model introduces user-centered isolation for an information exchange across 
the layers and isolation patterns on combining suitable, available security mechanism 
according to different classes of isolation and its expected results. Isolation refers to 
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an information exchange between a user and his trust relationships to the other partic-
ipants and their IT systems according to a ‘balanced’ IT privacy policy of their inter-
ests. In this context, isolation of an information exchange is seen as a special sort of 
privacy, which refers to a controllable data processing for this information exchange 
[44]. Measurement of accountability of information derives an evidence on enforce-
ment of a given isolation.  

A certified isolation pattern can then be used for an equivalent scenario of an in-
formation exchange as well as for an exchange with other users. This allows the adap-
tation component to re-configure the IT system configuration according to a given 
user. System-centered isolation patterns complements it. They formalize a deploy-
ment of security mechanisms to enforce an isolation with acceptable risk according to 
the current and possible future states of the given IT system. If a previously unknown 
requirement, vulnerability, or incident occurs, the adaptation component can simulate 
deployment of known isolation patterns on this new situation, improve them, or de-
velop a new isolation pattern. This results in a new view on the required isolation. 

3 Adaptive User-Centered View on Information Exchange 

A view on isolation derives a statement on the likelihood for authenticity and accoun-
tability of information, i.e. anomalies in the specified isolation and accountability of 
the data processing. A view differs in the model of a user including his trust assump-
tions and knowledge about suitable isolation patterns as well as evidence on their 
enforcement. Concerning a data provider, the view results in a prediction of the ex-
pected isolation; concerning a data consumer, the view results in detecting whether 
isolation of received information has been enforced and it can be seen as authentic.  

3.1 IRiS: User-Centered IT Risk Analytics 

An evaluation library called IRiS (Information exchange Risk Screening) derives a 
statistical evidence on authenticity on the data processing and resulting information 
for a user-centered view on this IT system. IRiS extends data mining capability with 
two mechanisms to record information flows and to reconstruct events, which have 
led to a deviation from acceptable states. The third extension is to incorporate liveness 
concepts that allow a usage in planning mode, i.e. prediction on isolation of an infor-
mation exchange. IRiS consists of an IT risk analyzer (IRiS Analytics) and a database 
(IRiS Knowledge Database). The adaption component queries the IRiS Analytics 
whether the current isolation is acceptable according to the corresponding user and his 
membership to a group of the user model. The IRiS Analytics derives a statistical 
statement on the current information exchange from user’s known statements about 
the participants in this data processing and isolation patterns for the expected isola-
tion. The IRiS Knowledge Database stores this knowledge of the user and extends it 
with discovered isolation patterns and anomalies during run-time.  

The challenge for IRiS IT risk analyzer whether information and, in turn, its data 
processing can be seen as being authentic is the same as in a PKI in providing a 
statement on the authenticity of a cryptographic public key. Irrespectively on the  
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organizational model of a PKI, the evaluation model of Maurer [33] derives with 
propositional logic a user-centered view. Trust assumptions of a user A in other par-
ticipants’ enforcement of certification of the PKI, here isolation of the information 
exchange, is taken into account. Statements of a view refer to the cryptographic key 
of another participant X (AutA,X) known to the user A and taken as being authentic as 
well as on his belief in X, that is expressed by a trust statement (TrustA,X,i).  

Still, cryptographic key certificates and recommendations need to be considered to 
obtain the user’s trust in this view on an information exchange. A cryptographic key 
certificate issued by a participant X in the role of a certification authority (CA) on 
enforcement of isolation and this, in turn, on the reliability of the IT system of another 
participant Y (CertX,Y). A recommendation expresses a belief i of a participant X in a 
participant Y (RecX,Y,i) in that Y enforces the certification policy and, hence, can be 
trusted, i.e. privacy policy for this information exchange. Figure 3 illustrates an ex-
emplary view of a user X=Alice on the exchange of information from a user Y=Bob 
with the intermediaries and statements of user C=System 3 and D=System 4. The red 
arrow represents the requested statement whether Alice can consider the information 
from Bob as being authentic (AutAlice,Bob). The blue arrows represent the statements for 
the information exchange via System 3 on authenticity of data processing (AutAlice,System 

3), certification (CertSystem 3,Bob), and trust (TrustAlice, System 3,2). The black arrows 
represent statements known to Alice on an exchange of the same information via par-
ticipant System 4: AutAlice,System 4, CertSystem 4,Bob, CertSystem 3,System 4, and TrustAlice,System 4,1. 
 

 

Fig. 3. Exemplary view of a user Alice on an information exchange according to [Maurer 1996] 

The aim of IRiS Analytics is to derive the statement AutA,B, here AutAlice,Bob, by the 
following rules [33] from the view of A=Alice.  
 
• ∀X,Y: AutA,X, TrustA,X,1, CertX,Y → AutA,Y     (1) 
• ∀X,Y,i≥1: AutA,X, TrustA,x,i+1, RecX,Y,i → TrustA,Y,i (2) 
• ∀X,Y,1≤k<i: TrustA,X,i → TrustA,X,k      (3) 
• ∀X,Y,1≤k<i: RecA,X,i → RecA,X,k       (4) 
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Concerning the example, Alice considers the information from Bob as authentic, 
since AutAlice,Bob can be derived by one of the data traces in the directed graph of the 
data traces for this information. Afterwards IRiS Analytics checks whether the re-
ceived information matches with acceptable probability to a cluster of expected valid 
information or is valid in case this information is the cryptographic public key of Bob 
or a certified statement of a credential. In case of information, a data clustering 
scheme should assign this information to a cluster of expected results according to the 
privacy policy and isolation patterns known to Alice. In case of a cryptographic public 
key, its validity will be checked according to the privacy policy on its authorized 
usage, timeliness, and revocation to grant access on Alice’s IT system [7].  

IRiS Analytics checks security vulnerabilities as dependencies of the given in-
stance of the workflow ‘Information exchange’ between the participating IT systems 
as a Black Box [3] and, if necessary and possible, additionally their internal data trac-
es with a White Box test scheme [17]. The former evaluation results in evidenceINFOR-

MATION; the evaluation of the workflow instance results in evidenceDATA TRACE. Their 
combination contributes together with the statement AutA,X on evidenceISOLATION [52]. 
However, even though if a data trace between nodes or a node itself is faulty, a data 
trace of another information exchange might be acceptable correct. Taking several 
data traces for exchanging the same information into account results, in turn, in a 
consensus on AutA,X. The evaluation model of [33] considers dependencies and in-
complete knowledge about enforcement, which is the case for data traces of hidden 
dependencies, by a confidence parameter derived from a probability distribution on 
the set of possible initial views of a user.    

The IRiS Database stores this knowledge including user interactions and system 
configurations of instances of the workflow ‘Information exchange’. Since the out-
come and costs of reconstructing archived information with the configuration of the 
corresponding instance are difficult to estimate, an approach is to emulate their recon-
struction in possible future data processing environments using software [41]. The 
aim is to identify clearly defined and controllable preservation strategies, which 
should be integrated in current business processes. Detected and robust patterns from 
other trustworthy participants should extend this knowledge as well as the robust 
isolation patterns of this user should be publicly available and exchanged with others. 
This information should be exchanged via an already established isolated channel, 
e.g. a proven trustworthy intermediary of an eID infrastructure. Since information 
leakage might occur due to a hidden dependency, isolation patterns should be anony-
mized before their disclosure while remaining accountable to detect the cause of such 
an information leakage. An approach is a k-anonymization scheme, which tags ano-
nymized information by the procedure of their anonymization [32]. This evaluation 
considers colluding data consumers, as given by an incident propagation, with the aim 
of non-authorized re-identification of the related identity to this information. 

3.2 Retrieving and Re-Writing Data Traces 

IRiS Analytics derives a view on an IT system and exchange of personal information, 
which is built with the IT systems of the participants in an information exchange and 
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eventually needs to be modified or dissolved during run-time. If a non-acceptable 
evidence on an anomaly derived by a system test or a new requirement from the user 
model occurs, a re-writing of the workflow [47], the IT system [27], or both is re-
quired in advance or during an information exchange, respectively, to prevent more 
severe incidents. Retrieving and re-writing data traces may not raise an additional 
vulnerability in enforcing the user’s security interests on accountability and unobser-
vability. Since these mechanisms consider isolation as a kind of privacy, they are 
called Privacy Forensics and Privacy Control. 
 Privacy Forensics aims at detecting evidence on isolation by the most probable 
data provenance history and its classification to an anomaly pattern. Information is 
tagged with a label, which represents the data providing and data consuming parties 
together with the corresponding privacy policy for this isolation. The provenance of 
information, and in general data, d consists of the data provider’s, data consumer’s, 
and the user’s identity as well as a pointer to the privacy policy. The privacy policy is 
indirectly part of a tag by a link to it. This, in turn, allows the user to modify the pri-
vacy policy and the IT system, if the purpose of the data’s usage changes or a severe 
vulnerability and incidents occurs. The tag should stick to d, so that d∗=(d, tag) can be 
disclosed further while assuring the integrity of the relationship within d∗. If d∗ is 
disclosed further, the tag has to be updated by adding the new role of this now data 
providing participant and adding the identity of the new data consumer. The sequence 
of tags for the same personal information thus constitutes its data trace. 

Tagging of data requires authentic information for testing and to reduce the statis-
tical error rate of the applied machine learning scheme. So that the necessary (person-
al) data as log data don’t violate the protection goal unobservability, each log data is 
encrypted and related log data for deriving an evidence on isolation of a given infor-
mation exchange are linked by a chain of cryptographic hash values. Linked log data 
represent a log view on a data provider’s information. Each log view is individualized 
to the identity of the corresponding data provider. Collection and retrieval log views 
depend on a trusted execution environment to which the data provider or an autho-
rized participant, e.g. an auditor, authenticates with his identity to get access [2]. 
Since internal traces of a sub IT system are not known, but labeled evidence exists by 
the specification of this data processing, supervised machine learning can be useful 
for deriving evidenceDATA TRACE. Since not all kind of data can be annotated, mechan-
isms of unsupervised machine learning should also be researched to establish their 
suitability. The derived data provenance has some safety and liveness properties, 
which are expressed by a policy as its detector [27]. If this policy is not equivalent to 
the privacy policy of the expected isolation, an anomaly has been detected. 

Privacy Control aims at re-writing the ‘code’ according to changes in the privacy 
policy and supporting at the same time self-protection against information leakage. 
The main identity of users as data providers remains unobservable, when the eID 
infrastructure supports pseudonymity as well as non-linkable delegation and revoca-
tion of rights [44]. Pseudonymity should be revocable should provable fraud have 
occurred. According to distributed trust management [7], an orchestration according 
to authorizations can be done by delegation and revocation of rights with credentials. 
Credentials are a representation of access rights, which are delegated to service  
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providers to obtain access to personal data in agreement with the individual in ques-
tion. Anonymized credential schemes achieves unobservability in the issuing and 
showing protocols [8]. The individual (in the role of the data subject) specifies these 
access decisions by delegating the access rights together with obligations or using 
these access rights to the requesting service provider (in the role of a data consumer). 
To obtain a user’s agreement for each disclosure of his personal data to a third party, 
it should be possible to delegate and revoke rights for isolating an information ex-
change. Thereby, a delegation of rights defines a collaboration between service pro-
viders including the exchange of given user’s personal data between them. 

4 Adaptive Identity Management System 

Preliminary work of the author exists as partial identities for security-relevant user 
interactions, Privacy Control, and Privacy Forensics.  

4.1 iManager: User Interactions and Personal IT Security Tool 

iManager as an eID client for mobile use introduces partial identities for user interac-
tion and a concept for automatic configuration of security mechanisms [50]. It offers 
interfaces to the user, security mechanisms, and applications of a mobile device. The 
access to personal data and to cryptographic keys is exclusively possible by using the 
identity manager. An application’s request to these data will be checked by the identi-
ty manager to see whether the user has granted authorization to this access on person-
al data. Based on a security platform with the necessary security mechanisms in order 
to protect the communication, the personal data and the privacy of the user, the com-
ponents identity configuration, identity negotiation, and confirmation of action are 
responsible for managing partial identities. The concept of partial identities for securi-
ty-relevant user interactions and its implementation for the iManager has been devel-
oped according to the software development process model of User-Centered Security 
Engineering (UCSec) [22]. UCSec combines usability engineering for development of 
user interfaces with security engineering.  

4.2 DREISAM: Non-Linkable Delegation of Rights for Privacy Control 

DREISAM extends an eID infrastructure for an unobservable delegation and revoca-
tion of rights to third parties [44]. The higher cryptographic protocols of DREISAM 
combine the mechanisms for delegation of rights by credentials with mechanisms for 
enforcing non-linkability for unobservability when using credentials. Anonymous 
credentials make use of a cryptographic commitment scheme for binding authoriza-
tions to a cryptographic key and of zero-knowledge proofs for showing this relation-
ship without revealing any identifying data. Since a user would lose control on his 
identity, if he would use anonymous credentials for delegation, a proxy credential 
replaces sharing of individual's master identity. It represents to the certification author-
ity (CA) the individual's delegation request for a certain right to a service provider.  
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If the service provider gets a proxy credential, he has the individual's authorisation to 
get the requested access right by means of an anonymous credential. The CA logs 
requests from users and service providers with the issued proxy and anonymous cre-
dentials in the delegation list. The CA uses this list for checking service providers’ 
requests for anonymous credentials and for resolving disputes between participants.  

4.3 DETECTIVE: Data Provenance Protocols for Privacy Forensics 

DETECTIVE is an experimental data provenance system with the aim of privacy-
preserving tracing disclosure of data to third parties even in case of covert channels 
[51]. DETECTIVE makes use of cryptographic commitments and of a symmetric 
digital watermarking algorithm but without the need of a trustworthy data provider or 
a TTP regarding the embedding and checking of data provenance information. Cryp-
tographic commitments link the identities of the participating service providers in any 
disclosure of personal data. Digital watermarking is used to tag the corresponding 
personal data with this link. Since users do not take part in the disclosures of personal 
data, users give their authorization in advance, e.g. by using DREISAM. DETECTIVE 
operates in the three phases (1) definition of the collaborating service providers of a 
business process by obligations and their delegation according to the privacy policy, 
(2) documenting disclosures of personal data to third parties by adding data prove-
nance as a digital watermark, and (3) checking the enforcement of the obligations by 
comparing the delegated rights with the data provenance information of the found 
personal data.  

5 Related Work 

Adaptation of IT security enforcement is considered for user interfaces and on getting 
access on data, but without proposing a concept for adaptation in general and in case 
of an information exchange. Recent work configures screen locking of a device for 
non-authorized access via the GUI according to the current physical environment of 
the (mobile) device. The physical environment represent the context on which a ma-
chine learning scheme derives a classification and classify the current context. The 
focus is on data disclosure, i.e. on data collection, of location data [34].  

Adaptation of security-relevant user interactions on IT security considers the de-
sign of a GUI, which addresses different level of user risk [12]. A dialogue adaptation 
engine tracks user’s behavior, generates security dialogues, and provides feedback to 
the user. It uses collected security information to alter the behavior of the dialogs. 
Security information is stored in data stores, which is decision risk, user performance, 
and environmental data. Decision risk data are executions with high risks, user per-
formance data refers whether a user differentiates between non-risk and risky opera-
tions, and environmental data are other external data. However, there is no assurance 
that this system runs as expected, since it assumes an IT system without vulnerabili-
ties. It has been shown that a misuse of GUI elements by introducing hidden GUI 
elements is possible and an exploit of this vulnerability results in information leakage. 
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Approaches for detecting security vulnerabilities by assessing a GUI consider certain 
classes of vulnerabilities and user group, but not a general user and threat model 
[29,35].   

6 Conclusion 

Adapting an IT system of an information exchange to security vulnerabilities during 
run-time to acceptable enforce individual security interests would improve security 
and privacy by reducing security vulnerabilities in an isolation. However, this inherits 
a privacy paradoxon. Whereas PETs should impede a privacy violation by restricting 
availability personal information, they impede at the same time a detection of security 
vulnerabilities in isolation of an information exchange and, hence, threaten privacy as 
understood by isolation of an information exchange. On the one side, accountability 
of information with TETs, as demanded with transparent, accountable data flow track-
ing by the Big Data and Privacy 90-day review of The White House [19], requires 
authentic personal information to reduce the error rate of an adaptation. On the other 
side, usage of personal information according to an isolation, hence security and pri-
vacy, is threatened by hidden dependencies such as an exploit of a covert channel for 
an information leakage and modification of information. The proposal for Adaptive 
User-Centered Security should contribute to identify and enforce an equilibrium in 
such a multilateral settings between the individual security and privacy interests of 
participants in an information exchange, among others on security incidents. 
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Abstract. The use of mobile computing is expanding dramatically in recent 
years and trends indicate that “the future is mobile”. Nowadays, mobile  
computing plays an increasingly important role in the biomedical domain, and 
particularly in hospitals. The benefits of using mobile devices in hospitals  
are no longer disputed and many applications for medical care are already 
available. Many studies have proven that mobile technologies can bring various 
benefits for enhancing information management in the hospital. But is mobility 
a solution for every problem?  

In this paper, we will demonstrate that mobility is not always an advantage. 
On the basis of a field study at the pediatric surgery of a large University Hospit-
al, we have learned within a two-year long mobile computing project, that mo-
bile devices have indeed many disadvantages, particularly in stressful and hectic 
situations and we conclude that mobile computing is not always advantageous. 

Keywords: Mobile computing, real-world, user experience, hospital compu-
ting, medical informatics. 

1 Introduction and Motivation for Research 

As the role of technology has grown smart phones and tablet computers ensure that 
staying connected 24/7 is not only possible but often expected, accelerating the hype 
in mobile computing [1]. Since the advent of personal digital assistants, mobile devic-
es (e.g., smart phones and tablet computers) have also been widely adopted by medi-
cal professionals. Especially for young health professionals, these devices are quickly 



 Mobile Computing is not Always Advantageous 111 

 

becoming one of the main tools for accessing medical information, following the 
general trend: according to [2], 63% of all internet users get access to the World Wide 
Web via portable devices, e.g., laptop, tablet, or smart phone – with an increasing 
tendency; 88% of people between 16 and 24 years of age use portable devices for 
internet access instead of their desktop computers at home and/or at work. We may 
say that mobility has become an integral part of everything we do in our daily lives. 
With the introduction of newer and more powerful smart phones and tablets, mobile 
users have easy and immediate access to information everywhere and at any time, a 
recent discussion of the state-of-the-art can be found here [3]. 

There has been a tremendous surge in the number of available mobile health tech-
nologies around the world [4]. According to a recent study [5], already in 2009 about 
two out of three people worldwide owned a mobile phone. A 2011 global survey of 
114 nations [6], carried out by the World Health Organization, found that mobile 
health initiatives have been established in many countries.  

The most common purpose was the creation of health call centers that respond to 
patient inquiries. This was followed by the use of SMS for appointment reminders, 
the use of telemedicine, the access of patient records, measuring treatment com-
pliance, the promotion of health awareness by conducting health surveys, patient 
monitoring, and creating a decision support system for physicians (see Fig. 1). 
 

 

Fig. 1. Overview of mobile health applications worldwide in regard to type of service [5] 

Based on previous work and based on the success story of a previous project [7] 
the primary goal of our project was to provide the benefits of such portable devices 
into the specific environment of emergency medicine: Every patient who requires 
medical care at the Department of Pediatric Surgery in Graz has to be recorded at the 
local medical information system (openMedocs), based on a SAP healthcare solution. 
In this system every patient has his own record with a patient report for each accident, 
including a collection of accident data (e.g. location, circumstances etc.). As this is a 
burdensome additional work for the clinicians, the idea was that the patients or their 
chaperons fill in this data. As an added bonus, this would also involve the patient at an 
even earlier stage of the treatment process. Unless in cases of life-threatening injuries, 
patients are always required to spend some time waiting until a doctor can see them. 
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Then they need to fill out forms and answer questions of a doctor or nurse who needs 
to write down the answers before the actual medical treatment can begin. This seems 
like a huge expenditure of time and our goal was to use the waiting period more effi-
ciently and thereby free the doctors of work, so they can concentrate on the medical 
side of their profession, instead of them gathering data As an added bonus, this would 
also involve the patient at an even earlier stage of the treatment process. In the pig-
ment lesion clinic this works in daily routine with excellent results [7]. 

2 Background and Related Work 

Today, the health care industry is booming, which includes the need of handling large 
quantities of data [8], consequently, the necessity of computerized systems in the 
medical sector is indisputable, and much previous work is reporting on a multitude of 
benefits by the application of mobile computing in medicine and health care (see e.g. 
[6, 9-12].  

2.1 Mobile Devices 

Mobile devices such as Smartphones with advanced performance properties and espe-
cially tablet computers use a touch screen as main interaction method. For this reason, 
the design of applications running on these devices is crucial for the success of both 
the application and the device and particularly multi-touch interaction poses a lot of 
challenges but also possibilities for the developer [13]. The acceptance of mobile 
devices depends above all on their usefulness and their usability [14]. When  
using such devices it is quite apparent that the limited space on their screens involves 
significant challenges to the developers and usability engineers [15], [16],[17]. For 
example, one study demonstrated that a touch-based mobile device can be used  
successfully within the healthcare context only if it has an appropriate design [18]. 
For this reason, the necessity of usability engineering methods [19] is meanwhile 
commonly acknowledged for the development of medical mobile devices, as several 
studies show [20], [21], [14]. Mobile devices for medical contexts must always be 
created with the end user in mind and pay attention to the end user’s expertise with 
both the technology as well as the domain (context) of its use  [22], [23], [24]. 

The specifics of mobile devices pose special challenges in design and usage when 
they are to be used for mobile questionnaires, especially as they include multiple 
questions to be answered. Although several studies have already targeted this subject, 
e.g.,  [25], [26], [27], [28] and some solutions have been developed, there are no 
known tutorials on how to best develop mobile questionnaires as of yet. However,  
a user experience evaluation has found that the four most important things to keep  
in mind when developing questionnaires for mobile devices are the small screen size, 
the data entry method and interaction style, the mobile context, and the chosen  
implementation for the questionnaire [29]. 
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2.2 Mobile Devices in Hospitals 

There are several studies and reviews about the implementation of mobile computing 
in hospitals, including [26], [30], [31], [32], [33], [34], to mention only a few. The 
study of [26], e.g., gives a comprehensive picture of how to integrate handheld devic-
es into health care and the possible applications of PDAs. Previous studies have clear-
ly shown that the users' information satisfaction resulting from the use of a mobile 
electronic medication administration record is significantly higher than that observed 
with the benchmark paper-based workflow, see [35], or [36]. 

2.3 Touch and Gesture Inputs 

In recent years, the use of gestural interface technology has become much more fre-
quent in mass consumer products, especially products such as the Apple iPhone or the 
Nintendo Wii videogame console; both can be regarded as pioneering examples of 
this technology. An ever increasing number of consumer electronics manufactures 
have developed gesture control elements and included this technology in a whole 
range of mobile electronic devices such as laptops, cell phones, PDAs, remote con-
trols, navigation systems, and digital cameras. It is not surprising that there are studies 
about, for example, the Nintendo Wii Remote Controller and its use in the area of e-
Teaching. One study shows the design and development of a low-cost demonstrator 
kit for the Wiimote [37]. It concludes that gestures can enhance the quality of learning 
processes for children by adding another layer to the instructional discourse. Commu-
nication is not restricted to verbal speech and language alone. One cornerstone of 
human interaction lies in non-verbal communication, parts of which are gestures that 
are used to complement verbal messages. 

Other studies indicate that touch interfaces and their use are much more natural to 
users than other input devices such as mouse, touchpad or trackball [38], [39], [40]. 
An added benefit of touch-screen devices is the easier maintenance in terms of clean-
ness and hygiene. A flat screen is much simpler to swipe clean and disinfect than the 
movable parts of the other input devices, an important aspect for the use in a hospital.  

3 Experiment 

The field of application for the questionnaire developed by us was the emergency 
department of the pediatric surgery in Graz. A mobile questionnaire can add value by 
replacing handwritten documentation, thereby providing more accurate and complete 
documentation with less risk of transcription errors or legibility issues. For this work, 
not all the features of a tablet PC were utilized, because only a single application, 
namely our questionnaire, was run on the device. 

In this specific case, we could not draw on literature or previous studies about the 
best screen size, the ideal weight, or the optimal battery life for effective handling in a 
hospital scenario. There are no such sources yet. The only way to come to a definite 
solution as to which device is the best for the use in such an environment is to test 
possible candidates in real life. We began our test phase with an iPad as input device.  
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For this work, the handling, the practicability and the ease of use was most impor-
tant. Especially, as an emergency department is a place of urgency and hectic activity, 
meaning cumbersome equipment or difficult or hard to use software defeat the pur-
pose of easing the workload and providing quick and accurate information. Addition-
ally, we designed this application with the idea that filling out the questionnaire 
should also provide the patients with a simple task to calm their nerves and help 
bridge the time spent waiting for the doctor to see them. Due to the fact that it is the 
pediatric surgery, also elements of play were under consideration, to keep the motiva-
tion for the input of the data. 

3.1 System Architecture  

For the experiment, a web application for tablet computers was developed. To under-
stand the whole system, it is important to have a short look at the technical environ-
ment. In order to display heterogeneous IT-systems of numerous hospitals, a system 
was developed by the Styrian healthcare organization (KAGes) and governing body of 
Styrian hospitals. This countrywide hospital information system (HIS), called open-
Medocs , is a customized software product designed by the commercial company SAP. 
The core of openMedocs is the electronic patient record (EPR) system which is used 
for patient management. All documents and patient data are stored in this system. 

Because very sensitive information about every patient is stored here, there has to 
be high data security, guaranteed by strict privacy policies [41], [42]. Due to this fact, 
the questionnaire for the patient reports cannot be easily integrated in Medocs. Con-
sequently, the questionnaire is designed and developed completely autonomously. 

Therefore, the questionnaire will be a stand-alone system which operates only on 
the frontend side. For that reason, all necessary data for the development of the ques-
tionnaire, i.e., the questions, the answers, the structure, and the logical interconnec-
tion, are stored locally on the tablet. 

3.2 User Interaction 

The user interface of the tablet application was designed with the future users (parents 
or guardians and children) in mind. The visuals are based on the corporate identity of 
the clinic called "Bärenburg" (German for “bears castle”, which is a child safety 
house, built as a center for injury prevention adjacent to the pediatric surgery) and 
have a child-friendly user interface with large text buttons (see Fig. 2). The interaction 
with the system is based on a linear sequence of questions that need to be answered 
one after another. The user fills in the questionnaire to record the individual accident 
data and then finishes the data input. 

After all the questions have been answered, the completed questionnaire is trans-
ferred into Medocs, the hospital wide enterprise hospital information system. The 
integration of the patient data into the hospital information system is based on an 
existing system from cancer research [7]. Therefore, the same XML interface as the 
technical protocol can be used so that the data collected from the questionnaire can be 
transferred directly into the Medocs-System via remote function call. The XML file 
contains all the patient’s answer as well as the corresponding questions. All the  
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Fig. 2.   Questionnaire screen shot of one version of an early prototype 

obtained information is then stored in Medocs and the medical personnel, i.e., doctors 
and nurses, have access to the data of each patient at any given time and any place in 
the clinical workplace (see system architecture in Fig. 3). 
 

  

Fig. 3. System architecture of the Medocs system with our tablet solution 

3.3 Test Users 

As the application is used in a pediatric surgery, the target test users of this questionnaire 
are young patients and their escorts. With both injured children and their chaperons as 
users of this interface there cannot be any restrictions as to age or computer experience. 
All users were inexperienced with the system in the test. 
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The test subjects were acquired from patients visiting the pediatric surgery in Graz. 
The test was conducted on three days per week and but only with patients who were 
there for a second checkup. This was done to avoid the stressful situation of the initial 
visit to the hospital. Nevertheless, only about 10% of the persons approached agreed 
to participate in the experimental procedure. A total of 58 patients tested the system in 
the real-world. In this study, the test users were both adolescents and parents. 

3.4 Collecting Results and Procedure 

The field of application for the developed questionnaire is the emergency department. 
Here, the medical personnel needs complete, accurate, and quick information about 
the patient and the circumstances that brought them there. An electronic questionnaire 
on a mobile device can provide this by preventing the possibility of skipping ques-
tions and also uploading the information into the hospital system, thereby enabling the 
doctors or nurses to instantly access and, if necessary, edit the data.  

For this work, only the handling and easy practicability were studied. The system 
was tested in two trials. The first trial was used to identify possible usability problems 
with the questionnaire tool. For this purpose, the system usability scale (SUS) was 
used. To avoid cross-over effects of device usability and usage context, the first test 
was conducted with demo-data (gathered from a database of previous examinations) 
but real patients that came into the clinic for additional checkups. The results from the 
initial trial were then used to restructure the survey tool before the real life test. This 
real life test was also conducted in the pediatric surgery but with current cases. An 
iPad was handed to the patients prior to the doctor’s visit. This was not only done to 
collect data but also to bridge the waiting period of patients. Results were established 
as qualitative data. Additionally, the SUS was measured again to ensure the changes 
to the application from the first trial were actually improving the system.  

No task set was defined for the real test. It was necessary to collect actual patient 
data of real cases to test the usability of the system accurately. 

4 Results 

The improvement of the prototype after the first trial was in general successful. Be-
fore the improvement, the questionnaire tool showed a SUS score of 54.4%. Scores 
under 60% represent major usability issues according to [25]. In the following itera-
tion of the test, with an improved version, the score increased to 72%, which is a con-
siderable improvement but still below the acceptable benchmark of approximately 
80%. The individual results of the SUS can be seen in Fig. 4. 

While most of the usability items yielded better results in the real test, two items 
dropped notably below the initial assessment of the pilot test. The first one, and also 
the strongest perceived hurdle of the mobile questionnaire, was the use of the system 
without assistance from an expert (question 4 – “I believe I require help when using 
the system.”). This was followed by the assessment of the overall complexity of the 
topic at hand (question 6 – “I find answering these questions hard.”). 
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Fig. 4. SUS scores for the pilot and the real test for the questionnaire tool 

Beyond the quantitative results, qualitative observations of the whole procedure 
were recorded. The following paragraphs report the findings from these observations.  

4.1 Qualitative Observations 

During the trial, several observations have been made about the general usage as well 
as the practicability of the mobile device in the environment of a hospital’s emer-
gency room. Due to agitation, anxiety, confusion, the continuous arrival of new pa-
tients as well as departure of already treated patients, the mobile solution showed 
several disadvantages during the experimental testing phase in real life. 
 
Keeping Track of Tablets and Incidental Theft. Because new patients continuously 
arrive in the hospital, waiting patients are called into the doctor’s office, or patients 
leave the emergency room after the treatment, it is very difficult to keep track of the 
distributed tablet computers. Although the secretary or nurse can hand the device to a 
particular patient, it is not impossible for another patient to take over the device after 
the initial patient has completed the questionnaire, and begin a new data entry session. 
The resulting constant change of persons handling the device and people moving 
around also makes the accidental removal of a tablet from the waiting room easier, 
either by absentmindedly bagging it or by taking it into another room of the hospital. 
Keeping track of the tablets is further challenged by the fact that many people bring  
a tablet or mobile device of their own to use while waiting in the anteroom or  
reception area. 
 
Falling Down. A very big problem of the mobile solution is the possibility of the 
device falling down or being dropped. The tablet PC will be used in the department of  
 



118 A. Holzinger et al. 

 

pediatric surgery, a very hectic and chaotic environment. There are many children 
who cannot remain in their seats or fidget restlessly, particularly in a stressful and 
more than likely unfamiliar environment like a clinic. That plus medical personnel 
rushing between rooms due to emergencies or children running around increase the 
risk of a device being damaged by a drop to the ground. 

Getting Wet. Due to the chaotic environment it is also easily possible that liquids 
might be spilled on the device. Especially in the pediatric hospital, there are always 
drinks present, mainly to soothe the young patients. Within the hectic environment 
and stressful situation of a visit to the emergency room, the frequency of the drinks 
being dropped or spilled is quite high. Additionally, hospitals, and in this case espe-
cially surgical or emergency departments, do have handle and deal with larger quanti-
ties of either li-quid medication, e.g., infusion bags or bottles, or even bodily fluids, 
e.g., blood from an open wound. All these factors carry a high risk of the portable 
device being damaged by liquids.  

Usage Context. The flurry of activities and worry of the guardians and patients was a 
major obstacle when handling the device. In a stressful situation like the aftermath of 
an accident, participants were not able to concentrate on using a touch screen-based 
questionnaire tool. Hurting kids crying and wanting to be soothed presented a major 
hindrance for using the device. Additionally, as soon as the doctor called in a patient, 
the questionnaires were abandoned and left incomplete as patients rushed into the 
doctor’s office. 

Another disadvantage in this usage context is the small display size. With the ap-
plication being designed mainly for children, i.e., using a larger font size, pictures, 
and big buttons, the presented text had to be short to avoid scrolling or overloading 
the screen. For an initial anamnesis and case history given by the patient, as was the 
idea behind this project, mobility is not a necessity in the end.    

5 Discussion 

Because in primary care, children, young people, and especially their guardians and 
chaperons are always under pressure, highly stressed, or even just concerned, we have 
decided to test our prototype only on patients who have come into the pediatric sur-
gery for follow-up examinations. To advise children and their parents of the question-
naire, and to minimize inhibitions against this new system in the test run, they were 
assisted by a staff member of the Centre for Accident Research, in our case a pediatric 
nurse. Although this employee actively went to the patients and their parents and 
asked them to complete the questionnaire, only 10 percent actually did so. 

In order to provide a complete collection of accident data and to permit the attend-
ing doctors to know how the accident happened shortly before the actual treatment, it 
has to be ensured that each patient fills out the questionnaire in the waiting room of 
the emergency department as completely as possible and to the best of their know-
ledge. However, as we have seen in the evaluation, both the children and young  
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patients themselves but especially the accompanying persons, mostly parents, are too 
anxious and panicked to ultimately do so. 

6 Conclusion 

With the increasing spread and general usefulness of mobile devices, we had the idea 
to employ them in the context of initial patient assessment in an emergency room. 
Here, they were meant to gather important information about the patient and the acci-
dent as well as try and help shorten the waiting time by distracting the patients and 
their attendants.Medical doctors and nurses work in an environment that requires high 
mobility. The usefulness of handheld computers in the field of medicine is respected, 
even among patients. Consequently, it is not astonishing that mobile devices are al-
ready frequently used in medical care scenarios. Therefore, the new interface devel-
oped for this work should be implemented on a tablet computer. Inspiration for this 
project came from the successful implementation of a mobile solution in the derma-
tology clinic in Graz, a project in which a method was implemented that collects data 
by patients filling out a questionnaire on a touch-screen device. For this work, we 
then developed mock-ups for a mobile device and tested the idea in real life scenario. 
During the test phase, we found that in this case scenario a mobile solution is not the 
best option. These results support the opinion of the medical staff, confronted on a  

 
 

 

Fig. 5. Kiosk-based solution of the questionnaire tool. A mother and her child use the system in 
the waiting room. 
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daily basis with the hectic environment of the ER, who also advised against a mobile 
solution. For future applications of the questionnaire tool, a kiosk-based solution 
should be implemented, allowing the guardian to hold their child while clicking  
on the touch-screen solution (see Figure 5). The initial observations show that a  
non-mobile solution in this context is far superior to a mobile device. Furthermore, a 
standardized system can improve the data quality in patient records, but it must not 
necessarily be done by the patient alone; a cooperative usage of a questionnaire  
system with a doctor is feasible.  
 We can conclude, that in the hectic and turbulent environment with crying children 
around, a mobile solution is neither useful nor usable and poses a lot of unsolvable 
problems: mobile computing is not always an advantage in the hospital-world. 

7 Limitations 

The validity of the experiment can be challenged from a methodological and proce-
dural angle. First comparing the results of a second return with an initial visit to the 
hospital is questionable. The idea to test in the second return of the patient came up, 
when patients were completely unwilling to take part in the study during the initial 
stressful visit after an accident. Not all patients necessary come back for a second 
visit, rendering the device non-useful for those who don’t. Having an assistant direct 
you to a device but not assist you might also lead to patients aborting the test. In gen-
eral one must assume that only patients (or chaperons) that felt comfortable using the 
device completed the trial. This might also lead to positively biased results in the 
evaluation. Nonetheless these biases strengthen the central statement of this paper 
rather than contradict it. No influence of the doctor’s opinion of the device must be 
assumed, as usage was performed before meeting with a doctor. 
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Abstract. A major challenge in modern data-centric medicine is the increasing 
amount of time-dependent data, which requires efficient user-friendly solutions for 
dealing with such data. To create an effective and efficient knowledge discovery 
process, it is important to support common data manipulation tasks by creating 
quick, responsive and intuitive interaction methods. In this paper we describe some 
methods for interactive longitudinal data visualization with focus on the usage of 
mobile multi-touch devices as interaction medium, based on our design and devel-
opment experiences. We argue that when it comes to longitudinal data this device 
category offers remarkable additional interaction benefits compared to standard 
point-and-click desktop computer devices. An important advantage of multi-touch 
devices arises when interacting with particularly large longitudinal data sets: Com-
plex, coupled interactions such as zooming into a region and scrolling around al-
most simultaneously is more easily achieved with the possibilities of a multi-touch 
device than compared to a regular mouse-based interaction device. 

Keywords: Data Visualization, Longitudinal Data, Time Series, Multi-Touch, 
Mobile Computing. 

1 Introduction and Motivation for Research 

One of the grand challenges in modern data-centric medicine is dealing with large, 
complex, heterogeneous and weakly structured data sets and large amounts of un-
structured information. This calls for new, efficient and user-friendly solutions for 
handling such data – with raising expectations of end-users. Traditional approaches 
for data handling often cannot keep pace with demand, also increasing the risk of 
delivering unsatisfactory results. Consequently, to cope with this rising flood of data, 
new user-centered approaches are vital [1-4].  

Particularly, the advent of mobile devices and ubiquitous smart sensors has led  
to an ongoing trend to record all sort of personal biomedical data over time [5, 6]. 
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These recordings lead to a growing amount of so-called longitudinal data, in the engi-
neering domain maybe better known as time series data [7]. 

 
A major challenge is how to deal with such time-dependent data, and not only to 

deal with it, but to discover knowledge from it.  
Generally, there are two different ways to accomplish such tasks:  
1) Applying mathematical models for description and prediction purposes [8, 9]; or 
2) Using visual inspection to generate general assertions in regard to the properties 

of the underlying data set.  
 
For the second kind of knowledge discovery, interactive data visualization plays an 

important role. As stated by Tufte (1983) [10], graphical representations of data sets 
are instruments for reasoning about quantitative information. A recent example for 
such analysis and sensemaking of complex biomedical data can be found in [11]. 
Therefore, often the most effective way to summarize a large set of quantitative in-
formation is to look at “pictures” of these numbers. However, during this visual in-
formation seeking process it is often necessary to interact with the displayed data: It 
is important to include the human expert into the data exploration process, and to 
combine the flexibility, creativity, general knowledge and pattern recognition abilities 
(in low dimensions) of the human with the enormous capacity, analytical power, and 
pattern recognition abilities (in high dimensions) of computer solutions.  

A recent scientific approach is in combining the best of these two worlds [12] and 
a concrete topic is interactive visual data mining (VDM) [13, 14], which aims to inte-
grate the human expert into the whole data exploration process and to effectively 
represent data visually, so to benefit from the human perceptual abilities and allowing 
the expert to get insight into the data by direct interaction with the data [15].  
VDM can be particularly helpful when little is known about the data sets and/or the 
exploration goals are ill-defined or evolve over time [16]. The aspect of “time” in data 
visualization is generally most underrepresented in such approaches, yet, it is of vital 
importance, particularly in dealing with biomedical data [17]. 

Thereby, common tasks include: zooming into a portion of the overall data, chang-
ing the reference scale, comparisons with other data points and getting detailed, un-
derlying information on some specific data points. 

2 Theory and Background 

2.1 Longitudinal Data 

Longitudinal data (or time series data) arises when a certain random variable is rec-
orded as a sequence over time, whereas the measurement of some characteristics at 
(roughly) one single point in time is called cross-section data. For a general introduc-
tion into time series data refer to [18-23]. 

Depending on the measurement, differentiated distinction can be drawn between 
discrete and continuous time series.  
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A discrete time series is one in which the set T0 of times at which observations are 
made is a discrete set.  

On the other hand, if observations are recorded continuously over a time interval, 
e.g. T0 = [0,1] a continuous time series arises [24]. In contrast to analog recording, the 
process of digital recording is inevitably connected to a discrete sample frequency. 
Therefore, strictly speaking, although the lag between two measurements may be in 
the magnitude of milliseconds, we always have discrete time series data in the elec-
tronic data processing domain.  

The same is true for the recorded value. To be exact, we always record discrete  
variable values. Nevertheless, the underlying natures of, for instance, height, blood 
pressure, or weight of a person, are examples for continuous variables, whereas the 
number of patient visits on one day is an example for discrete ones. For continuous 
values it is therefore important to choose a recording sampling frequency that draws 
an adequate picture of the underlying process.  

Furthermore, for discrete time series, we can differentiate between evenly and un-
evenly spaced time series. Evenly spaced time series have constant time intervals 
between measurement points, whereas time intervals for unevenly spaced series can 
vary over time. Unevenly spaced time series are also called event-based time series 
[25], while evenly spaced series are called time-based records. 

Most of the long-term clinical longitudinal data falls in the category of discrete, 
unevenly spaced longitudinal data, as time intervals between medical checkups may 
vary in most of the cases [26].  

An additional distinction regarding the recorded values can be made into qualita-
tive and quantitative data.  

Quantitative data is always numerical. It arises when certain characteristics are 
measured or counted. The number of patients in an ambulance is quantitative data, 
since it involves a count of the number of patients. Equally, the blood pressure of a 
patient is quantitative data, since the answer involves measuring the blood pressure.  

Qualitative data is information that ranks or labels items, but does not measure or 
count them. For instance, if information about the drug name that is used for medica-
tion in a certain therapy is collected from patients, that data would be qualitative. If 
patients are asked during a medical checkup, whether they feel “very well”, “‘well”, 
“average”, “bad” or “very bad”, their subjective health status is converted into a rank-
ing. Therefore, qualitative data is generated also in this case.  

Furthermore, depending on the recorded variable, measured values can be assigned 
to different type classes, namely nominal, ordinal, interval or ratio [27]. Thereby, the 
type defines the recorded data’s level of structure. In general, qualitative data is either 
nominal or ordinal, whereas quantitative data is either interval or ratio data.  

Nominal data is the type with the least structure. Its values are simple labels that 
cannot be ordered or ranked in a meaningful way. The name of the drugs given to 
several patients would be such kind of data.  

In contrast, ordinal data can be ordered or ranked, but does not measure or count 
any data characteristics. Questions about, e.g. the subjective health status or satisfac-
tion level, generally involve a ranking.  
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Interval data does measure or count any characteristics, but ratios between two 
measured values have no intrinsic meaning. This applies for measurement scales, 
where the zero point does not describe a state of absence of a quantity (e.g. the abso-
lute lowest value on a scale). Temperature measuring in degrees of Fahrenheit is an 
example of interval data.  

Ratio data means that ratios between two measurement points have an intrinsic 
meaning. For instance, if one patient has a dosage of 400 mg and another patient a 
drug dosage of 200 mg, the former has a dosage that is twice as high as the second 
one. 

Longitudinal data can also be classified by the number of independent quantities 
that are recorded for each observation. If a physician examines a patient and  
only records the heart rate, the data has just one independent quantity and is called 
univariate. On the other hand, data that involves more than one variable, is called 
multivariate. In special cases, when exactly two variables are measured, the data is 
called bivariate. 

With regard to predictability of a time series we differentiate between deterministic 
and stochastic time series. If a time series can be predicted precisely, it is considered 
deterministic (e.g. if we look at the sinus wave). However, most of the time series fall 
in the category of stochastic time series [28]. Thereby, future events are only partly 
determined by past behavior and exact predictions are thus impossible and must be 
replaced by the idea that future values have a probability distribution that is condi-
tioned by the knowledge of past values [21]. 

A time series is called strictly stationary, if the joint probability distribution does 
not change when shifted in time, i.e. ௧ܲభ,…௧೙ሺݔଵ, … , ௡ሻݔ ൌ ௧ܲభశ೎,…௧೙శ೎ሺݔଵା௖, … ,   .௡ା௖ሻݔ

A time series is called weakly stationary if ॱሺݔ௧ሻ ൌ   and for the autocovariances ߤ
 ॱሾሺݔ௧ െ ௧ି௖ݔሻሺߤ െ ሻሿߤ ൌ ,  ௜ߛ ܿ ൌ 0, േ1, േ2, … 
 
This means, that the parameter mean and variance do not change over time, or fol-

low any trends. 
Insight can be gained from visualizations or from the hypothesis itself. This leads 

to the question: “What is interesting?” [29]. Closely connected is the approach of 
attention routing [30] to overcome one critical problem in visual analytics: to help end 
users locate good starting points for analysis. This may be achieved by application of 
longitudinal data visualization methods as described now. 

3 Longitudinal Data Visualization 

Nowadays, the most common visualization techniques for longitudinal data include 
point charts, bar charts, line graphs, sequence graphs and circle graphs [31]. For a 
general overview on visualization techniques refer to [32] and an excellent work on 
the visualization of time-oriented data is [33]. In the following paragraphs, longitu-
dinal data visualization techniques are briefly introduced.  
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Sequence graphs represent time-dependent data on one dimension by indicating each 
data point with a mark on the axis. The distance between each mark on the axis 
represents the time span passing between the events. With sequence charts, it is not 
possible to visualize a second dimension for a data point.  

Figure 1 shows a sequence graph. In this example the graph visualizes treatment 
frequency information.  

 

 

Fig. 1. - Sequence graph 

This mode of presentation allows an easy recognition of treatment pilings and 
longer time frames without treatment. Nevertheless, it is not possible to add additional 
information, like a dosage quantity related to the treatment, to this visualization. 

Therefore, point graphs extend sequence charts by using a second axis to display a 
further information dimension. The distance from the main axis thereby represents the 
second data dimension. Figure 2 shows a point chart. In this example the point chart 
visualizes treatment frequency and quantity information. 

 

 

Fig. 2. - Point graph 

The vertical distance to the origin represents the quantity information, whereas the 
horizontal distance to the origin stands for the elapsed time. Point charts are useful to 
detect pilings within two-dimensional data. 

 

Bar graphs replace the points with bars, which increases the comparability be-
tween the data points. Figure 3 shows the same information as represented in Figure 
2, visualized as a bar chart. A comparison of these two visualizations shows that the 
ability to compare data point quantities is enhanced by using bar charts.  
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Fig. 3. - Bar graph 

Line graphs extend point charts by connecting the dots with lines to emphasize the 
temporal aspect of data. Line charts are very helpful for indicating trends over time.  

 

 

Fig. 4. - Line graph 

According to Tufte [10], time series graphics are most suitable for big, complex 
data sets with real variability. Simple linear changes should better be summarized 
with one or two numbers. Tufte also introduced the following common guidelines that 
should be considered within every graphical display task: 

 

• show the data 
• induce the viewer to think about the substance, rather than about methodolo-

gy, graphic design, the technology of graphic production, or something else 
• avoid distorting what the data should express 
• present many numbers in a small space 
• make large data sets coherent 
• encourage the eye to compare different pieces of data 
• reveal the data at several levels of detail – from broad overview to fine structure 
• serve a reasonably clear purpose: description, exploration, tabulation, or de-

coration. 
• be closely integrated with the statistical and verbal descriptions of the data set. 
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Figure 7 shows a box plot visualization. Box plots [38] can provide information 
about the basic distribution properties of the data. The bottom and top of the box are 
first and third quartiles, and the band inside the box is the median. The ends of the 
lines, extending the box, are called whiskers. They can represent several possible 
alternative values. In this example, they stand for the minimum and maximum of the 
data set. 

4 Longitudinal Data Interaction 

As already emphasized in the introduction, besides choosing the right data-
visualization it is also important to offer the user the possibility to interact with the 
displayed data in manifold ways. Especially within large-scale graphs, this interaction 
capability allows to see the overall picture but also to focus on interesting details. 

According to Weber et al. (2001) [31], the following interaction methods can en-
hance the information perception process with the mentioned graph types. 

• Zooming – initially, a high level overview of the course of the time series is 
given. By zooming, the user can obtain a more detailed view on a subarea of 
interest. 

• Scrolling – if the area of display is not large enough to fit the whole chart 
(e.g. after zooming in), the user can scroll through areas. 

• Focusing and linking – extends the idea of zooming by providing not only a 
zoomed-in version of the data, but also applying different, more effective vi-
sualization techniques to the zoomed-in dataset. 

• Brushing – provides the idea of extended data visualization by automatically 
displaying pop-ups as a roll-over effect. 

• Filtering – taking away (ignoring) irrelevant data objects.  
 
When it comes to implementing these interaction methods, touch input has advan-

tages compared to traditional point-and-click interfaces. This result from the fact that 
compared to mouse-based devices multi-touch devices provides a greater richness of 
interaction possibilities. Richness of interaction refers in this case to the degrees of 
freedom in interaction supported by the technology [39], [40]. Conventional mouse-
based interfaces (the WIMP – Windows Icons Menu Pointers) rely heavily on a single 
2D-cursor, which results in 2 degrees of freedom (not counting the state of the mouse-
button). Sensing multiple fingers on a multi-touch display, however, results in a mul-
tiplication of the degrees of freedom. This fact allows the UI designer to encapsulate 
the various graph interaction methods into easy to learn and quickly executable ges-
tural commandos.  

Moreover, multiple tests with end users have yielded the confirmed result that 
complex mouse tasks, such as rotating an object and scaling, are faster done with 
multi-touch than with mouse-based devices [41]. Furthermore, well-designed gestural 
interfaces can shorten the learning curve by replacing a maze of menus and controls 
with simple actions, gestures, affordances and feedback [42]. Precondition to capture 
the benefits of the greater degree of freedom in interaction is a set of established  
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into the visualization approach. As stated by Widgor & Wixon, 2011 [42] a good user 
interface should be tailored to device properties and should take use of as much input 
information as possible. 

5 Open Problems 

Some open problems which we discovered during our work include: 
 

• How to select the appropriate axis parameters? This is maybe the grand 
major challenge when dealing with interactive visualizations of longitu-
dinal data sets. 

• How to deal with missing data sets? Uncertainty is another crucial issue, 
particular in the medical domain. 

• With the increasing amount of data we also have to find solutions for sca-
lability and platform issues, especially when dealing with big data analy-
sis on mobile devices. 

• Another issue to name is dealing with high-dimensional longitudinal data. 
• Combining the visualization of changes over time as well as showing 

trends, predictions and correlations is an open problem, too. 
• A further open problem is to find methods for choosing optimal data reso-

lutions (sampling frequencies) for the recording process as well as for the 
visualization step. The resolution should be chosen in dependence of the 
anticipated data variability and the expected cycle length of patterns with-
in the set. 

• Furthermore, it must be discussed how to handle changing visualization 
resolutions when continuously zooming in or out. Especially, methods for 
merging multiple data points into one. 

• Bridging the gap between mathematical analyzing and visual inspection of 
longitudinal datasets is another issue, more concise: Create a user inter-
face, which supports end users to utilize visual information for adjusting 
model parameters. 

6 Conclusion and Future Work 

Dealing with large longitudinal data sets is a hot and promising topic and the applica-
tion of advanced multi-touch interaction, e.g. graph-based interactions [43] are a  
starting point for a number of unsolved problems, particularly in the visualization of 
complex, multidimensional and multivariate data sets, e.g. in summarizing and show-
ing statistics and correlation of specific time sections; to get more insight into the 
applicability of such approaches in the real-world, some work on information percep-
tion would also be needed, e.g. to answer the question on what is a meaningful maxi-
mum number of simultaneously displayed plots for comparison purposes. 
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Abstract. SemanticLIFE is a Semantic Desktop system, which deals with the 
personal lifetime data. However, SemanticLIFE is limited to local storage, 
which is an isolated data repository. In the recent years, people have the tenden-
cy to share their resources, which are not only stored locally on their personal 
computers, but also hosted on social networking sites (SNSs). We propose and 
use the term ‘SocialLIFE’ to denote one’s lifetime information in SNSs, in 
which personal resources are his/her activities, interests, and related connec-
tions. In this paper, we also propose a mashup language and a semantic-based 
mashup framework. The final goal of this research is to provide a semantic-
based way for bridging the gap between SemanticLIFE and SocialLIFE in order 
to integrate and reuse existing personal resources of existing applications such 
as information resources of Semantic Desktops and SNSs. The proposed ma-
shup system also aims to supports non-expert users to create data mashups 
based on semantic-aware mashup dataflow. 

Keywords: Semantic Desktop, Semantic Web, Social Networks, Linked Data, 
Linked Data Services, Semantic Mashup. 

1 Background and Motivation 

Business objectives are accomplished successfully when human resource manage-
ment systems are developed and implemented according to organizational goals, par-
ticularly if personal information management (PIM) is adopted to utilize all employee 
information productively [1]. Some PIM systems use Semantic Desktop approach, 
which create a semantic layer for integrating applications and personal life items, as 
the means to support users in information management. 

Today, an increasing number of organizations/enterprises are taking advantage of 
mashups, which support users in fast integration of heterogeneous data from multiple 
sources [2][3]. Furthermore, they also benefit from the collaborative principles of 
Web 2.0 technologies by using social networking sites (SNSs) to build their social 
activities/relations and support their knowledge management. As a result, the amount 
of heterogeneous data assets, which are distributed among personal and business  
domains, is increasing. In addition, those PIM systems are limited to isolated data 
repositories, and do not fulfill most of the requirements for a holistic collaborative 
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environment at the organizational level. Although enterprise knowledge management 
systems facilitate reusing and accessing of knowledge resources, these systems cannot 
work effectively unless knowledge workers contribute their knowledge resources and 
assets to organizations/enterprises. 

In order to support users in exploiting the potential of sharing data on the web, the 
data should be managed in a machine-processable way by applying Semantic Web 
technologies. During designing and discussing issues around the Semantic Web, Tim 
Berners-Lee came up with the new term “Linked Data” that describes a method for 
publishing and interlinking structured data so that it can become more useful for 
people or machines in exploring the Web of Data [4]. In the meantime, we observe a 
number of contributions in the Enterprise 2.0 domain [5] that are aiming to apply Web 
2.0 and SNSs principles to create an effective and collaborative community, and to 
explore the role of social computing in achieving the performance goals of enterpris-
es. The potential of Enterprise 2.0 cannot be fully realized without an active support 
and an increased involvement of human resources [6]. Using SNSs in an enterprise 
environment, employees can share their data (e.g. skills, interests, or activities, etc.) 
with their groups or colleagues. From the enterprise perspective, employees can col-
lect business information from customers and partners through SNSs by exploring the 
relationship of business establishments, professionals, or individuals. 

From the above remarks, we can derive the need for a flexible and semantic–aware 
approach to bridge the gap between internal and external data sources, and especially 
bringing the relevant personal resources into enterprises. The ultimate goal of this 
paper is also to find the solution for semantic-aware mashups of personal resources 
from Semantic Desktops and SNSs following the trends of Enterprise 2.0. 

2 Personal Resources in SemanticLIFE and SocialLIFE 

SemanticLIFE is a prototype of a PIM system that has been developed in Vienna Uni-
versity of Technology to store, organize and manage various personal life items [7]. 
The architecture of SemanticLIFE framework is depicted in Fig. 1. It provides a reposi-
tory of lifetime personal data from varied resources (e.g. email messages, web browser 
history, images, contacts, phone calls, life events, and other resources). However, the 
major limitation of Semantic Desktops approaches is that it is restricted to a personal 
computers and its precious semantic information is not yet effectively used in business 
processes and tasks that people deal with in their workplace and daily life [8]. 

With the advent of Web 2.0, many organizations/enterprises have started using the 
Web 2.0 techniques by applying SNSs in order to increase the effectiveness of their 
business by means of a tighter collaboration. People have the tendency to share their 
knowledge or resources, which are not only stored locally on their personal computer 
or isolated data repositories, but also hosted on SNSs on the web (e.g. Google docu-
ments, LinkedIn profiles, Flickr images, Twitter tweets, etc.). 

In our research, we propose and use the term ‘SocialLIFE’ to denote one’s lifetime 
information in SNSs, in which personal resources are user activities (messages, com-
ments, twits, etc.), user interests (books, movies, etc.), and other related connections  
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Fig. 1. SemanticLIFE framework [6] 

(friends, colleagues, etc.). To be more specific, one’s SocialLIFE consists of intercon-
nections of people relations such as friendship or business/professional relationships on 
Facebook or LinkedIn; their interests such as video, image or music on YouTube, 
Flickr, MySpace and so on. 

With the aim of interlinking data on the Semantic Web to support people or ma-
chines in exploring the Web of Data, Linked Data delivers an important mechanism 
for information management and information integration [2]. Linked Data extends the 
standard Web technologies such as HTTP, URIs, and RDF to share information in a 
machine-readable way. Besides, the term “Linked Open Data” (LOD), refers to a 
community project that is aiming to encourage people or organizations to follow the 
Linked Data principle and publish their raw data under open licenses [2]. The Seman-
tic Web community has gained momentum with the widespread publishing of LOD 
and the big number of promising datasets with a high potential for further exploration. 
In order to bridge the gap between Semantic Desktops and Linked Data, several re-
search projects are conducted [9], [10]. These researches have the common goals to 
combine resources from Linked Data and Semantic Desktops by using semantic me-
tadata as a common denominator, and to enrich the data within the personal informa-
tion as well as the enterprise spaces. 

To benefit from the LOD cloud, it is crucial to put personal resources into a context 
that facilitates the interlinking of resources and enables powerful personal services. 
These personal resources are not just textual content but also multimedia content such 
as music, videos, pictures, etc. There are a number of well-known vocabularies such 
as FOAF, SIOC, DBPedia, etc., which empower data sharing and linking personal 
resources with LOD cloud. Furthermore, for the multimedia content, there are some 
application-specific exporters that allow users to export their data. For instance, 
Flickr’s data can be exported via tools such as  Flickr2RDF [11] and FlickrWrappr [12] 
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that parse the user profile and image metadata in order to generate the RDF serializa-
tion which reuses the FOAF vocabulary. With a high potential for further exploration, 
SNSs have served as convincing and useful platforms for linking and reusing hetero-
geneous data of a user’s SocialLIFE for performing further operations or aggregations.  

As a result, the existing ontology models and exporters can be reused to extend the 
SemanticLIFE ontology and support information integration with one’s SocialLIFE. 
Figure 2, depicts the linking of personal resources in SemanticLIFE and SocialLIFE 
with the LOD cloud.  

 

 

Fig. 2. Linking SemanticLIFE and SocialLIFE with LOD Cloud 

To illustrate the potential of this approach, a motivating use case for personal fi-
nancial data (such as bank statements) will be presented in Section 4.1. A number of 
financial institutions and banks allow their customers to access their financial state-
ments via APIs or download their statements in standard formats such as Open Finan-
cial Exchange format. The Open Financial Exchange (OFX)1 is a unified specification 
to exchange electronic financial information between financial institutions and con-
sumers via the Internet. In order to turn personal financial data into mashable artifacts, 
personal financial data can be converted to RDF/N3 and linked with personal profile. 

All gathered information in Semantic Desktops and SNSs platforms have to be 
parsed into semantic personal services or mashable semantic-based resources that 
provide a semantic way to express and exchange information from heterogeneous 
resources. In this context, there are a number of research efforts that try to combine 
the services and Web of Data. Linked Data Services (LIDS) [13] is one of these ap-
proaches that by definition provides HTTP URIs for entities. Dereferencing the LIDS’ 
URIs returns an RDF description of the service input entity, its relation to the service 
output and the output data itself. This facilitates the transition from data silos to the 
Web of Data and enables the automatic integration of data resources.  

                                                           
1 http://www.ofx.net/ 
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The LIDS is applied as a suitable solution in our approach, in which we use the vo-
cabulary of LIDS to define and describe the relevant services. The advantage of the 
LIDS is its capability to build semantic models of Web APIs semi-automatically. This 
includes the lowering and lifting processes that is converting RDF to the required 
input data of services and constructing semantic data out of a non-semantic API or 
service response, respectively.  

To illustrate this by an example, consider a sample service for searching personal 
events in SocialLIFE, which has the URL http://localhost/sociallife/thing. This ser-
vice is also used in the latter mashup use cases, which will be presented in Section 
4.2. In the lowering side of this service, the variables are added to the URL of this 
service as a query string, in which the variables of the corresponding SPARQL query 
“SELECT ?thing WHERE {?thing foaf:name ?q}” are bound to the variables of the 
service URL. For instance in case of querying the conference events, the SPARQL 
query will be rewritten as “?events foaf:name ?conference”. In the lifting side, this 
service takes the name and the query variables to form the service URL 
“http://localhost/sociallife?thing=events&q=conference”. If the client accepts RDF 
format, the service returns the results as RDF data. This example is illustrated more 
details in Figure 3.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

# Input Variables: ?thing=events and ?q=conference 
# Endpoint: http://localhost/sociallife/events/conference?access_token=...#list 
or http://localhost/sociallife?thing=events&q=conference&access_token=...#list 
 
# Input Patterns:              
# Output Patterns: ?list foaf:topic ?events 
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<rdf:RDF xmlns:vcard="http://www.w3.org/2006/vcard/ns#"  
xmlns:foaf="http://xmlns.com/foaf/0.1/"  
xmlns:fw="http://openlids.org/wrappers/vocab#"  
xmlns:og="http://ogp.me/ns#"> 

<rdf:Description rdf:about="/sociallife/events#list"> 
    <fw:search_term>conference</fw:search_term> 
    <fw:search_type>event</fw:search_type> 
    <foaf:topic> 
        <rdf:Description rdf:about="/sociallife/thing/1419029808311502#thing"> 
        <v:adr>LIAQUAT UNIVERSITY OF MEDICAL & HEALTH SCIENCES</v:adr> 
        <foaf:name>3rd Lumhs Youth conference</foaf:name> 
        </rdf:Description> 
    </foaf:topic> 
    <foaf:topic> … <foaf:topic> 
</rdf:Description> 

@prefix lids: http://openlids.org/vocab#,  
@prefix foaf: http://xmlns.com/foaf/0.1/name 
LIDS a lids:LIDS; 
lids:lids_description[ 
  lids:endpoint “http://localhost/sociallife/thing” 
  lids:service_entity “list” 
  lids:input_bgp  
  lids:output_bgp “?list foaf:topic ?thing” 
  lids:required_vars “q access_token”] 
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“?thing foaf:name ?q” 

 

Fig. 3. An example of semantic-enabled personal services based on LIDS 
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3 Semantic-Based Mashup 

Mashup is a web application that uses content from different data sources to generate 
a new service presented in a single graphical interface2. Based on the semantic  
approach, semantic mashup are mashups whose combined services and APIs are  
supported or annotated by a semantic layer for supporting (semi)-automatic service 
composition in mashup creation [14]. In this section, a semantic-based mashup archi-
tecture is proposed, which aims to: (i) facilitate the integration of heterogeneous per-
sonal resources from SemanticLIFE and SocialLIFE within organizations/enterprises; 
and (ii) improve the mashup usability by supporting the end users to choose the  
appropriate input data via mapping domain ontologies. This semantic-based mashup 
framework consists of the following four layers (as illustrated in Fig. 4): 
 

 

Fig. 4. Semantic-based mashup architecture for SemanticLIFE and SocialLIFE 

─ Mashable semantic data layer: focuses on the retrieval of personal resources from 
SemanticLIFE and SocialLIFE, and their converting them to RDF based on the re-
levant domain ontologies. 

─ Context & Security Policy layer: This layer is in charge of the efficient implemen-
tation of information security and privacy policies. More importantly, this layer in-
cludes context ontologies for describing personal services and the enforcement of 

                                                           
2 http://en.wikipedia.org/wiki/Mashup_(web_application_hybrid) 
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privacy policies for self-monitoring of shared information in social networks [15]. 
Further details about this approach are provided in our previous article [16]. 

─ Mashup layer: In this layer, the mashable semantic data of lower layers will be 
integrated and used in various use cases of data integration. To create mashup, the 
services of SemanticLIFE and SocialLIFE are referred in the mashup language that 
will be introduced in Section 3.1. 

─ Data visualization layer: This layer enhances the original contents by adding 
graphical representations like maps or images (e.g., Google Map, Flickr, etc.). This 
layer constitutes the main workspace that allows end-users to interact with the ma-
shup platform. 

In our framework, the following three groups of services are supported: 
─ SPARQL-based services: These services query the semantic data via dedicated 

SPARQL endpoints such as DBpedia3, Events4, etc. 
─ Third party services: These services represent the third party APIs that do not ex-

pose RDF data. Examples of such APIs are Flickr, Google Map, etc. 
─ Personal services: These services query the personal resources via custom personal 

services or data repository of Semantic Desktops. 
Our semantic-aware mashup platform is equipped with a resource mashup language, 
which is used to create widget compositions and dataflows based on the aforemen-
tioned services. In the following section, more details about this mashup language is 
provided. 

3.1 Personal Resources Mashup Language 

The proposed Personal Resources Mashup Language (PRML) aims to: 
─ Create a simple mashup language, which uses the domain ontologies and helps 

developers to create semantic-aware data widgets. 
─ Formulate the composite solutions based on connectable widgets in order to ad-

dress the user requirements. 
The PRML has four main components, namely mashup, environment, widget, and 
parameter as described in Fig. 5. 

The root element of PRML schema is the mashup element and contains an envi-
ronment sub-element, which can be SemanticLIFE, SocialLIFE or any other prede-
fined context. 
The third level of PRML contains the required widgets with the following primary 
attributes: 
─ context and type: are the name and type of the required context respectively.  
─ source: indicates the service source of widgets (SPARQL endpoint, third party 

service, or personal service). 
─ role: indicates the role assigned to a specific user or a group of users who can use 

the widget. 

                                                           
3 http://dbpedia.org/snorql/ 
4 http://eventmedia.eurecom.fr/sparql/ 
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─ mapping: supports mapping to ontology resources or properties, for example, map-
ping=”rdf:type :Place” is mapping the input/output with the Place concept of the 
target ontology.  

─ parameters: indicates the additional parameters of the target widget (input and 
output parameters). 

 

Fig. 5. The schema of personal resources mashup language (PRML) 

The fourth level of PRML are parameters which contain one or more input and output 
elements with the following attributes: 
─ type: is the type of input/output parameters (String, Number, Array, Boolean, Date). 
─ mapping: supports mapping to the ontology resources or properties.  
─ acceptedData/dataFormat: is the type of data format that is accepted by the input 

ports. The data format can be JSON, XML, SPARQL-results or object. 
─ operator: identifies an operator to construct constraints (for instance: > , < , regular 

expression, etc.) 
─ requireSource: indicates the input of the target widget if required. 

3.2 Semantic Mashup Formalization 

In this section, the formal definition of mashup concepts and mashup rules based the 
proposed mashup language will be defined. 

Definition 1. Widget  

A widget is a tuple of <I, R, P> where I = {i1,i2,… ,ip} is a set of Input ports, R is the 
result set and P is the process (or web service) which is run internally in the widget to 
consume the inputs I and produce the result R. Each one of these elements has a set of 
metadata that describes the functions and properties of that element. The input ports 
and output results will have the previously defined attributes of input and output pa-
rameter of PRML (e.g. type, mapping, acceptedData/dataFormat, etc.). 

The process may include further metadata such as additional parameters for  
the widget (e.g. id, name, width, height…), process description, and type of process 
(e.g., SPARQL, Javascript based, Web Service, etc.). In order to use widgets, they 
should be instantiated and called by the mashup framework. 
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Definition 2. Mashup 

A mashup M is a set of 4-tuple, M = {<wi,cij,wj, Iwj> |  i,j=0…n, i ≠ j} where 

─ wi, wj ∈ W are instances of widget (W is the set of available widgets) 
─ cij  is the connector between two widgets that denotes the dataflow between output 

port of widget wi and the Iwj input port of widget wj. 

In order to help users to design mashups in a semantic way, some rules for the ma-
shup process are needed that are defined as follows.  
Let D = {d1, d2, ..., dq} be a set of data formats, and O = {o1, o2, ..., or} be a set of 
ontology types. 

Rule 1: Feasible Connection 

A feasible connection between two widgets wi and wj is a connection cij where the 
data format (di) or mapping ontology type (oi) of the output port on widget wi side is 
compatible with dj or oj on the input port at widget wj side. 

Rule 2: Avoiding loops 

If the Mashup contains a 4-tuple <wi, cii+1, wi+1, Iwi+1> then there should be no path 
<wi+1, ci+1 i+2, wi+2, Iwi+2> ….<wi+n, ci+n i+n+1, wi+n+1, Iwi+n+1> where wi+n+1= wi. 

3.3 Widget-Based Query Generation 

To query remote RDF resources, the corresponding query is constructed based on 
widget parameters as follows: 

Suppose I = {i1, i2,..., in} is a set of input parameters of a given widget and R is the 
resulting output  of this widget. Each input parameter ij (j=0…n) has also its optional 
properties (i.e., name, mapping, type, value and operator).  

A query Q can be defined as: Q = <S, W, F> where:  
─ S = <SELECT, R, I>: SELECT statement with relevant parameters 
─ W = <WHERE, R, I>: WHERE clause with relevant parameters 
─ F = <FILTER, I>: FILTER constrains with relevant required parameters 
Query Q is generated in three steps as described below (depicted in Fig. 6): 
─ Step 1: The parameters’ names are enumerated for creating the SELECT part. The 

SPARQL variables of SELECT statement are formed as “SELECT ?R ?i1[name] … 
?in[name]” by using output R and relevant parameters’ names.  

─ Step 2: The output R and the parameter names and mappings are used to form the 
triple patterns of WHERE clause as follows: “WHERE {?R ?i1[mapping] ?i1[name] . … . 
?R ?in[mapping] ?in[name] }”. 

─ Step 3: The names, values, and operator of parameters are used to add filter con-
straints. Depending on relevant parameter’s operator, the syntax of the FILTER 
will be formed differently. For example, if the operator of ij is ‘regex’, the string 
matching syntax must be “FILTER (regex(?ij[name], ?ij[value]))”; otherwise, the syntax 
must “FILTER (?ij[name] ?ij[operator] ?ij[value])”. 
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Fig. 6. SPARQL query generation based on widget parameters 

3.4 Widget UI Generation 

In the proposed mashup system, UI Widgets are both a graphical user interface and a 
software component with a specific function. In PRML syntax, the UI Widgets can be 
described as a user interface with standard web form elements. In this section, a con-
venient and flexible UI generation mechanism for parsing and rendering the form 
widgets will be provided. This mechanism and the required steps for the UI Widget 
rendering process is described in the figure 7: 
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Fig. 7. Widget UI generation mechanism 

D
ef

in
in

g 
W

id
ge

t  

P
ar

am
et

er
s 

in
 P

R
M

L
 

P
ar

si
ng

 p
ar

am
et

er
s 

 
in

to
 S

P
A

R
Q

L
 

# With ij∈P, j=0…n 
SELECT ?R ?i1[name] ?i2[name]… ?in[name] 
WHERE {?R ?i1[mapping] ?i1[name] . 
       ?R ?i2[mapping] ?i2[name] . … 
       ?R ?in[mapping] ?in[name] . 
<!-- if ii[operator]= 'regex'--> 
FILTER (regex(?ij[name], ?ij[value])) 
<!-- else --> 
FILTER (?ij[name] ?ij[operator] ?ij[value])} 

<parameter> 
<input name='i1[name]' mapping='i1[mapping]' type='i1[type]' 
value='i1[value]' operator='i1[operator]'/> 
<input name='i2[name]' mapping='i2[mapping]' type='i2[type]' 
value='i2[value]' operator='i2[operator]'/> … … … 
<input name='in[name]' mapping='in[mapping]' type='in[type]' 
value='in[value]' operator='in[operator]'/> 
<output name='R'/> 

</parameter> 
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The following example describes the generation steps of Widget UI with the ap-
propriate ontologies and services from a PRML file (as depicted in Fig. 8): 
─ The widget’s parameters are extracted from the corresponding PRML file: for ex-

ample, the BankStatements widget defines the following input parameters in the 
PRML description file: account, memo, amount, start_date, and end_date; and 
output parameter bank_statements. 

─ Widget description files are then imported into the widget manager component. 
Widget container validates and processes the PRML files. In this step, widget pa-
rameters are rendered as form elements that are also mapped to the appropriate 
concepts of domain ontologies. As such, each input parameter is represented as a 
form element (e.g. textbox, combo box or date field). For example, in case of 
BankStatements widget, the account input parameter will be represented as a text-
box and is mapped to the ontology concept ofx:ACCTID and the input parameter 
start_date is rendered as a date field which is mapped to the ontology concept 
ofx:DTPOSTED, and so on. 

─ The description of UI Widget will be also used to generate the required SPARQL 
query with relevant variables as described in section 3.3. 
 

Mapping domain ontology 

UI generation Define Bank Statements widget in PRML 

query generation 

 

Fig. 8. An example of Widget UI and widget-based query 

3.5 Mashup Algorithm 

Suppose that a set of widgets {wi…wj} are used in a specific mashup composition M. 
If wj is requested to execute, then it is necessary to check whether wj requires output 
from another widget wi or not. If wj has no required input, then it can be executed 
independently. Otherwise, the requied widget that provides the required input needs to 
be executed first. For this reason, a mashup algorithm for possible loop detection is 
required.  
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The algorithm for mashup execution is based on the acyclic directed graphs, in 
which each widget of mashup is considered as a graph vertex, and each connection 
between two widgets is considered as a graph edge. For iterating through all widgets 
of a mashup (nodes of the graph), the Depth first-search (DFS) algorithm is used to 
visit the widgets. In case of mashup, the output value of any selected widget will be 
the input value of the connected widgets via the relevant port. The mashup M and the 
visited widget will be handled by a recursive function. Each visited widget will be 
asked to execute its internal process and return the value via its output port. The re-
turned value will be then considered as the input value for the connected widgets. 
Instead of checking all edges at once in DFS algorithm, the edges are checked in two 
phases by differentiating discovery edges and back edges via input ports or output 
port respectively. Discovery edges are those edges that connect a vertex to another 
descendant node, and back edges are those edges that connect a vertex to another 
ancestor node. The mashup execution algorithm is described in the following recur-
sive pseudo code: 

 
Algorithm processWidget(M,widget) 

Input: mashup M, an instance widget ∈ M 
1: if widget.inputPorts > 0 then 

2:        for each inputPort ∈ widget 
           //get connected widget 

3:            previousWidget =  inputPort.connectedWidget 
4:            if previousWidget is executed then 

               //get value of connected widget 
5:                widget.inputPort.value = previousWidget.outputPort.value   
6:            else 
7:                //recursive-process connected widget  
8:                widget.inputPort.isVisited = true 
9:                processWidget(M,previousWidget) 
10:        end for 
11: end if 
12: widget.isExecuted = true; 

//executeProcess function: execute process inside widget (SPARQL, service, etc) 
13: widgetResult = executeProcess() 

14: for each outputPort ∈ widget 
15:       nextWidget = outputPort.connectedWidget  
16:       if nextWidget.inputPort is visited then     
17:          //get value of current widget   
18:          nextWidget.inputPort.value = widgetResult           
19:       else 

          //recursive-process connected widget 
20:           nextWidget.inputPort.isVisited = true 
21:           processWidget(M,nextWidget) 
22:       end if 
23: end for 
24: return widgetResult 

Algorithm 1: Mashup algorithm 
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4 Use Cases 

As a proof of concept of the proposed approach, some mashup use cases have been 
defined to prove the usefulness of our mashup platform and combine the personal 
resources of SemanticLIFE and SocialLIFE. 

4.1 Use Case: Personal Finance Mashup 

The first use case is dedicated to the Tim Berners-Lee’s vision about combining dif-
ferent data resources [17]. He has formulated this vision as follows: “The Semantic 
Web is a web of data. There is lots of data we all use every day, and it is not part of 
the web. I can see my bank statements on the web, and my photographs, and I can see 
my appointments in a calendar. But can I see my photos in a calendar to see what I 
was doing when I took them? Can I see bank statement lines in a calendar? Why not? 
Because we do not have a web of data. Because data is controlled by applications, 
and each application keeps it to itself”. Besides, you might have many bank accounts 
and want to keep a record of different bank transactions from those accounts in a sin-
gle view (i.e., a calendar view). For realizing this use case, we have created a specific 
data convertor that converts the financial data from OFX format into RDF triple and 
stored in the SemanticLIFE repository. Figure 9, depicts for the personal finance ma-
shup. To illustrate and demonstrate the feasibility of this use case, two basic widgets 
are used: 
─ Bank Statements widget: which retrieves the bank statements of a given bank ac-

count in a specific period of time. 
─ Calendar widget: which shows the details of bank statements in a single and flexi-

ble view. 
 

 

Fig. 9. Personal finance mashup for showing bank statements in calendar view 

4.2 Use Case: Personalized Mashup 

This use case is aiming to combine and enrich some personal data with relevant data 
from social networks and is formulated as follows: I want to check the events in my 
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local calendar as well as events from my SNSs in a specific time. For a specific event, 
show me some famous tourist attractions in the location of that event, including some 
photos (if available), other additional contextual information (weather condition, my 
friends, etc.). 
This use case can be realized via a personalized mashup that uses the following six 
widgets (as depicted in Fig. 10): 
─ Calendar Events widget: retrieves personal calendar events from SemanticLIFE or 

SocialLIFE (i.e., Facebook events as mentioned in Section 2). This widget will re-
turn the events with relevant information (e.g. locations or organizer). 

─ Tourist attractions widget: calls the third party service to return information about 
places based on the given input location. This service may be a query to DBpedia 
via its dedicated SPARQL Endpoint. 

─ Geolocation converter: is a widget that converts the place address into the geoloca-
tion format for viewing in Google map. 

─ Google map widget: shows the obtained places in a Google map. 
─ Flickr widget: is a third party service of Flickr to search photos that match some 

given criteria. In this use case, the matching condition will be the name of the place. 
─ Weather widget: shows the weather forecast of the given place. 

 

 

Fig. 10. Design personalized mashup 

5 Related Work 

There are a number of research works that deal with part of our proposed approach: 
(i) expanding the scope of Semantic Desktops with social community aspects, and (ii) 
building semantic mashup applications to support end-users integrate and reuse their 
heterogeneous personal life items. Nepomuk [18] is mainly enabling a more meaning-
ful searching on the desktops and bridging the gap between Semantic Desktops and 
Linked Data, but does not support end-users in data mashups. DERI Pipes [19] have 
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mainly focused on the data aggregation that aims at (semi-) automating mashup de-
velopment, but end-users are still required to master a basic level of programming 
knowledge, such as specifying parameters for operators and widgets. Besides, some 
mashup languages (e.g. Yahoo Query Language5, Enterprise Mashup Markup Lan-
guage6) are proposed for the description of programming logic and presentation of 
data. However, these languages are mostly not easy to understand for end-users with-
out prior knowledge of those languages or extensive programming skills. In addition, 
those languages does not support ontology or customized ontology mapping yet and 
support only the construction and formulation of service calls and their execution. 

In our semantic-based mashup framework, end-users without programming skills 
can easily find the right and feasible widget connections on the fly. Fig. 11 depicts the 
semantic-aware dataflow between widgets and depicts how the mashup platform sup-
ports the end-users to find the appropriate input/output connections. 

  
 

6  

7  

8  

 
 

Fig. 11. Semantic-aware dataflow 

9 Conclusion and Future Work 

In this paper, we have developed a mashup framework where users and mashup de-
velopers can collaborate to design personalized mashups on demand. We have also 
proposed a mashup language that supports mapping ontologies in designing semantic-
aware mashup dataflows. The overall objective of this approach is aiming at overcom-
ing the steadily increasing problem of information overload of Semantic Desktops and 
SNSs (i.e. SemanticLIFE and SocialLIFE in particular). To achieve this goal, the 
proposed solution expands the scope of our SemanticLIFE in particular and the Se-
mantic Desktops systems in general into the Web of Data.  

As future work, the development of the proposed system will be continued to fur-
ther improve the mashup language and the mashup framework. In this context, we 
will extend our widget collection to include more third party services of well-known 

                                                           
5 http://developer.yahoo.com/yql/ 
6 http://en.wikipedia.org/wiki/EMML 

 
 

Wrong mashup connection,  
which is not allowed in mashup design 

 

Feasible mashup connection 
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SNSs in order to enrich both personal resources and the mashup repository. Further-
more, the development towards the automatic widget composition will be investi-
gated. Another interesting issue is the mashup sharing which should be supported in 
order to enable end-users in building data mashups collaboratively in organiza-
tions/enterprises. In addition, further experiments for performance and usability eval-
uation should be conducted. 
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Abstract. Future Internet of Things is being deployed massively, since it is  
being already concerned deployments with thousands of nodes, which present a 
new dimension of capacities for monitoring solutions such as smart cities, home 
automation, and continuous healthcare. This new dimension is also presenting 
new challenges, in issues related with scalability, security and management, 
which require to be addressed in order to make feasible the Internet of Things-
based solutions. This work presents a Trust Extension Protocol for Authentica-
tion in Networks Oriented to Management (TEPANOM). This protocol allows, 
on the one hand, the identity verification and authentication in the system, and 
on the other hand the bootstrapping, configuration and trust extension of the 
deployment and management domains to the new device. Thereby, TEPANOM 
defines a scalable network management solution for the Internet of Things, 
which addresses the security requirements, and allows an easy, and transparent 
support for the management, which are highly desirable and necessary features 
for the successful of the solutions based on the Internet of things. The proposed 
protocol has been instanced for the use case of a fire alarm management system, 
and successfully evaluated with the tools from the Automated Validation of  
Internet Security Protocols and Applications (AVISPA) framework. 

Keywords: Sensor Networks Management, Security, Management Architec-
ture, Internet of Things, Future Internet. 

1 Introduction 

The number and diversity of sensors and devices deployed is growing tremendously 
thanks to their capacities to offer low cost air-interfaces which allow an easy and 
quick deployment, the suitability of them to support an extended range of solutions, 
the infrastructure capacities to provide an Internet access to these networks, which is 
becoming ubiquitous to all the environments and users, and accessible for the sensors 
with the evolution of technologies such as IPv6 Low Power Wireless Personal Area 
Networks (6LoWPAN), and finally with the definition of  In numerous this extension 
of the Internet to smart things is estimated for reaching by 2020 between 50 to 100 
billion of devices defining the called Internet of Things.  
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A new generation of services where all the devices around the user are connected 
presents challenges for security management in aspects such as bootstrapping, priva-
cy, confidentiality and trust.  

 
 

 

Fig. 1. TEPANOM Architecture 

This security management cannot be addressed with the traditional out-of-band and 
centralized techniques, which are usually considered, designed and definitively added 
to the service in a final stage of the solution development. This requires a definition of 
the management issues at the design phase, since this requires a higher level of dis-
cussion, scalability and considerations in order to solve the requirements for scalabili-
ty, which present the need of manage millions of devices, for that reason it is required 
a new management paradigm to cope with those new challenges, since out-of-band 
management is not able to setup a large number of device. It is required an in-band 
management, with semi-automatic configuration, bootstrapping online, assisted dep-
loyment of keys, i.e. key management protocols, and authentication of devices based 
on identity instead of simple identifiers.  

For that reason, this work is focused on offer a scalable and secure management 
protocol, which allows, on the one hand, the identity verification and authentication of 
the new devices deployed in a network, and on the other hand, the extension of the 
trust domain to these new devices. Thereby, with this semi-automatic bootstrapping 
and configuration of the new devices is more feasible, scalable and extensible the 
deployments based on Internet of Things. This protocol addresses the requirements 
from the novel services, where security is highly required and desirable, such as au-
thentication for home automation solutions. 
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The major novelty from this authentication protocol is that it is focused to the 
manufacturer, assuming that it is the common trustable previous “control point” to 
the initial installation for new devices. Therefore, it is the point where it can be pre-
configured a set of credentials, which can be used after to verify the identity (type of 
device, family, features etc.) for the devices. 

In addition, this kind of identity verification allows, on the one hand, make simpler 
and more automatic the bootstrapping, and on the other hand to authenticate the origi-
nality from a product face to guarantee the quality from an installation. This a high 
requirement assuming security deployments such as fire alarms.  

2 TEPANOM Architecture 

The architecture considered to extend for the entities defined by the Trust Extension 
Protocol for Authentication in Networks oriented to Management (TEPANOM) is 
based on the current Internet Architecture. The layout of the considered architecture is 
presented in the Fig 1. 

The architecture is based on the domain names and locators of the current Internet. 
The role of the domain/device name and locator are:  

• Domain name represents "whose it is", are usually denoted by Uniform Re-
source Locator (URL) such as the used for the WEB, e.g. lab.um.es.  

• Device name represents "who it is", are usually denoted by variable-length 
strings e.g. Uniform Resource Name (URN), or a human readable and re-
membered name such as a Network Access Identifier (NAI), e.g. 
temp_sensor- 2C91@lab.hevs.ch, which represents a sensor called 
temp_sensor- 2C91 inside the mentioned domain. This name is what can be 
used as a base-name to access specific web services and properties/methods 
with technologies such as by Simple Network Management protocol 
(SNMP) for management, or RESTFul from a more focused Internet of 
Things point of view, with the Web of Things. 

• Locator is used to represent the location of an object in the network; it usually 
uses the IPv6 address.  

 
The architecture is composed by the signaling control network, which mainly de-

fines the mentioned mapping between the domain names and its locators, the inter-
working infrastructure with the routers and interconnection systems for the global 
transit networks, and the gateways, proxies and translators for the edge networks. 

2.1   Signaling Control Network 

The roles of the entities from the signaling control network are presented in Fig. 1. 
• Domain Name System (DNS): This offers a mapping between the hostname 

and domain name which a particular host or device belongs to. This stores 
the binding between a domain and the manager of that domain, servers and 
resources centers. DNS have a hierarchical structure; thereby they can be ef-
fectively organized into a hierarchical logical network.  As alternative to the 
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DNS, it can be found several solutions for the location of host and devices in 
the network such as Distributed Hash Tables, ID/Locator split architectures, 
and finally, in order to make the name/locator mapping more secure it can be 
also considered for this part of the architecture security extensions for DNS, 
i.e. DNSSEC (Domain Name System Security Extension), or for the men-
tioned ID/Locator architecture. 

• TEPANOM Authentication Point (TAP): This entity is used to validate new 
devices/entities. This is a Trust point, following a similar idea to other enti-
ties such as the Trust Resolution Handlers (TRHs) defined in Data-Oriented 
Network Architecture (DONA) , where data needs to be registered in TRHs 
to validate the content and provider. In our approach, instead of data the reg-
istered entities are devices and the TAP is offered by the devices providers 
such as the manufacturer considered for the use case described in this work 
for security deployment of fire detection systems. Thereby, they can be dy-
namically registered and authenticated,  where is presented the protocol pro-
posed to reach this scalable security support. 

2.2   Global Transit Network 

This is a collection of networks and physical routers which interconnect the public 
organizations, research centers, and end users through Internet Service Providers 
around the entire world. This is composed of routers, backbones, servers, systems and 
agents of some of the entities mentioned from the signaling control network. The 
DNS and TAP are physically connected to this global transit network to store the 
records of host and device information, and make feasible a global access to the ser-
vices of hostname resolution and provide global mobility capabilities. 

2.3   Edge Networks 

The edge networks provide access to the end systems such as hosts and clients 
through wired or wireless links. Examples can be any of the current industrial net-
works such as Control Area Networks (CAN), vehicular networks and hospital net-
works. These networks are connected to the Global Transit Network via one or more 
gateways. Thus a GW has at least two network interfaces, one connected to the edge 
network and the other to the global transit network, see Figure 1. Examples of gate-
ways are: 

• Multiprotocol cards and adaptors: The current situation of the Internet of 
Things can be compared to an archipelago, where the devices can interact 
with other devices from their own island, but not with devices from outside. 
A solution for this heterogeneity is found ins solutions such as Universal De-
vice Gateway (UDG), or Multi-protocol cards which provide physical con-
nectivity through various communication protocols, such as KNX and X10 
from building automation. 

• Translators: IPv4 to IPv6 translators for networks which are not adapted. 
• IPv6 gateways: GW for networks with IPv6 support, it is the link between the 

ISP and the client/end user. 
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• 6LoWPAN Border Router: Adapt the IPv6 packet to the defined in the 
6LoWPAN standard (RFC 4494) for making IPv6 headers size feasible for 
constrained Low Power Wireless Personal Area Networks (LoWPANs). 

3 TEPANOM Protocol 

The Internet of Things deployments are being considered solutions with hundreds to 
thousands of nodes, what is defining a new dimension of the monitoring and control 
capabilities for solutions such as home automation, healthcare monitoring, and the use 
case considered in this work fire detectors monitoring, such as mentioned, this high 
capacity is presenting a critical challenge for managing in order to reach a scalable 
and safe management, offering a framework able to unify the functions of bootstrap-
ping, configuration, set up, operation, check resource availability, administration and 
maintenance of all elements and services deployed. 

The solution proposed on this work is TEPANOM, which is originally the gate 
guard in the temples in the islands of Thailand. It was chosen since the current inter-
net is presented as an archipelago formed by several islands/networks with multi-
technologies and multi-domains. 

The three domains involved in the process for deployment, authentication, boot-
strapping and configuration of a new device are presented in Fig. 1. They are, first, 
the factory domain, which is the domain for the provider or manufacturer from that 
device. Second, the manager domain for the remote monitoring station in solutions 
oriented to management, and finally the deployment domain, which refers to the do-
main where the new device to be monitored is being deployed. 

The goals of TEPANOM protocol are: 
• Verify that the new device belongs to an island, network or domain which is 

trustable from the gateway/platform where the new device is being deployed. 
• Authenticate to the new device from its factory domain, e.g. provider or manu-

facturer. 
• Optionally this also allows to send the identity of the device from the factory 

domain to the manager and deployment domains, e.g. technical specification 
and available resources/methods for consumer devices.  

• Finally, this extends the trust domain from the deployment network to that new 
device. 

The architecture defines two planes, on the one hand the signaling control plane 
composed by the DNS for naming resolution, and the servers and deployed platform, 
for the control, and on the other hand, the data plane, which is composed by the back-
bone and gateways, which offer the connectivity to the signaling control network and 
edge networks. 

In the signaling control plane, it has been defined the existence of a trust relation-
ship between the deployment platform and the manager server, this relationship is 
established during the deployment of the client/user side platform, e.g., the deploy-
ment of the residential platform for home automation solutions  (see green tunnel in 
Fig. 2). In addition, it has been defined intra-domain trust relationships for each one 
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of the domains, considering that the local communication between devices and its 
platform, and servers is safe (see blue tunnels in Fig. 2).  

 

 

Fig. 2. TEPANOM environment and domains 

The TEPANOM protocol defines two phases, a first phase for the authentication 
with the manufacturer, where the new device must prove to its gateway in the dep-
loyment environment that it is a proper device, with a profile, resources, services and 
quality adequate for the client and manager requirements. and a second phase for the 
trust extension and registration with the manager/remote monitoring center. The next 
subsections describe the protocol for each one of the phases. 

3.1 Authentication Phase 

The authentication of the device and its features is carried out with the services of-
fered by the manufacturer through the manufacturer authentication agent, which has 
been denominated TEPANOM Authentication Point (TAP). The new device must 
prove to the TAP that it is the same entity they manufacture, requiring for that goal 
the use of cryptographic identities defined during the manufacturing phase, it is prede-
fined the Factory Shared Key (SK0) in conjunction with the already defined devices 
such as MAC and Serial Number. 
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Fig. 3. TEPANOM Authentication Phase 

The authentication is carried out with the Factory domain, where are deployed the 
TEPANOM Guard and TEPANOM Authentication Point.  

The TEPANOM Guard protects of the Denial-of-Service (DoS) attacks to the TE-
PANOM Authentication Point, since it is one of the most important challenges from 
the current Internet and Future Internet of Things, where the majority of the deployed 
protocols in Internet are vulnerable to DoS attacks.  

The exchanged messages for the Authentication phase presented in the Fig. 3 are: 
 

A.0) At the beginning the new device joins to the network in a local level.  
 

A.1) Then this starts the TEPANOM protocol sending the TEPANOM Request, this 
includes the Serial Number, which can be required for the Puzzle election. 

DeviceTicket (DT) = {Serial Number | Time Stamp}_SK0 
 

A.2) The gateway of the deployment, which is considered an intelligent platform 
such as the multiprotocol cards, starts the authentication process with the factory 
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domain, through the Initial Authentication Request message, which includes the Seri-
al Number. 

 

A.3) In the Factory domain, in order to avoid the DoS attacks, it is found the TE-
PANOM Guard, which asks a puzzle challenge to the new device, in order to verify 
its real interest and delay the DoS attacks, for example the time for resolving a puzzle 
by the end node can be a task which takes several seconds. Therefore, it cannot flood 
the TAP, since it is limited to a query each several seconds. This puzzle can be based 
on functions such as the found for HIP, which asks to the node look for a number 
which carrying out a set of calculus with the offered number get a result with a specif-
ic properties, e.g. a defined number of zeros in the tail. The puzzle is solved in a pe-
riod of a few seconds, e.g. between 5 and 300 seconds. This needs to be understood, 
that it is an operation which is only carried out for the bootstrapping, therefore it is 
not impacting a high time, and this requires to be heavy and expensive enough, in 
order to avoid that high performance CPUs can solve it is few milliseconds, which 
means that they are able to flood the TAP. For that reason, it is looked for a tradeoff 
between the time required for the sensor node and a high performance CPU. Com-
plexity can be chosen in function of the device capacities, for that reason it is asked 
the Serial Number, since it could be optionally be used for the Puzzle selection. 

 
A.4) The new device resolves the puzzle and this sends the response with the Au-

thentication Request for the TAP, this includes its credential, i.e. DeviceTicket (DT). 
DT is a token used for the verification of the new device by the TAP; this includes a 
timestamp to prevent replay attacks. 

DeviceTicket (DT) = {Serial Number | Time Stamp}_SK0 

A.5) The TEPANOM Guard and TAP verify the Puzzle and DT respectively. 
 
A.6) In case that the verification is satisfied, TAP sends the DeviceSheet (DS), 

which includes an extended description of the devices resources, methods and capa-
bilities for its set up in the manager. This also includes the Registration Session Key 
(SKreg), which is sent in two versions, on the one hand, SKreg and a timestamp pro-
tected with SK0, which is sent to the new device in an unprotected medium in the 
deployment domain, because new device is not sharing any initial secret with the 
deployment GW, and this initial secret is required for the safe SK1 establishment. 

SKreg_device  = {SKreg | Time Stamp}_SK0 

On the other hand, SKreg is sent protected with the public key of the deployment 
GW. Thereby, it cannot be intercepted in the originally unprotected route from the 
factory domain to the manager domain.  
 Finally, the deployment GW keeps the DS, SKreg, and SKreg_device, this last 
until that it is registered in the manager. The technique used for sending 
SKreg_device is comparable to the technique used to make the ticket in Kerberos, 
which permits to send SKreg encrypted end-to-end, being forwarded by intermediate 
nodes which cannot understand it. 
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Fig. 4. TEPANOM Trust Extension Phase 

3.2 Trust Extension Phase 

The Trust Extension part is composed of the activities for the registration in the man-
ager of the methods and resources from the new device specified in its DS, and the 
establishment of a new shared key between the manager, deployment domain and new 
device, which is SK1. For that purpose the deployment GW keeps the SKreg key in 
its two ciphered versions, and the DeviceSheet (DS) from the Authentication Phase. 

The exchanged messages for the Trust Extension phase presented in the Fig. 4 are: 
 
TE.1) At the beginning the deployment GW generates the Part A for the Diffie-

Hellman Key exchange of SK1. (nA: private part, and PA: public part),  PA=nA*G, 
where G is the generator of the curve. 

 
TE.2) Then the deployment GW sends to the remote monitoring center the Registra-

tion Request with PA and DS. 
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TE.3) The remote monitoring center verifies the authenticity of DS through the sig-
nature included by the TAP, in order to check that it has been really generated by the 
indicated manufacturer.  

 

TE.4) Generation of the Part B of SK1 (nB: private part, and PB: public part), for 
the Diffie-Hellman Key exchange, PB=nB*G, and SK1=nA*PB=nB*PA=nA*nB*G. 
Then this registers SK1 for the indicated device in the manager server. 

 

TE.5) Return Routability Process. Remote Monitoring Center sends the PB through 
the trust chain defined by the control entities, which has a trust relationship estab-
lished during the set up of the deployment GW, and this also sends the same message 
directly through the data plane.  

 

TE.6) The deployment GW verifies through the RR process that there is not an in-
truder (man-in-the-middle) distorting or blocking the inter-domain communications in 
the data plane. Then this forms SK1 with the received PB. 

 

TE.7) The deployment GW sends to the new device the TEPANOM confirm, indi-
cating that it has been sucessfuly verified by the TAP in the Factory domain and regi-
stred by the remote monitoring center and manage server in the management domain. 
Finally, this sends SKreg encrypted with SK0, and SK1 encrypted with SKreg. The-
reby, it can get SK1 in a secure way, and establish SK1 for its communications with 
the manager and deployment domain. Thereby, it is extended the trust domain. 

4 Conclusions 

Internet of Things offers a new dimension of technologies and capabilities for the 
development of a new generation of solutions to be used in the industry, healthcare, 
transport, houses and our daily life. This new generation also is presenting several 
challenges and open problems that need to be investigated. We have focused on, on 
the one hand, security and privacy for the authentication and protection of those net-
works, and on the other hand, management of those networks for configuration, boot-
strapping addressing the scalability and security requirements. 

There are several significant differences in the management of traditional networks 
and the defined by the Future Internet of Things. For that reason, it has been proposed 
a different management architecture, where are considered the found features, re-
quirements and constrains. 

Finally, with distributed resource repositories and the required functionalities such 
as: scalable look up, discovery of "Internet of Things" resources and services, context-
awareness, reliability, self-management, self-configuration, self-healing properties. 
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Abstract. In recent years, parallel computing capabilities have been more  
powerful than before. Consequently some block cipher standards, such as DES 
used to protect important electronic messages, have been cracked in the past 
years. Also due to the rapid development of hardware processing speeds, 3DES 
and AES may someday be solved by brute-force attacks. Basically, the common 
characteristics of these block cipher standards are that each time, when a stan-
dard is invoked, the same parent key is used to generate subkeys. The subkeys 
are then utilized in the standard's encryption rounds to encrypt data. In fact, the 
variability of the key values is quite limited. Generally, producing random  
parameters to encrypt data is an effective method to improve the security of  
ciphertext. But how to ensure the security level of using and delivering these 
random parameters and how to avoid information leakage have been a chal-
lenge. So in this paper, we propose a novel random parameter protection  
approach, called the Initialization Cipher Block Method(ICBM for short), 
which protects random parameters by using a two-dimensional operation and 
employs random parameters to change the value of a fixed parent key for block 
ciphering, thus lowering the security risk of a block cipher algorithm. Security 
analysis demonstrates that the ICBM effectively improve the security level of a 
protected system. Of course, this also safely protect our homeland, particularly 
when it is applied to our governmental document delivery systems. 

Keywords: Cryptography, Block Cipher, random parameter, Two-Dimensional 
Operation, ICBM. 

1 Introduction 

In recent years, due to the rapid development of different network technologies, many 
government offices, private companies, banks, etc. for environmental protection pur-
pose send electronic documents, rather than paper documents, to people or customers 
to save paper consumption, of course also reducing the resource consumption for our 
homelands. With this achievement, information on the contrary is easily spread, deli-
vered and obtained. Today, the Internet has been the biggest information pool, from 
which users can access different kinds of required data. However, when people enjoy 
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the Internet access, attackers may also steal private information through the Internet for 
a variety of purposes. Currently, new attacks have been developed quickly and new 
vulnerabilities have been discovered frequently. So it is hard for us to completely pro-
tect private information by using IDS, IPS and firewall. Then how to use cryptographic 
techniques to protect such information has been a very serious and urgent issue. 

In the field of data encryption, block cipher is one of the most common method to 
protect electronic documents from being known to hackers. The most famous and 
widely used block cipher standards are the Data Encryption Standard (DES)[1], Triple 
Data Encryption Standard (3DES)[2] and Advanced Encryption Standard(AES)[3] 
published by National Institute of Standards and Technology (NIST). However, in 
1997, DES message has been broken for the first time in public. And in 1999, the 
security key of DES has been broken[4]. Due to the rapid advance of hardware speed 
and parallel computing, securely protecting this type of fixed-key cryptography has 
been a technical challenge[5]. Now the block cipher standards still used in many ways 
to protect personal privacy and confidential information. We hope to enhance their 
security levels without significantly changing their original structures. 

Therefore, in this study, we propose a random number protection approach, named 
Initialization Cipher Block Method (ICBM for short), which strengthens the security 
of the block cipher standards by adding random parameters, which are themselves 
unpredictable, to them. Security analysis shows that the random parameters as securi-
ty keys can effectively rise the security level of a system since only the user who has 
the legitimate keys can solve those messages protected by these random parameters. 

The rest of this paper is organized as follows. Section 2 introduces the most popu-
lar block cipher standards. Section 3describesthe proposed method. The security of 
Initialization Cipher Block Method is analyzed in Section 4.Section5concludes this 
paper and outlines our future studies. 

2 Related Work 

In this section, we individually introduce DES, 3DES and AES. 

2.1 DES and 3DES 

DES algorithm was first developed between 1973 and 1974 by International Business 
Machines Corporation (IBM). This proposal was then accepted and published by Na-
tional Bureau of Standards (NBS), the predecessor of National Institute of Standards 
and Technology (NIST). It is now one of the data encryption standards. Generally, its 
security key is used to customize the transformation from ciphertext to plaintext, i.e., 
only the user who has current key can solve the ciphertext. The original length of a 
key is 64 bits. But only 56 bits are used to encrypt data. Other 8 bits, employed to 
check data parity, are abandoned after encrypting data. Due to short key length, no-
wadays DES is no longer a secure block cipher standard. 

The 3DES is then proposed to solve the short-key problem by repeating DES oper-
ations three times, as three phases, to complete its data encryption and decryption. 
Because users can choose different keys for each phase each time when 3DES is in-
voked, the length of a key is then 168(ൌ 56 ൈ 3) bits. 
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The encryption process of 3DES does not really repeat DES encryption process. In 
the second phase, it decrypts the data, and in the third, it encrypts the data again. In 
other words, an integral 3DES encryption uses DES encryption-decryption-encryption 
process and its decryption employs DES decryption-encryption-decryption process. If 
the three keys utilized in the three phases of encryption and decryption are the same, 
3DES is indeed a DES. 

2.2 AES 

AES algorithm was published by NIST in 2001 to substitute for the DES. Its block 
size is 128 bits. But the key length can be 128, 192 or 256 bits. Generally, a longer 
key can raise a system's security level.AES operation needs a 4 ൈ 4matrix, in which 
an element is 8 bits long. Due to allowing different key lengths, the encryption / de-
cryption algorithms will repeat 10, 12 or 14 rounds and each round includes 4 steps, 
except the last round. The 4 steps are as follows. 
Step 1: AddRoundKey. When an encryption round starts, AES generates a round key 

by invoking the Rijndael key schedule[3], and the key is then XORed with the 
underlying plaintext block. 

Step 2: SubByte. In this step, an element of the 4*4 matrix is moved to its designated 
position according to the content of the Rijndael S-box, which provides the 
matrix with a nonlinear transformation. 

Step 3: ShiftRow. In this step, row i left shifts i bytes, i = 0, 1, 2, 3. 
Step 4: MixColumns. In a column, the 4 bytes from bottom to top are treated as the 

coefficients of the 1, X, Xଶ and Xଷ in a GFሺ2଼ሻ polynomial. The column is 
first multiplied with 3Xଷ ൅ Xଶ ൅ X ൅ 2and moduloed by Xସ ൅ 1. 

3 Initialization Cipher Block Method (ICBM) 

In the ICBM, there is a cipher block generated before the system starts encrypting 
data. The main function of this cipher block is protecting those random parameters 
used to encrypt the parent key. Of course, the length of the cipher block is changed if 
the lengths of the given key is different. 
3.1 Parameters and Functions definition 

In the following, we first define the parameters and functions used by the ICBM: 
K: The key of block ciphering. Its length can be changed to meet the key length of the  
     standard being concerned. 
S-box: The S-box utilized when collaborating with DES or AES. 
K01: The first transient key generated by substituting for the bytes of K, following the  
        content of S-box. 
K02: The second transient key generated by XORing K with K01. 
RND: The random parameter, the length of which is determined by the length of K. 

There are many methods to generate RND, e.g., invoking a random number 
generation function or using the One Time Password(OTP) system provided by 
a programming language, like Java/C++. 
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൅ଶ: A binary adder, which is a logical operator defined in [6]. െଶ: The inverse operation of൅ଶ [6]. 
K': The system key calculated by binary-adding RND and K02 for substituting for K to  
      encrypt / decrypt data blocks. 
ICB: Initialization Cipher Block, which when delivered is placed at the position in  
         front of ciphertext. 

3.2 Encryption Process of ICBM 

Step 1.  K is the parent key of block ciphering, i.e., 56 bits for DES, and 128, 192 or 
256 bits for AES. After K is input, the proposed system will calculate the cor-
responding value, following the content of the S-box of the selected block ci-
pher standard, and then generate the first transient key K01. 

Step 2.  Calculating the second transient key K02 by XORing K01 with K. 
Step 3.  Generating RND by using the example method mentioned above and then 

encrypting it with K01 and K02 to generate two outputs. One is K' which subs-
titutes for K in the following encryption and decryption processes. The other 
is ICB which is output with the ciphertext and as stated above, is placed at the 
position in front of the ciphertext. In decryption process, the ICB needs to be 
decrypted first to obtain the random parameter RND for the following decryp-
tion, i.e., 

 Kᇱ ൌ RND ൅ଶK଴ଶ (1) 

 ICB ൌ  RND ൅ଶK଴ଵ (2) 

 

 

Fig. 1. Generation process of ICB 

3.3 Decryption Process of ICBM 

Step 1.  As shown in Fig. 1, the first transient key K01is obtained by substituting the 
bytes of K, following the content of DES / AES S-box. 

Step 2.  Calculating the second transient key K02 by XORing K01with K. 
Step 3.  After the generation of K01 and K02, RND and K' can be obtained by invok-

ing the following formulas. 
 

 RND ൌ ICB െଶ K଴ଵ (3) 

 Kᇱ ൌ RND ൅ଶK଴ଶ (4) 
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4 Security Analysis 

This section will describe the security of the Two-Dimensional Operation and Initiali-
zation Cipher Block Method. 

4.1 Security of the Two-Dimensional Operation 

Generally, the field of electronic cryptography only uses XOR(⊕) to encrypt / de-
crypt data because it is a fast and simple operation. If plaintext A and a key B are of 

the same length n, the probability of cracking A ⊕ Bis 
ଵଶ౤ , which is also the cost of 

cracking a key by using a brute-force method. 
In this study, we utilized another logic operator, the Binary Adder(൅ଶ), to enhance 

the complexities of the encryption / decryption processes of the ICBM. The security 
level of ൅ଶ is the same as that of XOR [6]. If a key Y of m bits in length is employed 

to encrypt plaintext X of also m bits long, the probability of cracking X ൅ଶ Yis 
ଵଶౣ [7]. 

4.2 Security of Initialization Cipher Block Method 

In the ICBM, we assume that (1) the system key K is X bits in length where X is de-
termined by the block cipher standard invoked, i.e., a key is 56 bits for DES, 56 to 
168 bits for 3DES and 128 to 256 bits for AES;(2) there is a random parameter RND 
which is also X bits long;(3) the attacker has invalidly acquired ICB with the goal of 
obtaining K. 

In section 3.2, the ICB is calculated by adding K01 and RND with ൅ଶ.To crack K, 
the attacker needs to solve current pair of ۃRND, K଴ଵۄby using the invalidly acquired 
ICB and the anti-operatorെଶ.Thecracking probability P of using a brute-force method 

is 
ଵଶX . 

In the cracking process, the values of all parameters are guessed by the attacker, 
except ICB. Even users use a fixed K to encrypt their data, and K01 and K02 are pa-
rameters of a specific length, it is hard for the attacker to solve K since K is encrypted 
by RND and RND is unknown to the attacker. The security level of this method is 
higher than that of only expanding the length of a key due to the unpredictability of 
RND.RND is different each time when it is generated for a session. 

5 Conclusions and Future Studies 

In this paper, we propose the ICBM which employs random parameters to increase 
the unpredictability of the generated ICB. This is a special design for encrypting keys 
before plaintext is encrypted.  So it can be widely applied to different block cipher 
standards, like DES, 3DES and AES. What we need to do is adjusting the length of 
RND to meet the key length of employed standard. 
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ICBM only uses the basic operators, like ⊕,൅ଶand െଶ, and one S-box. Its consump-
tion time is short. In the future, we will apply this concept to block cipher algorithms 
and design an encryption system which has the characteristics of higher randomness, 
security and processing speed than those of the ICBM. We would also like to derive the 
reliability model and performance models for the ICBM and the newly designed system 
mentioned so that users can predict their reliability and performance before using them. 
These constitute our future studies. 
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Abstract. In this paper will be presented some advances in crypto-biometric 
procedures used for encryption and division of secret data, as well as modern 
approaches for strategic management of divided information. Computer tech-
niques for secret information sharing aim to secure information against disclo-
sure to unauthorized persons. The paper will present algorithms dedicated for 
information division and sharing on the basis of biometric or personal features. 
Computer techniques for classified information sharing should also be useful in 
the process of shared information generation and distribution. For this purpose 
there will be presented a new approach for information management based on 
cognitive systems.  

Keywords: Cryptographic protocols, bio-inspired cryptography, secret sharing 
algorithms. 

1 Introduction 

The important and vital information is very often secret. These information need to be 
protected using modern cryptographic procedures and techniques. To guarantee the 
highest level of protection needed to be applied special kinds of security. Sometimes 
it may be a personalized cryptography, which use some personal o biometric pattern 
for security purposes. 

Many methods of information secrecy include secret splitting techniques, secret 
sharing, secure information, individual human biometrics analysis [7-11]. The last one 
– the biometrics analysis include personal features, which are different for each person. 
The most important in such type of analysis is the ability to take into account the indi-
vidual characteristics, for example personal biometrical features. Of course we can 
consider for such purpose both standard as well as non-standard biometric patterns. 

The most important personal biometrics are following [11]: 

• the DNA code,  
• face/hand/foot geometry, 
• the shape of fingerprints, of hand/foot bones,  
• anatomical features of the face, hand, foot, iris, 
• anatomical feature of the body, 
• the structure of blood vessels. 
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The personal features are used to create crypto-biometrics secrecy. These type of secrecy 
is most important in many different kinds of IT systems [5, 6], but the particularly impor-
tant in cognitive information systems, which may be applied for following tasks [11]: 

• to sharing the secret information in enterprise, 
• to splitting the strategic information in organization, 
• to protection of confidential information. 

The basic components of biometric analyses adopted in this paper are crypto-
biometrics for the secrecy of information. The main content of this aspects can be a 
component for analysis, interpreting and mining managing processes [3, 4]. 

2 Data Security in Crypto-Biometrics Model 

Data security in crypto-biometrics models may be achieved using of one of the fol-
lowing algorithm [4, 9, 13, 14] : 

• Lagrange'a algorithm,  
• vector algorithm,  
• Asmuth-Bloom algorithm,  
• Karnin-Greene-Hellman algorithm,  
• Ong-Schnorr-Shamir algorithm, 
• ElGamal algorithm, 
• Fiat-Shamir algorithm.  

These cryptographic algorithms are used for information sharing and information 
splitting, and also to secure data by asymmetric encryption [2]. Among these proce-
dures in particular information sharing protocols may be divided into the following 
groups [9, 14]: 

• information sharing without the involvement of a trusted person, 
• message sharing without disclosing one's parts, 
• message sharing with disclosure prevention, 
• message sharing with cheaters, 
• message sharing with testing, 
• message sharing with a share withdrawal. 

Cryptographic algorithms of data sharing and splitting are used to construct the data 
security model. Such models are used to secure of encrypted or divided data.  

The essence of this kind of models is application of biometric features to sharing 
and reconstruction of information [9, 12]. Some of the data security algorithms  
are based on the use of linguistics algorithms for data interpretation, analysis, and 
understanding, before its encryption and distribution. Information sharing and infor-
mation splitting approaches may use mathematical linguistics formalisms especially 
during coding processes. The main idea of this approach is used to linguistics formal-
ism to process of data encryption [1, 7], especially sequence, tree and grammatical 
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formalisms. Such formalism are used to record and interpret the meaning of the ana-
lyzed biometric data.  

Individual biometric features are used for example in DNA cryptography. DNA 
cryptography may be used to generate keys based on DNA codes and personal infor-
mation. It should be noted that DNA molecules, which have existed in nature as long 
as known life forms, are beginning to play an increasing role in cryptography, but  
it was only in the 21st century that science offered opportunities of using them as  
information media, and the replication processes taking place in them as information 
coding techniques. Recent years have seen increasingly frequent reports of further 
discoveries, while the results of DNA research are becoming significant not just in 
biology or genetics, but also in the field of steganography.  

People have not realises the computational potential associated with molecules for 
many years. The first ideas of combining computers with DNA chains appeared in 
1973, when Charles Benett published a paper in which he proposed a model of a pro-
grammable molecular computer capable of executing any algorithm. However, the 
first successful attempts were made 20 years after this idea publication. In 1993, Leo-
nard Adleman became the first to execute calculations using a DNA computer and 
solved the Hamilton path problem for several cities [1]. 

Since then, many new proposals for using DNA sequences as an information me-
dium have been made. Practically every such method of classifying data boils down, 
at least at one stage, to storing this data in the appropriate DNA molecules. At this 
level there are several available possibilities of using these acids as the medium for 
coded information. The most obvious one is using the structure of particular nucleo-
tides. As four types of them can be distinguished, one base can store 2 bits of informa-
tion. We can thus assume that the coding will, for example, be executed as presented 
in Fig 1. One can also start from the assumption that one pair of nucleotides (a single 
bond) corresponds to one bit of information. 

Such information coding methods are used in biological solutions which have in-
spired us to development of a new class of algorithms for secret splitting described in 
[10]. However, presented algorithm, called a linguistic threshold scheme, operates in 
a more general way and supports coding secret information (to be split) in longer 
sequences, i.e. containing more than 2 bits of information. The purpose of this algo-
rithm is a threshold split of strategic data managed within hierarchical structures, with 
varied access capabilities dependent on the rights granted [9, 10, 11]. 

Thus, crypto-biometrics models based on DNA encoding and others biometric pat-
terns are used to: 

• secret sharing and secret splitting, 
• secure information, 
• encoding of information by individual biometrics feature, 
• decoding information by personal biometrics feature, 
• secure information prior to the disclosure to others person. 

The secret and confidential information is analyzed and interpreted by way of crypto-
graphic information analyses. The authors of this paper proposed to use the crypto-
biometrics analysis to strategic information management in enterprises. 
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Fig. 1. Possible methods of coding information using DNA molecules 

3 Crypto-Biometrics Model for Strategic Information 
Management 

Strategic business data require special protection, therefore they must be protected 
from disclosure. The methods of strategic data sharing in the enterprise presents Fig.2. 
Strategic data are splitting by used one of the cryptographic algorithms used to split-
ting processes. Consequently in this process information is divided into a number of 
parts of this information. Each of them is assigned to another holder. And no other 
person knows the other parts of strategic data. Therefore data are protected. To repro-
duce the strategic information is necessary to submit a certain number of them. Not 
necessarily all parts of divided strategic information. The number of necessary parts 
of strategic information needed to reproduced specifies the algorithm that was used to 
divide strategic information. 

The strategic information management in enterprise present Fig. 3. 
In this process the most important is stage of coding strategic information using 

personal biometrics feature. The biometrics features are different for different persons 
or kinds of biometrics. The encoded strategic information by one of the personal bio-
metric is shared between the participants of procedure. In this way the information is 
not only divided, but also encoded. Reproduction of information therefore requires: 

• submit an appropriate amount of parts shared information, 
• disclosure of key biometric that was used to encode information. 

Crypto-biometrics models therefore protected by algorithms of secret sharing and 
biometrics keys. 
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Fig. 2. The process of sharing strategic information in enterprise 
 

 

Fig. 3. The process of crypto-biometrics model for strategic information management in enterprise 
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4 Conclusions 

Crypto-biometrics models are currently used to ensure security of different kinds of 
information, especially strategic information in organization. Strategic information 
management is often understood as management secret information. Ensure secrecy 
of strategic information is the responsibility of crypto-biometrics systems. The advan-
tages of the proposed systems is: 

• guarantee the security of strategic information, 
• safety features during performing secret distribution, 
• dividing important strategic data and assigning its shares to members of the autho-

rized group, 
• handle any digital data which needs to be intelligently divided among authorized 

persons and then possible to secretly reconstruct, 
• used in different economical management structures e.g. hierarchical, divisional, 

functional etc.  
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Abstract. Online banking and electronic payment systems on the Inter-
net are becoming increasingly advanced. On the machine level, transac-
tions take place between client and server hosts through a secure channel
protected with SSL/TLS. User authentication is typically based on two
or more factors. Nevertheless, the development of various malwares and
social engineering attacks transform the user’s PC in an untrusted device
and thereby making user authentication vulnerable. This paper investi-
gates how user authentication with biometrics can be made more robust
in the online banking context by using a specific device called OffPAD.
This context requires that authentication is realized by the bank and
not only by the user (or by the personal device) contrary to standard
banking systems. More precisely, a new protocol for the generation of
one-time passwords from biometric data is presented, ensuring the se-
curity and privacy of the entire transaction. Experimental results show
an excellent performance considering with regard to false positives. The
security analysis of our protocol also illustrates the benefits in terms of
strengthened security.

Keywords: e-payment, biometrics, online banking security, strong
authentication.

1 Introduction

Electronic commerce on the Internet is more and more used for online payment
and online banking. In the same time, the fraud for these transactions is a major
problem for financial institutions [11, 3]. Although the online payment only rep-
resents a small percentage of transactions, it concentrates a major loss for banks
[19]. Many directives are related to online payments, such as the European direc-
tive 2000/31/EC on e-commerce security [6]. The Directive on Payment Services,
[7], provides an european wide single market for payments and a legal platform
for SEPA (Single Euro Payment Area, [8]). The 3D-Secure protocol is the pay-
ment protocol proposed by the industry and reduces the fraud in online payment.

S. Teufel et al. (Eds.): CD-ARES 2014, LNCS 8708, pp. 179–193, 2014.
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In the usual case of e-commerce, the customer wants to purchase an online
service, with a credit card, through a website. At a high level, the transaction
generally begins with an authentication and a secure connection between the
customer’s client host and the service provider (SP) host, using a protocol such
as SSL/TLS. In a second time, the user sends to the SP bank, through the SP
host, his/her bank information: Personal Authentication Number (PAN), Card
Verification Value (CVX2) and expiry date. SSL/TLS protocols enable to secure
transaction between user’s client host and the SP host. Nevertheless, there is no
direct user’s authentication in this scheme.

Security challenges in e-commerce are numerous, particularly related to user
authentication, because the merchant and the cardholder are not in the same
place during the transaction. So-called strong authentication is typically based
on two-factor authentication. For example, an additional secret, sent by mobile
phone, as for the 3D-Secure protocol [27] or an additional device as a CAP reader
[12, 10] are required for electronic payments and online banking. The user’s
authentication system is traditionally realized by the user’s bank (because the
financial risk falls on the bank). Authentication should also take into account
man-in-the-middle attacks (such as described in [3]). However, this paper is
centered on user’s authentication and such attacks are out of scope.

This paper presents an alternative method for user’s authentication based
on biometrics. The proposed system generates one-time passwords from finger-
prints. The biometric data is not directly stored in the device and the generated
password is different for each transaction in order to avoid replay attack.

The paper is organized as follows. Section 2 briefly presents state-of-the-art
authentication solutions for e-payment. We define in Section 3 the security and
privacy issues that the proposed solution should address. In Section 4, we present
the OffPAD concept, a secure device to ensure secure Machine to Machine (M2M)
transactions. We present in Sections the proposed authentication protocol. Some
experimental results and security analysis are given in Section 6. Finally, we
conclude and give some perspectives of this study.

2 E-payment Architectures

The Secure Electronic Transactions (SET, [24]) protocol, developed by VISA [1],
and MasterCard [2], was a protocol for securing e-payment transactions by credit
card. User authentication in SET was based on a public-key certificate installed
on the client computer. VISA and MasterCard realised that the management
of certificates was too complex for customers, so a simpler 3D-Secure protocol
designed by VISA in 2001 was proposed as a solution to replace SET.

The 3D-Secure protocol [27] is the current authentication and payment ar-
chitecture for credit cards on the web. It was first adopted by VISA, then
other financial organizations developed their own implementations of VISA’s
3D-Secure licensed architecture, such as MasterCard with its MasterCard Se-
cureCode, American Express with SafeKey. A comparison between 3D-Secure
and MasterCard SecureCode is proposed in [21]. The 3D-Secure protocol is com-
posed of nine steps exchanged between five actors (Fig.1):
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Fig. 1. The 3D-Secure protocol

A. The user sends to the SP his/her purchase intention, with his/her bank in-
formation: PAN (Personal Account Number), expiration date, CVV2 (Card
Verification Value). These data are intended for a dedicated module called
MPI (Merchant Plug In) implemented into the merchant website.

B. MPI queries the directory server with the VEReq (Verify Enrollment Re-
quest) message.

C. The directory server checks the SP identity, the card number and the user’s
bank and recovers the ACS (Access Control Server) managing the card.

D. The message VERes (Verify Enrollment result) contains the response of mes-
sage. The ACS checks if the users’s bank is enrolled in the 3D-Secure program
and sends the cardholder authentication URL to the MPI.

E. MPI sends the PAReq (Payer authentication request) message to the given
URL. This message contains the details of the authorized purchase. MPI also
opens on the client computer a pop-up window to the ACS.

F. The user provides the necessary information for authentication from the
bank.

G. ACS sends to MPI a confirmation of user authentication through PARes
message.

H. MPI records PARes message as confirmation of user authentication by ACS.
I. SP authenticates to the bank. The bank verifies the nature of the transaction

from the user’s bank and confirms the payment authorization from the SP.
The SP gets his/her payment and the users’s bank stores payment informa-
tion to ensure non-repudiation of the transaction.
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The main security flaw of 3D-Secure implementations, underlined in [19], con-
cerns user authentication (step F). Some banks have used in the past the date
of birth or other trivial secrets. Many banks have replaced these solutions by a
strong authentication mechanism (e.g. challenge is sent to user’s mobile phone)
which then is a two-factor authentication scheme (based on the possession of
the mobile phone and the knowledge of the PIN code for the logical access to
it). However we argue that this user authentication scheme has significant vul-
nerabilities. We therefore propose a new approach based on biometrics which
eliminates these vulnerabilities.

User authentication solutions, as CAP readers, TAN generators or the
lightweight system proposed in [17], are Knowledge and Possession based ap-
proaches. We argue that only biometrics can direct authenticate users, whereas
solutions based on knowledge and possession only authenticate users indirectly.
The main reason is related to the particular relationship between the user and
its authenticator. There are f course specific problems related to biometrics, such
as mentioned below:

– A biometric data is very sensitive as it cannot be revoked in general. Its
encryption is necessary but not sufficient (as the data should be decrypted for
the matching process in general and as the lifetime of this data is very high).
For these reasons, using central storage of biometric data is problematic.

– The matching process could make errors for genuine users but also impostors
could be falsely accepted. This is not the case for password verification as
long as the correct password is typed (but there is no proof that it has been
typed by the genuine user).

– Biometric data could be intercepted during its transmission. This could lead
to security problems, such as replay attacks and privacy attacks based on
linkability. For these reasons, the biometric data should be cancelable and
dynamic (changing at each transaction).

In this paper, we propose a new solution that solves these problems. To achieve
a security and privacy compliant solution, we combine two elements: the first
one is a specific device owned by the user called OffPAD, and the second is a
protocol using biometrics and cancelable algorithms. In the next section, we list
the security and privacy requirements of the proposed solution.

3 Security and Privacy Requirements

In electronic payments, four main actors are present: The user C, who has an
OffPAD, wants to purchase an online service with a credit card, through the
website of a service provider SP. The user has an issuer bank and the SP
has an acquirer bank. In this paper, we also call these payment providers:
user’s bank and SP bank. A fifth actor is often involved. It is the trusted party
as a third-party cashier or the Directory used in 3D-Secure. The role of this fifth
actor is various but generally allows to authenticate the banks. The proposed
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protocol is concentrated on user authentication and the user’s registration with
the SP.

During an online payment, numerous personal data are involved and must be
protected against several threats, [4]. In order to preserve privacy and security
properties, a list of ten requirements Ri is defined. These requirements should
be taken into account during the user authentication/registration step in the
e-payment architecture:

– R1: Confidentiality of transactions requires that each exchanged data
must be encrypted in order to protect these data against external entities.

– R2: Integrity of transmitted information allows the accuracy of the
content and so the non-alteration of data during transmission or storage.

– R3: User authentication by a trusted party ensures the identity of the
customer. Depending on the situation, the authentication can be realized
thanks to a biometric data.

– R4:Authentication of the user’s device ensures the device is valid within
the application. This authentication can be realized thanks to an identifier
of the device.

– R5: Proof that the device belongs to the user ensures the device pre-
vents device replacement attacks.

– R6: SP authentication by the user or by a trusted party ensures the iden-
tity of the SP.

– R7: Bank authentication by a trusted party ensures the identity of SP
bank and customer’s bank.

– R8: Unlinkability of realized transactions prevents linking different trans-
actions of the same customer.

– R9: Confidentiality of customer information CI (data minimization
principle) ensures only authorized persons access to this information. This
requires the user’s biometric data are unknown to the banks and SP.

– R10: Data sovereignty means that personal data associated with the cus-
tomer can only be processed with his/her control and consent.

In the next section, we present the OffPAD concept as secure device for en-
suring the security of sensitive operations.

4 OffPAd Concept

The PAD (Personal Authentication Device) is described by Jøsang and Pope
[13] as a secure device external to the client computer platform. The PAD is
the conceptual predecessor to the OffPAD. The OffPAD (Offline Personal Au-
thentication Device) described by Klevjer et al. [16] and Varmedal et al. [26] is
an enhanced version of the PAD, where an essential characteristic is to guaran-
tee offline security (Machine to Machine communications). The OffPAD repre-
sents local user-centric identity management because it enables secure and user
friendly management of digital identities and credentials locally on the user side.
The OffPAD supports authentication of both user and service provider identi-
ties (i.e. mutual authentication) and can in addition support data authentication.
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For access to the OffPAD, the user must unlock the device by using e.g. a PIN,
pass phrase, biometrics or other adequate authentication credentials. A possible
OffPAD design is illustrated in Figure 2.

Fig. 2. OffPAD concept [26]

Fig. 3. BioHashing scheme

The OffPAD is a trusted device, meaning that it is assumed to function as
intended and to be adequately protected against relevant attacks. The OffPAD
has limited connectivity to client platforms. These communication channels must
therefore be carefully controlled, e.g. by sanitizing the received data. Protection
against attacks resulting from physical theft is to have traditional access con-
trol based on PIN and biometrics, combined with some level of physical tamper
resistance. However, it is not necessary that the OffPAD operating system and
applications are free from vulnerabilities that are typically found in online sys-
tems, because it is assumed that attackers will not be able to exploit such vul-
nerabilities since the OffPAD is offline most of the time. In that sense, a specific
software bug which would have been a vulnerability in an online system is strictly
speaking not a vulnerability in the OffPAD because it can not be exploited. The
OffPAD may have several interfaces for communication. Microphone and camera
may be used for voice and face recognition, and a fingerprint reader may be used
for both authenticating to the device and elsewhere. The requirement of being
offline does not exclude electronic communication with the OffPAD, but means
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that the communication follows controlled formats and takes place in short, re-
stricted time periods. This decoupling from networks improves security of the
device, as it is less vulnerable to outside attacks.

Any specific electronic communication should normally be disconnected, and
should only be connected whenever it is needed for authentication or for manage-
ment of the device. NFC with a backup USB connection is a suitable for OffPAD
connectivity. This limits the threat of a man-in-the-middle attack when connect-
ing an OffPAD to a computer. The first connection to the OffPAD builds upon
the concept of Trust-On-First-Use (TOFU). On first use, there is no crypto-
graphic way to verify the connection between the device and the client platform,
the trust must simply be based on the physically observed set-up. On the first
connection, some kind of pairing between the device and computer occurs, so
that the subsequent connections can be verified to be between the same device
and computer.

We use this secure device for online banking and electronic payment following
an original protocol with biometrics. The following section explains the Biohash-
ing algorithm used in the proposed protocol. Then, the section 6 details this new
original protocol.

5 BioHashing Algorithm

The BioHashing algorithm transforms a real-valued vector of length n (i.e. the
FingerCode, resulting from a feature extraction method) into a binary vector of
length m ≤ n (i.e. the BioCode), as first defined by Teoh et al. in [25].

It consists of projecting the FingerCode on an orthogonal basis defined by
a random seed (considered here as a secret), to generate the BioCode. The
template transformation uses the following algorithm, where the inputs are the
random seed and the FingerCode F and the output is the BioCode B:

1. For i = 1, . . . ,m, m ≤ n pseudorandom vectors vi of length n are generated
(from the random seed) and are gathered in a pseudorandom matrix.

2. The Gram-Schmidt algorithm is applied on the m vectors vi of the matrix,
for the generation of n orthonormal vectors V1, . . . , Vm.

3. For i = 1, . . . ,m, m scalar products pi =< F, Vi > are computed using the
FingerCode F and the m orthonormal vectors Vi .

4. The m-bit biocode B = (B0, . . . , Bm) is finally obtained, using the following
quantization process:

Bi =

{
0 if pi < t
1 if pi ≥ t,

where t is a given threshold, generally equal to 0.

When used for authentication the Reference BioCode (computed from the
FingerCode after enrollment and after exhibiting the secret) is compared with
the Capture BioCode (computed from the FingerCode computed after a new
capture with the secret) with the Hamming distance. If this value is lower than
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a specified threshold set by the system administrator, the identity of the user is
verified. Roughly speaking, the first part of the algorithm, including the scalar
products with the orthonormal vectors, is used for the performance requirements
and the last step of the algorithm is used for the non-invertibility requirements
of the BioHashing algorithm. As mentioned before, the random seed guarantees
the diversity and revocability properties.

The user authentication protocol applies multiple times the BioHashing algo-
rithm which we detailed in the next section.

6 Proposed Authentication Protocol

The proposed authentication protocol uses biometric data that must be pro-
tected through the capture with the OffPAD device and template protection
algorithms. Biometric template protection schemes are a group of technologies,
included in privacy enhancing technologies, used to enhance both privacy and
security of biometric data. Therefore, any template protection approach should
allow to revoke a biometric data in case of interception, and should be carefully
designed, with a strong security analysis. Among the different solutions in the
literature, template protection can be achieved using biometric cryptosystems
[15, 14, 9, 20] or by transforming the biometric feature data [22, 5, 25, 23]. As
detailed in the next section, BioHashing is one popular scheme that belongs to
this second category and allows to revoke a biometric template.

The proposed protocol is detailed with fingerprints but could be used for any
other biometric modality (face, iris...). As we use biometrics, two main steps are
required: enrollment and authentication.

Fig. 4. Enrollment step
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Fig. 5. Authentication step

Enrollment. This step has for objective to collect Alice’s reference template. In
our case, the template is given by a BioCode called Reference BioCode computed
from a FingerCode (feature vector computed on the fingerprint) and a secret
(user’s secret concatenated with the serial number of the OffPAD device). User’s
secret could be a password or a random value stored in the OffPAD device (of
course, it is protected by the biometric authentication to the device). Once the
Reference BioCode has been computed, it is sent to the Alice’s Issuer Bank
through a SSL channel. Concerning an organizational point of view, this step
could be done in a branch after identity checking by a physical person. Figure 4
details the enrollment process. There is no privacy issue to store the Reference
BioCode by the Issuer Bank as this template is cancelable and as the BioHashing
process is invertible.

Authentication. During an electronic payment, the Issuer Bank has to au-
thenticate Alice (e.g. 3D-Secure process). A challenge is sent to Alice (number
displayed on the computer or directly sent to her OffPAD). Alice has to pro-
vide her fingerprint and her password (that is not known by the Issuer Bank).
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A Capture BioCode is computed given the FingerCode on the capture biomet-
ric data, the password and the OffPAD serial number. The Challenge Capture
Biocode is computed by applying the BioHashing algorithm on the Capture
BioCode with the challenge sent by the Issuer Bank as secret. The Issuer Bank
computes also the Challenge Reference Biocode by applying the BioHashing al-
gorithm on the Reference BioCode with the challenge. The Hamming distance
is used to make the comparison of these two Challenge BioCodes and if the
distance is lower than a predefined threshold, Alice is authenticated. Figure 5
details the whole process.

Discussion. The challenge sent by the Issuer bank allows us to define a One
Time Biometrics authentication solution. We assume in this solution that the
OffPAD is a secure device. In this solution, the Issuer bank controls the decision
on Alice’s authentication.

7 Analysis of the Proposed Method

In this section, we analyze the proposed authentication protocol considering two
aspects: performance analysis (considering biometric errors) and security and
privacy issues.

7.1 Performance Analysis

In this section, we analyze the performance of the protocol to avoid false rejection
and false impostor. We start by defining the experimental protocol.

Experimental Protocol. In this study, we used three fingerprint databases,
each one is composed of 800 images from 100 individuals with 8 samples from
each user:

– FVC2002 benchmark database DB2: the image resolution is 296×560 pixels
with an optical sensor ”FX2000” by Biometrika ;

– FVC2004 benchmark database DB1: the image resolution is 640×480 pixels
with an optical Sensor ”V300” by CrossMatch ;

– FVC2004 benchmark database DB3: the image resolution is 300×480 pixels
with a thermal sweeping Sensor ”FingerChip FCD4B14CB” by Atmel.

Figure 6 presents one image from each database. We can see that fingerprints
are quite different and representative of the different types of fingerprint (ac-
quired with sensors using different technologies).

These databases have been used for competitions (Fingerprint Verification
competition) in 2002 and 2004. Table 1 presents the performance of the best
algorithms on these databases1. The Equal Error Rate (EER) computes the

1 http://bias.csr.unibo.it/fvc2002

http://bias.csr.unibo.it/fvc2002
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(a) (b) (c)

Fig. 6. One fingerprint example from each database: (a) FVC2002 DB2, (b) FVC2004
DB1, (c) FVC2004 DB3

Table 1. Performance of the best algorithm for each database (see http://bias.csr.
unibo.it/fvc2002)

Databases EER ZeroFMR

FV C2002 DB2 0.14% 0.29%

FV C2004 DB1 0.61% 1.93%

FV C2004 DB3 1.18% 4.89%

compromise error rate when genuine users have been falsely rejected and impos-
tor falsely accepted. ZeroFMR is the value of False Non Match Rate (FNMR)
when no impostor is falsely accepted. These values define the complexity of each
database and give some elements of the performance what we can expect on
these databases.

As FingerCode, we used Gabor features (GABOR) [18] of size n=512 (16 scales
and 16 orientations) as template. These feature are very well known and permit
a good texture analysis of a fingerprint. For each user, we used the first Fin-
gerCode sample as reference template. Others are used for testing the proposed
scheme. BioCodes are of size m=256 bits. In order to quantify the performance
of the One Time Biometrics approach, we computed 1000 comparisons (with
the Hamming distance) between the challenge Reference BioCode and challenge
Capture BioCode for each user. We obtained 100.000 intraclass and interclass
scores for the performance analysis of the proposed scheme.

Experimental Results. We applied the previous protocol to the proposed au-
thentication solution. On the three databases, we reach an EER value very close
to 0%. In order to illustrate this efficiency, we show in Figure 7 the distribution
of intraclass and interclass scores for each database. We clearly see that there
is no overlap between the two distributions and a threshold near 60 (meaning
maximal 60 different bits between the capture and Reference BioCodes is toler-
ated) could be used. In the last column of Table 2, we present the EER value
by considering an impostor has in his/her possession the OffPAD device and the

http://bias.csr.unibo.it/fvc2002
http://bias.csr.unibo.it/fvc2002
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Fig. 7. Distribution of intraclass and interclass scores for each database: (a) FVC2002
DB2, (b) FVC2004 DB1, (c) FVC2004 DB3

Table 2. Performance of the proposed algorithm for each database

Database EERwithoutattack EERwithattack

FV C2002 DB2 0% 25.85%

FV C2004 DB1 0.00093% 23.95%

FV C2004 DB3 0.00023% 16.12%

user password (worst case). In this case, the impostor can apply the Zero effort
attack by providing his/her biometric data to impersonate the genuine user. We
tested 100.000 attacks for each database and this attack is successful from 16% to
25% of the cases. In classical approaches (two-factor authentication), this attack
is always successful.

7.2 Security and Privacy Analysis

The proposed protocol is more respectful of the users’ privacy than that of 3D-
Secure protocol. We propose an analysis of the proposed protocol in this section.

Data Security and Authentication. The secure channel between actors and
the encryption schemes ensure the confidentiality of exchanged data and the
data integrity during the protocol. Consequently, the requirements R1 and R2

are ensured. Entities authentication is also realized through SSL for the SP
(R6) and the banks (R7), whereas user authentication (R3) is realized thanks to
the strong authentication through Biohashing algorithm. Moreover, thanks to
the challenges during user authentication, this authentication is an One Time
Biometrics authentication solution. Consequently, the different transactions of
a same user cannot be linked. The requirement R8 is thus guaranteed. The
device is also authenticated by its serial number and a proof of the user’s device
ownership is provided. Consequently, the requirements R4 and R5 are ensured.
Moreover, for the user authentication solution, the user only needs to produce
what he/she is (biometric data) and what is known (password).
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Privacy Analysis. During our authentication process, several sensitive infor-
mation items are exchanged and stored, such as biometric data and password.
Their storage should not be centralized. However, thanks to the use of the
BioHashing algorithm, the template is cancelable. Thus, the knowledge of the
BioCode does not given knowledge concerning a user’s personal information. In
our case, the knowledge of the Reference BioCode does not involve the knowl-
edge of the biometric data, the fingerprint. Only the relevant and necessary data
are sent and stored. Thus, the minimization principle (R9) is also respected.
Moreover, for each user’s authentication, the user must present his/her finger
and give his/her password. These actions involve the user who gives his/her
consent to use this data which he/she can control thanks to the computations
of the Capture BioCode and the storage of the Reference BioCode. The data
sovereignty principle (R10) is consequently respected.

8 Conclusion and Perspectives

The proposed solution uses an extra device, which has a non negligible cost.
Nevertheless, we consider the financial risk of on-line banking or payment is
important and strongly increases. Consequently, this additional device is not a
porblem for a real world deployment. In this paper, a new authentication pro-
tocol called ”One Time Biometrics” for online banking and electronic payment
authentication. We protocol consists of two main components. The first compo-
nent is a specific device called OffPAD that ensures many security and privacy
issues. The second component is the use of a biometric template protection al-
gorithm to make possible the storage of a biometric data in a centralized way
by the Issuer Bank. A challenge-based protocol is then proposed to prevent re-
play attacks. The user authentication scheme is usable for users as they do not
have to remember different passwords. The protocol demonstrates very good
performances on three benchmark fingerprint databases and good properties
considering security and privacy issues.

Future perspectives of this study are numerous. We plan to use multiple bio-
metric data in order to avoid the use of a password in the proposed protocol,
and we also plan to design a biometric data authenticaiton protocol.
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Abstract . The sweeping growth of the amount of embedded devices together 
with their extensive spread pose extensively new design challenges for protec-
tion of embedded systems against a wide set of security threats. The embedded 
device specificity implies combined protection mechanisms require effective 
resource consumption of their software/hardware modules. At that the design 
complexity of modern embedded devices, characterized by the proper security 
level and acceptable resource consumption, is determined by a low structuring 
and formalization of security knowledge. The paper proposes an approach to 
elicit security knowledge for subsequent use in automated design and verifica-
tion tools for secure systems with embedded devices. 

Keywords: Embedded security, embedded device design and verification, secu-
rity components, expert knowledge. 

1 Introduction 

The sweeping growth of the amount of embedded devices and their extensive spread 
pose extensively the problem of design of their protection mechanisms against a wide 
range of information security threats. Mostly design complexity of secure embedded 
devices is determined by a low structuring and formalization of the embedded securi-
ty knowledge. The specificity of the field is appearance of new expert knowledge, 
their obsolescence, information acquisition from various sources, such as embedded 
device industry, research and analytical works in information security and software 
engineering, experience in exploitation of existing information and telecommunica-
tion systems, through security and trust analysis of systems. 

Embedded device specificity, leading to the need of specific approaches to their 
design and analysis, includes highly specialized purpose of devices and hence the 
domain specific character of their protection, considerable constraints on volumes of 
hardware resources, specific sets of vulnerabilities and possible attacks to compro-
mise embedded device and its services, multi-component based approach [21] and 
therefore possible implicit connections and hidden conflicts between security compo-
nents arising from the absence of their a priori joint conformity.  
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As a result, to solve security issues to the full extent information security experts of 
high qualification are required to be involved in the course of all stages of the design 
process. In general the search and involvement of such experts complicates the design 
process significantly, introducing new iterations, feedbacks between the developers, 
experts and other roles involved as well as increases financial costs to accomplish the 
development process. At that the current trend in the field of embedded device devel-
opment is to delegate some part of expert duties to developers, owing to the 
application of specialized automated techniques and software tools for design, verifi-
cation, testing, evaluation and implementation of embedded devices. That is 
knowledge on particular industry systems with embedded devices along with expert 
knowledge are subjected to generalization and transformed into particular techniques 
and tools for subsequent application by devices developers.  

Another trend in embedded device development is to produce families of devices 
with a basic functionalities and different extra details determining peculiarities of the 
device exploitation and finally the cost of the device. As a result there is no necessity 
to fulfill the expert assisted design process fully for each device within a given family. 
Instead one should conduct some adaptation of already developed protection proce-
dures and design protection procedures, taking into account the specificity of 
particular devices that mostly can be delegated to the developer. 

The main goal is to form, structure and refine expert knowledge characterizing var-
ious design and verification aspects of embedded security mechanisms as well as to 
search new ones and adopt existing techniques and automated software tools for their 
subsequent use by developers with embedded devices. The main contribution of the 
paper is a proposed technique for design and verification on the base of the revealed 
expert knowledge. The technique is targeted on development of combined security 
mechanisms for embedded devices, considering resource consumption metrics, possi-
ble conflicts and anomalies of security components and information flows. The 
technique is characterized by engaged specific expert information on hardware re-
sources, typical conflicts and anomalies. 

Systems with embedded devices are getting spread in the sphere of home land de-
fense and security. Such systems allow arrangement of collaborative coherent and 
secure operation of heterogeneous embedded and mobile devices, sensors, servers and 
other devices as well as various services and agents engaged. Development of security 
mechanisms for these systems taking into account specificity of particular devices and 
expert knowledge in the field will facilitate both global and national defense capability. 

The paper represents a logical continuation of our published papers on design and 
analysis of secure systems with embedded devices [8, 6, 28]. Particularly, in the paper 
we (1) propose a heuristic to determine an order of consideration of hardware re-
sources of the configurable device, depending on its functional and non-functional 
features, (2) extend the list of typical conflicts between security components of  
embedded devices, (3) reveal relevant types of information flow anomalies and the 
ways of their detection with reference to information flow analysis inside systems 
with embedded devices, (4) present the developed software prototype for detection  
of information flow anomalies, (5) fulfill an analysis of the proposed approaches.  
The rest of the paper is organized as follows. In section 2 the related works are sur-
veyed. Section 3 encompasses the basic elements of the proposed technique, including 
configuring security components, detection of hidden conflicts, and verification of 
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network information flows. Section 4 comprises the domain specific analysis of the 
field of embedded security. It outlines a fragment of the case study used as expert 
knowledge sources for the proposed technique. Section 5 exposes the revealed expert 
knowledge used in configuration and verification processes. Issues of software im-
plementation and discussion are presented in section 6.  

2 Related Works 

A multi-component based approach to design systems with embedded devices got a 
relatively wide application [21] particularly within mobile operating systems Android. 
The protection system is represented as a set of interacting software and soft-
ware/hardware components, each of them being in charge of particular functional 
security requirements. At that the process for combining security components, taking 
into account their peculiarities into a single mechanism is configuration of security 
components [8]. The drawbacks of the approach are possible implicit connections and 
hidden conflicts between security components arising from the absence of their 
a priori joint conformity. In [3, 17, 25, 13, 19] the core problems in the field of em-
bedded device security are presented as particular security domain problems such as 
user identification, local secure data storage, software resistance to modifications, 
secure access, side channel attacks protection and others. Contemporary security me-
chanisms of embedded devices mostly are oriented to particular specific 
vulnerabilities. In [1, 18, 25, 28] various classifications of vulnerabilities, embedded 
device intruders are proposed, exposing intruder capabilities, competence and access 
type. At that combining various heterogeneous protection means within a single de-
vice, interrelations between them and issues of their integration correctness are not 
presented in existing works to the full extent. 

The importance of the embedded device development, taking into account accepta-
ble energy and computational expenses along with higher security level are uncovered 
in [9, 16, 27]. Besides granting necessary hardware and energy resources to the device 
and its services, a special issue is DoS attacks targeted on exhaustion of device energy 
resources [22, 33]. At that this kind of attacks is not detected by conventional antivi-
rus solutions and other ones, but aimlessly waste energy resources through the use of 
the most energy expensive hardware components like Wi-Fi and Bluetooth modules 
or screens, complicating the further functioning of the device. Therefore a complex 
security mechanism should contain software and hardware modules against various 
relevant security vulnerabilities, taking into account possible implicit connections and 
inconsistencies between particular protection modules. 

As a way to achieve a tradeoff between the security of the device and its resource 
consumption, Gogniat et al. [12] propose the usage of reconfigurable security primi-
tives on the base of dynamic adaptation of the device architecture, depending on a 
state of the device and its environment. The adaptation suggested in [12] is based on, 
first, dynamic switching between a number of mechanisms integrated in the device 
and, second, update of these mechanisms.  

Configuration processes along with analysis of hardware resource constraints and 
time expenses are of importance for development of end-products [15, 34, 35]. At that 
configuring facilitates a shift from development of a mass product to a customized 
one adjusted to the needs of a particular client [30].  
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As design case tools the specific UML profiles are used in the industry, holding re-
levant embedded security peculiarities, particular requirements, vulnerabilities, 
security components and their properties and connections between them. In particular 
in [28, 29, 31] Domain Specific Models are introduced to model and analyze security 
mechanisms for systems with embedded devices. In essence each domain is oriented 
to representation of the device or the whole system in the context of some particular 
security feature, such as secure storage domain, secure communication domain, user 
authentication one, etc. An advantage of the approach is delimitation of the design 
process tasks, responsibilities and roles involved as well as the use of expert know-
ledge in embedded security field to produce a device protection system. Software tool 
SPT (SecFutur Process Tool) [31] implementing the concept of domain specific mod-
els represents an extension to general purpose design environment MagicDraw. 
Model-driven design and analysis of embedded devices and real time systems are 
presented in MARTE framework [21] defining a complex UML based conception of 
software and hardware qualities of a device to support its specification, synthesis, 
verification, validation, performance evaluation, quantity analysis and device certifi-
cation with the use of UML profiles. However UML based software tools for design 
and verification are oriented to development of static structure of devices, their speci-
fication and subsequent software/hardware implementation without evaluation of 
dynamically changing characteristics such as resource consumption laying beyond the 
scope of conventional UML apparatus. 

3 Design and Verification Approaches 

This section presents the basic elements of the proposed technique for design and veri-
fication of systems with embedded devices. The technique includes the following 
stages: (1) configuring security components of an embedded device; (2) verification of 
its protection system to reveal hidden conflicts; (3) verification of network information 
flows. The essence of the technique is in the use of specific heuristic based embedded 
security related knowledge as completed design and verification patterns along with 
the use of methods of model checking, discrete optimization and decision making. 

A. Configuring Security Components  

Correlation of security level of embedded devices and their various non-functional 
characteristics such as resource consumption represents a challenge in the field of se-
cure embedded device development. Often the absence of effective design-time tools 
to develop combined security mechanisms complicates or even makes virtually im-
practicable the implementation of sound protection system. The proposed approach  
to design the protection systems for embedded devices is realized in accordance  
with multi-component based approach, taking into consideration both functional and 
non-functional requirements and limitations of the device and security components as 
well as resource consumption criteria to obtain the most effective solutions customized 
by non-functional constraints of a particular kind of devices. In essence a resource con-
sumption criterion determines a sequence of hardware resources ordered by their 
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criticality level. At that a discrete optimization problem is formed on a set of security 
configurations, while its solution allows getting the optimal configuration [8].  

The goal of the proposed approach is to determine the most resource effective (op-
timal) configuration of the protection system on the base of input data on the device 
and its security components. The configuration is intended to be integrated into the 
protection system of the device. Finding the optimal configuration will allow ultimate-
ly improvement of device protection effectiveness. The choice of an optimal 
configuration depends on the following factors: (1) device hardware capabilities and 
volumes of resources to be allotted to support the protection system; (2) needs of the 
resources for particular security components. For instance asymmetric encryption as 
a rule requires significant computational expenses; a remote attestation component 
requires additional network bandwidth expenses leading to higher consumption of 
energy resources; (3) device peculiarities, scenario of the device, its autonomy, mobili-
ty as well as other characteristics and requirements to the device and protection. 

Configuring is conducted in automated mode on the base of developed decision 
making tool to choose optimal configurations. At that, resource consumption criteria 
are set manually, depending on non-security requirements, peculiarities of the device 
and its protection system under configuration process. Therefore we propose to use a 
specific heuristic to determine an order of consideration of hardware resources in the 
configuration process, depending on functional and non-functional features of the de-
vice. Further in sections 4 and 5 in framework of a domain-specific analysis of the 
field of embedded security we survey shortly a case study as well as a heuristic based 
on the analysis of this case study. In essence configuring represents a discrete multi-
criteria optimization problem on the set of security components. Due to the finite and 
relatively small amount of security component alternatives available in the design 
process there is no need to look for or create any specific methods to solve the optimi-
zation problem in a short period of time. In fact the proposed heuristic should be used 
by the device developer to form particular optimization problem constraints and their 
order properly. 

B. Detection of Hidden Conflicts between Security Components 

Multi-component based approach to design of embedded devices and in particular their 
protection systems cause a problem of correct and secure combined use of several se-
curity components. Even assuming individually each security component has no 
internal inconsistencies and vulnerabilities, the combined protection mechanism none-
theless can be subject to hidden conflicts of different character. 

Such conflicts may lead to security vulnerabilities in the protection system, incorrect 
work of the protection system and even business functions of the device. The main 
complexity is that these conflicts may appear at the exploitation stage of the device 
only. Therefore their elimination may require lots of financial costs and industrial ex-
penses. Thus an important task is seen to detect known kinds of hidden conflicts 
between security conflicts in design-time. In section 4 we present a number of typical 
conflicts as a piece of expert knowledge and their examples. These conflicts were got 
heuristically through an analysis of existing systems with embedded devices and a 
range of papers on embedded security [5, 31].  
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C. Verification of Network Information Flows 

The goal of network information flow verification is to evaluate security level of the 
developed information system with embedded devices. The verification is conducted 
through checking correctness of the security policy for the system and determine to 
what extent information flows in the real system correspond to the policy.  

By information flow we mean summation of information passed between two or 
more interacting objects. Information flow security policy represents a set of rules 
determining which information flows in the system are permitted or prohibited.  

Conventionally information flow analysis is conducted at three levels, (1) hard-
ware – as an analysis of ties between the microcircuits [4], (2) software – as an 
analysis of the source code running on the device [24], and (3) network – as analysis 
of network connections in systems with embedded devices. Information flow analysis 
at these levels are covered in detail in existing literature [24, 14]. Amount of papers 
on verification of network information flows is significantly less than ones on soft-
ware and hardware flows. The concept of information flow is widely used in security 
evaluation of a route and network effectiveness evaluation [2, 32]. Although these 
studies are not directly related to the types of data transmitted by information flows in 
the network, but nonetheless, they can be used for modeling information flows. 
Usually information flows between nodes are specified as a directed acyclic graph. 
Thus, to reveal covert channels the topological analysis described in [26] can be ap-
plied to this graph. In this paper we apply model checking to verify security policy 
rules for information flows. In general, checking correctness of network information 
flows is an integral part of the design process. Carrying out such verification at the 
initial design stages provides early detection of contradictions in the security policy 
and inconsistencies of the information system topology.  

Verification of network information flows at the initial design stages represents the 
static analysis of a system. In contrast to the dynamic analysis including testing of end 
devices on the basis of attack vectors the proposed verification approach can reduce 
the number and complexity of actions that need to be repeated after the design errors 
become fixed. In general, the static approach is to analyze the structure of the infor-
mation system and its characteristics as system models at different levels of 
abstraction [20] (security policies and business logic). To verify the security policy 
rules regarding checking network information flows we propose to apply model 
checking, using SPIN tool and PROMELA language. Checking information flows is 
carried out on a model of the system, since information flow verification on the real 
network would be much more difficult due to the need to involve specialized equip-
ment, software tools and staff of qualification. Enumerating the policy rules is 
realized in order of decreasing priority until some rule holds. Prioritization allows 
organization of more complex management of interrelated policy rules.  

4 Analysis of Expert Knowledge Sources  

We used three industrial systems with embedded devices (case study) as a source of 
expert knowledge in the field of embedded systems [31], namely a system of remote 
automated control of energy consumption by consumers (abr. MD), a quickly 
deployable emergency management system (abr. TMN) and a system providing 
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consumers with digital media services (abr. STB). The choice of these three case studies 
is determined by their different structure, purposes, functional and security features. The 
expert knowledge obtained through the analysis of these systems can be generalized and 
used as a completed design and verification patterns in the development of new systems.  

The following patterns, forming the proposed technique, are related to expert 
knowledge. These are particular security requirements in the shape of functional 
protection properties and possible alternatives for choosing security components; 
information on non-security features and internal ties of both an embedded device and 
its security system to be the base of resource consumption construction; possible 
types of conflicts that security components are involved in; possible types of 
information flow anomalies and ways of their detection. 

A brief description of the system MD developed by Mixed-mode [31] is presented 
below. The system represents a network containing digital trusted electricity meters 
on the client side, a trusted server and database as well as an infrastructure for 
communications between devices and their management. The system is characterized 
by a branched network topology, the presence of technical personnel roles in charge 
of installation, gauging and support of the system devices as well as a need to protect 
the devices and software services from malicious users and third parties trying to 
compromise the system. The system contains trusted sensor modules (TSM) to 
measure electricity of households (Fig. 1). 

 

Fig. 1. The system of remote automated control of energy consumption [31]  

Measurement data got from each TSM are sent, using the local data bus to a trusted 
sensor module collector (TSMC). For remote access and control of TSM and TSMC a 
general-purpose terminal belonging to a general purpose network is used. TSM and 
TSMC are considered as functional physical modules not necessarily standing alone. 
However they can be implemented within a single device [31].  

On the base of the analysis of the system specification and models of embedded 
device intruders the developers have provided the following functional protection 
properties, each of them being associated with some security component [31]. These 
are the integrity of data transmitted to and from the device, in particular, the target 
data of the current energy consumption on the client side; the integrity of data stored 
locally on the device; the confidentiality of data transmitted to and from the device; 
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confidentiality of data stored locally on the device; data flow control in accordance 
with a given security policy; monitoring unauthorized and potentially dangerous 
action in the system; implementation of protection against unexpected data; presence 
of data protection from destruction and loss during their transmission or processing 
due to software failures; presence of a mechanism for safe update of security features; 
ability to identify compromised and alien devices and components; presence of a 
mechanism for detection of anomalies in the measured data received from the device; 
realization of local role based access to the device; continuous integrity monitoring 
software components of the device.  

Non-security TSM related expert knowledge items are as follows: presence of 
a permanent power source; TSM does not store large amounts of data (only stores the 
measurement data), data loss is not critical; no complicated calculations (since the 
main function is reading and transfer of data from the sensor); requirement of 
timeliness of the business process function; importance of communication services, 
volumes of business data (measurement data) in the device are small.  

The search of typical conflicts and anomalies in the system represents a heuristic 
analysis of specifications and system models, taking into account already known 
types of conflicts and anomalies listed in section 5. Specifically for the system MD 
the policy rules constituting a shadowing anomaly have been analyzed.  

5 Expert Knowledge 

A. Configuring security components  
An optimal configuration choice is carried out using lexicographic ordering of speci-
fied resource consumption criteria. The ordering is based on a heuristic to determine 
the order of consideration of hardware resources in the configuration process, depend-
ing on the functional and non-functional features of the configurable device. The 
heuristic is based on expert knowledge derived from the analysis of three industrial 
systems with embedded devices (system MD, TMN, STB). 

The heuristic represents a general algorithm for prioritization of hardware re-
sources of an embedded device. A set of signs of embedded devices and the services 
they provide, having the influence on resource consumption is specified. We intro-
duced a three-point ranking for resources according to their criticality to execution of 
the target device functions (0 means the resource is noncritical, 1 means low criticali-
ty and 2 means high criticality). By experts a rank value is specified for each sign of 
the core device of each of the three systems in use. Table 1 shows the four types of 
hardware resources in accordance with the methodology MARTE [ 21], a set of signs 
for each of them, references to the analyzed systems that have devices with the re-
garded signs and the corresponding ranks. Thus, the ranks obtained on the basis of 
expert evaluation of the analyzed systems are taken as ranks of the signs themselves. 
Hence these rank values can be used for express ranking of resources of the device by 
its developer without additional participation of experts. 

Thus, in configuring process the device characteristic signs are identified from the 
list of available ones. After that each resource is assigned a maximum value of rank 
over all held signs corresponding to a given resource. As a result, the considered 
hardware resources are ordered according to decreasing their ranks. If two or more 
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resources have the same rank value, the default order <HW_PowerSupply, 
HW_StorageManager, HW_Computing, HW_Communication> is used. It was defined 
BY experts as a priori and the typical for the most existing systems. It is assumed if 
necessary this heuristic may be refined by adding additional signs, resources, ana-
lyzed systems and devices to consider as expert knowledge. 

Table 1. A heuristic for choosing resource consumption criteria 

Resource type accord-
ing to MARTE 

Signs of embedded devices and its services Abbreviation of the systems 
with devices of the sign 

Rank 

HW_PowerSupply 
(energy consumption 
resource)  

The presence of a permanent power source MD, STB 0 
Possibility of replacing the device or battery without 
damage to the provided services  

TMN 1 

Sporadic access to a centralized power supply TMN 1 
High dependency of the mission goal achievement on 
energy resources   

TMN 2 

HW_StorageManager 
(storage resource)  

The device does not store large amounts of data, loss of 
data is not critical 

MD 0 

Storing large amounts of data, loss of data is not criti-
cal 

STB 1 

Storing large or unlimited amounts of data, the loss is 
critical 

TMN 2 

HW_Computing (com-
putational resource) 

No complex calculations, no requirements of message 
delivery timeliness 

 – 0 

No complex calculations, major timeliness MD 1 

Complex calculations, minor timeliness STB 2 

Complex calculations, major timeliness TMN 2 

HW_Communication 
(communicational 
resource) 

No communications (or they are not obligatory for the 
device services) 

  – 0 

Importance of communications for the device services, 
minor data volumes 

MD 1 

Importance of communications, large data STB, TMN 2 

B. Hidden Conflicts of Security Components 

Analysis of hidden conflicts of security components is an integral part of the effective 
configuration selection process and is performed by embedded device developer during 
the protection system design. In essence this is a heuristic analysis aimed at identifica-
tion of known kinds of hidden conflicts, which the security components of embedded 
devices are involved in [8]. 

Generally a conflict is regarded as a relationship between two or more security 
components and represents a contradiction between the functional of several security 
components, any their non-functional limitations and/or software/hardware platform of 
the device. The peculiarity of such conflicts is that as a rule they become apparent un-
der certain conditions only and. Therefore, it is difficult to detect them during testing 
end devices by the use of attack vectors. Early design-time detection of conflicts in the 
process of integrating security components will help to reduce the number of iterations 
of the device development process. Besides for a conflict to be appeared not only the 
fact of integration of multiple security components with specified security functional is 
important, the way of their integration is significant as well. Specifically two compo-
nents with opposite protection features can be in a conflict if they are performed 
simultaneously and interact within a common hardware/software context, for example, 
they use share data structure, memory, file, communication channel and so on. Knowledge 
of known types of conflicts is produced by expert analysis, modeling and development of 



 Expert Knowledge based Design and Verification of Secure Systems 203 

new information systems with embedded devices. It seems appropriate to keep a list of 
previously discovered types of conflicts, regarding domain-specific nature of each particu-
lar system. As a consequence as the specification of the combined device protection 
system as well as specifications of considered security components should be analyzed 
together by the developers for the presence of conflicts from the list. Differences between 
the nature of each particular conflict, amounts of the involved security components and 
their protection functional, peculiarities of the components interactions and their integra-
tion as well as domain-specific character cause the development of comprehensive 
classification covering all possible hidden conflicts seems infeasible at the moment. How-
ever, in the design process a particular classification of conflicts (e.g. according to the type 
of the involved objects) can be used as an expert knowledge by the device developer of the 
protection system to realize a directional search of possible conflicts (Table 2).  

Table 2. Types of conflicts between security components 

Type 1 – conflict due to a lack of consistency between a security component and the device specification  
Type 2 – conflict between the protection functions of several security components 
Type 3 – conflict between several basic components within a complex security component 

 Fig. 2 schematically shows the three types of conflict discussed. Examples of each 
of the three above conflict types are presented in Table 3. 

 
Fig. 2. Three types of security component conflicts 

Resolving such conflicts is individual and determined by the specificity of a particu-
lar conflict and its security components involved. As resolution options a revision of 
one or several security components, changing the way their integration or correcting 
security requirements can be considered. 

Table 3. Examples of expert knowledge on conflicts 

Conflict 
type 

Conflict example 

Type 1 Security_component = "TPM based secure module for storing confidential customer data"; 
Safity_requirement = "to double customer data by an extra hardware storage module"; 
Conflict = "assuming the only TPM in the device the unprotected doubling violates data 
confidentiality" 

Type 2 Security_component_1 = "backup component for critical customer data"; 
Security_component_2 = "component for secure guaranteed deletion of critical customer 
data after some specific event happens"; 
Conflict = "inconsistent application of the both components to the same data causes a con-
flict due to a logical opposite of the their security features" 

Type 3 Security_requirement = "to implement RAID based redundant and high-performance storage 
of business data by two (or more) secure hardware units"; 
Assumption = "the inconsistent parameters of the units (e.g. different capacity of the units or 
their writing speeds)"; 
Conflict = "the units are correct themselves, but they do not implement RAID" 
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C. Network Information Flow Verification 

For verification of network information flows the expert knowledge includes instances 
of security policy anomalies and methods for their detection. Consider one type of 
anomalies more in detail, “shadowing” anomaly. The presence of this anomaly sup-
posed that a rule never works because there are one or more rules with higher priorities 
"overlapping" it. This anomaly indicates a probable error in the policy, which should 
be reviewed. 

Network information flows and policy rules are specified by the following tuples: 
InformationFlow = < host1, host2, user1, user2, interface1, interface2, type >, 

FilteringRule = < host1, host2, user1, user2, interface1, interface2, type, action >, 
where host1, host2 – sending and receiving hosts, respectively; user1, user2 – user 
sending and receiving user; interface1, interface2 – types of hardware Interfaces of the 
sender and recipient; type – type of the information flow.  

Type of information flow refers to a kind of data that the flow encapsulates. Informa-
tion flow types by both the kind of transmitted information (e.g., user data, critical data, 
checksums, encryption keys, security certificate, etc.) and the format which the informa-
tion is presented in (e.g., unencrypted and encrypted messages, compressed message). 

The essence of model checking, applying to anomaly detection consists in iterating 
states the system can move into, depending on the emerging information flows and 
responses from the component making decisions on policy based permission or rejec-
tion of such requests. When iterating the sequence of actions depends on conditions 
formulated in a language of linear temporal logic and express correct states of the sys-
tem [6, 20]. State of the system is determined by a set of variables and state change is 
caused by concurrent processes running in the system. A process to be executed in the 
next time is chosen randomly. The system considers all the possible sequences of steps 
for specific processes and signals potentially incorrect state. After that, the user is giv-
en a track, i.e. a sequence of steps leading to an incorrect state of the system with 
respect to given conditions. Basic input of verification of network information flows 
includes, first, descriptions of policy rules and, second, the structure of the network in 
the system description language and detectable types of anomalies. 

At the first stage of verification input data is converted into an internal format of the ve-
rification system. Then, at a second stage, a general model of the system is built to verify 
prohibiting and permitting rules for information flows. The model is presented in the form 
of a finite state machine and initialized by the input data in internal format. In the model 
the anomalies are expressed by formal statements. According to model checking paradigm 
these formal statements represent properties of correctness, which violation brings the 
analyzed system in an incorrect state. At the third stage the general model is verified by a 
model checker tool. In the verification process all incorrect state of the system are re-
vealed. At the final verification stage the obtained are subjected to interpretation. If any 
anomaly instances are detected, it is created a description containing situation and the in-
formation flow leading to the appearance of the anomaly and its type [20]. 

For the case of a shading anomaly the verification includes: (1) generating a set  
of testing flows (the flows are formed on the basis of the so called “boundary” values of 
the policy rules, i.e. the flows are constructed through any possible combinations of  
parameters taken from the rule statements); (2) sequential application of the policy to 
each information flow; thus each time the rule holds it is marked as held; (3) search on 
the set of rules to identify rules did not hold even once.  
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Therefore, verification allows getting a set of results, each of them being a pair <A, 
(B1,...Bn)>, where A represents an anomalous rule, B1,...Bn are higher priority rules 
shadowing it. B1,...Bn are isolated by an extra pass of the policy by running those test-
ing flows that meet the conditions of rule A. 

6 Software Implementation and Discussion 

A software prototype developed is used within the proposed technique of design and 
verification of systems with embedded devices. The prototype includes a design-time 
means for making decisions on choosing optimal configurations and for verification of 
network information flows. 

The architecture of the tool for making decisions on choosing optimal 
configurations on the basis of UML class diagrams is presented in Fig. 3. At the archi-
tecture there are its grouped elements in charge of the protected device and its 
properties; security components; classifications of properties of the device and its 
individual security components; optimality criteria as well as configuration function of 
and check of configuration admissibility. This tool includes the following main 
features: (1) configuration function, that forms an optimal configuration according to 
the given constraints and a list of security components (function configure); (2) check 
function for verification of configuration admissibility (function verify). 

As practice shows, often in the development of combined protection systems with 
embedded devices the choice of security components is realized by developers intui-
tively without any experimental evaluations on an already produced device with 
integrated protection and without taking into account any design-time system models 
and heuristics. Experiments on modeling strategy for choosing pseudo optimal sets of 
security components on the base of greedy algorithms have been realized. The strategy 
represents a procedure for a sequentially organized choice and refinement of security 
components of the sought configuration iteratively for each security requirement. In 
fact, this procedure works successively, for each functional protection property 
choosing a security component from the available ones that consumes the least amount 
of hardware resources according to their order determined by the heuristic. The 
averaged experimental data allow us to deduce that the proposed configuration process 
results in more effective solutions of combined protection. At that the combined pro-
tection effectiveness is meant as achievement of minimal resource consumption of a 
set of security components providing the given security features. More detailed 
description of the configuration tool, its performance evaluation as well as fragments 
of the GUI are given in [8]. 

The proposed verification of network information flows has been implemented for 
the analysis of security level of the system of automated control of energy consumption 
by end customers (system MD) with the following limitations. Due to technical 
simplifications, a limitation of the implementation is setting parameters of the policy 
both by defining concrete values or rules (specific hosts, interfaces, users) and by using 
special identifiers any, defining all possible values for a parameter. Generally it is 
assumed setting undefined sets of parameters of rules ( in particular as the use of 
structures such as "all the values, excepting x1, x2, x3"). The policy rules for the MD 
case study were established based on available system specifications. 
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Fig. 3. A tool for configuring security components 

We performed experiments, introducing shadowing anomaly instances into the 
policy. These anomalies simulate potential errors in the process of the policy 
development. During the technique all the instances were revealed. After verification 
completed the original policy was subjected to corrections, the verification repeated 
and new policy admitted as free of shadowing anomalies. 

A piece of the requirements got from MD case study specification presented below. 

"The privacy non-relevant data is generated by and temporarily stored on the 
trusted meter. It is displayed on the trusted meters local display. 

ny user shall be able to read the privacy non‐relevant data by using the local 
interface of the Trusted Meter, and only by using the local interface." 

Fig. 4 shows a fragment of a security policy, two policy rules in PROMELA 
language specifying the given requirement and presenting a shadowing anomaly (rule 
0 is presented in lines 82-92, whereas rule 1 is in lines 94-104). In accordance with the 
location the rule 0 has a higher priority than the rule 1. This anomaly is the result of an 
incorrect indication of the values of interfaces of the source device (interface1). 

Fig. 5 shows a window with a trace from the use of SPIN. In particular, it is shown 
that the rule 1 is indicated as abnormal.  

The experiments on modeling a large number of involved objects, roles, data types 
and permitting/prohibiting rules confirmed the effectiveness of the proposed 
verification for the design of the automated control system of energy consumption 
(MD). Since the typical conflicts and anomalies are detected mostly heuristically,  
it is difficult to deduce about any universal ways to resolve them. Elimination of a  
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Fig. 4. Example of rules containing a shadowing anomaly 

 

Fig. 5. The technique output 

conflict/anomaly is determined, first of all, by its context including specific security 
requirements and assumptions, information security risks, modes of the device, 
involved security components, used interfaces, etc. To verify network control 
information flows of a security policy it is not sufficient to use pairwise comparisons 
of the policy rules only. In fact an analysis of the policy rules holdings in dynamic (i.e. 
model checking) is needed. In general, compared with the classical network 
architecture, the specificity of information systems with embedded devices in the task 
of verification of network information flow contains presence of a branched network 
topology based on heterogeneous embedded devices with different types of communi-
cations and types of hardware/software interface being entry and exit points for 
information flows, and variability of the structure of such systems throughout its work. 
An advantage of the proposed verification of information flows is to ensure the system 
security, assuming the same behavior of the model and the real system. Disadvantages 
include a large amount of computational resources required to analyze complex 
models; possible false positives, i.e. warnings on anomalies missing the real system; 
and incompleteness, as instead of the real system its model is verified. 

7 Conclusion 

The paper focused at the technique for design and verification of information systems 
with embedded devices. It is oriented at development and comprehensive analysis of 
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the combined security mechanisms to protect embedded devices on the basis of 
resource consumption metrics, potential conflicts and anomalies between protection 
components and information flows. The technique is based on domain-specific 
analysis of several case studies and characterized by specific expert information on 
hardware resources of embedded devices, typical conflicts and anomalies. The 
technique peculiarities include the use of specialized heuristic knowledge in the field 
of embedded security as completed design and verification patterns, applying methods 
of model checking, discrete optimization and decision-making theory. 

As future research we are planning to identify and use additional expert knowledge 
by analysis of specifications new case studies, research papers, technical and 
analytical reports in the field. It is expected to expand the list of typical conflicts and 
anomalies and do the further work on SPIN based verification component. 
Knowledge identified in the research is planned to be organized in an ontological 
form, using a modeling environment Protégé. The peculiarity of this representation is 
unification of expert information for its subsequent use by device developers both in 
decision-making design directly and as input for automated development tools.  
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Abstract. In this paper, we propose an anonymization scheme for gen-
erating a k-anonymous and l-diverse (or t-close) table, which uses three
scoring functions, and we show the evaluation results for two different
data sets. Our scheme is based on both top-down and bottom-up ap-
proaches for full-domain and partial-domain generalization, and the three
different scoring functions automatically incorporate the requirements
into the generated table. The generated table meets users’ requirements
and can be employed in services provided by users without any modifi-
cation or evaluation.

1 Introduction

Anonymization methods have been considered as a possible solution for pro-
tecting private information[8]. One class of models, called global-recoding, maps
the values of attributes to other values [29] in order to generate an anonymized
dataset. This paper uses a specific global-recoding model, “full-domain gener-
alization”, and an additional process for local optimization. Generally, some
anonymous tables are generated from an original table and users select a ta-
ble from these based on certain requirements for the services that they provide
to the public. A challenging issue in the anonymization of tables is to realize
an algorithm that generalizes a table according to the requirements of a data
user. If the algorithm incorporates the requirements into a generated table and
outputs the most suitable table, then evaluation and selection of candidates for
anonymous tables are not required when using an anonymous table.

In this paper, we propose an anonymization mechanism that reflects the user’s
requirements. The mechanism is an extension of PrivacyFrost [12,11], and hold
the same properties that are summarized as follows:

– The mechanism generates an anonymous table that satisfies k-anonymity[22],
l-diversity-family (l-diversity[18] and recursive (c, l)-diversity[18]).

– The mechanism is constructed based on a combination of top-down and
bottom-up methods for full-domain generalization, and produces the anony-
mous table that has the best score in the execution.

– After full-domain generalization, the mechanism executes the top-down al-
gorithm on each segment to optimize the anonymous table.

S. Teufel et al. (Eds.): CD-ARES 2014, LNCS 8708, pp. 211–225, 2014.
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– A user inputs not only a set of generalization boundary constraints, but also
priorities for quasi-identifiers as the user’s requirements for the anonymous
table.

We improve the tool to generate more valuable data. Extensions presented in
this paper are:

– A privacy notion, t-closeness [19], is supported for anonymization, and we
compare the transaction time with that of k-anonymity and l-diversity-
family cases.

– Three different scoring functions can be selected for anonymization. The
three scoring functions outputs anonymous tables that have characteristic
properties for the selected scoring function; thus, it can be selected according
to a requirement for each anonymous table.

– A pre-sampling process removes isolated records in order to output a more
useful table. To optimize output data, we can use a pre-sampling process
before execution of the algorithm.

It realizes fast generation of an anonymous table to reflect a user’s require-
ments and reduce the number of candidates for an anonymous table. The mecha-
nism evaluates the score of a table for each iteration of generalization and selects
the best scoring table for the next iteration. After some iterations, the mecha-
nism provides a k-anonymous and l-diverse (or t-close) table that is suited to
the user’s requirements.

The rest of the paper is organized as follows: Related work is presented in
Section 2. Section 3 presents assumed requirements from data users. Our mech-
anism is presented in Sections 4, 5, and 6. We show evaluation results in Section
7 and conclude this paper in Section 8.

2 Related Work

Samarati and Sweeney [23,22,26] proposed a primary definition of privacy that
is applicable to generalization methods. A data set is said to have k-anonymity
if each record is indistinguishable from at least k− 1 other records with respect
to certain identifying attributes called quasi-identifiers [9]. In other words, at
least k records must exist in the data set for each combination of the identifying
attributes. Clearly any generalization algorithm that converts a database into
one with k-anonymity involves a loss of information in that database.

Minimizing this information loss thus presents a challenging problem in the
design of generalization algorithms. The optimization problem is referred to
as the k-anonymity problem. Meyerson reported that optimal generalization in
this regard is an NP-hard problem[20]. Aggarwal et al. proved that finding an
optimal table including more than three attributes is NP-hard [2]. Nonethe-
less, k-anonymity has been widely studied because of its conceptual simplicity
[4,18,19,30,28,25]. Machanavajjhala et al. proposed another important definition
of privacy for a public database [18]. The definition, called l-diversity, assumes a
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strong adversary having certain background knowledge that allows the adversary
to identify object persons in the public database.

Samarati proposed a simple binary search algorithm for finding a k-anonymous
table[22]. A drawback of Samarati’s algorithm is that for arbitrary definitions
of minimality, it is not always guaranteed that this binary search algorithm
can find the minimal k-anonymity table. Sun et. al. presented a hash-based al-
gorithm that improves the search algorithm[24]. Aggarwal et al. proposed the
O(k)-approximation algorithm [3] that is used for executing the k-anonymity
problem. A greedy approximation algorithm [14] proposed by LeFevre et al.
searches for the optimal multi-dimensional anonymization. A genetic algorithm
framework [10] was proposed because of its flexible formulation and its ability to
find more efficient anonymizations. Utility-based anonymization [33,32] makes k-
anonymous tables using a heuristic local recoding anonymization. Moreover, the
k-anonymization problem is viewed as a clustering problem. Clustering-based
approaches [7,27,16,34] search a cluster that has k-records. In full-domain gen-
eralization, there are two heuristic approaches for generalization algorithms: the
top-down approach and the bottom-up approach. Bayardo and Aggrawal pro-
posed a generalization algorithm using the top-down approach [6]. The algorithm
finds a generalization that is optimal according to a given fixed cost metric for
a systematic search strategy, given generalization hierarchies for a single at-
tribute. Incognito [13] is a bottom-up-based algorithm that produces all possible
k-anonymous tables from an original table.

There are several research papers about k-anonymization based on a data
owner’s requirements for anonymized public data. Loukides et al. considered a k-
anonymization approach [17] according to both the data owner’s policies and data
user’s requirements. Aggarwal and Yu discussed a condensation based approach
[1] for different privacy requirements. LeFevre et al. provides an anonymization
algorithm [15] that produces an anonymous view appropriate for specific datamin-
ing tasks. Xiao and Tao proposed the concept of personalized anonymity and pre-
sented a generalizationmethod [31] that performs the minimum generalization for
the requirements of data owners. Miller et al. presented an anonymization mech-
anism [21] that provides k-anonymous tables under generalization boundaries of
quasi-identifiers. The configuration of the boundaries can be considered to be user
requirements. We proposed an anonymization mechanism[12,11] to reflect user
requirements precisely.However, themechanismonly provides abasic scoring func-
tion for the anonymization and a remaining issue is to design appropriate scor-
ing functions for achieving several requirements on anonymous tables. This paper
presents an extension of thatmechanism that includes pre-sampling and some scor-
ing functions.

3 Requirements

A database table T in which the attributes of each user are denoted in one record
is in the public domain and an attacker obtains the table and tries to extract
the record of an individual. Suppose that a database table T has m records and
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n attributes {A1, . . . , An}. Each record ai = (ai1, . . . , a
i
n) can thus be considered

to be an n-tuple of attribute values, where aij is the value of attribute Aj in

record ai. The database table T itself can thus be regarded as the set of records
T = {ai : 1 ≤ i ≤ m}. In our system, a user can input the following conditions
for the anonymization.

– Priority. The user defines a positive integer value vai for each attribute
ai. The value depends on the priority of the attribute. That is, vai = mvaj ,
where the priority of the attribute ai is m-times higher than aj . For example,
the user can define (va1 , va2 , va3 , va4) = (10, 5, 1, 1). The user gives high
priority to an attribute when the user desires more detailed information
about the attribute.

– Minimum Level. The user can define a minimum level for each attribute.
Each attribute has a hierarchical tree structure. The minimum level wM

ai

defined by the user means that a k-anonymized dataset generated by the
system includes at least wM

ai -level information for the attribute. The system
does not generalize the attribute below the minimum level.

The above two requirements reflect the granularity of information in a gener-
ated anonymous table. The mechanism tries to keep attribute values located at
the lower node as much as possible in the generalization hierarchy while satis-
fying the predefined anonymity condition, when the user marks the attribute as
high priority. Furthermore, the user controls the limits of generalization using a
configuration of minimum levels for attributes.

4 Components

In this section, we explain the basic components of our anonymization method.

4.1 Generalization

Full-domain generalization for obtaining an anonymous table consists of replac-
ing attribute values with a generalized version of those values, and it is based on
generalization hierarchies[8]. A quasi-identifier is an attribute that can be joined
with external information to re-identify individual records with sufficiently high
probability [9]. Generally, a target table T x = (T q|T s) consists of two types of in-
formation: a subtable of quasi-identifiers T q and a subtable of sensitive attributes
T s. Since the sensitive attributes represent the essential information with regard
to database queries, a generalization method is used to modify (anonymize) T q

in order to prevent the identification of the owners of the sensitive attributes,
while retaining the full information in T s. Thus, the generalization algorithm
focuses on the subtable of quasi-identifier T q and modifies it to satisfy a prede-
fined anonymity condition. We assume that quasi-identifier attributes are known
information for the generalization algorithm.

The full-domain generalization modifies all values of the attribute in the table
T . Therefore, the anonymized table is not optimized for regional groups that
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have the same quasi-identifier T q and that have lost information due to the
global generalization of attributes. The partial-domain generalization replaces
the values of an attribute in a small group that has the same quasi-identifier Tq.
The partial-domain generalization executes [on] each group independently and
modifies Tq subject to the requirement that each group satisfies the predefined
anonymity condition. Thus, values of the attribute are generalized as values with
different levels for each group.

4.2 Top-Down and Bottom-Up

There are twomethods for generating anonymous tables in generalization schemes:
the top-down approach and the bottom-up approach. The top-down approach
starts at the root table where all attributes have a root value (a maximally gen-
eralized value), and finds an anonymous table to change attribute values to lower
values (more detailed values) of the generalizationhierarchy. In contrast, the initial
table in the bottom-up approach is an original table and attribute values are re-
placed using upper attribute values until an anonymous table is found. Our scheme
uses a top-down approach as the basic algorithm to reduce the number of score cal-
culations. Furthermore, we consider a pre-computation in the top-down approach
in order to skip some computations by starting at the root table. The details of our
scheme are described in a later section.

4.3 Functions

The mechanism generates an anonymous table TG and calculates its score s
based on input data: a table T = T q that consists of m records and n quasi-
identifiers ai (i=1, ...,n), the parameters for k, a generalization hierarchy for
the attributes Hai , the lowest levels wL

ai of Hai and the user’s requirements vai

and wM
ai . The parameters for k are the requirement for privacy (which means k-

anonymity) and a system parameter that is defined according to the target table.
The score s provides a rating of the degree to which the user’s requirements are
satisfied. The following subfunctions are used in the algorithm:

– Sort(T, va1 , ..., van). This function sorts attributes ai (i = 1, ..., n) in Table
T by the user-defined priority values vai . The function generates T = (a1,
..., an) in an order such that va1 is the smallest and van is the largest.

– Checkk,l,c,t(T ). This function calculates the minimum number of group mem-
bers, where T = (Tq|Ts) and all records in Tq are categorized into groups
with the same attribute values. That is, this function calculates x of x-
anonymity for Tq. The function calculates l and c of (c, l)-diversity for Ts, or
calculates t for t-closeness for Ts. The function outputs OK where T satisfies
k-anonymity, (c, l)-diversity, and otherwise outputs NG. The function skips
calculations for l-diversity where l is defined as 1, and it only executes l-
diversity calculations for (c, l)-diversity where c is defined as 0. The function
skips calculations for t-closeness where t = −1. First, the function gener-
ates the hash value of each record in the table Tq and counts the number
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of hash values that are the same. If all hash values are greater than x, the
function outputs x. This process is a simple and efficient way for checking k-
anonymity and is similar to the process adopted in the previous study. This
function is implemented as a modifiable module; we can add other checking
logics for anonymity definitions.

– Generalization(ai, Hai , wai). This function modifies the attribute ai based on
its generalization hierarchy Hai . The attribute values change to the upper
node values of level wai−1, where the level of the attribute value is wai .

– De-Generalization(ai, Hai , wai). This function modifies the attribute ai based
on its generalization hierarchy Hai . The attribute values change to the lower
node values of level wai+1, where the level of the attribute value is wai .

– Score(T ). This function calculates the score of a table T . Our system calcu-
lates the score St of the anonymized datasets using equations described in
Section 6.

5 Algorithm

In the generated table, information that is important for the user is maintained
at a level that is as detailed as possible, while other information remains at
the level of generalized information. The algorithm consists of two main parts:
pre-computation and top-down generation.

5.1 Pre-sampling

To optimize output data, we can use a pre-sampling process before execution of
the algorithm. The pre-sampling process finds isolated records having attribute
sets that very few records have, and removes the isolated records to output more
useful tables. If the isolated records are included in a table, other records tend
to be much generalized than expected, so deletion of the records helps to keep
the maximum amount of information in the table. The pre-sampling process is
an optional process that the user can choose to use, or not. Let u = ua1 , ..., uan

be a threshold level of generalization for each attribute ai, and k′ be a threshold
value of anonymization. When the user inputs a table T , and threshold values
u and k′, the pre-sampling process is executed as follows:

The algorithm uses the updated table T for generating the anonymous table
TG. The whole mechanism is described in Figure 1.

1. Each attribute ai is generalized up to the level uai and the process outputs
a temporary generalized table TP .

2. Using table TP , the process makes groups whose records have the same
attribute sets, and counts the number of records in each group. The process
picks up records that belong to a group having records less than k′.

3. The selected records are removed from the original table T . The process
outputs the updated table T . Note that the generalized table TP is just
discarded.
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Pre-Sampling
(Optional)

Pre-Computation

Top-Down

2nd Top-Down

Bottom-Up

Partial-Domain De-Generalization
(Optional)

Algorithm

T

TG, Score

Fig. 1. Mechanism Overview

5.2 Pre-computation

The mechanism uses pre-computation to reduce the total computational cost of
anonymization. The pre-computation consists of two steps; step 1 considers single
attribute anonymity and generalizes each attribute to satisfy (k+ p)-anonymity,
and step 2 considers the whole table to satisfy k-anonymity. The parameter p
is a system parameter, and it should be optimized according to the results of
previous trials. The pre-computation is based on the subset property theorem
[13]. This theorem means that each single attribute has to satisfy k-anonymity
for a k-anonymous table. The mechanism uses the top-down approach and starts
with a k-anonymous table as the initial table; thus the algorithm executes the
following pre-computation.

1. The algorithm generalizes each attribute of a table T (= T q) to satisfy (k+p)-
anonymity, and creates a modified table T .

2. The algorithm checks whether the whole table T satisfies k-anonymity and
(c, l)-diversity (or t-closeness). If the table T does not satisfy k-anonymity
and (c, l)-diversity (or t-closeness), then the algorithm generalizes each at-
tribute once (one level) and returns to step 2. Note that each attribute is not
generalized up to the minimum level defined by the user. If the algorithm
finds no table that satisfies k-anonymity and (c, l)-diversity (or t-closeness),
then the algorithm outputs failed. Otherwise, the algorithm makes an initial
anonymous table T I and inputs it to TG.

5.3 Top-Down Generalization

The basic steps of top-down generalization are as follows:
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1. First, the algorithm de-generalizes an attribute an in Table TG, which is
defined as a top priority by the user, then checks the k-anonymity and (c, l)-
diversity (or t-closeness) of the modified table T .

2. If the table satisfies the predefined anonymity condition, the algorithm cal-
culates the score of the modified table T . If the algorithm finds no table that
satisfies the predefined anonymity condition, then the algorithm outputs the
table TG and its score s. The score is computed using the scoring function
Score(T ).

3. For all possible modifications of ai (i = 1, ..., n), the algorithm checks k-
anonymity and (c, l)-diversity (ort-closeness), then calculates the scores. The
algorithm selects the table that has the largest score among the possibly
anonymous tables and executes step 1 again.

4. If no more tables satisfy the predefined anonymity condition, the algorithm
outputs the table that has the maximum score at that point.

The basic algorithm calculates the scores of all possible anonymous tables. Now,
we consider a more efficient method for reducing the computational costs of
anonymity checks and score calculations. Suppose that the algorithm obtains the
number bw

ai
of nodes at the same level wai in the generalization hierarchy Hai .

The number indicates the upper bound of eai in each level. Thus, we estimate
the upper bound of increase in the score to calculate δs = (bwai+1 − eai)vai ,

where the current generalization level of ai is wai . If s > s′ + δs, the algorithm
can skip de-generalization of ai. Figure 1 shows the basic algorithm that outputs
TG and s using input parameters. The algorithm first executes pre-computation
and generates an initial table T I ; then the algorithm searches the table TG that
has the highest score. The top-down approach is used for the search performed
by the basic algorithm.

5.4 Optimization Steps

We present optimization steps to find a better table that has a higher score than
the table found using the basic algorithm. The optimization consists of three
steps: the second top-down, bottom-up, and partial-domain de-generalization.
The extension part is executed after the execution of the basic algorithm. The
algorithm repeats two sub-functions until no table has a score higher than the
current best score; then the algorithm executes the partial-domain generalization
process, if required. An overview of the search process is shown in Figure 2. The
figure is a generalization graph of the table T and the top is a root table in which
all attributes are level 0. The extended algorithm tries to find a table using both
top-down and bottom-up approaches. The algorithm searches for the high-score
table on the boundary of anonymous tables and tables that do not satisfy the
predefined anonymity condition. The extended algorithm is executed after the
basic algorithm as follows:

1. After the basic algorithm, the algorithm generalizes possible ais in the table
TG and calculates the scores of the tables. Then, the algorithm selects the
top score table T T . Note that table T T does not satisfy Checkk,l,c(T ) = OK.



PrivacyFrost2: A Efficient Data Anonymization Tool 219

2. Next, the algorithm executes a bottom-up generalization to search for tables
that satisfy the predefined anonymity condition, then from these tables the
algorithm chooses the table with the best score.

3. The algorithm compares the score of the chosen table with the current score
s of table TG, and if the score is higher than s, the algorithm replaces TG

with table T and s by its score. The algorithm executes the above steps
using the new TG. Otherwise, the algorithm stops and outputs the current
generalized table TG. The steps of top-down and bottom-up are repeated
until no table has a score higher than the current best score.

4. After finding the best score table, the algorithm executes the top-down ap-
proach for each partial-domain using a function named “Partial-Domain De-
Generalization (T )”. The function selects one group that has the same quasi-
identifiers and modifies one attribute using the top-down approach to satisfy
the predefined anonymity condition. The algorithm executes the function un-
til the table T T does not satisfy Checkk,l,c(T ) = OK. Note that the partial-
domain generalization process consists of only the top-down approach, and
the score of the output table is larger than that of the best scoring table pro-
duced by full-domain generalization. This step is optional; the user decides
whether the partial-domain generalization process is executed for the table.

Details of the algorithm are shown in the Appendix.

6 Scoring Functions

In this section, we explain scoring functions that are used in the anonymization
algorithm.

6.1 Basic Scoring Function

The basic function is described as follows:

St =
∑

∀ai

vai · eai

where eai is the number of value types of an attribute ai in the table. The
score is high where the user-defined priority value for the attribute is high and
the attribute has many types of values. The function produces a single value;
thus, different priority values may produce the same value. The function is im-
plemented as a replaceable module; thus, we can adjust the function or add
another scoring function according to data types. Note that the table with the
best score is not optimal among k-anonymous tables, but is suitable for the
user’s requirements.

6.2 η-Based Scoring Function

The η-based scoring function focuses on the variation of attribute values for all
attributes (calculated as the sum of eai) more than in the case that we use the
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Quasi-Identifiers

Birth Gender Zip Nationality

1984 Male 0124* Europe
1984 Male 0124* Europe
1985 Female 0123* Europe
1985 Female 0123* Europe
1984 Male 0123* USA
1984 Male 0123* USA

Quasi-Identifiers

Birth Gender Zip Nationality

198* * 012** UK
198* * 012** Italy
198* * 012** UK
198* * 012** Italy
1984 Male 0123* USA
1984 Male 0123* USA

Table by -Based Scoring FunctionTable by Logarithm-Based Scoring Function

Fig. 2. Generated Anonymous Tables

basic scoring function. Thus, the table tends to be uniformly generalized. The
η-based scoring function is described as follows:

St =
∑

∀ai

vai · η(eai)

The function η(x) is defined as:

η(x) =

⎧⎪⎨
⎪⎩
2 x > d

1 d
2 < x ≤ d

0 x ≤ d
2

Where d is a constant parameter. We can extend the function η(x) to add
conditions for x.

6.3 Logarithm-Based Scoring Function

The logarithm-based scoring function focuses on the priorities (defined as vai)
more than on the basic scoring function. In particular, the precision of the top-
priority attribute is of prime importance in the generalization. The logarithm-
based scoring function is described as follows:

St = max
∀ai

vai · log(eai)

log(ebai
)

where ebai
is the value of eai before anonymization. Figure 2 shows two tables

generated by the η-based scoring function and the logarithm-based scoring func-
tion, respectively. The left table is generated using the logarithm-based scoring
function with a priority that the attribute “Nationality” is the most valuable
attribute in the table.

7 Performance Evaluation

We implemented a prototype system on a PC (Core i7 870 2.93 GHz, 4 GB Mem-
ory, Windows 7, 32 bit) and evaluated the transaction times for pre-sampling
and anonymization. In this section, we show the results of the experiments.
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Table 1. Transaction Time of Pre-Sampling

Data No. of k′ Transaction
Records Time

Adult 32,561 1 1289 ms

Adult 32,561 2 1299 ms

Adult 32,561 5 1307 ms

Adult 32,561 10 1286 ms

Census-income 199,523 1 4401 ms

Census-income 199,523 2 4324 ms

Census-income 199,523 5 4431 ms

Census-income 199,523 10 4464 ms

Table 2. Transaction Time of Anonymization (Adult Data Sets)

Data No. of k l t Scoring Transaction
Records Function Time

Adult 32,561 2 2 - Basic 619 ms

Adult 32,561 2 2 - Log-Based 592 ms

Adult 32,561 2 2 - η-Based 680 ms

Adult 32,561 2 - 0.1 Basic 736 ms

Adult 32,561 2 - 0.1 Log-Based 720 ms

Adult 32,561 2 - 0.1 η-Based 675 ms

Adult 32,561 2 - 0.9 Basic 823 ms

Adult 32,561 2 - 0.9 Log-Based 778 ms

Adult 32,561 2 - 0.9 η-Based 723 ms

Adult 32,561 10 10 - Basic 663 ms

Adult 32,561 10 10 - Log-Based 631 ms

Adult 32,561 10 10 - η-Based 669 ms

Adult 32,561 10 - 0.1 Basic 726 ms

Adult 32,561 10 - 0.1 Log-Based 722 ms

Adult 32,561 10 - 0.1 η-Based 696 ms

Adult 32,561 10 - 0.9 Basic 803 ms

Adult 32,561 10 - 0.9 Log-Based 777 ms

Adult 32,561 10 - 0.9 η-Based 833 ms

We evaluated the prototype system using two data sets [5], Adults Data Sets,
which has 32,561 records of 14 attributes, and Census-Income Data Sets, which
has 199,523 records of 42 attributes, under several different sets of parameters
k, l and c. These data sets had been used for performance evaluation in previ-
ous research. The transaction time for pre-sampling is shown in Table 1. The
All threshold level of generalization for each attribute ai was configured as 2
in the experiments. The All transaction time for Adults Data Sets was about
1.2 seconds and that for Census-Income Data Sets was about 4.4 seconds. The
transaction times for anonymization for Adults Data Sets and Census-Income
Data Sets are shown in Table 2 and Table 3, respectively. In all experimenst, we
measured transaction time including the partial-domain de-generalization steps.
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Table 3. Transaction Time of Anonymization (Census-Income Data Sets)

Data No. of k l t Scoring Transaction
Records Function Time

Census-Income 199,523 2 2 - Basic 18585 ms

Census-Income 199,523 2 2 - Log-Based 18381 ms

Census-Income 199,523 2 2 - η-Based 16773 ms

Census-Income 199,523 2 - 0.1 Basic 19839 ms

Census-Income 199,523 2 - 0.1 Log-Based 19832 ms

Census-Income 199,523 2 - 0.1 η-Based 18525 ms

Census-Income 199,523 2 - 0.9 Basic 21889 ms

Census-Income 199,523 2 - 0.9 Log-Based 21363 ms

Census-Income 199,523 2 - 0.9 η-Based 19955 ms

Census-Income 199,523 10 10 - Basic 22287 ms

Census-Income 199,523 10 10 - Log-Based 21454 ms

Census-Income 199,523 10 10 - η-Based 16319 ms

Census-Income 199,523 10 - 0.1 Basic 19788 ms

Census-Income 199,523 10 - 0.1 Log-Based 19871 ms

Census-Income 199,523 10 - 0.1 η-Based 18417 ms

Census-Income 199,523 10 - 0.9 Basic 25477 ms

Census-Income 199,523 10 - 0.9 Log-Based 24552 ms

Census-Income 199,523 10 - 0.9 η-Based 19040 ms

The transaction time when using t-closeness was almost same as that when us-
ing l-diversity. There were no significant differences between the three scoring
functions.

Thus, our prototype system is expected to generate anonymous tables in a
feasible transaction time. In particular, where the table has fewer than 30,000
records and each consists of a reasonable number of attributes, the prototype
system will generate an anonymous table for it in real-time.

8 Conclusion

In this paper, we proposed an anonymization scheme for generating a table with
k-anonymity. The scheme calculates the scores of intermediate tables based on
user-defined priorities for attributes, and from these it selects the table with the
highest score. Three scoring functions were designed and they can be selected
according to the specific requirements of each case. The generated table meets
user’s requirements and is employed in the services provided by users without
any modification or evaluation. Our mechanism is applicable to full-domain and
partial-domain generalization in some types of anonymity definitions to replace
the check function. We will evaluate the prototype system using a number of
tables for several usersf requirements, and consider an optimization method for
parameters in our future work.
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A Details of the Algorithm

Figure 3 shows details of the anonymization algorithm.
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Input: a table T , k, l, c, t, p, Hai , wL
ai , vai , wM

ai

(i=1, ..., n), Score Function
Output: TG, s
// *Pre-Sampling before Algorithm (Optional)
//
// Precomputation:
Sort (T, va1 , ..., van)
for i = 1 to n do

wai ← wL
ai

while Check(ai) < k + p do
ai ← Generalization(ai, Hai , wai)
wai ← wai − 1

end while
end for
while Checkk,l,c(T ) = NG and all wai > wM

ai do
for i = 1 to n do

if wai ≥ wM
ai then

ai ← Generalization(ai, Hai)
wai ← wai − 1

end if
end for

end while
T I ← T
TG ← T I

s, s′ ← Score(T )
if Checkk,l,c(T ) = NG then

return failed
end

else
Top-Down Generalization

// Top-Down Generalization:
while state �= stop do

T ′ ← TG

s′ ← s
state ← false
for i = n to 1 do

T ← T ′
ai ← De-Generalization(ai, Hai , wai)
if Checkk,l,c(T ) = OK and Score(T ) > s then

temp ← ai, wai + 1
TG ← T
s ← Score(T )
state ← true

end if
end for
if state = false then

state ← stop
end if
a1, ..., an, va1 , ..., van ← temp

end while
return TG, s repeat
// 2nd Top-Down:
T ′ ← TG

s′ ← s
state ← false
for i = n to 1 do

T ← T ′
ai ← De-Generalization(ai, Hai , wai)
if Score(T ) > s′ then

temp ← ai, wai + 1
TT ← T
sT ← Score(T )
state ← true

end if
end for
if state = false then

state ← stop
return TG, s

else
// Bottom-Up:
while Checkk,l,c(T ) = NG do
T ′ ← TT

state ← false
a1, ..., an, va1 , ..., van ← temp

for i = 1 to n do
T ← T ′
if wai > wM

ai then

ai ← Generalization(ai, Hai , wai)
end if
if Checkk,l,c(T ) = OK and Score(T ) > s then

temp ← ai, wai − 1
TG ← T
s ← Score(T )
state ← true

end if
end for
if state = true then

a1, ..., an, va1 , ..., van ← temp
else
for i = 1 to n do

T ← T ′
if wai > wM

ai then

ai ← Generalization(ai, Hai , wai)
end if
if Score(T ) > s′ then

TT ← T
temp ← ai, wai − 1
s′ ← Score(T )
state ← true

end if
end for
if state = false then

state ← stop
end if

end while
until state = stop
// Partial-Domain Generalization:
while Checkk,l,c(T

P ) = NG do
TG ← TP

TP = Pertial-Domain De-Generalization(TG)
end while
return TG, s

Fig. 3. Algorithm
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Abstract. Web sites are often used for diffusing malware; an increas-
ingly number of attacks are performed by delivering malicious code in
web pages: drive-by download, malvertisement, rogueware, phishing are
just the most common examples. In this scenario, JavaScript plays an
important role, as it allows to insert code into the web page that will
be executed on the client machine, letting the attacker to perform a
plethora of actions which are necessary to successfully accomplish an at-
tack. Existing techniques for detecting malicious JavaScript suffer from
some limitations like: the capability of recognizing only known attacks,
being tailored only to specific attacks, or being ineffective when appro-
priate evasion techniques are implemented by attackers. In this paper
we propose to use system calls to detect malicious JavaScript. The main
advantage is that capturing the system calls allows a description of the
attack at a very high level of abstraction. On the one hand, this limits the
evasion techniques which could succeed, and, on the other hand, produces
a very high detection accuracy (96%), as experimentation demonstrated.

1 Introduction

In recent years, the web applications became an important vector of malware, as
many reports state [1, 2]. A number of attacks are performed leveraging malicious
web sites: drive-by-download, which consists of downloading and installing or
running malware on the machine of the victim; csrf, which deviates the victim’s
navigation on a malicious web site; phishing, web sites which reproduce existing
benign sites for obtaining credentials or other sensitive information from the
victim; malvertisement, which is advertisement containing malware; malware
serving, which collects traffic with different techniques and hosts malware; and
rogueware, which is a fake antivirus which realizes illegal tasks, like stealing
information or spying victim’s machine.

Existing techniques may be very efficient in identifying specific and well-known
attacks [3], but they often fail in detecting web threats which are new or scarcely
diffused [4]. Since the attackers know that the approaches for detecting attacks
are usually successful only against some kinds of attacks, different combinations
of attacks are mixed together in order to evade detection [3].

Furthermore, the turbulent evolution of web technology entails a parallel evo-
lution of web threats, which makes ineffective all those detecting techniques
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which are strictly based on the technology of the web pages, because they observe
the behavior of only certain components or characteristics, neglecting others
which may be exploited by attackers. The introduction of HTML5, for instance,
is bearing new functions like inline multimedia and local storage, which could
be leveraged for designing new attacks [5], whose dynamics are not expected by
current detectors.

A system for circumventing these hurdles is to analyze the web threats at a
finer grain, which is the one of the operating system. The conjecture which we
aim to demonstrate with this paper is that observing the behavior of a web ap-
plication as the sequence of system calls invoked by the system when the browser
connects to the web application makes the capability of detection independent
of the specific web threat. This should result in a more effective detection sys-
tem, which is able to exhibit a higher accuracy, i.e., reduce the number of false
negatives and false positives. To observe the behavior of a web application at the
level of system calls means decomposing at the smallest units of computation,
or rather obtaining a very high level of abstraction of the code features.

The conjecture relies on the idea that a web application designed for per-
forming an attack instead of performing some specific (and benign) business
logic should show characteristics, in terms of sequence of system calls, which
are common to many attacks, independently from the type of attack and its
implementation. For instance, a malicious web application is often hosted on
web server with poorer performances (often due to the fact that a malicious
web application must frequently change hosting server because these servers are
blacklisted) than a benign web application (which needs high speed server for
business reasons). Moreover, benign web applications have a more complex struc-
ture than malicious web application, whose only purpose is to perform attacks
and not to provide business services, several functions to user, or many pieces
of information. This could cause, for instance, a fewer number of open system
calls invoked by the malicious web application, than by the benign ones.

We wish to investigate whether malicious web applications and benign web
applications differ in terms of the system calls they invoke. Thus, we pose two
research questions:

– RQ1: is there a significant difference in the occurrences of system calls in-
voked by malicious and by trusted web applications?

– RQ2: are there sequences of system calls which are more frequent in malicious
web applications than in trusted web applications?

RQ1 aims at verifying whether malicious web applications have system calls
with different occurrences of benign web applications. A similar finding was ob-
served for malware, where some op-codes had a larger or smaller number of
occurrences than in non-malware code [6]. RQ2 consists of exploring the pos-
sibility that specific sequences of system calls could characterize malicious web
applications, i.e., are more (or less) frequent in malicious web applications than
in benign ones. As data analysis demonstrates, both RQ1 and RQ2 have a pos-
itive answer.
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The paper proceeds as follows: Section 2 analyses the related literature, Sec-
tion 3 and 4 discuss experimentation and results obtained, respectively for RQ1
and RQ2, and, finally, Section 5 draws the conclusions.

2 Related Work

A wealth of techniques exist to detect, prevent or characterize malicious activities
carried on using web pages.

Blacklists collect malicious URLs, Ip addresses, and domain names obtained
by manual reporting, honeyclients, and custom analysis service [3]. Blacklist-
ing requires trust by the users and a huge management effort for continuously
updating the list and verifying the dependability of the information.

Heuristic-based techniques [7, 8] leverage signatures of known malicious codes:
if a known attack pattern is found within a web application, it is flagged as
malicious. However, signatures can be successfully evaded by malicious code—
obfuscation being the most commonly used technique. Moreover, this mechanism
is not effective with unknown attacks.

Static Analysis techniques [9–12, 8, 13, 14] extract features from URL string,
host identity, HTML, JavaScript code, and reputation metadata of the page.
These values are entered in machine learning based classifiers which decide
whether the web application is malicious or not. Obfuscated JavaScript, exploit-
ing vulnerabilities in browser plug-ins and crafted URLs are common practices
to evade this form of detection.

Dynamic analysis [15–18, 13] observes the execution of the web application.
Proxy-level analysis [19] captures suspicious behaviors, such as unusual process
spawning, and repeated redirects. Sandboxing techniques [7, 20] produce a log
of actions and find for known patterns of attacks or unsual sequence of actions.
Honeyclients [21] mimic a human visit in the website, but by using a dedicated
sandbox. Execution traces and features are collected and analyzed to discover
attacks. Low-interaction honeyclients [22] compare the execution traces with a
set of signatures, which makes this approach ineffective with zero-day attacks.
High-interaction honeyclients [23–25] look for integrity changes of the system
states, which means monitoring registry entries, file systems, processes, network
connections, and physical resources (memory, CPU). Honeyclients are powerful,
but at a high computational cost, as they need to load and execute the web
application. Honeyclients are useless for time-based attacks, and, moreover, ma-
licious server can blacklist honeyclients IP address, or they can be discovered by
using Turing Test with CAPTCHAs [3].

Different methods have been proposed for detecting and analyzing malicious
Java script code. Zozzle [26] extracts features of context from AST, such as
specific variable names or code structure. Cujo [20] obtains q-grams from the
execution of JavaScript and classifies them with machine learning algorithms.
Code similarity is largely used to understand whether a program is malicious
or not, by comparing the candidate JavaScript with a set of known malicious
JavaScripts. Revolver [27] computes the similarity by confronting the AST struc-
ture of two JavaScript pairs.
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Clone detection techniques have been proposed in some papers [28, 29], but they
assume that the programs under analysis do not show an adversarial behavior.
Such an assumption does not hold when analyzing malicious programs. Attackers
usually change the code corresponding to the payload taken form other existing
malware for evading clone detection. Another strong limitation is the large number
of source code the candidate code sample must be compared with. Bayer et al. [30]
intend to solve this problem by leveraging locality sensitive hashing, while Jong et
al. [31] make use of feature hashing for reducing the feature space.

At the best knowledge of the authors the method we propose is new in the
realm of malicious JavaScript detectors, and its main advantages are: the success
is independent from the type of attack, and it is designed to be robust against
evasion techniques, as discussed later in the paper.

3 RQ1: System Call Occurrences

3.1 Data Collection

We performed an experimental analysis aimed at investigating the point ad-
dressed by RQ1—i.e., whether a significant difference exists in the occurrences
of system calls invoked by malicious and by trusted web applications. To this
end, we composed a set including malicious and trusted web pages and recorded
the system call traces which are generated while visiting them.

We chose at random more than 3000 URLs from the Malware Domain List1

archive: this archive contains about 80 000 URLs of malicious web pages imple-
menting different attacks patterns. We chose the first 3000 URLs included in the
Alexa Global Top Sites2 ranking for making up the set of trusted websites.

We then systematically visited each of these URLs and recorded the system
calls traces. In order to collect system calls traces, we used Strace3, which is a
tool for Unix platform diagnostic and debugging. Strace hooks a running process
and intercepts the system calls done by the process and register them within a
log. Strace can be configured in two different modes: “verbose”, which collects
all the system calls of the target process with all the metadata, and “summary”,
which collects aggregated data, such as the number of calls for each system call,
the total time required for the system call, the number of errors, the percentage
of user time. We used Strace in “verbose” mode. We automated the collection
procedure by means of a Java program which we built for performing the follow-
ing steps—being u the URL for which the system call trace has to be collected:

1. launch Strace, configured to hook the Firefox process;
2. launch Firefox with u as the only URL to visit;
3. wait 60 s;
4. kill Firefox and Strace;
5. truncate the system call trace to the calls performed during the first 20 s.

1 http://www.malwaredomainlist.com
2 http://www.alexa.com/topsites
3 http://sourceforge.net/projects/strace/

http://www.malwaredomainlist.com
http://www.alexa.com/topsites
http://sourceforge.net/projects/strace/
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We executed the collection procedure for all the URLs in a row, running the
Java program on a machine hosted in our campus, provided with good and
stable connectivity to the Internet.

We ensured that no errors were generated while visiting URLs. We excluded all
those traces for which one of the following abnormal situation occurred: HTTP
response codes 302 and 404, “unable to resolve host address” error and “con-
nection time out” error. We stopped the collection after visiting exactly 3000
malicious and 3000 trusted pages.

3.2 Analysis

We denote with N the length of a system call trace and by Nc the number of
occurrences of the system call c within a trace.

We observed 106 different system calls. The average number N of system calls
we collected for each URL was 114 000 and 76 710, respectively for trusted and
malicious pages. We think that the difference is justified mainly by the differ-
ent connectivity and processing power of servers serving trusted and malicious
pages. In particular, malicious pages are often served by improvised web server—
possibly compromised machines which were not meant to act as servers—and
hence with bad connectivity and low processing power. Despite the number of
system calls in the 20 s trace might appear a good indicator of a page being
malicious, it cannot be actually used alone as a discriminant, since it strongly
depends on the setting of the client: client connectivity and processing power
were tightly controlled in our data collection settings, but are likely to be more
variable in a real scenario.

Concerning the number of occurrences of system calls, Table 1 shows the

absolute occurrences Nc and relative occurrences Nc

N of the 10 most occurring
(considering all traces) system calls, for trusted and malicious pages: for exam-
ple, the futex call occurs on the average 12 895 times in each trusted trace,
which corresponds to 11.36% of calls per trace. As expected, the absolute num-
ber of occurrences is in general greater for trusted pages. In relative terms,
figures are similar for trusted and malicious pages, with some exceptions. The
call gettimeofday is by far the most occurring across malicious pages: on the
average, more than 1

3 of system calls are gettimeofday; this system call could be
invoked for time-based attacks and logic bombs. On the other hand, for trusted
pages, the most occurring call is clock gettime. This is likely to happen be-
cause, for a time-based attack, a temporal grain at level of a day is enough as
temporal line after which the attack must be launched. The call clock gettime

can be used by many common functions in current trusted websites: for instance
in forums and social networks, the local clock time is commonly used to tag the
published posts. Moreover the local clock time is used for web page dynamic
updates (for instance this is typical in news websites), or for JavaScript timers
bound to UI activieties, and so on. The call open seems to occur more frequently
while visiting malicious web pages than trusted ones: 4.20% vs. 2.88%. This could
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Table 1. Most occurrent system calls in our dataset

Trusted Malicious

System call c Nc
Nc
N

(%) Nc
Nc
N

(%)

1 clock gettime 35 444 29.97 17 869 21.81
2 gettimeofday 30 675 27.53 25 622 34.54
3 futex 12 895 11.36 9757 12.55
4 recv 9325 8.25 5105 6.63
5 poll 6919 6.13 4073 5.24
6 open 3108 2.88 3052 4.20
7 read 2336 2.07 1917 2.51
8 writev 2183 1.97 1231 1.64
9 write 1752 1.53 1206 1.57

10 stat64 1348 1.22 1149 1.54

be due to the fact that many kinds of attacks performed through web pages, as
previously observed, consist of gathering private information from the victim’s
machine, obtaining the machine control, changing machine settings (e.g., DNS
poisoning, registry modifications, password cracking, cookies, browser settings,
and chronology retrieving), causing a denial of service, and so on.

Figure 1 shows the comparison between relative occurrences of the 10 most
occurring system calls for trusted and malicious pages, by means of a boxplot.
It can be seen that no one of the considered calls can be taken as a discriminant
between trusted and malicious pages, because values for all the considered pages
overlap for the two categories. For example, despite being the mean value for
the open call significantly lower for trusted pages (see Table 1), several trusted
pages (at most 25%) exceed the mean value of the open relative occurrence
within malicious pages. This happens because nowadays many web applications
must implement very complex business goals (e-health, e-government, e-banking,
e-commerce) which require a complex architecture, rich of files (images, anima-
tions, CSS sheets, JavaScripts), and complex functions, which need to have access
to cookies, Internet files (chronology), local folders (for updating files), web ser-
vices. In this case the number of files which need to be opened can be remarkably
higher than the ones opened by many web-based attacks.

Finally, we analyzed the 10 system calls for which the absolute difference

ΔNc

N between the average relative occurrences in trusted and malicious page
was the greatest. The rationale was to find those system calls which were the
best candidate to be a good discriminant between trusted and malicious pages,
regardless of being the calls rare or frequent. Table 2 lists the 10 system calls,
along with the value of the difference in relative occurrences. It can be seen that
9 on 10 of the calls chosen with this procedure were also included in the set of the
10 most occurring calls (i.e., those of Table 1 and Figure 1): the only exception
was the llseek call which took the place of the write call.
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Fig. 1. Boxplot of relative occurrences of the 10 most occurring system calls in our
dataset. The top and bottom edges of each box represent third and first quartile,
respectively; the line inside the box represents the mean value; the vertical lines above
and below each box span to max and min values, respectively.

Table 2. System calls with greatest difference in relative occurrences in our dataset

System call ΔNc
N

(%)

1 clock gettime 8.16
2 gettimeofday 7.01
3 recv 1.62
4 open 1.32
5 futex 1.19
6 poll 0.89
7 read 0.44
8 stat64 0.35
9 writev 0.33

10 llseek 0.31

3.3 Classification

We tried to exploit the difference in relative occurrences of system calls to build a
classifier able to discriminate between trusted and malicious pages. To this end,
we defined a method consisting of a training phase and a classification phase.

In the training phase, we proceed as follows. Let T be a set of labeled traces
(t, l), where l ∈ {trusted,malicious} is the label and t is the trace, i.e., a sequence
of system calls. We build, for each trace t, a feature vector f ∈ [0, 1]106 composed
of all the system call relative occurrences, sorted alphabetically on the calls
themselves. Then, we train a Support Vector Machine (SVM) on the feature
vectors using the labels in T . We use a third-degree polynomial kernel with cost
parameter set to 1.
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In the classification phase, we simply obtain the feature vector f from the
trace under analysis and then applied the learned SVM.

We assessed the effectiveness of the proposed classification method on the
dataset D collected as described in Section 3.1, with the following procedure:

1. built a training set T ⊂ D by picking 2400 trusted traces and 2400 malicious
traces;

2. built a testing set T ′ = D \ T ;
3. run the training phase on T ;
4. applied the learned classifier on each element of T ′.

We performed a 5-fold cross validation, i.e., we repeated the four steps 5 times
varying the composition of T (and hence of T ′).

We measured the performance in terms of accuracy, False Negative Rate
(FNR) and False Positive Rate (FPR), i.e., respectively, the percentage of T ′

pages which were correctly classified, the percentage of malicious pages in T ′

which were wrongly classified as trusted and the percentage of trusted pages in
T ′ which were wrongly classified as malicious.

We obtained a classification accuracy of 97.18%, averaged across the 5 repe-
titions, with a standard deviation σ = 0.44%; FPR and FNR were respectively
equal to 3.5% and 2.13%. Although such results are good, it is fair to note that
a detector based on the number of invocations of a (set of) system calls could be
evaded easily: if the number of malicious system calls is expected to be smaller
than trusted ones, the attackers should write junk code which does not alter the
payload effect but increases the number of those system calls. On the contrary, if
the number of malicious system call is expected to be greater than trusted ones,
as the value which we are considering is calculated in percentage, it is sufficient
to increase the total number of all the system calls, with junk code, as well.

4 RQ2: System Calls Sequences

4.1 Classification

In order to answer RQ2, we considered a classification method for discriminat-
ing between trusted and malicious pages which bases on (short) system calls
sequences, rather than occurrences. Similarly to the former case, we considered
two phases: training and classification.

In the training phase, which operates on a set of labeled traces T , we proceed
as follows. We first compute, for each trace, a feature vector f of n-gram occur-
rences (with n = 3). Each feature corresponds to ratio between the number of
times a given subsequence of 3 system calls occurs in t and the number of 3-grams
in t (which is |t| − 2). For example, if t = {execve, brk, access, mmap2, access,
open, stat64,open, stat64, open}, thenf(execve,brk,access) = 1

8 ,f(brk,access,mmap2) =
1
8 , . . . , f(open,stat64,open) =

2
8 , and so on.
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The number |C|3 of possible features is large, being C the set of system calls—
recall that in our experimentation |C| = 106. For the sake of tractability, we
consider only those features for which the corresponding 3-gram occurs at least
once in T : this way, we reduce the number of features in our experimentation to
≈ 43 000.

Then, we perform a two-steps feature selection procedure. We first select
the 5% of features with the greatest absolute difference between the average
value computed only on trusted sequences and the average value computed only
on malicious sequences. Second, among the remaining features, we select the k
features with the highest mutual information with the label l.

Finally, we train a Support Vector Machine (SVM) on the selected features us-
ing the labels in T . We use a third-degree polynomial kernel with cost parameter
set to 1.

In the classification phase, we simply extract the selected features from the
trace under analysis and then apply the learned SVM. Note that the actual
extraction of the features in this phase—including the collection of the trace
itself—can be computationally cheaper, since only those k subsequences of sys-
tem calls have to be counted.

4.2 Experimental Evaluation

We assessed the effectiveness of the proposed method on the same dataset and
with the same procedure described in Section 3.3.

Table 3 shows the results of the experimental evaluation in terms of average
value of accuracy, FNR and FPR across the 5 repetitions. It can be seen that
our method is able to discriminate between trusted and malicious pages with an
accuracy of 95.83% (k = 25): FNR and FPR are balanced, i.e., the method does
not tend to misclassify one class of pages more than the other.

Moreover, results show that the best accuracy can be obtained with k = 25,
but the method itself appears to be quite robust with respect to the parameter
k. Considering that an actual implementation of our approach will benefit from
low k values—since less data had to be recorded—the fact that the best accuracy
can be obtained with k = 25 is a plus.

Results of Table 3 suggest that(i) the chosen features (3-gram occurrencies)
are indeed informative for malicious pages detection, (ii) a large number of them
do not provide any additional information—or the SVM classifier is not able to
exploit it—and (iii) the proposed feature selection procedure allows to select the
small fraction of features which allow an accurate classification.

For completeness of analysis, in Table 4 we show the 10 3-grams chosen with
the feature selection procedure described in Section 4.1 in one repetition of
our experimental evaluation—we verified that the list composition was stable
across repetitions. It can be seen that the table includes system calls which
were not captured by the criterion on call relative occurrences (see Table 1),
nor by the criterion on difference in relative occurrences (see Table 2). This is
the case of, e.g., fstat64 and set robust list. This happens because some
system calls fall in several sequences, like write , and close, so they are more
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Table 3. Results in terms of accuracy, FNR and FPR

k Accuracy (%) FNR (%) FPR (%)

10 94.52 5.27 5.70
25 95.83 4.23 4.10
50 95.33 4.70 4.63

100 94.55 5.50 5.40
250 94.63 5.47 5.27

Table 4. 3-grams of system calls chosen by the feature selection procedure in one
repetition of our experimental evaluation

3-gram of system calls

1 clock gettime, getdents, recv
2 write, send, getdents
3 gettimeofday, ioctl, mkdir
4 write, sendto, futex
5 close, write, connect
6 shutdown, recv, close
7 close, fstat64, set robust list

8 clock gettime, setsockopt, recvmsg
9 open, getrusage, clock gettime

10 mkdir, getsockname, setsockopt

frequent than others which occur only in one or two sequences, like getdents

and shutdown. This suggests that considering the occurrences of sequences of
system calls allows to take into account behaviors—defined by short sequences—
which characterize benign or malicious activities. In other words, the concept of
system calls sequence encloses the concept of a program behavior at a very low-
level grain and, at the same time, at a high level of abstraction with respect to
the type of attacks and its implementation in the web application. Somehow, the
sequences of system calls can be seen as fingerprints or signatures of malicious
payload (at a very high level of abstraction). Conversely, occurrences of system
calls are not as much clearly representative of an attack as the system calls
sequences. In fact, occurrence counting is a too rough feature, as in the counting
can be included system calls that are not used in the payload.

Summing up,(i) features considered by RQ2 produce results not significantly
worse than those considered by RQ1 (the accuracy is about 96% and 97%, re-
spectively), but (ii) the former appear to be less prone to be circumvented by
trivial evasion techniques. As previously explained, the occurrence of a system
call can be altered by adding some junk code, which is a relatively straightfor-
ward technique. On the contrary, to camouflage a system calls sequence is much
harder, because the system calls sequence is a direct image at operating system
of the malicious behavior. To define an altered system calls sequence, without
affecting the intended payload, could be feasible, but very hard to realize. In
fact, being the actual maliciuos code in JavaScript, insertion of junk JavaScript
code will likely not impact on short system call sequences. In other words,
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since the system calls sequence to be invoked depends on the effect which the
code should produce, the insertion of junk code may add further system calls,
but it cannot remove the sequence of system calls which represents the malicious
behavior.

5 Conclusions and Future Work

With this paper we evaluate two methods for detecting malicious web pages
based on the system calls which are invoked when the browser connects to the
web application under analysis.

The first method consists of counting the occurrences of specific system calls,
while the second method consists of retrieving specific sequences of system calls
which are more frequent in malicious web applications than in trusted ones. Both
the method produced a high classification accuracy, the first method exhibiting
an accuracy slightly higher than the second one (97% vs. 96%). However, a
detection method which only exploits the occurrences of specific system calls can
be evaded easily, by adding junk code which alters the counting. On the contrary,
altering a sequence of system calls is much harder, as it depends directly on the
specific effect the attacker intends to realize. Adding junk code, in this case,
may alter the number of system calls, but not a specific sequence, which may
represent a malicious behavior.

As future work, we are planning to enlarge the experimentation by testing
the proposed technique on a data with noise, i.e., with data collected by real
clients during navigation—an in vivo experimentation. Additionally, we wish to
investigate about methods for inferring a pattern for those specific sequences
of system calls which correspond to malicious activities. In fact, the proposed
method is capable to identify system calls sequences common to malicious web
applications, but it is not able to map which ones correspond to which malicious
effect.
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Abstract. The Risk Reduction Overview (RRO) method presents a comprehensible 
overview of the coherence of risks, measures and residual risks. The method is  
designed to support communication between different stakeholders in complex  
risk management. Seven reasons are addressed why risk management in IT security 
has many uncertainties and fast changing factors, four for IT security in general 
and three for large organizations specifically. The RRO visualization has been 
proven valuable to discuss, optimize, evaluate, and audit a design or a change in 
a complex environment. The method has been used, evaluated, and improved 
over the last six years in large government and military organizations. Seven 
areas in design and decision making are identified in which a RRO is found  
to be beneficial. Despite the widely accepted need for risk management we  
believe this is the first practical method that delivers a comprehensive overview 
that improves communication between different stakeholders. 

Keywords: Design, Security, Residual risk, Risk management, Security meas-
ure, Visualization. 

1 Introduction 

Risk management in IT security is complex. Large numbers of security measures and 
many stakeholders make risk management in large organizations even more complex. 
Risk management involves the balance between the residual risks for the business and 
the costs of the measures that are taken to reduce the initial risks. In this article we 
define risk as the product of the chance that a threat causes damage to the business and 
the damage of that threat to the business. A 5% chance for $100 total damage, for ex-
ample, will justify the costs for a $5 measure. The costs include not only the cost of the 
implementation of the measure itself, but also the costs of any loss of functionality. 

There have been various approaches to quantify and model the security costs and 
benefits [6, 7, 11], [13]. However, in large organizations both the chance and the dam-
age are mostly unknown. Furthermore, the estimates of the effect of measures on 
chance and impact also have a high degree of uncertainty. Those approaches are there-
fore not practical for real-world risk management in situations with large numbers of 
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security measures. There also have been several approaches to present risk manage-
ment visually [16, 17]. However, none of these methods present an intuitive overview 
of the coherence of all risks and measures required for risk management. 

1.1 Challenges of Real World IT Risk Management 

There are four main reasons why chance and damage are uncertain in IT security and 
thus why risk management is complex. First, the known vulnerabilities in IT systems 
change with a high rate. Every computer runs millions of lines of code, and thus the 
existence of bugs is almost a certainty [12]. At a certain moment, for example, it may 
seem impossible to gain unauthorized access to a system, a week later there may be a 
zero-day exploit and an experienced hacker may gain access, one week later an exploit 
is released on the internet and access is possible for every “script kiddy”, and again one 
week later the vulnerability is patched and unauthorized access seems impossible 
again. Second, the IT environment itself changes continuously, which changes both the 
chance and the potential damage to the business. For example the introduction of new 
software or a new network connection to an external system. New technology devel-
opments such as cloud computing and ubiquitous computing that introduce completely 
new security challenges extend this challenge even more. Third, the chance that a 
threat causes damage is influenced by unknown external factors. It is for example dif-
ficult to quantify how much effort an external entity is willing to take to gain access to 
your information, or to quantify the number of backdoors in the software you use, or to 
quantify the bypass rate of your security measures [2]. Last, the cost of the damage is 
hard to estimate. The damage incurred when IT systems are unavailable, interrupting 
business processes or critical infrastructure, or when sensitive information is disclosed, 
affecting competitiveness or causing reputation damage, is not easy to express in mon-
etary terms [3], [5], especially in the public sector where information if often sensitive 
for political, sovereignty, or privacy reasons [1]. Furthermore, the total cost of owner-
ship of measures is difficult to express in monetary terms. Especially since most meas-
ures cause a decrease in productivity as a side effect. 

1.2 Challenges of IT Risk Management in Large Organizations 

Large organizations add three additional challenges to the complexity of IT risk man-
agement. First, where in a small organization a single administrator might be solely 
responsible for the overall security, in large organizations there are many different 
roles involved, such as business owner, information security officer, authorizing offi-
cial, functional application manager, solution architect, and system administrator. 
This separation of roles causes few people to have the required overview and know-
ledge to link security measures to chance and impact on the business required for a 
good cost/benefit analysis. Second, large organizations have large numbers of infor-
mation systems which are interconnected in many ways: sharing hardware, network 
infrastructure, storage, and data. Defining a strict boundary for a single information 
system is therefore almost impossible. A security breach on any level might affect 
many information systems. NIST 800-37 [9] recommends segmentation of systems 
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with guards in between, but this is not considered feasible for most networks except 
when dealing with very high classification levels. The chance that a security breach 
occurs is difficult to estimate because there are thousands of IT components and thou-
sands of unique security measures that affect the chance. The damage is difficult to 
quantify because a security breach might affect many information systems. Last, the 
cost/benefit analysis becomes rapidly more complex due to the large number of busi-
ness processes with different security requirements in large organizations. A new 
security measure may, for example, reduce the risk for one business unit, but may 
decrease productivity  for another business unit. 

1.3 Risk Management Methods and Standards Used in Large Organizations 

To overcome the challenges of complexity, large organizations use generic risk man-
agement methods and security baseline standards for the generic infrastructure, such 
as NIST 800-37 [8], CRAMM, and ISO/IEC 27005 [10], to guarantee a minimum 
security level for all systems. In order to be sustainable over time these methods and 
standards use generic threats and describe only generic measures that allow for differ-
ent implementations; only some common cases are described. The generic measures 
are not clearly linked to threats to the business [4]. When the threats change over 
time, the implementation might need to be re-assessed and updated. Furthermore, 
whether or not a specific implementation complies with the standard has to be justi-
fied by the IT security architect. 

Every implementation thus needs an argumentation why it meets the requirements 
of the generic measures and how it tailors or supplements baseline security controls. 
The IT security architect needs to provide insight into three aspects to justify his deci-
sions. First, the different successive complementary and independent technical and 
procedural measures. Second, the risks which are reduced by each security measure. 
Last, the residual risks that have to be accepted. 

So although these standards help larger organizations to improve the overall securi-
ty, they do not eliminate the need for communication between those that design the 
measures and those that have to accept the residual risks. 

2 Objectives 

The challenges in IT risk management as described have led to the objectives for the 
RRO method. First, present the relation between risks, measures and residual risks in 
an intuitive way. Second, present the security design in a way that gives people with 
different skills and roles the opportunity to either discuss, evaluate or audit if a design 
meets the required security level. Third, present the security design in a way that 
people can evaluate the residual risks that a design imposes on the business. Last, the 
presentation should be applicable independent whether or not the design is already 
implemented or in design phase. Summarizing, the presentation should help the busi-
ness to improve risk management: to improve communication and clarify the link 
between threats, security measures, and residual risk and make IT security designs 
more comprehensible and auditable. 
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3 The Risk Reduction Overview 

The Risk Reduction Overview (RRO) consists of two parts: a flowchart representation 
and an appendix. The flowchart provides an intuitive overview of the coherence of all 
risks, measures, and residual risks. The position and relation of measures in the flow-
chart show if a measure is successive to another measure (which provides defense in 
depth), complementary to another measure (the measure reduces a different aspect of 
the risk), or independent from other measures (the measure acts on a different risk). 
The appendix provides the details on each risk, measure, and residual risk. 

M#
Measure

I#
Initial risk

R#
Residual risk

F#
Final residual risk

M#
Measure

 

Fig. 1. Basic elements of a Risk Reduction Overview 

The flowchart is based on two basic elements: risks and measures. There are three 
types of risks: the initial risks, the residual risks, and the final residual risks (Fig. 1). 
All paths in the RRO flowchart follow the same format: initial risks are identified and 
measures are applied to reduce these risks, which lead to residual risks. The flowchart 
starts with all the initial risks that are identified for the particular design. All initial 
risks are followed by one or more measures, which are followed by residual risks and 
more measures, and finally end with a final residual risk. Arrows depict the flow. The 
flow is not necessarily linear; multiple measures from different flows may lead to the 
same residual risk, and multiple residual risks may follow a single measure. Arrows 
are drawn from risk to the resulting residual risk. When the measure itself introduces 
a new risk, an arrow can be drawn from that measure to a new risk. 

All risks and measures in the flowchart have a unique identifier: Initial risks have 
the identifier I# (in which # is a unique number), residual risks have the identifier R#, 
measures have the identifier M#, and final residual risks have the identifier F#. In the 
flowchart the identifier is followed by a short description of the risk or measure. The 
appendix of the RRO contains the detailed description for each risk and measure in 
the flowchart. 
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3.1 Example 

To illustrate the risk reduction flow we use a simplified example: email communica-
tion between a network with confidential data and the internet is enabled, and six 
security measures are proposed to reduce the risks (Fig. 2). This particular example 
describes a very common application for a risk reduction overview: a change on a 
secure environment is proposed, and the risk reduction overview is used to show the 
proposed measures and the residual risks of that change. Figure 2 does not describe a 
real-life design. Real risk reduction overviews [14] often have over ten initial risks 
and over twenty measures (Fig. 3). 

3.2 Drawing Method 

Before making a RRO, an initial set of risks and measures must have been identified 
already. The initial risks are the risks if one would take no security measures at all. 
The initial risks can be derived from the threats to the business combined with all  
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Fig. 2. Example RRO of email communication between a network with confidential data and 
the internet 
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Fig. 3. Example of a real RRO (sensitive information is removed) 

 

possible vulnerabilities. The measures can be both technical and procedural. Initial 
risks can be derived from threat analysis and from the standards, but must be com-
pleted from expert and domain knowledge. The first step to set up the RRO flowchart 
is to lay out the set of initial risks horizontally on the top of the flow chart. Then start 
to lay out the measures below the initial risks and derive the residual risks from the 
measures. Complementary measures may be placed below to reduce the residual risks 
further. Place preventive measures, that reduce the chance that a threat occurs, above 
reactive measures, that reduce the damage when the threat occurs. Continue until all 
measures are positioned and only final residual risks are left. If two measures provide 
an identical risk reduction (for defense in depth) they should follow up on each other 
without residual risk, e.g. measure 3 and 4 in Figure 2. Similar measures and similar 
risks should be placed near each other, to ease steps two and three.  

In the second step similar measures are joined together to make the overview more 
compact and easier to comprehend, as can be seen in Figure 4. This step is greatly 
facilitated if similar measures have been positioned early in the flow during step one, 
because re-ordering measures changes all the residual risks. Once the generic meas-
ures are applied early in the flow, the residual risks become more specific, so even-
tually all the detail is still present in the overview. 

In the third step similar risks are joined together, as can be seen in Figure 4. It is 
often possible to rewrite similar risks into a single more generic description, especial-
ly early in the flow. Late in the flow residual risks can be very specific and combining 
them would result in loss of essential detail. 

If the number of risks and measures is still too large to give a single comprehensi-
ble overview, it is an option to create a summary RRO with less detail, with multiple 
underlying RRO’s that give the required detail. The summary RRO still gives insight 
in the detailed final residual risks, but summarizes the upstream risks and measures in  
 



 Risk Reduction Overview 245 

 

M

M

M

M

M

I I I

R R R

F F

F
2

3

 

Fig. 4. Before (left) and after (right) step 2 and step 3 

the risk reduction flow. For example: different measures like fire alarm, fire extin-
guisher, fire blankets and non smoking areas can be summarized as fire fighting 
measures. Reviewers can still find the details of fire fighting in the underlying de-
tailed fire fighting RRO, while business owners might only be interested in the sum-
mary RRO, that present them the final residual risk of all fire fighting measures. 
Evaluation of the method has led to the finding that single RRO’s with over 30 meas-
ures are generally considered not comprehensible anymore 

To support quick reading risks and measures should be described in a uniform sen-
tence structure. Start the description of the risks with the vulnerable element. For 
example: Email attachments may contain malware. Start the description of the meas-
ures with the subject that causes the desired effect. For example: Anti virus software 
scans emails for malware. 

The last step is to number and describe each risk and measure of the optimized 
flowchart in the appendix. The appendix has four sections. The first section describes 
all initial risks. The second section describes all measures. The level of detail should 
provide enough information for a reviewer to judge if this measure will indeed reduce 
the risk to the residual risk. The third section describes all residual risks. The fourth 
and last section describes all final residual risks. In order to give weight to each of the 
risks, the description in the appendix should give an indication of the chance that a 
risk might occur and the damage it may cause to the business. The description should 
provide a chief security officer or a business owner enough information in a clear and 
comprehensive way to assess if the final residual risk is acceptable. An indication of 
the cost of measures and the cost of possible damage could be added to help the deci-
sion maker. 

Positioning the risks and measures manually can be time consuming, but this 
process could be automated. 
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4 Application 

The RRO can be used in different stages of the IT security design and decision mak-
ing process, and can be used to review the design of an already existing implementa-
tion. Seven areas are identified in which the RRO is beneficial. 

First, by creating the RRO, a security architect has to rethink design decisions of a 
new design or existing implementation and might find flaws or forgotten details. It 
forces the security architect to ask himself if the complete set of security measures 
does indeed cover all the risks it is supposed to. The flowchart provides a clear over-
view where defense in depth and diversity in defense are applied. 

Second, the RRO can help a security architect to optimize a design. Duplicate 
measures, or measures that do not reduce a risk, are more easily identified. Further-
more, the order of the measures may have an impact on the overall costs of the de-
sign. A cheap measure as first layer of defense may, for example, reduce the required 
capacity for a more expensive second layer of defense. 

Third, during review of the RRO, reviewers can check if all risks they expected 
themselves are present in the overview. A missing risk may be an indication of an 
insecure design or implementation. A missing risk will make the list of final residual 
risks incomplete. 

Fourth, reviewers of the RRO can check if the suggested risk reduction of a meas-
ure is realistic. They are able to see if the assumptions about the effectiveness of tech-
nical and procedural measures are correct and if the residual risks are well quantified. 
Too high residual risk may be an indication of an underestimation of the effectiveness 
of a measure. Very low residual risks may be an indication of an overestimation. In 
both cases the corresponding final residual risks will be incorrect too. 

Fifth, the chief security officer or business owner of the particular IT system gets an 
overview of the initial risks, the measures and most importantly the final residual risks. 
Too high residual risk may be an indication of an insecure design or implementation, 
very low residual risks may be an indication of too many or too expensive security 
measures. If the final residual risks in the RRO are not acceptable for the business, 
there is a clear gap between the business needs and the security implementation. 

Sixth, risks can change over time. When the security infrastructure is in use, new 
vulnerabilities of systems or measures can occur or the chance that vulnerabilities will 
be exploited can increase or decrease. The RRO gives for example a computer emer-
gency response team the opportunity to immediately see what effect these changes 
have on the residual risk. The chief security officer or business owner either accepts 
the new residual risk or requires new measures to be taken to get the residual risks to 
an acceptable level. 

Last, an existing RRO can be used as a source of inspiration for the design of a 
new similar environment or to review a new design. 

5 Conclusions, Limitations, and Lessons Learned 

The RRO method has been used and evaluated in two large organizations over  
thelast six years. The method has been applied to various complex problems in the  
fields of information security and cyber defense at the Joint IT Command of the 
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Dutch Ministry of Defense, and for cyber defense of critical infrastructure at the 
Dutch Rijkswaterstaat. In the Joint IT Command the RRO is now a mandatory docu-
ment for changes that affect residual risk. At Rijkswaterstaat the RRO is now a man-
datory document when exceptions from baseline security requirements are requested 
for critical infrastructure objects and mission critical systems. In both organizations 
the RRO is used to clarify, discuss and evaluate the security design of innovative 
products and services, for which no baseline requirements exist. New baseline re-
quirements are extracted from these RRO's. 

The RRO method has been found to be beneficial in all seven application areas de-
scribed in this article. The RRO is found to deliver a comprehensible overview of the 
coherence of risks, measures and residual risks. Even first time readers with no pre-
vious experience with a RRO have little trouble to identify why measures are taken 
and which residual risks are left. More experienced readers point out that they need 
less time to review measures and residual risk with a RRO. Especially if there is a 
large number of measures or risks involved, the RRO gives far more overview than a 
traditional technical design document does. The concept of risk reduction is unders-
tood by people with different skills and roles, and the use of a RRO does improve 
their understanding of the coherence of the measures and the residual risks. Business 
owners of information systems point out that the RRO enables them to discuss meas-
ures with IT specialists, something they found very difficult in the past. 

The RRO method is, however, not a silver bullet for IT risk management. First, 
having a RRO does not guarantee that the measures are actually correct and that the 
real residual risks match the described residual risks. Risks change over time; a new 
vulnerability that was previously unheard of may introduce a completely new risk, 
and new threats may require new measures. The competence of the security architect 
is still one of the most important factors. Second, a RRO covering the security of a 
large and complex environment will result in a large and complex visualization. The 
RRO will not make a complex problem simple. Last, the creation of a RRO requires 
more time than a traditional technical design document that just lists the measures. 
We do believe, however, that the cost benefit ratio favors the RRO, which is streng-
thened by the fact that both organizations that have evaluated the RRO have decided 
to make it a mandatory document in the decision making process. 

The most important observation while the method was evaluated was that adjusting 
the level of detail and the layout of the flowchart manually requires a significant 
amount of time. This discouraged some authors to improve a RRO after reviewers had 
sent their comments, especially since there was no obligation to deliver a RRO at the 
time. A tool to automate this process should therefore be developed and will be pub-
lished in the future on the RRO website [15]. 

6 Application Outside IT Security 

The RRO is believed to be applicable in any area in which risk management is an 
issue, such as public safety, fraud prevention, food safety, physical security, military 
operation planning and medical hygiene. There are three separate situations in which 
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a RRO is beneficial for generic risk management. First, if there is a need for commu-
nication about risks, measures and residual risks. Second, if there are stakeholders in 
the design or decisions making process that do not have the adequate knowledge to 
derive the residual risk from the different measures taken. For example if stakeholders 
are not known with the technology of complementary measures from different know-
ledge domains. Last, if the number of risks or measures in a certain risk assessment is 
high and a better overview is required to discuss or evaluate the overall situation. If 
multiple situations are present, the case for a RRO is even stronger. 
 
Acknowledgements. The RRO method was initially developed at the Knowledge and 
Innovation branch of the Joint IT command of the Dutch Ministry of Defense, and has 
been further improved together with the CISO office of Rijkswaterstaat in the Nether-
lands. 
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Abstract. In this short article, a proposal to simulate a sophisticated attack on a
technical infrastructure is discussed. Attacks on (critical) infrastructures can be
modeled with attack trees, but regular (normal) attack trees have some limitation
in the case of a sophisticated attack like an advanced persistent (sophisticated)
attack. Furthermore, attacks can also be simulated to understand the type of at-
tack, and in order to subsequently develop targeted countermeasures. In this case,
a normal, and also a sophisticated attack, is typically carried out in three phases.
In the first phase (I) extensive information is gathered about the target object.
In the second phase (II), the existing information is verified with a target object
scan. In the third phase (III), the actual attack takes place. A normal attack tree
is not able to explain this kind of attack behavior. So, we advanced a normal at-
tack tree, which uses conditional probability according to Bayes to go through a
certain path - step by step - from the leaf to the root. The learning ability, which
typically precedes an attack (phase II), is simulated using a genetic algorithm.
To determine the attack, we used threat trees and threat actors. Threat actors are
weighted by a function that is called criminal energy. In a first step, it proposes
three types of threat actors. The vulnerabilities have been identified as examples
for a laboratory network.

Keywords: Conditional probability, genetic algorithm, Bayes theorem, attack
trees, threat actor, crime function, risk scenario technology.

1 Introduction

The challenge of Homeland security has significantly changed during the last decade.
One of the new challenges is so called advanced persistent threats (APT). APT’s have a
unique characteristic and current defense strategies have failed against this type of threat.
The current main shortcomings of most common security technology are Network/-
Host-based Intrusion Detection Systems and antivirus products. Antivirus products are
excluded in this analysis. Intrusion detection Systems (IDS) are based on two typical
items:

– Signature-based is still the most common technique and focuses on the identifica-
tion of known patterns.

S. Teufel et al. (Eds.): CD-ARES 2014, LNCS 8708, pp. 250–256, 2014.
© IFIP International Federation for Information Processing 2014
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– Anomaly-based, which consists of monitoring system activity to determine whether
an observed activity is normal or anomalous, according to a heuristic or statistical
analysis.

Finally, a major challenge for current IDS is the limited window of time for which
the connection state can be maintained, as all modern IDSs are focused on real-time
detection. Only a few products, like ArcSight from Hewlett Packard, go beyond this
limitation. Also the knowledge about sophisticated threats is very rare before a sophis-
ticated attack is faced, but we can point out some typically properties, as Gartner and
ISACA has published to name few as a representation. An APT can be characterized as
a so called mission impossible.

1. APTs make frequent use of zero-day exploits or modify/obfuscate known ones and,
thus, are able to evade the majority of signature-based end points and network in-
trusion detection solutions. Also, in general APTs are spread over a wide period of
time and, as a result, are often outside the limited detection/correlation window of
these systems.

2. APT attackers focus on a specific target and are willing to spend significant time
and explore all possible attack paths until they manage to subvert its defense.

3. APTs are able to jump over an air-gap, like in the case of Stuxnet.
4. Based on the analysis of major APT attacks it is evident that some perpetrators are

supported by nation-states that have significant enabling capabilities (intelligence
collection, manufacturing, covert physical access) for this type of attacks.

5. APTs are highly selective. Only a small and carefully selected number of victims
are targeted, usually in nontechnical departments of an organization, as they are
less likely to identify and report an attack.

In this contribution we will deal with sophisticated attacks on a technical infrastructure.
We will advance the typical attack tree development methodology with the conditional
probability to go step by step from the leaf to root of target. The typical binary logic
used on an attack tree is not sufficient for that analysis. Also the search phase of an
attack is not represented on a normal attack tree. For this search phase we propose a
genetic algorithm (GA) to find a solution to this complex search problem. A genetic
algorithm is based on the process of evolution by natural selection, which has been
observed in nature. With both of these advanced techniques we combine a threat actor
with one possible path of an attack.

The rest of the article is organized as follows. In the next section 2 the related work
is discussed and the limitation of a normal attack tree. Afterwards, in section 3, the new
type of attack tree, and the strengthes and the weaknesses of this new type of attack tree
are discussed. The article concludes with a brief summary, continuing considerations
and proposals for further studies.

2 Related Work

The idea of attack trees goes back to the article by Weis in 1991 [1]. In this article he
describes threat logical trees. Generally, attacks are modeled with graphical, mathe-
matical, decision trees. A few years later, the idea of threat trees was taken up by B.
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Schneier, among others, and developed [2]. This work by B. Schneier led to extensive
additions and improvements to this technology, such as those published by A.P. Moore
et al. [3]. Several tools have been developed and published; representative of the work
is [5, 6]; the authors provide an overview of the techniques and tools. The contribution
of S. Mauw and M. Oostdijk [10] in 2005 formalizes the concepts informally intro-
duced by Schneier [2]. This formalization clarifies which manipulations of attack trees
are allowed under which conditions. The commonality of attack trees and game theory
has been elaborated on in 2010 by Kordy et al. [11]. Thus, a similar approach for the
threat scenarios and threat agent are performed using the game theory.

But all the variations of an attack tree are unable to explain a sophisticated attack, as
we explained for APTs in the section 1 (Introduction).

3 A New Type of Attack Tree

We follow the formal definition from [4] of attack graph for a given data structure used
to represent all possible attacks.

Definition 3.01. An attack graph in general, or AG, is a tuple G = (S , τ, S o, S s), where
S is a set of states, τ ⊆ S × S is a transition relation, S 0 ⊆ S is a set of initial states,
and S s ⊆ S is a set of success states.

Based on this definition some automated attack graph generators were developed, to
name few [8], [5]. But all of these automated attack graphs are unable to explain
the infection path e.g. from the Stuxnet Attack. The infection with Stuxnet Virus was
of the internal network via a USB stick. The internal network itself was not connected
to the internet. Furthermore we want to use an attack graph to prove the possibility of
reaching the target (root) up from a leaf. This possibility is often named as the safety
condition. In the following definition we follow [9] page 106.

Definition 3.02. A probabilistic attack graph (scenario) graph or PAG is a tuple G =
(S n, S p, se, τ, π, S 0, S a, S f , S ,D) where S n is a set of nondeterministic states, S p is a
set of probabilistic states, se ∈ S n is a nondeterministic escape state (se � S a and
se � S f ), S = S n ∪ S p is the set of all states, τ ⊆ S × A × S is a transition relation,
π : S p → S → R are transition probabilities, S 0 ⊆ is a set of initial states, S a ⊆ S is a
set of acceptance states, S f ⊆ S is a set of finial states, and D : S → 2A(A = 2AP) is a
labeling of states with sets of alphabet letters.

A probabilistic scenario graph (PSG) distinguishes between nondeterministic states (set
S n) and probabilistic states (set S p). The sets of nondeterministic and probabilistic
states are disjointed (S n ∩ S p = �). The function π specifies probabilities of transi-
tions from probabilistic states, so that for all transitions (s1, s2) such that s1 ∈ S p, we
have Prob (s1 → s2) = π(s1)(s2) > 0. Thus, π(s) can be viewed as a probability dis-
tribution on next states. Intuitively, when the system is in a nondeterministic state sn,
we have no information about the relative probabilities of the possible next transitions.
When the system is in a probabilistic state sp, it will choose the next state according to
probability distribution (sp) [9, 12] page 106.
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In this work, we expand the idea of T. R. Ingoldsby [6] with conditional probability
π(s). Threat trees generally have a root or target. Different branches (nodes) can lead to
this target, which are to be regarded as parts of goals and each start of a leaf.

Each leaf is initiated by an attacker with different motives. The leaves and branches
are weighted and equipped with an actor [14]. The weighting corresponds to the crimi-
nal energy (Criminal power, Cp), and contains three functions. The assessment of these
three functions reflects the exogenous knowledge which is required in the Bayesian
statistics.

Fig. 1. Attack tree of a telecommunication provider on NTP protocol

The function of the criminal energy (Cp), which in turn is composed of three additive
functions, represents the expert knowledge for the Bayesian risk analysis. The criminal
energy is represented by the cost function (cost of attack cf. Fig. 2), the technical fea-
sibility function (technical function, cf. 3) and the noticeability function, cf. Fig. 4. The
three functions are mentioned by T. R. Ingoldsby [6] and have to be adjusted to the
relevant inspection. The following Figures 2 - 4 describe the exogenous knowledge that
focuses on the objective of a system.

Fig. 2 states that a threat agent (actor) for an attack is willing to spend money on
tools. This willingness varies between 0 - 1 (axis of ordinates) and decreases with in-
creasing costs (axis of abscissae). This can be explained simply because, on the internet,
there are a number of free tools that are all well-suited to threaten a system.

Figure 3 indicates how the tools are used and the technical possibilities that exist.
It is a statement about the complexity of the tools and the willingness to make use of
this complexity. The curve indicates that the greater the technical possibilities and the
complexity of the tools, the more the willingness drops. I.e. simple tools are preferred
with simple operation. Figure 4 shows the noticeability function expressing how an ac-
tor wants to disguise his attack, so that he could not be discovered. From of these three
functions, the threat of an attack is determined more precisely. This is called the crimi-
nal energy. These functions must be adapted to each situation and reflect the exogenous
knowledge again, which is necessary for the conditional probability.

As an example, we can estimate the technical ability rating of 5 (out of 10), and
expose the miscreant at a 0.3 noticeability.

Using the utility functions shown, we discover that

fcost (25) = 0.9 (3.1)

ftech ability (05) = 0.9 (3.2)

fnoticeabiity (0.3) = 0.85 (3.3)
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and therefore the criminal energy with

CE = fcost · ftech ability · fnoticeabiity (3.4)

CE = 0.6885 = 0.9 · 0.9 · 0.85 (3.5)

With this function of the criminal energy, we could estimate the threat profile in con-
junction with a specific threat agent (actor). The three functions of Figures 2 - 4 do not
explain anything about the motivation and benefit of the threat agent, but the threat
agent’s motivation is correlated with attack benefits. These must also be taken into
account in order to understand how desirable an attack appears to an adversary. The
discussion of the motivation and benefits of a threat agent is not really covered in this
article. The criminal function produces the population of the genetic algorithm.

The basic process for a genetic algorithm [13] is:

– Initialization - Create an initial population. This population is usually randomly
generated and can be any desired size, from only a few individuals to thousands.

– Evaluation - Each member of the population is then evaluated and we calculate a
’fitness’ for that individual. The fitness value is calculated by how well it fits with
our desired requirements. These requirements could be simple, ’faster algorithms
are better’, or more complex, ’stronger materials are better but they shouldn’t be
too heavy’.

– Selection - We want to be constantly improving our populations overall fitness.
Selection helps us do this by discarding the bad designs and only keeping the best
individuals in the population. There are a few different selection methods, but the
basic idea is the same: make it more likely that fitter individuals will be selected for
our next generation.

– Crossover - During crossover we create new individuals by combining aspects of
our selected individuals. We can think of this as mimicking how sex works in na-
ture. The hope is that by combining certain traits from two or more individuals we
will create an even ’fitter’ offspring which will inherit the best traits from each of
its parents.

– Mutation - We need to add a little bit randomness into our populations’ genetics
otherwise every combination of solutions we can create would be in our initial
population. Mutation typically works by making very small changes at random to
an individuals genome.

– Repeat all steps - Now we have our next generation we can start again from step
two until we reach a termination condition.

But, typically the largest benefit of the threat agent is associated with achieving the
tree’s root node, or with side benefits occurring at the various intermediate nodes. Dif-
ferent threat scenarios run through different paths among leaf nodes and root node. The
threat agent’s benefits may differ considerably depending on the threat scenario used.
We will discuss different threat scenarios and different paths between leaf nodes and
root in the next section.

4 Conclusion and Further Investigation

A comparison with real world attacks, like Stuxnet, shows that typical modeled attack
graphs and their models in the literature are not able to create a real attack graph. In this
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paper we proposed a new methodology to use a genetic algorithm and the Bayes theorem
to create an attack graph that could explain a real attack graph. The next step is to include
not only a network into the model, but also the environment must be taken into account.
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Abstract. Current software based Content Filtering Systems are too computing 
intensive in large scale packets payload detection and cannot meet the perfor-
mance requirements of modern networks. Thus, hardware architectures are de-
sired to speed up the detection process. In this paper, hardware based Conjoint 
Network Content Filtering System (CNCFS) is proposed to solve the problem. In 
CNCFS, a TCAM based algorithm named Linking Shared Multi-Match (LSMM) 
is implemented, which can speed up large scale Multi-Pattern Multi-Matching 
greatly. Also, this system can also be used in high speed mobile networks which 
need to deal with the security of fast handover of mobile users. The results of 
performance evaluation show that our solution can provide 5 Gbps wire speed 
processing capability. 

Keywords: Network Security, Hardware Accelerating, Content Filtering, Pat-
tern Match. 

1 Introduction 

Today, large number of malicious attack, illegal intrusions, worms and other harmful 
information are spreading over the Internet. CFS (Content Filtering System) and IDS 
based on software are used to isolate and monitor these harmful information. However, 
software based CFS and IDS are essentially computing intensive and can’t keep up 
with the traffic rates requested by most of telecom backbone which employed OC48 or 
OC192 high-speed links. Moreover, they can’t afford to support the high performance 
requirements for secure and fast handover in mobile internet networks including Mo-
bile IPv6 (MIPv6) or PMIPv6 [14-15], Thus, new content filtering based on hardware 
architectures is a promising way to fill up the gap between network traffic rates and 
NIDS analysis rates.  

Content Filtering is a pattern matching process focus on the payload of network 
packet. There are many security applications which require content pattern matching, 
such as network intrusion detection and prevention, content filtering, and load ba-
lancing. Measurements on Snort IDS show that 80% of total processing time is spent on 
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string matching [4]. Thus, using high-speed algorithms or customized hardware to 
accelerate the speed of content matching becomes a critical problem. 

Currently, network content filtering systems mainly deal with packet reassembly, 
application recovery, content pattern matching, alarm and event log. Among all, con-
tent pattern matching consumes most of the computing resources. The process of 
pattern matching is as follows: given { }kpppP 10 ,=  as a set of patterns, which are 
the character strings from fixed alphabet ∑; given NtttT ,, 21=  as a very large 
text, whose characters are also from ∑, then, the purpose of pattern matching is to find 
out every ip  in T, where )1,00(1100 Nkktttp kkki ≤≤= +  . 

Some characteristics of the network content filtering system are listed here: 

• The matching speed should be above Gbps. 
• The payload of every packet should be matched and there are thousands or more 

rules, whose length are various. 
• Frequently updating of the rules is unnecessary. Adding or deleting single rule can 

be completed within several seconds. 

Since content pattern matching is computing intensive, lots of researches concen-
trate on how to accelerate the pattern matching. In 1975, Aho [1] proposed the AC 
Algorithm, which maps the multi-pattern matching process to the state transfer on the 
state machine. Based on it, many optimized algorithms have been proposed, such as 
C.J. Coit’s AC_BM  [3] algorithms and M. Fish’s Boyer-Moore-Horspool [4] algo-
rithm. Software based improving algorithms were proposed in [8-9]. In recent years, 
content filtering turns to use customized hardware to accelerate the pattern matching. 
TCAM (Ternary Content Addressable Memory) is a component providing tri-state 
cells of fixed length. Every item (of the TCAM?) contains a bit string and each bit in the 
string can be 0, 1, or x (do not care). According to the content being searched, TCAM 
compares this string against all cells of it parallelly, and reports the matched entry. 
TCAM have the characteristics of deterministic searching time and deterministic ca-
pacity, which make it quite suitable for packet classifying applications. Currently 
TCAM supports more than 100M times searching in parallel over 288 Bit, or even 
wider ranges. We can store more than 128K matched patterns in one TCAM. 

Fang Yu [6] proposed a method which could store long-pattern segments into 
TCAM and approach Gigabit matching speed. However, this system needs to maintain 
a Match Table (MT) and its RAM requirement is too much for a network device. Based 
on the DIRPE method, Karthik Lakshminarayanan [7] proposed a fence code, which 
was used to solve the multi-matching problem of fixed area (e.g. five-meta item), and 
there are different characteristics between content rules and fixed field rules . 

The architecture and method proposed in this paper are applicable to IDS or Content 
Filtering Systems. In this architecture, the software compiles rules and downloads them 
to the hardware, while the hardware completes the packet stream recovery and pattern 
match. This paper mainly discusses the following contents: 

• A Conjoint Network Content Filtering System (CNCFS) is proposed and implemented. 
• Based on CNCFS, a long-pattern hardware matching method using TCAM is  

proposed and actualized. 
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• By using little resources, a TCAM multi-matching scheme is implemented which 
can provide more than 5 Gbps wire speed processing ability. 

2 Proposed Approach 

In CNCFS model, hardware component (Line Card) does packet reception, packet 
stream recovery, pattern match and event alarm; software component (Control Card) 
does rule compiling, loads compiled rule image to hardware, interfaces to Adminis-
trator and so on, as illustrated in Figure 1. After packets enter the system from the 
interfaces, they are recovered to streams before being sent to Matching Engine for 
pattern matching. During the matching, some event results are sent to software for log 
records, alarming or composite rule processing on higher levels. 

Packet reassembly and flow recovery are very critical in the system. In some special 
applications, e.g. BBS (telnet), every packet only transmits a byte, while the combina-
tion of many bytes in different packets may form illegal information. During packet 
transmission through the network links, large IP packets may be fragmented due to the 
various MTUs of different links. To escape detection, illegal information promulgators 
often divide the large data into many small packets and transmit them into the network. 
Thus, the fingerprints are spread into several packets, which make the detecting of 
those illegal information very difficult for the Matching Engine. The stream recovery 
module takes the responsibility of preprocessing packets, combining the data from the 
same flow to form one message. The stream recovery module reassembles the inactive 
flows in every △t period, or buffer those data in a certain memory space (Memcap) 
and reassemble them later. Here, the Memcap and △t should be selected carefully. 

 

Fig. 1. CNCFS Architecture 

 The following of this paper mainly expatiates on the matching methods of mul-
ti-pattern multi-matching using TCAM. 
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2.1 TCAM 

TCAM is widely used on IP head rules matching, e.g. the longest prefix matching in 
routing search. Due to its intrinsic ability of parallel searching, it is also used in other 
high-speed pattern matching cases. 

In the field of hardware packets classification, TCAM is one of the most popular 
methods. Besides 0 and 1, TCAM can store “do not care (x)” state and compare the input 
keywords with its items in parallel. Given the number of different rules is M, the 
memory space TCAM requires is only O(M). For a packet of length N, W bytes of the 
packet are matched in TCAM each time, where W is the width of the TCAM, then shift 
one byte and check the TCAM again. The search speed TCAM can attain is O(N). 
Besides its advantages, TCAM also has the shortcomings of low density and high power 
consumption, so it should be used efficiently. 

TCAM is based on first-match, which just exports the lowest index among all 
matches of the input string if there are two or more matches. However, content filtering 
system and IDS are based on multi-match, which means that a packet may match 
multiple keywords. If TCAM is used for multi-matching of content patterns, we should 
first solve the long rules (rules that exceed the width of TCAM) and the rules storage 
sequence problems. 

2.2 Rule Length 

Content Security System often needs to add or delete some rules, but the proportion of 
various lengths in the rule set is relatively stable. Figure 2 shows the length distribution 
of 1070 rules. Here, the content of these rules is in unicode, so their lengths are all even. 
There is only one longest rule of 18 Unicode UCS-2 characters (36 bytes). The shortest 
rules have 2 unicode characters. The lengths of most rules are distributed between 6 and 
10 bytes, which account for 80% of the rules. If we adopt the length of the longest rule 
as the configuration length of TCAM, a lot of TCAM space will be used to store x (do 
not care). Take Figure 2 as an example, if we adopt 36 bytes as the configuration length, 
the utility ratio of TCAM is only 26.2%. So, in order to save TCAM space, we need to 
find an effective method to store long rules. 

2.3 LSMM 

We introduce the Linking Shared Multi-Match (LSMM) to solve the storage problem 
of long rules. The storage strategy of LSMM is as following: every item in TCAM 
consists of prefix number and segment content. Suppose the length of segments in 
TCAM is 4, the rule “ABCDEFGHIJ” of length 10 is organized as Figure 3, in which it 
is divided into three segments: “ABCD”, “EFGH” and “IJ”, the last two bytes of the 
last segment are filled by “**” (denoting 16 “do not care” bits). In Figure 3, the leftmost 
column is the index of TCAM, identified by the addresses. Column 2 stores the address 
pointer of the preceding segment. Column 3 stores the segment patterns. Column 2 and 
3 are stored in TCAM. Column 4 contains matching results which are stored in SRAM. 
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Fig. 2. Rule Length Distribution 

Index B6…B B3…B Matched 

0 1 IJ** Ri 

1 2 EFGH  

2 -1 ABCD  

Fig. 3. Rule Storage Example 

If there are n items stored in TCAM, then it is necessary to increase n2log  bits for 
every item to store the addresses of preceding segments (the preceding field). Each time 
before matching, we add the preceding field in the front of the matched content, then 
send it to TCAM to do the next comparison. When there is a hit in the preceding 
segment, we record it in memory. We call the data structure a partial hit list, which 
records both the position and the index of the hit packets. 

Suppose the payload of an input packet is “ZABCDEFGHIJKLMN” and we want to 
perform content matching using the rules in Figure 3. First, we should add the pre-
ceding field “-1” (it is the preceding field value of the first segment). Second, use 
“-1ZABCDEFGHIJKLMN” to match. If there is no hit, shift one byte so that the string 
to be matched becomes “-1ABCDEFGHIJKLMN”. If there is a hit on the second 
segment, the partial hit list records this hit. The desired next-hit position of the packet is 
recorded on the first field, and the current TCAM position of this hit is recorded on the 
second field. Then, we continue to shift and match “-1BCDEFGHIJKLMN”. When 
reaching the position of the sixth byte, we use “-1EFGHIJKLMN” to match firstly. 
There is not hit, so we take out address 2 from PHL to constitute “2EFGHIJKLMN”, 
then there is a hit. According to the process, the last match is 0 segment and the 
matching rule is Ri (Figure 3 and Figure 4). 

If the length all the rules are shorter than or equal the TCAM width, they are stored 
in TCAM according to their lengths in descending order to implement multi-match. If 
the length of some rules is greater than the TCAM width, then these rules cannot be 
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simply stored due to the required segment. For example, if the TCAM width is 4, then 
two rules “ABCDEFGH” and “EFGHXYZW” will share the segment “EFGH”. In this 
case, an effective assignment method should be adopted to solve the share problem and 
multi-match problem. 

Fig. 4. Long pattern match process example 

2.4 Well-Ordered TCAM Rule Assignment  

The aim of the Well-ordered TCAM Rule Assignment is that, after the rule assignment 
of a rule set which consists of various rule lengths is stored in TCAM, there shoud be no 
match missing for any packet and any rule set. 

First, if the rules are within the TCAM width, for two rules 
i
R  and 

jR , the 
matching list are iM  and jM , the storage position of TCAM are iP  and 

jP , and 
TCAM width for storing content is W, the number of items in TCAM is H. Here are 
four cases: 

(1) If φRR ji =∩ , the sequence of iR  and jR  is not important for their position. 

(2) If ji RR ⊆ , then jP < iP , and ij MM ⊇ . 

(3) If ij RR ⊂ , then iP < jP , and ji MM ⊇ . 

(4) If φRR ji ≠∩  and never meets the 2nd and 3rd conditions, then the sequence 

of iR  and 
jR  is not important for their position. 

Definition 1: for the general rule nSegSegSeg ,,R 21= , R is an ordered set, 

11, −≤≤= niWSeg i ; WSeg n ≤ , 
=

= n

i i
SegR

1 , S(R) = n. 

-1ZABCDEFGHIJKLM

Position 1

         
PHL

Match keyword

Packet 
position

Hit position

-1ABCDEFGHIJKLM

Position 2

           PHL

Match keyword

Packet 
position

Hit position

6 2

-1EFGHIJKLM

Position 6
（the first time ）

          PHL

Match keyword

Packet 
position

Hit position

6 2

2EFGHIJKLM

Position 6
（the second time ）

         PHL

Match keyword

Packet 
position

Hit position

10 1

-1IJKLM

Position 10
（the first time ）

         PHL

Match keyword

Packet 
position

Hit position

10 1

1IJKLM

Position 10
（the second time ）

         PHL

Match keyword

Packet 
position

Hit position
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Definition 2: for the connection operation “+”, i,ni,i,i Seg,,SegSegR 21= , 

j,mj,j,j Seg,,SegSegR 21= , j,mj,i,ni,ji Seg,,Seg,Seg,SegRR  11=+ . 

Definition 3: given two rules *, Σ∈jk RR , if there is a max length ,iR  that 

jki RRR =+ , then we call iR  is the prefix of jR , recorded as ji RR  . 

Definition 4: given two rules *, Σ∈jk RR , if there is a max length ,iR  that 

jki RRR =+ , MWRi = , then we call iR  is the ordered prefix of jR , recorded as joi RR  . 

Definition 5: If there are iR , jR  and max-length sR , and jos RR  , 

ios RR  , then iR  and jR  share prefix sR . We call iR  and jR  sharing max 

ordered prefix sR , recorded as MOP( iR , jR )= sR . 

There are several relationships between two different rules iR  and jR : 

(1) joi RR  , jR  contains iR  and S( iR )=MW. 

(2) ioj RR  , iR  contains jR  and S( jR )=MW. 

(3) MOP( iR , jR )= sR , iR  and jR  share the max-prefix sR . 

(4) iR  and jR  do not contain each other or do not share the max ordered prefix. 

When there are rules which contain others, a string matching the “parent rule” 
should match the “child rule”. In order to ensure the TCAM be well-ordered, the “child 
rule” must be stored after its “parent rule”. If there is a max ordered prefix shared 
between different rules, then we just store the max-prefix sR once. 

2.5 Algorithm 

The algorithm converts the rule set ( { }kR,RRRuleSet 21= ) to a well-ordered TCAM 
extended rule set E, and loads the rule into TCAM. Insert (

iR ,E) is a process which 
inserts iR  into E, scans all the rules of E, evaluates the relation between iR  and every 
rule in E, and then makes some disposition. The algorithm is described as follows: 

CompileRule{ 
  φ=E ; 
  for all the rule iR  in RuleSet 
    E=Insert( iR , E); 
  Convert PrePoint to Address of Segment and write E into TCAM; 
} 
Insert( iR , E){ 
  int  MinPosition = 0; 
  int  MaxPosition =H-1; 
  int BeginStore=1; 
  for all the jR  in E{ 
      if joi RR  : 
       iRsjRsj RMM

jj
∪= )(,)(, ; 

        return; 
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      if ioj RR  :  
       jRSiRSi RMM

jj
∪= )(,)(, ; 

        Delete( jR ); 
      if  MOP( iR , jR )= sR , sR ≠ iR , sR ≠ jR  
        BeginStore= 1+/WRs  
        continue; 
  } 
  for all the jR  in E{ 
    if( ij RR ⊂ )   MaxPosition = Position of )(, jRSjSeg + 1; 

if( ji RR ⊂ )   MinPosition = Position of 1,jSeg - 1; 
  } 

if BeginStore<=n 
Insert niSeg , … rei,BeginStoSeg in any place from MinPosition to MaxPosition; 

} 
Now we explain the algorithm through an example. Supposing we have five rules, 

which are 1R = “ABCDEFGHIJKLM”, 2R = “ABCDEFGH”, 3R = “ABCDWXYZ”, 
4R = “AB”, and 5R = “EFGH”. If the TCAM width is 4, then the storage of these rules 

is demonstrated in Figure 5. 

 

0 4 WXYZ  3R

1 2 M***  1R  

2 3 IJKL   

3 4 EFGH  2R , 
5R  

4 -1 ABCD  4R  

5 -1 AB**  4R  

6 -1 EFGH  5R  

Fig. 5. Example of rule assignment 

Following is a list of the packet matching algorithm: 
Match(Packet){ 
  for CurPositsition from 1 to packetlength{ 
    for all item in PHL{ 
      if item.PackPosition=CurPosition 
        PHLPop(); 
        MatchingCont=item.PackPosition+*Packet[CurPosition]; 
        if(index=MatchTCAM() is valid){ 
           output(SRAM[index]); 
           if(not TCAM[index].LastSeg) PHLPush(CurPostion, index); 
        } 
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     } 
    MatchingCont=”-1”+*Packet[CurPosition]; 

     index=MatchTCAM(); 
    if(index is valid){ 
     output(SRAM[index]); 
    if(not TCAM[index].LastSeg) Pop(CurPostion, index); 
  } 
} 
An example using the algorithm is given in Section 2.3. 

3 Analysis and Implementation 

3.1 Implementation 

The deployment of our system is plotted in Figure1. The control board uses Intel Pen-
tium M 1.6G CPU with 512M memory. The OS is RedHat Linux 9.0. The TCAM of the 
line card uses Cypress CYN70256. There are two OC48 ports on the line card. One 
Compact PCI bus is used to connect line card and control board as Control Channel and 
Event Transfer Channel. We use two Matching Engines to process in parallel. 

Packets enter the system through AMCC S4803, and then are sent to the Stream 
Recovery Module for packet assembling. The stream recovery process adopts the idea 
of [10]. After that, packets go to the Matching Engine for content matching. If there are 
some hits, then software will deal with higher-level matching using more complicated 
rules, such as probability, accumulation, and group, etc.  

Section 3.2 indicates that, given a rule set, there is a minimum limit for the capacity 
of the TCAM. Because there is a determinate configuration limit on the length of 
TCAM, we should compromise between the configurable TCAM width and the per-
formance requirement [11]. 

When the length of a content rule is longer than 1 byte, it is necessary to match 
TCAM many times. Multiple matching is implemented though shifting bytes as fol-
lowing. If the packet length is M bytes, we should shift M-1 times in all. Before each 
shift, there is a match process for the items of TCAM. We can use S-Double technology 
to accelerate the shifting step. We shift one byte rightward for each segment of all rules, 
and then restore it. In order to speed up the matching, every segment is stored twice in 
the TCAM. After each TCAM matching, we can shift the content rightward two bytes 
before starting new matching. Thus, by trading space for time, we accelerate the speed 
of TCAM matching [12-13]. 

When we use the S-Double technology, our system can automatically decide 
whether to adopt S-Double or not, according to the number of rules. If the storage space 
used by the rules decreases to half of the TCAM space, the system adopts this tech-
nology. On the contrary, if the space increases to half of the TCAM space, S-Double 
will be shut down and the duplicated stored rules will be deleted. In order to avoid 
fluctuation during the process of adding or deleting rules, after many simulations, we 
select 2 proper threshold-values: waterline_nosd and waterline_sd. When the number 
of the whole segment falls to waterline_sd, we adopt the S-Double technology; when it 
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grows up to waterline_nosd, we cancel it. This technology can effectively avoid fluc-
tuation during the process of adding or deleting rules and achieve the optimal speed 
according to different states of the system. 

Furthermore, the S-Double technology could be used repetitively. We can store rules 
3 times of the original rules number and shift 3 bytes after each match, or store rules 4 
times of the original rules number and shift 4 bytes every match, etc. 

3.2 Memory Space Analysis 

In a rule set of n rules, the length of every rule is iL , 0≤i≤N-1, the segment number of 
the rules is SegNum, SegNum= 

−

=
−+

1N

0i
1)/WWi(L , the TCAM bits required to be 

extended for every segment are  )(2 SegNumLogWext = , and the total TCAM space 
is SegNumWW extcont *)( + . As mentioned in section 2.2, the parameter W is con-
figurable and smaller W means higher utility ratio of the system. The smaller W is, the 
larger the segment number will be, the more bits SegNum should be extend. The larger 
W is, the smaller the segment number will be and fewer bits SegNum should be extend.  

Regarding to the rule lengths in Figure 2, we compute corresponding TCAM space 
size needed. We get the relationship between different segment length and different 
TCAM space sizes, as shown in Figure 6. Using LSMM, for all those rule lengths, 
averagely 6% accessional TCAM space is added to solve the long rule problem. 

 

Fig. 6. Relationship between Segment Length and TCAM space size 

 

Fig. 7. Relationship between rule number and RAM Space of LSMM 
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The RAM space size of LSMM can be depicted by the following expression: 
   + )/)1((*)(2 WRSegNumNLog i . When the distribution of rule length is steady, the 

size of the RAM space is almost linear with the rule number. Generally speaking, 
TCAM width is 36, 72, 144 and 288 bits [2], etc. The frequency of TCAM is low if its 
width is too small or too large. In our system, we consider the typical case (72 bits 
width, 8 bytes segment width). Figure 7 shows the changing of the space size along 
with different rule numbers. 

3.3 Performance Analysis 

After accessing TCAM, if there is a hit, then accessing SRAM is necessary and the 
access process can be streamlined. The system performance is limited by the access 
time of TCAM or SRAM. Because at some positions of some packets, if the PHL is not 
empty and the desired next-hit position of some items equal the current position, we 
need to access TCAM many times. Since the packet streamlining is limited, so FIFO is 
needed to smooth the burst.  

Considering random packet contents, for any w bytes in the packet, there are 
w82 possible values, so the chance of matching one particular pattern is w82/1 . There 

are 
i

iRS )(  segments (TCAM items) to be matched. So counting in the address pointer 
of the preceding segment, the hit probability of one pattern is  + )(2log82/)( iRSw

iRS , 
which decreases dramatically when w increases. For instance, supposing we have 1000 
rules (each rule is 64bytes) and the segment width is 8 bytes (which is the typical width 
with best TCAM performance), the hit rate should be 5.29e-20. The average PHL size 
is too difficult to compute, theoretically speaking it should be less 
than  + )(2log82/)(* iRSw

iRSw . Since the hit of last segments of all rules do not 
increase the PHL size, so the average PHL size should be less than 5.29e-20. 
  The size of the FIFO packet queue is determined by the maximum PHL, while not the 
average PHL. Through capturing packets on an OC48 interface for 60 seconds (the 
real-time throughput was about 1.8Gbps, all packets whose sizes were less than 62 
bytes were ignored, because they did not match our rules. The total memory space of 
the packets in the 60 seconds time was about 14.4G Bytes. Using the rules mentioned in 
section 2.2, registers in Matching Engine showed that 9 rules were matched. The max 
size of PHL was 3, because the rules we used contained segment inclusive relationships 
as described in section 2.4. If we modify the rules, the max PHL would be even less. 

Table 1 lists the work process during the matching process using LSMM. 
LSMM does not induce obvious additional time cost and FPGA logics is comparable 

to the pure TCAM matching. The addition of preceding field before matching is pa-
rallel to the TCAM searching process. If PHL is too long, system may be bottlenecked. 
In our case, the operating frequency of TCAM is 100MHz and the width of TCAM is 
72 bits. For Cypress CYN70256 [2], two time cycles are needed to complete one 
match. In the real network testing, without using the S-Double technology, CNCFS can 
obtain throughput about 800Mbps (we had two matching engines work simultaneously, 
each one achieves 400Mbps throughput), However, after using S-Double 8 times, the 
throughput of CNCFS can be improved to 6.4 Gbps.  
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Table 1. Match Process 

LSMM

Before match-
ing 

Clear out-of-date items of Partial Hitting 
List, add the preceding field of matched 
content

Matching 
process 

Send the keywords to be matched into 
TCAM, two processes is the same.

After 
matching 

Hit Get hit index and write Partial Hit List
Shift bytes

No 
Hit 

Shift bytes.

 
We also test our system using the SPRIENT AX4000, with the following setting of 

traffic flows to simulate real network traffic: 
64 bytes  50% of whole traffic 
128 bytes  5% of whole traffic 
256 bytes  5% of whole traffic 
512 bytes  10% of whole traffic 
1024 bytes  10% of whole traffic 
1600 bytes  10% of whole traffic 
2 OC48 ports of the AX4000 were connected to our system. The throughput ratio is 

set as 100%, which means the whole traffic is about 5Gbps. In this test, our system 
detects all packets correctly without any loss. In fact, because the packets headers do 
not enter the matching engine, the actual payload traffic was less than 5Gbps. 

Each time the LSMM updates a rule (delete or add), it needs to reorganize the entries 
of TCAM. We utilize a batching process to load more than 1070 rules. This process 
takes about 2 seconds for the loading of rules and less than 1.5 seconds for the writing 
of TCAM, which is acceptable for real applications. 

4 Conclusions 

In this paper, a novel content filtering architecture (CNCFS) using LSMM in TCAM is 
proposed to meet the requirements of the high performance processing for the rapid 
increasing network bandwidth. Our NCFS implementation combines the software and 
hardware to complete the process of content filtering. The performance evaluation 
shows that our system can improve the network throughput up to 5Gbps. 

This paper mainly addresses the following three issues: 

• A new network content filtering system framework is proposed and implemented. 
• The content rule matching is implemented using TCAM, which solves the problem 

of long rules storage. 
• Without changing the structure of TCAM, a new solution is proposed to solve the 

multi-matching problem by using fewer storage resources, which can improve the 
matching speed up to 5 Gbps. 
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Abstract. Intrusion detection is very important to solve an increasing number 
of security threats. With new types of attack appearing continually, traditional 
approaches for detecting hazardous contents are facing a severe challenge. In 
this work, a new feature grouping method is proposed to select features for in-
trusion detection. The method is based on agglomerative hierarchical clustering 
method and is tested against KDD CUP 99 dataset. Agglomerative hierarchical 
clustering method is used to construct a hierarchical tree and it is combined 
with mutual information theory. Groups are created from the hierarchical tree 
by a given number. The largest mutual information between each feature and a 
class label within a certain group is then selected. The performance evaluation 
results show that better classification performance can be attained from such se-
lected features. 

Keywords: Intrusion detection, Mutual information, Feature grouping, Hierar-
chical clustering. 

1 Introduction 

Network intrusion detection system is a tool for network operators to detect hazardous 
traffic and alert their existence in the networks [1]. Most intrusion detection systems 
adopt signature based methods to detect intrusion attacks [2]. A signature is a rule set 
that contains information regarding target patterns from exciting hazardous packet 
actions against the target patterns. A network intrusion detection system can obtain 
valuable information from ongoing or local traffic as well. An intrusion detection 
system is not a standalone system, but works with other systems as a firewall [3]. 
There are two types of intrusion detection methods, misuse detection and anomaly 
detection. Misuse detection specifically detects known attacks by using pattern match-
ing approaches, which is the common drawback of this kind of detection method. On 
the other hand, anomaly detection builds profiles of normal behaviors by detecting 
attacks first, and then identifies potential attacks when their behaviors are obviously 
deviated from normal profiles [4]. 

Anomaly intrusion detection is a classification task, and it consists of building a 
predictive model which can identify attack instances [5]. Intrusion detection can be 
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considered as a two class problem or a multiple class problem. A two class problem 
regards all attack types as anomaly patterns and the other class is a normal pattern [6]. 
A multiple class problem deals with the classification based on different attacks. 
Since there are too many features or attributes which may contain false correlation, 
classification of anomaly intrusion detection systems is complex work [7]. Moreover, 
many features may be irrelevant or redundant. For this reason, feature selection me-
thods can be used to get rid of the irrelevant and redundant features without decreas-
ing performance.  

Feature selection based on mutual information was initially reported in [8] and 
subsequently modified in [9] and [10]. The present paper has implemented a fea-
ture selection method by grouping features based on the use of mutual informa-
tion combined with a hierarchical clustering method. The selected features are 
then employed in the C4.5 classification method for intrusion detection [11]. The 
performance of the proposed approach is evaluated with respect to different num-
bers of features and compared with other work in  applied feature selection for 
intrusion detection systems in [9]. [12] and [13] as well. [14] proposed an algo-
rithm to use SVM and simulated annealing to find the best selected features to 
improve the accuracy of anomaly intrusion detection. [15] reported mutual infor-
mation-based feature selection method results in detecting intrusions with higher 
accuracy. 

2 Related Works 

2.1 Hierarchical Clustering 

Hierarchical clustering is a clustering method to build a hierarchy of clusters. There 
are two types of strategies for hierarchical clustering, agglomerative and divisive [16]. 
Agglomerative is a bottom-up approach where initially every data item constitutes its 
own cluster, and pairs of clusters are merged as one moves up the hierarchy. Divisive 
is a top-down approach and all data is part of the initial cluster and splits are per-
formed recursively as one moves down the hierarchy [17]. 

In order to decide which clusters should be combined or split, a measure of dissimi-
larity between sets of observations is required [18]. In most methods of hierarchical 
clustering, this is achieved by use of an appropriate metric and a linkage criterion 
[19]. In this paper, an agglomerative hierarchical clustering algorithm is used based 
on linkage rule. 

2.2 Mutual Information 

Entropy is an important measurement for information in information theory. It is 
capable of quantifying the uncertainty of random variables and scaling the amount of 
information shared by them effectively.  

Let X be a random variables with discrete values, its entropy is defined as 

 HሺXሻ ൌ െ  ∑ pሺxሻ log pሺxሻ୶∈X    (1) 
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where H(·)  is entropy, and p(x)=Pr(X=x) is the probability density function of X. 
Note that entropy depends on the probability distribution of the random variable.  

Conditional entropy refers to the uncertainty reduction of one variable when the 
other is known. Assume that variable Y is given, the conditional entropy H(X|Y) of X 
with respect to Y is HሺX|Yሻ ൌ െ ∑ ∑ pሺx, yሻ log pሺx|yሻ୶∈X୷∈Y                  (2) 

where p(x,y) is the joint probability density function and p(x|y) is the posterior 
probabilities of X given Y. Similarly, the joint entropy H(X,Y) of X and Y is  HሺX, Yሻ ൌ HሺXሻ ൅ HሺY|Xሻ ൌ HሺYሻ ൅ HሺX|Yሻ ൌ െ ∑ ∑ pሺx, yሻ log pሺx, yሻ୶∈X୷∈Y  (3) 

To quantify how much information is shared by two variables X and Y, a concept 
termed mutual information I(X;Y) is defined as IሺX; Yሻ ൌ HሺXሻ െ HሺX|Yሻ ൌ HሺYሻ െ HሺY|Xሻ ൌ െ ∑ ∑ pሺx, yሻlog ୮ሺ୶,୷ሻ୮ሺ୶ሻ୮ሺ୷ሻ୷∈Y୶∈X     (4) 

I(X;Y) will be very high when X and Y are closely related with each other. 
Otherwise, I(X;Y)=0 denotes that these two variables are totally unrelated. In this 
paper, the mutual information between two variables is calculated. 

2.3 C4.5 Algorithm 

C4.5 is an algorithm used to generate a decision tree developed by Ross Quinlan and 
it is an extension of Quinlan's earlier ID3 algorithm. The decision trees generated  
by C4.5 can be used for classification, and for this reason, C4.5 is often referred to as 
a statistical classifier. 

In this paper, C4.5 will be used to do the classification in section 4. From the classi-
fication results we can compare our method with other feature selection methods. 
C4.5 uses the concept of information gain to make a tree of classificatory decisions 
with respect to a previously chosen target classification. The information gain can be 
described as the effective decrease in entropy resulting from making a choice as to 
which attribute to use and at what level. Compared to other classification algorithms, 
it is an effective method to deal with a dataset like KDD99 which has new class labels 
in the test dataset. The reason is C4.5 is a supervised learning method and based on 
information gain. 

3 Implemented Work 

In this section, our algorithm based on agglomerative hierarchical clustering is described 
in detail. The basic idea is grouping the features by agglomerative hierarchical 
clustering method, and then selecting features from the groups. As we used a clustering 
method to construct groups, cluster and group have the same meaning in the following 
formulation. 
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3.1 Selecting Strategy of Feature Grouping  

Feature Grouping is highly beneficial in learning with high dimensional data. It 
reduces the variance in the estimation and improves the stability of feature selec-
tion [20]. Furthermore, it could help in data understanding and interpretation as 
well. The purpose of feature grouping is creating groups for candidate selecting 
features and selecting one feature or more features from certain groups to represent 
the group. 

Clustering methods could be used to create groups since they select data in one 
cluster by specific metrics. Different clustering methods and metrics could compose 
different cluster constructions. Number of clusters affects how many features will be 
selected. For example, there are different strategies if we expect to select 8 features 
from a dataset. We could create 8 groups by a clustering method and select 1 feature 
in each group. And we could construct 4 groups and select 2 features per group as 
well. Moreover, we could select different numbers of features in different groups. 
Where hierarchical clustering method is used to create groups in this work, we chose 
the selecting 1 feature from each group strategy. This strategy is simple and easy to 
implement. And another reason is there might be only one feature in one group by 
using agglomerative hierarchical clustering method. 

3.2 Implemented Algorithm 

In this section, we will show the algorithm put forward by this paper. The detailed 
algorithm is shown as follows. 

 
Input: A training dataset T=D(F,C), number of clusters n.  
Output: Selected features S.  
(1) Initialize parameters: F←’initial set of all features’, C ←’class labels’, S=∅. 
(2) Calculate the mutual information of every pair of features fi and fj in F, denote as 
I(fi; fj). 
(3) Create hierarchical cluster tree by using agglomerative hierarchical clustering 
method base on I(fi; fj). 
(4) Construct clusters from a hierarchical cluster tree by given n. 
(5) For each cluster, calculate mutual information between each feature and class 
label in C, and then find the maximum value Mc. 
(6) Select feature fs which has the Mc in each group, and put fs into S, S←’fs’. 

First of all, the algorithm set initialization parameters and F is a set of all the 
features in the training dataset. And C denotes class labels and C represents class 
labels. Then, the algorithm calculates the mutual information of every pair of features 
in F and composes a matrix based on them. After that, it creates a hierarchical cluster 
tree based on the matrix by using an agglomerative hierarchical clustering method. 
Moreover, it constructs clusters from a hierarchical cluster tree by given n. And n 
clusters mean n groups containing candidate features. Furthermore, in each cluster, it 
calculates mutual information between each feature and class label in C, and then 
finds the maximum value Mc. Finally, it selects feature fs which has the Mc in each 
group, and put fs into S. 
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4 Experimental Results 

4.1 KDD99 Dataset 

KDD99 is the most widely used data set for the evaluation of anomaly detection me-
thods. This data set is built based on 7 weeks of TCP connections in network traffic, 
and there are about 5 million connection records in the training dataset and around 2 
million connection records. Each connection is labeled by either normal or attack. The 
attack type is divided into four categories of 39 types of attacks [21]. Only 22 types of 
attacks are in the training dataset and the other 17 unknown types are in the test data-
set. It is important to note that the test data is not from the same probability distribu-
tion as the training data, and it includes specific attack types not in the training data 
which makes the task more realistic. The KDD dataset consists of three components, 
which are detailed in Table 1. 

The “10% KDD” dataset is employed for the purpose of training. The KDD train-
ing dataset consists of approximately 4,900,000 single connection vectors each of 
which contains 41 features, with exactly one specific attack type or normal type. This 
dataset contains 22 attack types and is a more concise version of the “whole KDD” 
dataset. It contains more connections of attacks than normal connections and the at-
tack types are not represented equally. Denial of service attacks account for the ma-
jority of the dataset [22].  

Table 1. Basic characteristics of the KDD 99 intrusion detection datasets 

Dataset Normal DoS U2R R2L Probe 

“10%KDD” 97278 391458 52 1126 4107 
“Corrected KDD” 60593 229853 70 16347 4166 
“Whole KDD” 972780 3883370 52 1126 41102 

 
On the other hand, the “Corrected KDD” dataset (test dataset) provides a dataset 

with different statistical distributions than either “10% KDD” or “Whole KDD” and 
contains 14 additional attacks. The list of class labels and their corresponding catego-
ries for “10% KDD” are detailed in [23]. 

4.2 Measures of Performance Evaluation 

The implemented method in this paper is conducted by six measures: True Positive 
Rate (TPR), False Positive Rate (FPR), Precision, Recall, F-Measure. The six meas-
ures could be calculated by True Positive (TP), False Positive (FP), True Negative 
(TN), False Negative (FN), as follows. 

True positive rate (TPR): TP/(TP+FN), also known as detection rate (DR) or sensi-
tivity or recall. False positive rate (FPR): FP/(TN+FP) also known as the false alarm 
rate. Precision (P): TP/(TP+FP)  is defined as the proportion of the true positives 
against all the positive results. Total Accuracy (TA): (TP+TN)/(TP+TN+FP+FN)  is 
the proportion of true results (both true positives and true negatives) in the population.  
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Recall (R): TP/(TP+FN) is defined as percentage of positive labeled instances that 
were predicted as positive. F-measure: 2PR/(P+R)  is the harmonic mean of precision 
and recall. 

We use the training dataset to construct the decision tree model and then reevaluate 
on the test dataset and get TP, FP, TN, FN. After that, we calculate precision, total 
accuracy and F-measure for the test dataset. 

4.3 Experiment Evaluation 

The experiments were conducted by using KDD 99 dataset and performed on a Win-
dows machine having configuration and Intel (R) Core (TM) i5-2400 CPU@ 
3.10GHz, 3.10 GHz, 4GB of RAM, the operating system is Microsoft Windows 7 
Professional. We have used an open source machine learning framework Weka 3.5.0. 
This tool is used to do classification for performance comparison of our method with 
other feature selection methods. We used C4.5 as the classification algorithm for all 
the feature selection methods. 

Table 2 shows comparison results by different feature selection methods using 13 
selected features. The first algorithm C4.5 used 41 features to do the classification. 
DMIFS is dynamic mutual information feature selection method proposed by Huawen 
Liu [9]. FGMI is feature grouping based on mutual information method implemented 
previously by the authors of this paper. This method is construct groups base on mu-
tual information among features. AHC is agglomerative hierarchical clustering 
algorithm implemented by this paper. We can see from the comparison that AHC 
algorithm produces better performance on F-measure and achieves good performance 
on other measures. 

Table 2. Comparison results by different algorithms using 13 selected features 

Algorithm TP Rate FP Rate Precision Recall F-Measure Class 

C4.5 (41) 0.994 0.09 0.728 0.994 0.841 Normal 

 0.91 0.006 0.999 0.91 0.952 Anomaly 

DMIFS  0.993 0.086 0.736 0.993 0.846 Normal 

 0.914 0.007 0.998 0.914 0.954 Anomaly 

FGMI 0.994 0.085 0.739 0.994 0.848 Normal 

 0.915 0.006 0.998 0.915 0.955 Anomaly 

AHC 0.993 0.077 0.757 0.993 0.859 Normal 

 0.923 0.007 0.998 0.923 0.959 Anomaly 

 
Table 3 describes comparison results by different feature selection methods using 

10 selected features. C4.5, DMIFS, FGMI and AHC have the meaning as table 2. 
MMIFS is modified mutual information feature selection method raised by Jingping 
in 2014 [24]. And we can see from the comparison that AHC could get better perfor-
mance nearly in all measures. 
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Table 3. Comparison results by different algorithms using 10 selected features 

Algorithm TP Rate FP Rate Precision Recall F-Measure Class 
C4.5 (41) 0.994 0.09 0.728 0.994 0.841 Normal 

 0.91 0.006 0.999 0.91 0.952 Anomaly 

DMIFS 0.993 0.086 0.736 0.993 0.846 normal 

 0.914 0.007 0.998 0.914 0.954 anomaly 

MMIFS 0.99 0.084 0.741 0.99 0.848 normal 

 0.916 0.01 0.997 0.916 0.955 anomaly 

FGMI 0.994 0.082 0.746 0.994 0.852 Normal 

 0.918 0.006 0.998 0.918 0.957 Anomaly 

AHC 0.994 0.08 0.751 0.994 0.856 Normal 

 0.92 0.006 0.998 0.92 0.958 Anomaly 

 
The purpose of comparison in table 2 and table 3 is compare AHC and other algo-

rithms by the same number of selected features. Figure 1 illustrates the precision 
comparison of AHC by different number of features.  

 

Fig. 1. Precision comparison of AHC by different number of selected features 

Figure2 and figure 3 show the F-measure and total accuracy comparison of AHC 
by different number of features respectively. 
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Fig. 2. F-measure comparison of AHC by different number of selected features 

 

Fig. 3. Total accuracy comparison of AHC by different number of selected features 

From the comparison of figure 1 to figure 3, we could see better performance could 
be achieved when selecting 12 features by AHC. And table 4 shows detailed compari-
son of AHC by different number of selected features. 

We can see from table 4 that AHC algorithm could get best performance by select-
ing 12 features. And for F-measure, both normal and anomaly could achieve highest 
value when using 12 selected features. 
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Table 4. Comparison results of AHC by different number of selected features 

NO. of 
Features 

TP Rate FP Rate Precision Recall F-Measure Class 

8 0.995 0.082 0.745 0.995 0.852 normal 
0.918 0.005 0.999 0.918 0.956 anomaly 

9 0.995 0.082 0.745 0.995 0.852 normal 

0.918 0.005 0.999 0.918 0.956 anomaly 
10 0.994 0.08 0.751 0.994 0.856 normal 

0.92 0.006 0.998 0.92 0.958 anomaly 
11 0.995 0.091 0.726 0.995 0.839 normal 

0.909 0.005 0.999 0.909 0.952 anomaly 
12 0.994 0.075 0.762 0.994 0.863 normal 

0.925 0.006 0.998 0.925 0.96 anomaly 

13 0.993 0.077 0.757 0.993 0.859 normal 
0.923 0.007 0.998 0.923 0.959 anomaly 

14 0.994 0.087 0.734 0.994 0.844 normal 
0.913 0.006 0.998 0.913 0.954 anomaly 

5 Conclusion 

This paper has presented a feature grouping method based on agglomerative 
hierarchical clustering method. It described how to compose the group by hierarchical 
tree, how to get the number of groups and how to select features in each group. First 
of all, the mutual information between each pair of two features is calculated to be 
used to construct the hierarchical tree. Moreover, the proposed algorithm creates 
groups by a given number. Finally, the mutual information between a feature and 
class labels is used to select one feature in one group. Experiment results on KDD 99 
dataset indicate that the proposed approach generally outperforms DMIFS, MMIFS, 
and FGMI algorithm. Furthermore, the comparison by different number of features 
shows that 12 features could get best performance indicator.  

Whilst promising, the presented work opens avenues for further investigation. For 
instance, the mutual information between features and class labels can be used to 
design new algorithm. And other clustering or classification algorithms can be applied 
to compose groups. Moreover, more than one feature could be selected in a certain 
group. In future work, the proposed algorithm will be tested on other datasets and 
look for more effective measures or methods than mutual information theory. 
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Abstract. Quantum Key Distribution (QKD) technology, based on laws of 
quantum physics, can generate unconditional security keys between two com-
munication parties. QKD is nearly a commercial technology and can make it 
available to the public. In existing QKD networks and commercial QKD  
systems, classical network is an essential part of the implementation of QKD 
protocols. With security keys and encryption scheme (one-time pad), we can 
protect the security of various network applications. But the public classical 
channel in QKD network may suffers potential key consuming attacks. In this 
paper, we focus on how to detect the potential attacks during the security appli-
cations in the QKD network. Especially, we propose a Dynamic Key Consum-
ing Detection scheme (DKode) in QKD-VoIP systems which encrypting VoIP 
streams with security keys from QKD systems. 

Keywords: Quantum key distribution, VoIP, detection, security. 

1 Introduction 

Quantum Key Distribution (QKD) technology, based on laws of quantum physics, 
rather than the computational complexity of mathematical problems, can generate 
unconditional security keys between two communication parties [1]. QKD is nearly a 
commercial technology and can make it available to the public. The world's first QKD 
network was established by BBN company in 2004 [2]. In 2005, IDQuantique and 
MagiQ companies have launched second generation products of commercial QKD 
systems [3, 4]. The European project SECOQC demonstrated the world’s first com-
mercial QKD network for about 30 days in 2008 [5].The QKD network with security 
audio application was established by USTC in 2009 [6]. Nowadays, researchers have 
focused on improving the performance of QKD systems and integrating QKD tech-
nologies into practical security communication systems. 

In existing QKD networks and commercial QKD systems, classical network is an 
essential part of the implementation of QKD protocols. QKD post-processing and 
security applications are both based on classical communication [7-8]. In the future, 
for large-scale QKD network, it will be integrated with the existing internet. The pub-
lic classical channel in QKD network has potential security risks. With security keys 
and security encryption schemes such as one-time pad, Eve can gain nothing about 
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transmitted information. But eve can distinguish the communicating parties by eave-
sdropping and analyzing network flow data. By dropping or modifying encrypted 
data, eve may attend to reduce the performance of QKD network. As worst-case sce-
nario, security keys of QKD network will be consumed totally and security messages 
can’t be exchanged between two communication parties. 

In this paper, we focus on how to detect the potential attacks during the security 
applications in the QKD network. Especially, we propose a Dynamic Key Consuming 
Detection scheme (DKode) in QKD-VoIP systems which encrypting VoIP streams 
with security keys from QKD systems. 

2 Security VoIP Application in QKD Network 

2.1 The Framework of QKD-VoIP Systems 

QKD network can be logically divided into two layers: quantum layer and classical 
layer, as it shown in Fig. 1. Quantum signals are transmitted in quantum layer. In 
classical layer, the communication parties (Alice and Bob) collect quantum informa-
tion, and conduct post-processing procedures to generate unconditional security keys 
through security authenticated classical channel. 

 

Fig. 1. The QKD network framework 

 VoIP is unquestionably the most popular real-time service in IP networks today. 
After Alice and Bob established a VoIP session, their audio stream will be encapsu-
lated into RTP (Real-Time Transport Protocol) packets [9-10]. The framework of 
QKD-VoIP systems is shown in Fig. 2. During audio stream exchanging between 
Alice and Bob, QKD-VoIP systems gain the security keys from QKD engines, en-
crypt/decrypt RTP packets with these keys by one-time pad (OTP) method. Though 
eavesdropping and analyzing network flow data, eve can gain nothing about transmit-
ted VoIP stream. 

2.2 Vulnerability Analysis of QKD-VoIP Systems 

Combining security keys generated by QKD network and OTP security encryption 
method, QKD-VoIP system can provide unconditional security network applications. 
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Actually, the key generation rate of QKD network is limited. The state of art reported 
rate is about Mbps [11]. Thus, QKD network can supply only a few network applica-
tions. By dropping or modifying encrypted data, eve may attend to reduce the perfor-
mance of QKD network. As worst-case scenario, security keys of QKD network will 
be consumed totally and security messages can’t be exchanged between two commu-
nication parties. Thus, we must detect out the potential key consuming attacks rapidly. 

 

Fig. 2. The Framework of QKD-VoIP Systems 

3 Dynamic Key Consuming Detection Scheme in QKD-VoIP 
Systems 

In QKD-VoIP systems, eve can gain nothing by eavesdropping data packets. But eve 
can modify the transmitted data to consume the security keys generated by QKD sys-
tems. When the amount of security keys is not enough to encrypt the VoIP stream, 
Alice and Bob can’t to exchange security messages any more. In this paper, we pro-
pose a Dynamic Key Consuming Detection scheme (DKode) in QKD-VoIP systems. 

3.1 Detection Principles 

In order to provide a numerical indication of perceived quality of received audio 
stream after transmission and compression, we introduce the Mean Opinion Score 
(MOS) model defined by ITU-T [12]. The MOS value is expressed from 1 to 5, as it 
shown in Tab. 1. Values dropping below 3.5 are termed unacceptable by many net-
work users. In order to prevent the audio communication between Alice and Bob, the 
attacking actions must drop the MOS value of transmitted VoIP stream below 3.5 or 
even lower [13]. We can use PESQ algorithm which based on MOS model to estimate 
the stream quality quickly to detect out the potential attacks [14]. 

Table 1. The MOS Values 

MOS 5 4 3 2 1 
Quality Perfect Fair Annoying Very annoying Impossible to communicate 
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3.2 The Proposed DKode Scheme 

By adjusting the detecting timer dynamically, our proposed Dkode scheme can esti-
mate the link state effectively to find the potential key consuming attacks. Dkode 
includes the following five steps. 

Step 1. Initialization. Set up the detecting timer of Dkode cur initT T= , the threshold 

of MOS value t initM M= . Measure the MOS value of initial voice quality ptrM . 

Step 2. Sampling and measuring the MOS value of VoIP stream per curT . If 

cur ptrM M≥ , go to Step 3. If cur tM M≤ , go to Step 4. Else, go to Step 5. 

Step 3. If 2 cur initT T< , set 2cur curT T= . If not, set cur initT T= . Go to Step 2. 

Step 4. Sampling and measuring the MOS value of VoIP stream curM  again im-

mediately. If cur tM M≤ , the VoIP communication between Alice and Bob is suffer-

ing the key consuming attacks. Abort. 
Step 5. cur ptrM M= , / 2cur curT T= . Go to Step 2. 
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Abstract. In the cloud computing, there are massive functions and resources are 
encapsulated into Web services. The traditional web service registry systems 
normally using the central architecture can’t meet the requirements of cloud 
computing. A web service registry system based on structured P2P system with 
secure access and control is implemented. Multiple Universal Description, Dis-
covery and Integration (UDDI) nodes are organized by the P2P based schedule 
and communication mechanism. The registration and discovery of Web services 
is redesigned to the new system that provides services like one single UDDI 
server. The experiment results show that the capacity can be extended dynami-
cally and support large scalable access.  

Keywords: Web Service Registry, UDDI, P2P, Pastry, Access and Control. 

1 Introduction 

The cloud computing is separated into three layers: Infrastructure as a Service (IaasS), 
Platform as a Service (PaaS) and Software as a Service (SaaS). Service is a main form 
provided by the cloud, especially in SaaS. The Service Oriented Architecture (SOA) 
is a new type of mode for software development, deployment and integration, which 
is behind object-oriented and components based development [1][2]. Flexible design 
and development program provided for software development is the main way of the 
cloud computing to provide access to the outside. SOA consists of three roles, includ-
ing service provider, service registry center and service requestor. The service registry 
center is the basis for the realization of service composition among the entire SOA. 
UDDI (Universal Description, Discovery and Integration) is a descriptive specifica-
tion for information related Web service, and it also includes the standardized specifi-
cations of Web services information registry center at the same time [3].   
 The centralized architecture and complies with the private service registry library 
of the UDDI specification is normally used in traditional service registration systems 
[3][4]. In the cloud computation, there are massive functions and resources are encap-
sulated into Web services. Because of the shortcomings like performance bottlenecks, 
single-point-of-failure and no easily scalability, which centralized architecture sys-
tems have, the traditional service registration systems are almost unable to adapt to 
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large-scale service registration and inquiries [5-10]. Architecture for semantic sensor 
matchmaker was proposed by the authors to make the discovery and integration of 
web services more efficient. A kind of Web service discovery method called I-
Wander which improves efficiency is designed for the unstructured P2P network in 
literature [9]. However, the service query mechanism of unstructured P2P network is 
completed by flooding, which has certain blindness and encroaches on a lot of net-
work bandwidth. For the low routing efficiency, poor scalability, load imbalance and 
other issues which unstructured P2P network have, a service discovery method based 
on the structured P2P network is proposed, taking advantage of a structured P2P sys-
tem to use information routing between nodes instead of flooding mechanism. With 
the development of P2P technology, the P2P networks can provide appropriate ex-
changing mechanism between the private service registration libraries, avoiding prob-
lems like solitary-island service, and it becomes a research tendency to utilize the P2P 
network’s advantages to solve problems like performance bottlenecks of centralized 
architecture and single-points-of-failure [11]. The introduction of distributed architec-
ture is proposed, using a distributed architecture to reduce the burden of registration 
centers, improving system efficiency. In response, a service discovery method based 
on the structured P2P network is proposed, taking advantage of a structured P2P sys-
tem to use information routing between nodes instead of flooding mechanism. JUDDI 
is an very famous open source project which realizes UDDI functions [4]. 

This paper make a scalable architecture to extend JUDDI system, to solve some 
problems as performance bottlenecks, single-points-of-failure for the cloud compu-
ting. Pastry [12], which is a structured P2P protocol, is introduced to organize and 
coordinate multiple JUDDI. The structure P2P based Web services registration is 
called PUDDI in the next, and the discovery is redesigned to PUDDI that works like a 
single JUDDI and can provide a scalable services organization functions for big data 
analysis. The scalability and performance of PUDDI system is proved and analyzed 
through the experiments using SoapUI [13] and LoadRunner [14]. 

The rest of this paper is organized as follows. The framework is proposed in Sec-
tion 2. The system scheduling and communication algorithm based on Pastry is given 
in Section 3. The registration and discovery of web service on PUDDI is presented in 
Section 4. The performance is evaluated in Section 5. Finally, we conclude the paper 
in Section 6.   

2 Framework of P2P Based Service Registration System  

The Pastry protocol is introduced to organize multiple UDDI to realize a scalable 
Web services registration. According to the characteristics of P2P protocols, on the 
design of system scalability, the number of nodes can be arbitrarily expanded, the 
system has good scalability and strong expansibility, in other words, the system per-
formance does not decrease with the expansion of nodes and it has a good stability; on 
the performance of load balancing of the network, each node on the Pastry network 
only keeps resources managed by itself, network services is distributed substantially 
and uniformly to each node, and this is conducive to the network load balancing,  
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increasing system throughput, supporting more concurrent users to access; on the 
reliability of the system, the service request is automatically transferred to the adja-
cent nodes by Pastry network to avoid a single-point-of-failure when there is a large 
number of service requests focus on a particular node or a sudden failure of a node. 
Based on the above advantages, Pastry agreement is introduced to take advantage of 
the Pastry network to improve the dynamic expandability, load balancing and other 
properties of the system. The network architecture of Pastry-based Web services reg-
istration system is diagrammed in Figure 1. Service requestor can send queries to any 
UDDI node on PUDDI, the root node is the first node to establish Pastry, based on the 
Pastry protocol, the routing and communication can be implemented between nodes. 
 

 

Fig. 1. The network architecture of PUDDI system 

 

Fig. 2. The function structure of PUDDI 

The functional modules of PUDDI system consists of six modules, including  
configuration, scheduling and distribution, peer to peer communications, access and 
control, JUDDI and network resource monitoring, the models are shown in Figure 2. 
To start Pastry, firstly, PastryIdFactory is called to hash the public key to get node ID,  
 

 



 A Structure P2P Based Web Services Registry with Access and Control 289 

 

if there is no public key, the IP address will be hashed instead. The P2P based  
scheduling module is mainly used to intercept service request messages, controlling 
operational processes. The P2P communication module includes sending module and 
reception module. JUDDI module mainly provides service registration query of 
nodes. The Access control module realized the Web service authentication, which is 
the premise of Web service access control and the security call, permission validation 
module promises the PUDDI system access control and the security call, on the other 
hand, this module gives safety certification to the users’ identity and operation, if the 
user has not been given relevant rights, the operation will be terminated and an error 
message returns. If the authentication passed, related operations can be continued.  

3 System Scheduling and Communication Algorithm Based  
on Pastry 

System scheduling algorithm and system communication algorithm are the essential 
algorithm to implement the combination of JUDDIV3 and Pastry. Scheduling algo-
rithm is responsible for distributing tasks, controlling processes and coordinating 
multiple service requests of UDDI node. System communication algorithm is the key 
point to implement the exchange of service information between UDDI nodes and it is 
also the link between the UDDI nodes. 

3.1 System Scheduling Algorithms  

System scheduling algorithm and system communication algorithm are the essential 
algorithm to implement the combination of JUDDIV3 and Pastry. Scheduling algo-
rithm is responsible for distributing tasks, controlling processes and coordinating 
multiple service requests of UDDI node. System communication algorithm is the key 
point to implement the exchange of service information between UDDI nodes and it is 
also the link between the UDDI nodes.When the service request messages is sent over 
the P2P network, the local JUDDI interface is called directly and do corresponding 
operations of service registry queries. If it is the reply message sent over P2P net-
works, the message will be returned to the client. If it is the SOAP messages initiated 
directly by the client, executing purview certification, if the authentication fails, an 
error message returned to the client. If authenticated, the service will be returned di-
rectly if the service in the query buffer, otherwise taking out the information in the 
message which is named tmodelName, generating a message keyword K by the SHA-
1 algorithm, the K is compared with the node ID of UDDI. After that, waiting for the 
message reply, the reply message will be returned to the client if it is received, if the 
wait times out, then a times out message is returned, if the wait does not time out, 
then continue to wait. 

The Pseudo-code of the specific process of the system scheduling algorithm is de-
scribed as following, in order to a convenient introduction; the following notation is 
given as the algorithm 1. 
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Algorithm 1: Pastry based system scheduling. 
K：The keyword of the service request message.  
NodeId：The ID number of the home node. 
1）if isPastrySentMessage then 
2）    Invoking JUDDI API；  
3）if isPastryBackMessage then 
4）    if timeout then {Putting into register；} 
5）   else {Return to client；} 
else  
{  
6） if isPassed { 
7）     if storedInRegister then 
8）         Return storedMessage； 
else 
{  
9)      StandardWord← getStandardWord(Message.tModelName)  
10）     K ← SHA-1(StandardWord)； 
11） if mostSimilar then  
12）       Invoking JUDDI API； 
else 
{  
13）      Create PastrySentMessage；  
14）      Invoking Pastry API； 
15）        Wait； 
16）      if receivedPastryBackMessage then  
17）       Return to client； 
18）      else if timeout then  
19）        Return timeoutMessage； 
20）      else Goto (12)； 
}}} 
else //the authentication does not pass； 
20）   Return error； 
} 

3.2 System Communication Algorithm 

The specific process of system communication algorithm is: firstly, the service mes-
sages which need to be sent stored into the message buffer, the keyword K of the 
message is compared and matched to the node ID of UDDI by the Selection manager, 
(the service messages) will be forwarded to the UDDI node which exists in the UDDI 
node set which close to the home node, and the condition is, compared to home node, 
this UDDI node is more closer to the keyword K. If the sending is successful and 
ACK is received, the next service message will be sent, otherwise there is a retrans-
mit. If the node cannot be found, then the length m of the common prefix which both 
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the ID number of the home node and the keyword of the message have is calculated. 
If the node ID of UDDI exists in m rows and n columns (i is the value of number m in 
K) in the routing table, forwarding the service message to the UDDI node, if the node 
does not exist, the message is forwarded to the node which the length of common 
prefix is m, and compared to the home node, this node is closer to K. 

The Pseudo-code of the specific process of the system communication algorithm is 
described as following, in order to a convenient introduction, the following notation is 
given as algorithm 2. 

Algorithm 2: Pastry based communication. 
K：Keyword of the Pastry message  
NodeId：The ID number of home node. 

i
lR ：The UDDI node exists in l（ 0 128 /l b≤ < ） rows and i 

（ 0 2bi≤ < ） columns in the routing table。 
L
i
：The i-th（ / 2 / 2L i L− ≤ ≤ ） UDDI node in the UDDI set, L 

,which is close to the home node. 

lK ：The numerical value in the l-position of the keyword K 

of the service request message。 
1）Put Message into buffer； 
2）SelectorManager.Match(K);  
3）if /2 /2L LL K L− ≤ ≤  then  

{ 
Forward UDDIL ,(UDDIL min( )iL L K∈ ∩ − )； 

5） if ACK==true then Goto (1)； 
6） else Goto (2)； 
} 
else //forwarding by using of routing table； 
{ 
7） l =prefix(K,nodeId)； 

8） if l

l

K
R NULL≠  then 

{ 

9）    Forward UDDIR ,(UDDIR==
lK

lR )； 

10）    if ACK==true then Goto (1)； 
11）    else Goto (2)； 
}else //this UDDI node does not exist { 

12）Forward UDDIR ,(UDDIR min( )i
lR R K nodeId K∈ ∩ − < − )； 

13）    if ACK==true then Goto (1)； 

14）     else Goto (2)； 

} 
} 
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For example, a message whose key is D617FA is sent to the node whose ID is 
74BA2F, according to the system communication algorithms, the forwarding process 
of the message is shown in Figure 3. After each forwarding message between the 
nodes, the message is more close to the target node, and finally it will be forwarded to 
the node which ID is the closest to the K value, and the ID is D615AB. 
 

 

Fig. 3.   Routing process of the system message 

4 The Registration and Discovery of Web Service Based  
on PUDDI 

The service provider is responsible for the concrete implementation of the service, 
and it is also responsible for publishing the service to the registration center. The ser-
vice requester can find service description in the registration center and obtain bind-
ing information, utilizing the binding information to bind to the service provider, and 
then call the service provided. 

The concrete processes that service providers register service to the PUDDI is 
shown in Fig.4, and described as following. 

Step 1: the service providers read the URL(Uniform Resource Locator) of the ser-
vices’ WSDL(Web Services Description Language) file and parse the WSDL file, 
generating the necessary information when there is service registration (For example, 
binding information). 

Step 2: The related messages of SOAP are generated and the messages will be sent 
to a known node on the P2P networks through the http requests 

Step 3: After the messages of SOAP are received by the node, these messages are 
transferred from the schedule and distribution module to the access and control mod-
ule, and operate. According to the results returned by the schedule and distribution 
module, the purview certification module gives it’s judgment, if the purview certifica-
tion is not passed, an error message is returned, if the purview certification is passed, 
the next process continues. 

Step 4: Analyzing the service-related information, a hash value is obtained through 
SHA-1 algorithm; According to the hash value, the node judges whether the messages 
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are managed by itself, if so, then jump to the step f, if not, the message of SOAP will 
be packaged through Pastry protocol and transferred to the P2P communication mod-
ule, and then the messages will be forwarded to the node which manage the hash value. 

Step 5: According to the routing mechanisms of Pastry, the messages will be final-
ly forwarded to the node who manages the services, by P2P communication module. 
Then the messages will be forwarded to and handled by the schedule and distribution 
module  

Step 6: Calling the registered API of JUDDI, the analyzed information of the 
WSDL file of service and some related information will be registered to the JUDDI of 
this node. 

Step 7: Returning the registered information of the result to the client. 
The process of service registration is shown in Fig.5. The procedure that the ser-

vice requester query to the PUDDI of the founding service is similar to the procedure 
of registration and the difference is that the initiated message of request is not the 
same and no more description here. 

 

 

Fig. 4.   Process of service registration 

5 Experiments and Analysis 

The experiment is tested in the network environment of 100M Ethernet, including 3 
physical hosts and 3 virtual machines. The physical hosts are Lenovo foolproof server 
of R510 (Intel 4-core, 2.80GHz processor, 1G RAM), the 3 virtual machines (single 
CPU, 1G RAM) are deployed on the Sugon server of W5801-G10 (two Intel 12-core, 
2.30GHz processor, 64G memory).The operating systems are centos 6.2 and the soft-
ware environment includes the Java platform of jdk1.6, database of mysq15.5 and 
web container of Apache Tomcat6. 

The SoapUI is used to test the system function of PUDDI. For the query of Web 
service, the service requestor firstly queries the WSDL address of the service, and 
then generates a client based on the WSDL, after that, you can call the service or even 
combine new service. All the function works like a single JUDDI. The performance 
of a software system is measured by some common indicators: response time, 
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throughput, the number of concurrent users. The response time is the time which 
spent on the service which the software system provide for the user, and the response 
time includes the response time of server, the response time of internet and response 
time of client. The response time can intuitively reflect the processing capacity of  
the system, so, according to the response time, we can measure the performance of  
the JUDDUV3 system and the PUDDI system. Next, The LoadRunner is used to test 
the service registration performance and the discovery performance of the JUDDI 
system and the PUDDI system which deploys 6 nodes. 

5.1 Web Services Registration  

In the experiment, for the original system of JUDDIV3 and the PUDDI of 6 nodes, 
loadRunner is used to simulate the service registration of multiple users. 5 users is 
added in every 10 seconds until the concurrent users reaches to 100, and the test has 
to work for a continuous time. The average response time of the service registration of 
JUDDIV3 and PUDDI is shown in figure 5 and table 1. According to the chart, the 
response time of service registration increases as the number of the concurrent users 
increases, however, the increased magnitude of the response time of JUDDIV3 sys-
tem is far greater compared to PUDDI system, and the response time of registration of 
the JUDDIV3 system is twice time more than PUDDI system. The standard deviation 
of PUDDI system is much smaller than JUDDIV3 system, this illustrates that the 
impact of the PUDDI system, which suffered by the increasing users, is small, and the 
system is more stable. 
 

 

Fig. 5. The contrastive chart of average response time 

Table 1. The contrastive table of the response time of registration (second) 

Test 
objects 

Average 

value 

Minimum 

value 

Maximal 

value 

Median 

value 

standard 

deviation 

JUDDIV3 0.451 0.12 0.787 0.405 0.23 

PUDDI 0.234 0.113 0.36 0.243 0.064 
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5.2 Web Services Discovery 

In this experiment, the service of JUDDIV3 system and PUDDI system is the same, 
under the circumstance that 2000 different services have been registered, 100 concur-
rent users are simulated and the query services of each user are random. 5 concurrent 
users are started in every 10 seconds until the number of the users reaches to 100, and 
the test has to work for a continuous time. The average response time of the service 
registration of JUDDIV3 and PUDDI is shown in figure 6 and table 2. According to 
the result of the experiment, the response time of service discovery increases as the 
number of the concurrent users increase, however, the time of service discovery of the 
JUDDIV3 system is twice more than PUDDI system. The standard deviation of 
PUDDI system is much smaller than JUDDIV3 system, this illustrates that the impact 
of the PUDDI system, which suffered by the increasing users, is small, and the system 
is more stable. 
 

 

Fig. 6. The contrastive figure of response time of queries     

Table 2. The contrastive table of response time of queries (second)  

Test 

objects 

Aver-

age 

value 

Mini-

mum 

value 

Maxi-

mum 

value 

Me-

dian 

value 

Standard 

deviation 

JUDDIV3 0.12 0.024 0.174 0.134 0.039 

PUDDI 0.064 0.037 0.114 0.066 0.015 

  
The clicks of PUDDI system and JUDDIV3 system while querying the service is 

shown in Figure 7. In figure 7, X-axis represents the running time; Y-axis represents 
the clicks per second. The clicks reflect the number of SAOP requests which initiated 
by the clients, and this reflects the processing ability of the system from the upper 
side, the more strong the processing ability of the system, the more requests sent from 
the client will be received. According to the Figure 7, the clicks of PUDDI system is 
far larger than JUDDIV3 system, and the processing ability of PUDDI system is 
stronger. The contrastive result of the experimental data is shown in Table 3. 
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Table 3. The contrastive table of clicks of the systems 

Test 

objects 

Aver-

age 

value 

Mini-

mum 

value 

Maxi-

mum 

value 

Median 

value 

Standard 

deviation 

JUDDIV3 192.25

1 

61.25 246.12

5 

204.12

5 

39.182 

PUDDI 286.55

1 

14.375 394.75 305.5 88.68 

 

 

Fig. 7. The contrastive figure of clicks   

6 Conclusion  

An extendible distributed service registration system is needed for the management of 
the massive web services. A service registration system based on the structured P2P is 
designed in this paper. The implemented Pastry based Web service registration sys-
tem can support magnanimous web services registration if there are enough comput-
ers provided and it can adapt to the large-scale registration and access dynamically. 
PUDDI works like a Web service cloud that provides a scalable services organization 
capacity for the cloud computation and the big data analysis. 
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Abstract. There are too many servers on the Internet that have already
been used, or that are vulnerable and can potentially be used to launch
DDoS attacks. Even though awareness increases and organizations begin
to lock down those systems, there are plenty of other protocols that can
be exploited to be used instead of them. One example is the Simple Net-
work Management Protocol (SNMP), which is a common UDP protocol
used for network management. Several types of network devices actually
come with SNMP ”on” by default. A request sent to an SNMP server
returns a response that is larger than the query that came in.

The main aim of this paper is to investigate on the increasing preva-
lence and destructive power of amplification-based distributed denial of
service (DDoS) attacks in order to present a solution based on a profiling
methodology. The paper encompass three aspects: amplification DDoS
attacks and main port used, the profiling methodology as a mean of iden-
tifying the threat and shape it. Finally, a proposal solution is given by
considering both strategic and technical aspects.

Keywords: DDoS Attack, Amplification of DDoS Attacks, DNS, Digi-
tal Profiling.

1 Introduction

A Denial of Service (DoS) attack has the main goal of preventing legitimate
usage of a specific resource available on the Internet such as a web portal or any
kind of network-based service. A Distributed Denial of Service (DDoS) attack
is a coordinated attack against the availability of services belonging to a given
target system or network. It is launched indirectly through many compromised
computing systems (see Figure 1). The services under attack are those of the
“primary victim”, while the compromised systems used to launch the attack
are often called the intermediate attack vectors or “secondary victims”. The use
of secondary victims in a DDoS attack provides the attacker with the ability to
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wage a much larger and more disruptive attack while remaining anonymous since
the secondary victims actually perform the attack making it more difficult or
almost impossible for network forensics experts to track down the real attacker
(see Figure 2).

In the first quarter of year 2014, Verisign DDoS Protection Services saw an 83
percent jump in average attack size over Q4 2013, which was primarily attributed
to NTP-based attacks. While DNS amplification was the most common vector
in 2013 and continues to be seen, the NTP attack type is the largest attack
vector seen in 2014. Verisign said that they mitigated multiple amplification
attacks – commonly ranging from 50 to 75 Gbps – for their customers. Directly
related to the popularity of amplification attacks was the sharp decline in more
complex application-layer attacks. With the presence of so many vulnerable NTP
servers and reflection vectors readily available on the Internet, attackers were
able to cause maximum disruption with minimum effort, by ditching smarter
application-layer attacks in favor of volume-based amplification attacks (for a
more detailed study please refer to the “Verisign’s Q1 2014 DDoS Trends Report”
in [1]).

Fig. 1. DDoS Attack components

2 Amplification DDoS Attacks

Amplification DDoS attacks are based on a third-party reflection paradigm in
which the real source of the attacks originates a significant number of service
requests, implying the transmission of a certain quantity of small-sized solicita-
tion packets, towards several completely unaware third-party entities, providing
some kind of service on the Internet, and assuming the role of reflectors. The
attacker properly forges the source IP address of all the requests (IP spoofing)
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Fig. 2. DDoS Architecture

so that they seem to come from the victim rather than from the real attack
source. Furthermore, the requests are crafted to: (i) solicit a large number of
individual responses (amplification through flow or reflection multiplication at-
tacks) or (ii) obtaining response messages whose size is much larger that te one
of the corresponding request (amplification through payload magnification). Re-
flection and Magnification can be considered as two separate attributes that can
coexist in the same attack, resulting in combined amplification strategies (see
Figure 4). Clearly, an attack does not get magnified unless the sizes of response
messages are bigger than the request ones and analogously a flow multiplication
implies that the number of attack flows received by the victim must be an integer
multiple of the number of flows originally sent by the source.

In all the cases, the traffic volume generated by the third-party reflector servers
in response to the individual queries received, results to be several order of mag-
nitude higher than the one originated by the attacker alone, so that the above
amplification/boosting effects greatly enhance the attack power, by overwhelm-
ing the victim’s own resources both in terms of available bandwidth and (often)
computing power. More formally, the bandwidth waste (in bits/s) associated to
an amplification DDoS attack can be expressed as follows:

B = 8a · S ·N · r (1)

where S is the request packet size, a the magnification factor characterizing the
response size, N the number of simultaneous reflecting entities (flow multiplier)
and r is the attack flow transmission rate (in pakets/s).

One of the first attacks deploying amplification techniques over the internet is
known as Smurf [2][3], exploiting in a coordinated way the ICMP replay and the
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Fig. 3. Amplification DDoS attacks dynamics

direct broadcast propagation mechanisms, together with address spoofing prac-
tices, in order to completely saturate the connectivity of the target victims with
huge volumes of ICMP reply messages. The great strength of this kind of attack
is that it did not required the availability of a large number of compromised
hosts to be successful, but only a single source machine, originating the attack
flow (made of individual ICMP requests) by spoofing its own address with the
one of the victim, as well as one or more third party local area networks exposing
a large number of hosts on the Internet and allowing directed broadcast propa-
gation at the gateway level. Clearly, by directly transforming the network-level
broadcast packets into link-layer ones, these network provided the amplification
effect by forcing each of their host to reflect the ICMP reply messages towards
the attack target (whose address has been spoofed as the source of the ICMP
requests). In such a way, the greater the number hosts available on the network,
the higher the number of flows reflected toward the victim, with obvious conse-
quences on its connectivity. Thus the power of the attack is proportional to the
size of the intermediate “reflecting” networks, by operating according to a pure
flow multiplication model (a ≈ 1andN � 1).

A very close variant of the Smurf attack, known as Fraggle [4], used UDP
ECHO packets and the “Chargen” service, instead of ICMP, to implement the re-
quest/response mechanism characterizing the attack flow, but was substantially
identical in all the attack dynamics based on direct broadcast propagation.

While devastating in their denial of service effects, both these attacks have been
rapidly defeated by inhibiting direct broadcast propagation at the gateway level,
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however, the idea of relying on amplification effects offered by unaware third party
systems opened new perspectives in the large-scale denial of service arena.

In particular, two widely used network services, carrying out a fundamental
role in the modern Internet, have been recently exploited in order to implement
successful amplification DDoS attacks: the Domain name system (DNS) protocol
and the Network Time Protocol (NTP).

A DNS reflection attack is another kind of amplification-based denial of service
relying on the Domain Name System query/response mechanism, and specifically
exploiting situations in which the size (in terms of amount of data to be sent
throughout the network) of the response to a specific DNS query, delivered to
multiple servers, is much larger than the request payload (N = 1anda � 1).
Also in this case the attacker, originating the individual queries, forges (through
spoofing) its source IP address in order to divert the responses incoming from
all the solicited servers towards the target victim, that in turn is not able to
detect the real originator of the attack. We can distinguish the reflection effects,
characterized by the number of DNS servers receiving the query, from the am-
plification ones, whose success is proportional to the ratio between the query
and response payloads. Amplification is typically achieved by soliciting specific
responses involving the use of previously individuated TXT records. For example,
specific queries sent to an authoritative DNS server can result in responses with
a 10-20x amplification factor (e.g., a 40-byte size DNS query can result in a
400-byte response or greater). Attackers are able to take advantage of a huge
number of “open” DNS servers available in the Internet that respond to any
request sent to them. This is a quite easy technique that has proven successful
in launching very large-scale attacks (i.e., several hundred Gbps in size).

Also the NTP-based attacks rely on the UDP protocol, by taking advantage
of some mechanisms commonly used to synchronize the electronic clocks of com-
puters connected to the Internet. The attack dynamics are very similar to those
characterizing DNS reflection, based on soliciting the generation of very large
response messages. One particularly damaging variant of the NTP attack uses
the MONLIST command, supported in older NTP implementation, that returns
the last 600 clients that an NTP server has talked to, and hence resulting in
responses with an amplification factor of 10-200x with just a single NTP server.
Accordingly, large scale attacks that simultaneously solicit thousands of NTP
servers can produce incredible damages while requiring a very limited amount
of resources on the attacker’s side. For example, on February 10, 2014 about
1300 NTP servers on different networks were involved in an unprecedented cy-
ber attack, where each server generated at peak hours approximately 90 Mb/s
of traffic towards particular targets located on the Internet.

A taxonomy on the most common amplification DDoS attacks is reported in
Figure 3.

3 Profiling a DDoS Attack

One of the biggest problems of cyberdefense in general is represented by
anonymity and the resulting non-imputability that cyberspace can offer to the
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Fig. 4. Amplification DDoS attacks taxonomy

authors of a cyber attack, as it becomes difficult, if not impossible, to iden-
tify them [5]. Chief among these is the challenge of situational awareness [6,7,8]
which is defined as “the continuous extraction of environmental information,
the integration of this information with previous knowledge to form a coherent
mental picture, and the use of that picture in directing further perception and
anticipating future event” [9].

It is therefore essential to gain this view, which allows to acquire those infor-
mation, more detailed and updated, useful to reach the solution. This is achieved
by the method of analysis developed by Colombini and Colella in [10], where au-
thors give a new point of view to common ICT protections, in order to recognize
and prevent a DDoS attack.

3.1 The Method

The method consists of four steps:

1. threat analysis;
2. target analysis;
3. motivation analysis;
4. attack results analysis.

The study of these aspects allows to obtain a full profile of the attack, which
provides new information useful for a real-time view of the presence of possible
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situations of DDoS attacks. It is also very important for the implementation an
effective dynamic cyber defense system, that means that it can be pre-configured
from time to time on specific threats that are to be fought [11].

3.2 Threat Analysis

The analysis of the behavior of the most known DDoS attacks reveals that they
have the same properties of any other cyber-weapon:

– every attack is specially customized to the characteristics of the systems to
hit, with the aim to reach a specific advantage;

– the implementation of the attack will be different for each attack;
– the impact of the caused damage is publicly revealed with a lag: as with all

crimes, the victim is not willing to reveal his vulnerability;
– source and path are difficult to find, because their authors can take advantage

of the anonymity offered by the cyberspace;
– it is often used as part of a larger conventional attack in support of it within

a conflict, to gain more advantage over the enemy [12].

3.3 Target Analysis

The design of a DDoS attack takes place purely in a strategic way, in which
decisions are made to define and guide the course of the attack. In the first
place, the choice of the targets, that is, the type of the enemy’s critical structure
to hit, closely linked to the motivations of the attack, ranging from the threat
to use as a deterrent to retaliation or to counterattack as a result of a suffered
attack, until the attainment of some strategic advantage: economic, political,
military, social [13].

It can thus describe the target with the answer to four questions:

– WHERE - physical location of the target: nation, region, town, building, up
to determine whether it is a government institution, an industrial or military
installation;

– WHAT - target functions: for example, a military or industrial specific pro-
cess control equipment, a database that contains sensitive data, the project
of a new instrumentation, etc.;

– WHO - owner and users of the target: a person, a company, a government
or other groups;

– WHY - motivation of the attack: type of damage and expected results.

In this respect, it determines the type of damage to cause, which can be
digital (exclusively aimed for delay or interruption of service) or physical (such
as a consequently material destruction of a control system). It is measured in
terms of severity of the indirect effects caused and persistence of the effects.
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3.4 Motivation Analysis

The study of known DDoS attacks [14], [15], [16] confirmed that they are most
often used as part of a larger conventional attack in support of it, or replacement
as invisible as part of a conflict or at least one situation of tension/antagonism
in place.

This observation leads to the creation of a monitoring system of political,
economic and social, to extrapolate those indicators that show the possibility of
an attack on available critical infrastructures, through the analysis of available
information from different type of sources:

– open (national reports of companies of antivirus production sites, national
and international news, analysis sites political, economic, social);

– semi-open (sites hacker circles, antagonists, extremists, fundamentalists);
– closed (documentation strategic-military).

3.5 Attack Effects Analysis

This step analyses the effects of a possible attack on a specific target, in relation
to the information obtained from the previous steps, especially related to the
time of the attack, the type of damage, the time duration of the damage on the
system and the cost of the damage on the critical infrastructure.

Any impact in the short, medium and long term is evaluated in terms of:

– side effects of damage on systems/people in the environment of the target
system;

– impact of the damage out of the environment of the affected system;
– side effects of damage on structures/people outside the affected system;
– social impact of the publicity of the attack;
– immediately and over time effect (military-political-social).

The information obtained by the analysis performed in the previous steps
must allow to answer to the seven questions presented in Table 1.

4 The Proposed Solution

Here we propose a multi-dimensional solution, composed by the analysis of the
two aspects of the problem: the technical one and the strategic one. From the
technical side, analyzing the specific tool that attackers have to use, can prevent
attacks first of all configuring client systems and using antivirus protection so
that the attacker is unable to recruit his botnet arm, and finally configuring
name servers to reduce the attacker’s ability to corrupt a zone file with the
amplification record. Another important action is to disable open recursion on
name servers and accept only recursive DNS from trusted sources. Unfortunately,
to prevent the impersonation attack fundamental is the possibility to perform
source IP address validation: the botnet hosts cannot generate DNS request
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Table 1. The seven questions and related answers useful for the attack analysis

WHO

Possible attackers Type identification:
- external (opposite nations, international terrorism, interna-

tional organized crime)
- internal (domestic terrorism, antagonist groups, organized

crime)

WHY

Possible reasons - Identification of topics of tension / crisis / antagonism in the
field:

-political
-social
-economic
-military

- (internal or external)

WHERE Possible objectives - Identification of critical infrastructures.
- Identification of supersensitive data and their location.

WHAT Damage type - Detection of damage type: physical, digital, interruption of
service, data theft.

WHEN Attack time - Detection of the moment of maximum vulnerability of critical
infrastructure in relation to the type of attack.

RESULTS Damage extent - Detection of damage in relation to critical infrastructure type
and damage type.
- Detection of the kind disadvantage that could be caused by
specific damage on specific infrastructure.

REACTION Response actions - Detection of the moment of maximum vulnerability of critical
infrastructure in relation to the type of attack.

messages posing as the targeted name server, which stems the attack at the
outset.

A new preventive way is the use of honeypots, that are systems intentionally
set up with limited security to be an enticement for an attacker’s hostile action.
Honeypots serve to deflect attacks from hitting the systems they are protecting
as well as serving as a means for gaining information about attackers by storing
a record of their activity and learning what types of attacks and software tools
the attacker is using. The goal of this type of honeypots is to lure an attacker
to install either handler or agent code within the honeypot, thereby allowing
the honeypot’s [17] owner to track the handler or agent behavior and better
understand how to defend against future DDoS installation attacks. Honeypots
are also helpful because they can store event logfiles during a DDoS attack.

Data can be analyzed post-attack to look for specific characteristics within
the attacking traffic. To help identify the attackers, tracing Internet traffic back
to it’s source helps to identify the authors. Additionally, when the attacker sends
different types of attacking traffic, this method assists in providing the victim
system with information that might help develop filters to block the attack. An
example of countermeasure in which network profiling can be effective has been
reported in the Table 2 .

To work as better, this solution must be based on information obtained by the
application of the digital profiling method, explained in Section 3. The result of
the study provides information on:
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Table 2. Countermeasures

Countermeasures
(what)

Actions
(in what way)

Aim
(why)

detect and neutral-
ize handlers

analyzing the content
of source code and de-
tected feature in the
malware behavior

comprehension of communication protocol and
traffic among handlers, clients, and agents.

detect/prevent sec-
ondary victims

heightened awareness
of security issues and
prevention techniques
from all Internet users

to prevent themselves from participating in
the attack.

detect/prevent
potential attacks

egress filtering scanning of IP packet headers leaving a net-
work and checking to see if they meet certain
criteria.

mitigate/stop at-
tacks

load balancing network providers can increase bandwidth on
critical connections to prevent them from go-
ing down in an attack.

mitigate/stop at-
tacks

throttling the Max-min Fair server-centric router throt-
tle method. This can prevent flood damage to
servers.

deflect attacks honeypots gaining information about attackers by storing
a record of their activity.

post-attack forensics traffic pattern analysis these techniques help identify the attackers
tracing Internet traffic back to it’s source.

post-attack forensics packet traceback these techniques help identify the attackers
tracing Internet traffic back to it’s source.

– critical infrastructure as possible target;

– list of exploitable vulnerabilities;

– time of the attack;

– extent of expected damage;

– origin of attack;

– the identity of the attacker/s.

The obtained information can then be used to implement a series of effective
countermeasures, for protection and prevention of a DDoS attack, by improving
the physical protection of critical infrastructure, as well as the resolution of dig-
ital vulnerability of critical systems and implementation of new security policies
for access to critical data [18]. From the point of view of offensive defense, the
real-time view of the presence of possible situations of attack allows the im-
plementation of an effective system of cyber defense in a dynamic way, every
time capable of pre-self-configure depending on the eventual threats from time
to time detected, and to implement countermeasures specifically proportionated
to the threat in act [11]. In the analysis of log files, for instance, depending on
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the purpose it is intended, are used to highlight relationships between data and
build a result of behavioral models that describe two types of approach:

– Top down: search for confirmation of facts already known or assumed (e.g.,
an action resulting from an intrusion has already occurred)

– bottom-up: useful to find information useful to construct hypotheses (e.g.,
the most likely causes that produce a particular result).

As we have explained in a previous paper [17] the analysis cycle takes place
in 6 steps (see Figure 5)

 

Fig. 5. Network profiling cycle of analysis

Step 1 - Identification of the target.
Step 2 - Collection of data log files.
Step 3 - Identification of characteristic properties (features) from the mass of

data collected from log files and collect this information (indicators) con-
tained the features detected.

Step 4 - Detection of possible subjects to which it is possible to attribute be-
havior Digital.

Step 5 - Analysis of information and construction of the behavior of digital
accesses.

Step 6 - Construction of the user profile and usage of digital information ob-
tained, depending on the objective.
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5 Conclusions and Future Work

Countering amplification DDoS attacks is an important security issue to be
faced with in modern network-empowered organizations. In this work we have
presented an alternative defense strategy, obtaining information from profiling
techniques that can be used to implement a series of effective protection and
prevention countermeasures against such attacks. The intent of the authors for
the future is to deeply analyze this approach trying to find a full set of indicators
able to foster a complete and effective prevention methodology.
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