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Abstract. Multiple users share a common account in Internet Protocol
Television (IP-TV) services. Can such shared accounts be identified solely
on the basis of logs recorded by set top boxes (STBs)? Once a shared
account is identified, can the different users sharing it be identified as
well? We suppose different users within a shared account not only have
different preferences for TV programs, but also get used to consuming
services in different periods (e.g., after dinner or at weekend). We propose
an algorithm to decompose users in composite accounts based on mining
different preferences over different periods from consumption logs. In our
experiments, the proposed algorithm outperforms traditional user-based
collaborative filtering method 3-8 times when leveraging the decomposed
users for personalized recommendation.

Keywords: User identification, Shared account, IP-TV recommenda-
tion, Experimentation.

1 Introduction

Internet Protocol Television (IP-TV) [10,16] services have been widely consumed
in our daily life. It’s a common phenomenon that families or roommates share
television programs after they get back home or dormitory from work. With the
development of IP-TV technologies, more and more multimedia resources (e.g.,
channels, programs and videos) are integrated into the services. In order to re-
trieve the preferred programs efficiently, recommender systems [1] are introduced
into the services for IP-TV recommendations.

User experience can be improved when recommender systems are introduced
into the IP-TV services. However, user identification is one of the most chal-
lengeable problems which degrades recommender performance [4]. The use of a
single account by multiple users poses a challenge in providing accurate person-
alized recommendations. Informally, the recommendations provided to a shared
account, comprising the ratings of two dissimilar users, may not match the in-
terests of either of these users [21].

We aim to improve recommender performance by addressing the challenge of
user identification in IP-TV services. According to a log recorded by a STB,
a log contains: account id, program id, start time, end time, and genre(s).

Y. Manolopoulos et al. (Eds.): ADBIS 2014, LNCS 8716, pp. 219–233, 2014.
c© Springer International Publishing Switzerland 2014



220 Z. Wang et al.

The user information is unavailable since the services are indistinctly shared by
the users in a shared account. What’s more, the interaction between user and set
top box (STB) is very weak. Therefore, none of individual user informationcan
be directly used for recommendation.

We suppose users within a shared account not only have different preferences
for programs, but also get used to consuming services in different periods (e.g.,
after dinner or at weekend). There are two questions: (1) How to capture user
preference over period accurately? (2) How to identify users based on the cap-
tured user preference over period?

To address these questions, we define: (1) a period which consists of non-
overlapping sub-period(s); (2) a user who consumes services during these sub-
periods. Based on these definitions, we propose an algorithm to carry out
identification task.

To summarize, our contributions are as follows:

1. To the best of our knowledge, we are the first to study user identification as
a problem of identifying preference and consumption time within a shared
account.

2. We consider that user consuming behavior is periodic in IP-TV services, and a
continuous period consists of non-overlapping sub-periods. Hence, the account
preference over period can be captured by leveraging the designed implicit rat-
ing technique in the {account× item× time} 3-dimensional space [2].

3. Based on the captured preferences, we design a user identification algorithm
to identify users which mainly includes virtual user split stage and virtual
user merge stage.

4. Finally, we demonstrate how the methods above can be applied to improve
recommendation. We also study the effects of user splitting and user merging
on recommendation.

The rest of the paper is organized as follows. Section 2 provides a brief review
of related work on user identification and IP-TV recommendation. Section 3 de-
scribes our proposed approach to carry out identification task. Section 4 shows
the settings in our experiments. Section 5 presents the experimental results. Sec-
tion 6 analyses the users identification and recommender performance. Finally,
we conclude in Section 7.

Table 1. Symbols

Symbol Description

A, I, U account set, item set, identified user set

P the continuous period

pk the sub-period within P

vak the virtual user within account a in sub-period k

sh several sub-periods within P

uah the h-th identified user within account a

ua· the identified users within account a

|A| number of all accounts

|I| number of all items

|U| number of all identified users

|P | number of all sub-periods

G similarity graph of virtual users

dait the duration of item i consumed by account a in sub-period t

rait the implicit rating of account a to item i in sub-period t

Saij the preference similarity between virtual user i and j within account a

ρ the threshold of preference similarity between two virtual users
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Table 1 gives the main symbols used in this paper.

2 Related Work

In this section, we introduce related work on user behavior in IP-TV services
at first, and then describe the current research on user identification for recom-
mendation which related to our proposed algorithms.

2.1 User Behavior in IP-TV Services

User behavior data can be categorized into implicit feedback [14], explicit feed-
back [5], and their combination [15]. Unlike searching webs with strong intentions
[3,7] (e.g., click links, type text or speech input in search bars), user behavior in
IP-TV services is often implicit or unconscious.

One of the most common used implicit rating technique in IP-TV services
is binary rating rui ∈ {0, 1}(e.g., [8,20]). But it can’t capture the difference
of duration within a shared account, hence, the percentage of play time the
account has watched is exploited to capture account preference which we will
further discuss in 3.2.

In the aspect of temporal features, user consuming behavior can be divided
into long-term & short-term behavior [6] and periodic [12] behavior. We suppose
that user consuming behavior (temporal feature) in IP-TV services is periodic,
and the preferences for programs may change as time goes by.

2.2 User Identification for Recommendation

It’s still a challenge to identify users of a STB since the STB is typically used by
multiple users, e.g. family members or roommates. The issue of user identification
within a shared account has received attention only recently.

Zhang et al. studied the user identification as a subspace clustering problem
at [21], a composite account was regarded as a union of linear subspaces and
used subspace clustering for carrying out identification task. They applied EM,
GPCA and other clustering algorithms to identify users who belong to the same
account on CAMRa2011 [18] dataset and Netflix [5] dataset. Their target was
to label accounts to users. In contrast, we are trying to decompose users within
a shared account.

Said et al. at [19] regarded time as a type of contextual information, and used
it to split account into sub-profiles which is a method of recommending movies to
specified users. A single user profile was split into several, possibly overlapping,
contextual sub-profile (home and cinema sub-profiles as presented) in contex-
tual pre-filtering stage. The split sub-profiles were integrated into recommenders
in contextual post-filtering stage. However, they didn’t consider incorporating
overlapping contextual sub-profile into one that often decreases recommendation
performance somehow which we will discuss in section 5.
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3 Our Proposed Approach

In this section, we illustrate our proposed approach. The approach contains
problem definition, notations and user identification algorithm named VUI.

3.1 Problem Definition and Notations

To start with, let us consider a common scene that multiple users share a common
account in IP-TV services. As figure 1 shows, an account corresponding to a STB
shared by 3 kinds of family members: senior, younger and kids. The senior get
used to demanding history series in the morning or afternoon, kids would like
to play the sort of cartoon programs after school or dinner, and younger might
prefer films after kids go to the bed.

Senior

Younger

Kids

Period: day

 Midnight
0:00-6:00

Morning
6:00-12:00

Afternoon
12:00-18:00

Evening
18:00-24:00

s1

s3

s2

Fig. 1. An example of users sharing an account

From the common scene above we can find: (1) the consuming behavior is pe-
riodic; (2) different users get used to consuming the services in different part(s)
of a period; (3) different users often have different preferences for programs (gen-
res) provided by the services. Based on this common phenomenon, the problem
of identifying users sharing a common STB can be regarded as distinguishing
preference over period.

We introduce period P to describe periodic behavior. The period is defined
as:

P :=

|P |⋃

k=1

pk, ∅ :=

|P |⋂

k=1

pk (1)

this definition means that a continuous period P (e.g., week) consists of several,
non-overlapping sub-periods pk (e.g., day of week). A user consumes services in
more than one sub-periods, therefore the user is defined as:

uah := {a, sh|a ∈ A ∩ sh ⊆ P ∩ sh �= ∅} (2)
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where uah is the h-th user within account a who consumes services at sh (e.g.,
Saturday and Sunday) in period P , A denotes all accounts in the system. As
figure 1 provides, the senior consume services at s1, the younger consume services
at s2, and kids s3. Hence, all users U in system can be defined as:

U :=
⋃

a∈A

⋃

sh⊆P

uah (3)

Our goal is to identify U , and providing accurate recommendations for A by
means of U . We are trying to reach the goal by addressing the two questions:
(1) How to capture the preferences of user uah (h-th user within account a)? (2)
How to determine the consuming time sh of h-th user within each account?

In order to capture the preferences of user uah, we introduce virtual user vak
to present activities of an account in a sub-period. The virtual user is defined
as:

vak := {a, pk|a ∈ A ∩ pk ∈ P ∩ pk �= ∅} (4)

where vak means the activities of account a in sub-period k, and an identified user
is a composite of virtual user(s). Therefore, the user preference can be composed
by the preferences of corresponding virtual users. The problem of determining
the consuming time sh of h-th user within account a is equivalent to assigning
virtual users to identified users within an account.

We suppose that users in reality have different preference for both programs
(or genres) and periods. Hence, the users in an account can be identified by
combinations of virtual users. In order to study how the combinations affect
identified users and recommendation performance, we introduce the similarity
graph G, which uses vertexes to denote virtual users, and uses edges to denote
the similarity between virtual users. The similarity graph G is defined as:

G := G(va·, sa··) (5)

where va· presents all virtual users within account a, sa·· presents similarities
among all virtual users.

3.2 Algorithm for User Identification

In this section, we illustrate the algorithm for identifying users within a shared
account. Detail steps of Virtual user based User Identification algorithm (VUI)
are given in Algorithm 1.

Implicit Rating Technique in 3d Space. We adopt time concerned 3-
dimensional space {account× item× time} to present account preference over
period (or sub-periods). As figure 2 shows, the coordinates denote accounts A,
items I and period P , the symbols (e.g., triangle, square, and star) in it means
the corresponding programs consumed over period. And items present programs
or genres. We formulate the implicit rating as follows:

rait =
exp(dait)∑
t∈P exp(dait)

(6)
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Algorithm 1. Pseudo code of VUI to identify users within shared accounts.

Input:
A, All accounts; I , All items; P , All sub-periods;
D, Duration of accounts to items.

Output:
U , All identified users.

1: // Implicit ratings R
2: for each account a, item i, sub-period t in A, I , P do
3: rait ← calculate implicit rating by means of dait.
4: end for
5: for each account a in A do
6: // Split
7: VirtualUsers V ;
8: for each sub-period pk in P do
9: V.append(vak);
10: end for
11: SimilarityGraph G;
12: for each virtual user i in V do
13: for each virtual user j in V do
14: Saij ← calculate preference similarity between i and j by means of implicit

rating R;
15: saij ← Saij , ρ // Threshold ρ
16: if saij == 1 then
17: G.insert(vertex(i), vertex(j), saij);
18: end if
19: end for
20: end for
21: // Merge
22: for each vertex v in G.vertexes do
23: if v.visited == false then
24: v.visited = true;
25: uah.add(v); // Add v to h-th user;
26: Get list of vertexes that connect to v as L;
27: Visit each vertex in L and add to uah recursively;
28: h = h+ 1;
29: end if
30: end for
31: U.add(ua·); // Add identified users within account a
32: end for
33: return U ;
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p1

item

account

tim
e

p2

pk

...

Fig. 2. {A× I × P} 3d space

where dait is the duration of item i consumed by account a in sub-period t.
Note that an account may demand an item more than one time, therefore, we
do not choose the binary implicit rating techniques [8,20] or percentage of a
program watched to the length of it [17]. The reasons are: (1) Accuracy. The
binary implicit rating technique can describe a user has scanned a video, but it
can’t describe the degree of how the program is preferred. (2) Without length
of programs. The provided dataset does not have the length of a file in terms of
showing time of programs.

Split of Virtual Users. The split of virtual users is the process of determining
sub-periods. We try two different methods to determine sub-periods. One is
(1) empirical split method. In this method, the sub-periods are assigned by
experience. The other is (2) average split method. The method split P in k
equal length sub-periods. The split of virtual users is described at line 7-10,
Algorithm 1.

Similarity Measurement between Virtual Users. Once virtual users in an
account are obtained, the similarities among them can be measured, we adopt
cosine method to measure the similarity between two virtual users since it’s
widely used. The similarity between virtual user vai and virtual user vaj is defined
as:

Saij = cos(vai, vaj)

=

∑
k∈I(vai)∩I(vaj)

raki · rakj
√∑

k∈I(vai)
raki ·

∑
k∈I(vaj)

rakj

(7)

where raki denotes items k consumed by account a in sub-period i, and I(vai)
denotes items set consumed by virtual user vai. The similarity measurement is
used at line 14, Algorithm 1.

Similarity Threshold ρ. In order to control the process of combinations of
virtual users in the similarity graph, we use parameter ρ ∈ [0, 1] to threshold
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the similarities of virtual users, and introduce saij ∈ {0, 1} to present similarity.
The binary similarity saij is defined as:

saij =

{
1, Saij � ρ

0, otherwise
(8)

where Saij means the similarity of virtual users measured by cosine method, and
ρ denotes the similarity threshold. This means if the similarity of two virtual
users is greater than ρ, the virtual users are regarded as similar, otherwise not
similar.

We add similar virtual users to similarity graph if their binary similarity is
equal to 1. The thresholding process is described at line 15-18, Algorithm 1.

Merging of Similar Virtual Users. According to steps above, the similarity
graph can be obtained. Once a similarity graph is generated, the users can be
identified by merging similar virtual user.

Merge

va1

va2

va3va4
ua2

ua1

Fig. 3. An example of merging virtual users

As figure 3 shows, an example of merging similar users on similarity graph, the
connected vertexes are merged to one as an identified user. In a word, we adopt
deep-first-search (DFS) algorithm to carry out the merging task. An alternative
way to carry out the task is bread-first-search (BFS) algorithm. The merge
operation is described at line 22-31, Algorithm 1.

4 Experimental Setup

In this section, we illustrate dataset collection, evaluation metrics and algorithms
for recommendation. We evaluate algorithm VUI on the dataset collected from
the content provider SMG1 in Shanghai, China. It should be noted that we focus
on the evaluation of recommender performance by means of identified users,
rather than the accuracy evaluation of algorithm VUI.

1 http://www.smg.cn/

http://www.smg.cn/
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4.1 Dataset Collection

The logs in the services from SMG are during the period between March 1, 2011
till March 31, 2011. A log describes an account consumed a movie as well as
genre, also the start time and end time of the services. We filter out logs of play
time (calculated by start time and end time) less than 10 minutes. It contains
376,038 records, 5,933 videos categorized into 66 genres consumed by 14,856
accounts after being filtered. The records before March 25, 2011 are used for
training, and the rest are as test set.

In order to avoid problems related to cold start, for both accounts and items,
we decide that accounts in the evaluation sets have to consume at least 100
programs. We evaluate our results on a subset of 100 randomly selected accounts
due to the long running time of the experiments when the full dataset is used.

4.2 Evaluation Metrics

We use Precision and Recall metrics to measure the performance of all the men-
tioned algorithm, since they often attract lots of attention in a running system
and are well known. The Precision metric is defined as:

Precision@N =

∑
u∈U |R(u,N) ∩ T (u)|∑

u∈U |T (u)| (9)

where N denotes the length of a recommendation list, R(u,N) denotes the rec-
ommendation list to user u with length N , T (u) means items has been consumed
by identified user u in test set. The Recall metric is defined as:

Recall@N =

∑
u∈U |R(u,N) ∩ T (u)|∑

u∈U |R(u,N)| (10)

From these definitions, we can see that a larger Precision@N or Recall@N
indicates a better performance.

4.3 Recommendation Algorithms

We adopt, one of the most famous collaborative filtering methods, K-Nearest
Neighbor (KNN) method to provide recommendations, since it performs very
well in practice (e.g., [9,11,13]), and we can also learn the benefit from identified
users by comparing with recommendations without identification.

The Cosine method is used to measure the similarity among accounts in al-
gorithm KNN. For convenience, we name recommendations for accounts as Ac-
countKNN, and recommendations for identified users as VUI-KNN, respectively.

The Contextual User Profile (CUP) method [19] is implemented and used to
compare with VUI-KNN, since (a) the method regards an account consists of
two contextual user profiles (home and cinema) by consuming time, which is
similar to identify users but not, and (b) the authors also use KNN method to
provide recommendations. We name recommendations according to contextual
user profiles as CUPs.
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5 Experimental Results

In this section, we conduct several experiments to compare different parameters
of VUI and different methods. Our experiments are intended to address the
following questions:

– How the parameters (|P | and ρ) affect recommendations? In other words,
how the assignment of sub-periods and combinations of virtual users affect
recommendations?

– How the split methods affect recommendations?
– Can the KNN method take the advantage of VUI? Can the performance of

VUI outperform that of CUPs?

5.1 Effects on Parameters |P | and ρ

To study how the assignment of sub-periods and the process of combinations in
similarity graph affect user identification and recommendations, we measure the
performance in terms of precision and recall as |P | or ρ change while holding
other parameter. Here, we use average split method to assign equal length sub-
periods. Note that, when |P | = 1 or ρ = 0, the VUI regards an account as a
user, the AccountKNN algorithm is obtained.
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Fig. 4. The effect of |P | and ρ on results

We fix ρ at 0.7 and change |P | to measure precision and recall when mak-
ing only one genre recommendation. As shown in figure 4(a) and 4(b), (1) the
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precision and recall value is significantly improved, when comparing with Ac-
countKNN (|P | = 1, Precision: 1%, Recall: ¡1%); (2) the two optimal values are
obtained at |P | = 4 and |P | = 5, and the precision value is slight over 17%; (3)
the performance starts degrading when |P | > 5.

To study effects on similarity threshold ρ, we hold |P | at 3 (according to ex-
perience), and measure the performance of making one genre recommendations.
Figure 4(a) and 4(b) reveals, (1) the recall value is still increasing as ρ increases;
(2) the optimal precision is 13%, ρ corresponding to 0.9;

5.2 Empirical Split versus Average Split

To study how split methods affect recommendations, we compare the designed
sub-periods with the equal length sub-periods in terms of recommender perfor-
mance.

According to the conducted experiments above, the optimal values are ob-
tained at |P | = 4 and |P | = 5 (a slight better). We set |P | = 4 to compare
the split methods, since it’s more easier to empirically split up sub-periods than
|P | = 5. The split sub-periods are shown in table 2, the differences are the end
edge of afternoon and evening.

Table 2. The split up sub-periods (|P | = 4)

Midnight Morning Afternoon Evening
Average 0:00-6:00 6:00-12:00 12:00-18:00 18:00-24:00
Empirical 23:50-6:00 6:00-12:00 12:00-19:00 19:00-23:50

Recommendations are provided according to VUI-KNN, we compare the re-
sults on top-N recommendation as the length of recommendation list N changes.
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Fig. 5. Comparison of empirical split method and average split method

As figure 5(a) and 5(b) states, the empirical split method gains a slight im-
provement when comparing with the average split method, but the improvement
is not stable. A possible reason for the improvement is that users are off work
after 18:00, they need to spend time on the way and can’t receive programs
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immediately. The benefit of average split method is its simpleness and can be
applied automatically. Actually, we used the average split method to carry out
the split mission when |P | is greater than 4.

5.3 Comparing with CUPs

The CUPs is configured as: (1) Each account is regarded as two context user
profiles (Morning and Afternoon) by means of start time, context users are
recognized as ‘Morning’ user if they consume items before 12:00, and ‘Afternoon’
user if after 12:00; (2) Recommendations are obtained by KNN method as well
as our proposed VUI-KNN. Note that, we implement CUPs on SMG, instead of
Moviepilot2 dataset.
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Fig. 6. Comparison of methods in terms of Precison@N and Recall@N with N =
{1, 5, 10, 20}

As stated in figure 6(a) and 6(b), the effects of 3 comparable methods men-
tioned in section 4.3, (1) VUI-KNN outperform CUPs by about 1.5-3 times,
the increase becomes slow when N grows; (2) CUPs runs better than Accoun-
tKNN by about 2-3 times, this improvement is closed to [19] as well; (3) for
AccountKNN, the effects of precision with N = {1, 5} are worse than that with
N = {10, 20}, but the recall is still increasing, a possible reason is the recom-
mendations provided to the accounts not match the interests of either of these
users, the mismatch is decreasing when N increases to a proper value which is
between 5 and 10.

6 Analysis and Discussion

In this section, we analyze how the parameters affect the number of identi-
fied users, and also how the identified users affects recommender performance.
According to these analyses, we discuss about the limitations of the proposed
algorithm VUI.

2 http://www.moviepilot.de

http://www.moviepilot.de
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Fig. 7. Number of identified users |U | and Precision@1 as parameters change

6.1 Identification and Performance Analysis

We try to discover the relationship between the number of identified users and
the recommender performance. The experimental results are plotted in figure 7,
and the performance is in terms of precision.

As figure 7(a) reveals, (1) the precision value increases when users are iden-
tified; (2) the two optimal precision values are found at |U | = {165, 169}; (3)
the precision starts decreasing when |U | > 165. The optimal precision value is
found at |U | = 294 in figure 7(b). According to figure 7(a) and 7(b), the optimal
precision value is between |U | = {165, 169}.

The following summarizes the key conclusions we observe from the results:
(1) The recommender performance is improved when users within accounts are
identified for personalized recommendations. A reason for the improvement is
that recommendations based on identified users alleviate the problem of recom-
mending given item to wrong users within a shared account. (2) There exists a
pair of P and ρ leading to the best performance of recommendations. In other
words, less or more identified users (|U | is too small or too large) will degrade
the performance.

1. Less users identified, when P is split into few sub-periods and ρ is set very
close to 1, which may regard two (or more than two) real users as one. Hence,
a possible reason for the performance degrading is recommending items to
who unlike them.

2. More users identified, when P is split into too many sub-periods and ρ is
set very close to 0, which may regard a real user as two (or more than two)
identified users, and the preferences of the real user are divided into several
parts by the identified users. Hence, the opportunity of recommending right
items to the real user may decrease since the KNN recommends items other
users also preferred.

The best pair of P and ρ found in the pervious section reflects user con-
suming behavior in IP-TV services. when |P | is set to 4, P consists of the
four sub-periods: Midnight (0:00-6:00), Morning (6:00-12:00), Afternoon (12:00-
18:00) and Evening (18:00-24:00), and ρ = 0.7, we get the best performance.
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It also means that, a user has his/her own preference in sub-periods when con-
suming the services.

6.2 Discussion

Multiple users share a common account in IP-TV services, in order to recommend
right items to right users within these shared accounts, we try to identify users
for personalized recommendations.

We suppose that users have different tastes, thus different recommendations
are required for them. The algorithm VUI is proposed to distinguish users by
time and preference patterns. The recommendation performance is significantly
improved by the identified users.

The performance of VUI is affected or decided by the parameters. We learn the
parameters by cross-validation method in our experiments. But the parameters
(e.g., P and ρ) can’t be obtained automatically. The potential work is to learn
the parameters, which can be regarded as learning user consuming behavior in
terms of time and preference.

7 Conclusion and Future Work

In this paper, we define the problem of user identification as mining different
preferences over different periods from consumption logs. According to this def-
inition, an algorithm for user identification is proposed to predict users within a
shared account in IP-TV services. The process of user identification consists of
two phases. The first is to partition a day and identify behavior specific to dif-
ferent periods. Secondly, periods for which discovered usage patterns are similar
are regarded as associated with the same actual user. The association process is
carried out by leveraging DFS algorithm in a similarity graph.

The predicted users are able to improve recommender performance in terms
of precision and recall. The optimal precision value and recall value are obtained
when |P | = 4 and ρ = 0.7, |P | = 4 also reflects the kinds of user consuming
preferences in terms of periods, and the number of identified users corresponding
to the optimal performance can also be found by the cross-validation method in
the conducted experiments.

The evaluation of such methods is a potential future direction of this work.
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