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Preface

Nowadays, science requires powerful e-infrastructures: computing, data storage,
visualization, and networking. One such e-infrastructure was built in Poland in
the years 2009-2012, in the framework of the PLGrid project, whose main re-
sults were presented in the book: Marian Bubak, Tomasz Szepieniec, Kazimierz
Wiatr (Eds.): Building a National Distributed e-Infrastructure – PLGrid, Scien-
tific and Technical Achievements. Lecture Notes in Computer Science, vol. 7136.
Springer 2012, ISBN 978-3-642-28266-9.

In spite of this progress, for many domain scientists direct, efficient, and
transparent usage of such e-infrastructures often remains relatively difficult and
time-consuming. Scientists frequently require assistance and close collaboration
with service providers in order to access computational resources. Due to the
diversity of scientists’ requirements, a number of domain-specific computing en-
vironments have been developed. These include solutions, services, and extended
infrastructures (including software) tailored to the needs of various groups of sci-
entists. Such an effort has been undertaken in the framework of the PLGrid Plus
project, the main results of which are presented in this book.

To help researchers from different areas of science understand and unlock
the potential of the Polish Grid Infrastructure and to define their requirements
and expectations, the following 13 pilot communities have been organized and
involved in the PLGrid Plus project, helping refine and enhance the shared e-
infrastructure: Acoustics, AstroGrid-PL, Bioinformatics, Ecology, Energy Sector,
Health Sciences, HEPGrid, Life Science, Materials, Metallurgy, Nanotechnolo-
gies, Quantum Chemistry and Molecular Physics, and SynchroGrid.

Introduction of domain-oriented solutions for these communities enables var-
ious research groups of users to make further use of scientific data and computa-
tions. However, the scope is not limited to selected domains: indeed, by applying
the generic infrastructure services more custom-tailored solutions, integration of
new groups should proceed smoothly and at lower cost.

The book describes the experience and scientific results attained by project
partners and the outcome of research and development activities carried out
within the project. The book is split into three parts: the first (chapters 1 to 8)
provides a general overview of research and development activities in the frame-
work of the PLGrid Plus project with emphasis on services for different scientific
areas and an update on the status of the PLGrid e-infrastructure, describing new
developments in security and middleware. The second part (chapters 9 to 13)
discusses new environments and services, which may be applied by all of the
communities mentioned above. The third part (chapters 14 to 36) presents how
the PLGrid Plus environments, tools and services are used by advanced domain-
specific computer simulations performed by individual groups of researchers.
These chapters present computational models, new algorithms, and ways, in
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which they are implemented with available tools and services. The book also
provides a glossary of important terms and concepts.

We hope that this book, much like its predecessor mentioned at the beginning
of this preface, will serve as an important intellectual resource for researchers, de-
velopers, and system administrators working on efficient exploitation of available
e-infrastructures, promoting collaboration and exchange of ideas in the process
of constructing a common European e-infrastructure.

We owe our thanks to all authors and reviewers for their diligent work in en-
suring quality of this publication. We would like to express our sincere gratitude
to Zofia Mosurska and Robert Paja̧k for their enthusiastic day-to-day manage-
ment of the editorial process, for collecting new versions of papers and liaising
with reviewers. We are also indebted to Bartosz Balís, W�lodzimierz Funika,
Joanna Kocot, Piotr Nowakowski, and Milena Zaja̧c for their editorial contribu-
tions. Finally, we wish to thank Springer Verlag for very fruitful collaboration
at all stages of the book’s preparation.

We invite you to visit the PLGrid Plus web site (http://www.plgrid.pl/en),
which carries up-to-date information regarding our e-infrastructure.

July 2014 Marian Bubak
Jacek Kitowski

Kazimierz Wiatr

Acknowledgments. This book, like all PLGrid Plus project activities, was co-
funded by the European Regional Development Fund as part of the Innovative
Economy Program.
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W. Funika (2x)
P. Goryl
P. Grabowski
D. Groen
T. Guba�la
M. Hanasz
I. Hidalgo-Gonzalez (2x)
S. Jezequel
M. Kasztelnik
M. Kȩsek
J. Kocot
J. Komasa
J. Koz�lowska
D. Kranzlmueller

V. Krzhizhanovskaya
M. Krzyżanowski
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Maciej Pawlik, and Marian Bubak

A Framework for Domain-Specific Science Gateways . . . . . . . . . . . . . . . . . . 130
Joanna Kocot, Tomasz Szepieniec, Piotr Wójcik, Micha�l Trzeciak,
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Domain-Specific Services in Polish

e-Infrastructure

Jacek Kitowski1,2, Kazimierz Wiatr1, �Lukasz Dutka1, Tomasz Szepieniec1,
Mariusz Sterzel1, and Robert Paja̧k1

1 AGH University of Science and Technology, ACC Cyfronet AGH,
ul. Nawojki 11, 30-950 Kraków, Poland

2 AGH University of Science and Technology, Faculty of Computer Science,
Electronics and Telecommunications, Department of Computer Science,

al. Mickiewicza 30, 30-059 Kraków, Poland

Abstract. Modern e-infrastructures provide huge computational power
and storage capacities to their users. While increasing capacity and
progressing with technological advancement is gradually ceasing to be
a problem, making these infrastructures easy-to-use for their users is
still a challenge. The barrier the users have to overcome to use an e-
infrastructure in their scientific experiments is still high – it is almost
impossible to do this without prior training on the infrastructure usage
and without knowledge of UNIX-like systems. At the same time, the
user is offered more and more easy to use tools in many other fields.
The increasing gap between the users’ skills and competence required
to effectively use the e-infrastructure services needs to be bridged with
a new layer of services which are specific to a given domain of science and
more easy to use by researchers. The paper introduces the foundations
of the PL-Grid Infrastructure, the objectives of the PLGrid Plus project
and shortly describes several sample domain-specific services and tools,
developed and deployed in the Polish computational e-infrastructure to
overcome the aforementioned problems.

Keywords: domain-specific solutions, computing services, IT infras-
tructure.

1 Polish Grid Infrastructure

The Polish Grid Infrastructure [1] has been created within the PL-Grid project
(2009-2012) [2,3]. It was then that the basic infrastructure has been developed.
Soon, in March 2010, the PL-Grid Infrastructure turned out to be the first ope-
rational National Grid Initiative (NGI) in Europe. Since then, the users not only
have been able to conduct interdisciplinary research on a national scale, but also
have been given transparent access to international grid resources. Next, the
PLGrid Plus project (2011-2014) [4] was started, aiming at the infrastructure
extension with specific environments, solutions and services, developed accor-
ding to the identified needs of different groups of scientists. Both projects were

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 1–15, 2014.
c© Springer International Publishing Switzerland 2014



2 J. Kitowski et al.

maintained by the Polish Grid Consortium [5] and co-funded by the European
Regional Development Fund as a part of the Innovative Economy program.

This development was possible thanks to the experience the members of the
Polish Grid Consortium had gained in previous years – by coordinating big
infrastructure projects (e.g. [6]) or participating in their accomplishment [7], as
well as in development of tools (e.g. [8]) or applications porting (e.g. [9]).

2 Domain-Specific Services – PLGrid Plus Solution

Contemporary science shows a great demand for networking, data storage, com-
puting provided by e-infrastructures. However, from the point of view of a do-
main scientist, using the modern computing systems, services and tools of these
infrastructures often becomes relatively difficult. Therefore, the scientists need
assistance and close collaboration with service providers.

The main aim of the PLGrid Plus project [4] is to lower the barriers required
for the researchers to use the infrastructure provided in PL-Grid, and, thus,
attract new communities of the users, who need the computational power and
large disk space of supercomputers but have no or little skills in using it. To
achieve this, a number of domain-specific environments, i.e., solutions, services
and extended infrastructure (including software) has been developed to serve
researchers from specific domains of science. To enable and facilitate development
of these domain-specific environments, the project relies on a broad cooperation
with representatives of various disciplines (domain experts), often grouped in
domain consortia. Direct cooperation with them, mostly through involvement in
the project activities, ensures matching of computing, software, databases and
storage services to the actual needs.

The domain-specific services are built on top of PL-Grid core services that are
used to communicate with the computing and storage infrastructure (see Fig. 1).
These core services include e.g. middleware – at present, PL-Grid Infrastructure
users can choose from three major middleware suites to run their computations:
gLite [10], UNICORE [11] and QosCosGrid [12].

The domain-specific services hide the complexity of the underlying infrastruc-
ture and, at the same time, expose the actual functions that are important to the
researchers of the given domain (see Section 3). In this way, the users are provided
with exactly the functionality they need. What is more, it is exposed to them in
their domain-specific manner to achieve maximum intuitiveness and usefulness.

The activities realized in the PLGrid Plus project, aiming at the development
of the domain-specific services, can be grouped into several categories:

– Integration Services: dedicated portals and environments, unification of dis-
tributed databases, virtual laboratories, remote visualization, service value
(utility and warranty) facilities, SLA management – all at national and in-
ternational levels,

– Computing-Intensive Solutions: specific computing environments, adoption
of suitable algorithms and solutions, workflows, cloud computing, porting
scientific packages,
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– Data Intensive Computing: access to distributed scientific databases, homo-
geneous access to distributed data, Big Data (data discovery, processing,
visualization, validation, etc.), 4th paradigm of scientific research (data in-
tensive scientific discovery),

– Instruments in Grid: remote transparent access to instruments, sensor net-
works,

– Organizational: organizational backbone, professional support for specific
disciplines and topics, rich international collaboration (EGI.eu [13], EGI-
InSPIRE [14], EMI [15], PRACE [16], etc.).

Fig. 1. Layered view of the PL-Grid Infrastructure

To provide support for building the domain-specific services, interdisciplinary
teams have been established, gathering both e-infrastructure and domain ex-
perts. The teams work in short cycles providing the required functionality. The
design of a particular service is based on the needs articulated by the researchers
from a respective domain of science. Then, the service is developed in coopera-
tion of computer scientists and domain experts, until it can be deployed and
connected to the infrastructure. Finally, it is published and, after acceptance
tests, made accessible to all the users who request it.

Currently, the PLGrid Plus project supports 13 different domains of science
with their domain-specific services: Acoustics, AstroGrid-PL, Bioinformatics,
Quantum Chemistry and Molecular Physics, Ecology, Energy Sector, Health
Sciences, HEPGrid, Life Science, Materials, Metallurgy, Nanotechnologies, and
SynchroGrid. Each of them requires different approach and different tools.
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Introduction of domain-oriented solutions for these 13 communities [17,18]
broadened the scope of use of the project’s results to various research groups.
Moreover, the experience in building domain services along with the existing
offer of general services should make the integration of new groups smooth and
much less expensive.

Access to the PL-Grid Infrastructure’s computing resources is free to Polish
researchers and everyone involved in scientific activities who is associated with
a university or research institute in Poland. To obtain an account in the PL-Grid
Infrastructure that enables access to its computing resources and domain-specific
services, one needs to register using the PL-Grid portal [19]. Researchers who
do not have Polish citizenship, should first contact an appropriate person from
the university or research institute in Poland they cooperate with, and, with its
help, proceed with the registration process.

3 Analysis of the Services Functionality

The scientists conducting their research with the use of computers have a need
for different aspects of interactions with the computer or the infrastructure. The
domain-specific services developed around the PL-Grid Infrastructure cover the
following functions:

– visualization (see Sections 4.1 and 4.6),
– graphical interfaces supporting: repeatable experiments, data management,

domain application-specific interface (with input preparation support, out-
put visualization), running complex scenarios with parallel tasks, remote
access through an Internet browser (see Sections 4.2 and 4.12),

– stand-alone services that are used in computing, e.g. databases (see Sec-
tions 4.8 and 4.11),

– efficient domain-specific data access, analysis and management (see Sec-
tions 4.3 and 4.7),

– deploying new, efficient algorithms solving domain-specific problems (see
Sections 4.2 and 4.10),

– interfaces to complex physical instruments (see Sections 4.3 and 4.4),
– tools which enable management of computations from the users’ personal

devices, running both: Linux and MS Windows as well as mobile operating
systems (see Sections 4.2, 4.11 and 4.12).

All the above-mentioned functions help to tailor the domain-specific services
to the needs of different groups of scientists, thereby fitting the PL-Grid com-
putational infrastructure to the topics of research.

4 Examples of Domain-Specific Solutions and Services
Deployed in the PL-Grid Computational Infrastructure

It is not possible to provide in this paper a detailed view of all the domain-specific
services including those already developed and deployed in the infrastructure,
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and the ones being planned for implementation. Therefore, only several sample
services – already deployed or scheduled for deployment in the nearest future –
representing all 13 scientific domains, have been chosen to be briefly presented
within this section.

4.1 Acoustics

Hearing. The main part of the service is the Psychoacoustical Noise Dosimeter,
which is based on utilizing the modified psychoacoustic model of hearing. The pri-
mary function of the Dosimeter is to estimate, in real time, auditory effects, which
are caused by exposure to noise [20]. The user can define detailed conditions of ex-
posure to noise such as: noise level, exposure time, and energy distribution in the
frequency domain. The outcomes are presented in a form of cumulated noise dose
and characteristic of temporary shift of the hearing threshold (see Fig. 2).

Fig. 2. Spectrum distribution of acoustic energy of noise source (left) and TTS (tem-
porary threshold shift) effect evoked by the exposure to this noise expressed in critical
bands as a function of distance from the noise source (right)

Noise Maps. The application generates noise maps in urban environments
based on the data provided by the user. Integration of the software service with
the network of distributed sensors allows for making automatic updates to noise
maps for a specified time period. Operations are performed employing a de-
dicated noise prediction model, optimized for a computer cluster. In addition,
predicted maps may be adjusted, using real noise level measurements [21,22].

4.2 AstroGrid-PL (Astrophysics)

InSilicoLab for Astrophysics. The service aims to support launching complex
astrophysical computational experiments in the PL-Grid Infrastructure [23,24].
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Fig. 3. InSilicoLab for Astrophysics with the first provided code – PIERNIK

These experiments facilitate performing numerical simulations without the need
for unassisted and, often, very complex, astrophysical code compilation. InSili-
coLab for Astrophysics serves as an interface grid-enabling numerical codes. The
first code implemented in this form is a multi-purpose, magnetohydrodynamical,
open-source code PIERNIK [25] (see Fig. 3).

4.3 Bioinformatics

Genetic Data Processing. The service allows to run a sequence of programs
for analysis of bioinformatics data obtained from a genomic sequencer. Programs
that can be activated in a cascade of data processing tasks, are: GS Run Proces-
sor, GS Reference Mapper, GS Reporter, GS Assembler and BLAST. Prepara-
tion of calculations is done in a graphical client of the UNICORE environment
– UNICORE Rich Client [26,27].

Genetic Data Storage. The service implemented for all users who want to
store – safely, in the long-term – large amounts of data on storage resources of
the distributed computational infrastructure. The transmitted data is encrypted
– ensuring confidentiality of the users data, and stored – providing an adequate
level of security and access control [28].
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4.4 Ecology

Automatic Phenology Observations Service (APheS). Gives an oppor-
tunity to observe the flora, together with important processes running in it [18].
The service is based on the KIWI Remote Instrumentation Platform – a frame-
work for building remote instrumentation systems [29]. The platform provides
a set of components to control and manage scientific equipment or sensors like
cameras, weather, air pollution and water flow sensors, and others (see Fig. 4).

Fig. 4. Automatic phenology observations – infrastructure

Among several scenarios, designed to fully utilize the instrumentation system’s
potential and provide scientists with data, are:

– defining the phenological year seasons, climate local to the data-gathering
site or phenophases for plants cultivated on the nearby arable area,

– examining the effects of cultivation conditions on the duration of vegetation,
– determining the relation between air humidity and wild plants growth.

For each scenario, in order to deliver results, analysis of raw and processed
meteorological data and/or photos is performed. As a result of these studies,
pictures accessible through the KIWI system may be tagged with information
determined by the scientist.
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The APheS service constitutes a unique and innovative tool that allows pheno-
logical observations to become automated, remote measurements. This solution,
developed and deployed within the PLGrid Plus project, is of great value, as
it was developed in close collaboration with scientists from the natural sciences
domain.

4.5 Energy Sector

πESA (Platform for Integrated Energy System Analysis). The service
enables to perform an integrated analysis of the development of the Polish energy
system [30]. The main tools included in the πESA platform are:

– TIMES – a tool allowing for building models of energy systems,

– Polyphemus – an air quality modeling system, and

– MAEH – a model to assess the impact of pollution on the environment and
human health.

πESA allows users to build energy scenarios by identifying their main assump-
tions and performing studies of the environmental, economic and social impacts
of energy use. For the energy scenarios developed by the users, πESA provides
various kinds of practical information on, among others, 1) energy carriers ba-
lances, 2) cost, 3) energy conversion techniques used, 4) emissions of pollutants
and their atmospheric dispersion, the size of their concentrations and deposition
on the territory of Poland at a selected geographical resolution and their impact
on human health and the environment.

OptiMINE. The service enables analysis of variants of mining and selection of
the best of these variants with respect to plans of coal mining in the given mine.
The input data, i.e.: the parameters of the planned excavation (determined data)
and the progress of work (as random variables) are entered by the researcher. As
a result of the application, the researcher receives adequate values of progress in
the various workings and for a distribution of work over time which will ensure
fulfillment of the planned extraction.

4.6 Health Sciences

Data Processing for Visualization. The service enables processing of medi-
cal data (segmentation, detection of distortion, comparison and search for rele-
vant fragments) for advanced visualization, for scientific and diagnostic needs.
Such an analysis is a key element to both research and medical diagnostics. This
data processing requires high computing power, which is provided by the PL-
Grid Infrastructure. Due to importance of the data, an adequate level of security
and data access control is ensured.
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4.7 HEPGrid (High Energy Physics)

CVMFS. The service provides catalogs of software and data needed to re-
construct and analyze data in HEP experiments (see Fig. 5). It operates on
a dedicated server installation on a read-only virtual file system CERNVM-FS,
installed by the FUSE module in the local user space. With this service, all the
versions of the software and any modifications made to the central servers are
immediately available ensuring reasonable usage of the local storage resources.

Fig. 5. Visualization of production and decay of the Higgs boson to two electrons and
two positrons in the ATLAS detector (figure courtesy of CERN)

Proof on Demand (PoD). The service is designed to perform the final phy-
sical HEP analyses. It enables parallel data processing in the ROOT environ-
ment [31] using partitioning of input data and its processing by independent
processes, and provides merging of the output results. In this way, the proces-
sing time of large quantities of data can be reduced by a factor of 1/n where n
is the number of running PoD processes.

4.8 Life Science

Advanced Microarray Analysis Tool – Integromics. The service was de-
veloped for people conducting biological research using DNA microarrays, provi-
ding information on the level of gene expression in test samples [17]. Integromics
is a tool that helps analyze this information and correlate expression levels with
other clinical data on the studied organisms. The service is a unique web appli-
cation, which supports a range of complex analyses, including, among others:

– quality control and normalization for the most popular microarray types
(Affymetrix and Agilent), ensuring that differences in intensities are indeed
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due to differential expression, and not merely printing, hybridization, or
scanning artifacts,

– Artificial Neural Network (ANN) analysis, capable of creating and training a
neural model (a perceptron), and subsequently using it to distinguish between
healthy and abnormal tissue based on gene expression profile data (see Fig. 6),

– integromics analysis, which combines gene expression data with lipidomic or
proteomic information in order to find interesting correlations, patterns and
associations.

Fig. 6. Schematic representation of a sample artificial neural network, developed for
classification based on gene expression profiles

4.9 Materials

Advanced Maintenance of the Material Modeling Software on the
UNICORE Platform. The service provides grid access to some popular soft-
ware packages used in the modeling of materials – VASP, Siesta, QE, Abinit
and OpenMX through the UNICORE platform (middleware). It also provides
support in executing typical task sequences.

Visualization of 3D Data in the VisNow Software Package. The results
of programs such as VASP, Siesta, QE, Abinit, OpenMX are often large sets
of data describing spatial distribution of a given quantity, e.g., electron den-
sity. Within the described service, a visualization software – VisNow – has been
extended by a module enabling efficient preview of the aforementioned results,
and, based on it, drawing required charts and maps.
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4.10 Metallurgy

SSRVE. The service is used to generate a Statistically Representative Volume
Element (called SSRVE) for microstructures of materials. The service is designed
for people involved in large-scale modeling using a representation of microstruc-
ture of two-phase metallic materials [32] (see Fig. 7).

Fig. 7. Full representation of microstructure (left) and generated SSRVE (right)

Fig. 8. AuxEx service portals
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Extrusion3d. The service relates to the modeling and optimization of extrusion
profiles. It can assist a user in the process of designing tools and technologies.
Owing to the implemented criterion of loss of cohesion, it also enables analyzing
the extrusion process for cracks in the extruded material [33].

4.11 Nanotechnologies

AuxEx. The service is designed for teams of researchers, who, in their daily
work, face the problem of managing and sharing large amounts of heterogeneous
data. AuxEx is a dedicated software tailored to the needs of a particular team.
It allows for a maximum effective cooperation in a specific research project.
The service can be used within the PL-Grid Infrastructure or as an application
deployed locally on the user’s servers [34] (see Fig. 8).

Nanomechanics Portal. The service is designed for people who use methods
from Molecular Dynamics as a basic research tool. It provides a number of
tools, including: 1) tools to prepare and perform a molecular-dynamic simu-
lation, 2) tools for analysis of the simulation results, in particular for structure
characterization of materials simulated numerically.

Fig. 9. An example of Trajectory Sculptor usage: an MD frame of 400 000 atoms
reduced to a few selected molecules
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4.12 Quantum Chemistry and Molecular Physics

InSilicoLab for Chemistry. The service supports launching of complex com-
putational quantum chemistry experiments on the PL-Grid Infrastructure [23],
[35,36]. These experiments facilitate planning of sequential computation schemes
that require preparation of series of data files, based on a common schema. The
first two experiments offered to the chemistry domain within InSilicoLab are:
1) general quantum-chemistry experiment and 2) Trajectory Sculptor [37]. The
latter is a tool applicable to a wide range of systems, including binary or ternary
solvent mixtures, electrolyte solutions or ionic liquids (see Fig. 9).

4.13 SynchroGrid

Elegant. The service developed for those involved in design and operation of
a Synchrotron. The service consists in: 1) provisioning of the Elegant (ELEctron
Generation ANd Tracking) application in parallel version on a cluster, 2) con-
figuring the Matlab software to read output files produced by this application
in Self-Describing Data Sets (SDDS) format and to generate the final results in
form of drawings [38].

5 Conclusions and Future Work

The presented approach to construction of big e-infrastructures and opening
their features to scientists, developed in the framework of the PL-Grid and
PLGrid Plus projects, presents a way of providing advanced IT infrastructure
to modern scientific research. The resulting solution provides Polish researchers
with capability for collaboration with international research organizations.

The described approach also proves that the most important goal of the
PLGrid Plus project – expansion of the existing computational infrastructure
towards domain-specific solutions for research teams – allows for conducting
more effective and valuable research. The results of most of these scientific com-
putations can be applied in various branches of science and technology.

With the development of the domain-specific solutions, it became possible to
reach beyond the traditional community of IT infrastructure users and create
interdisciplinary teams, enabling them to achieve better scientific results, con-
struct, implement and maintain domain services, as well as to introduce improve-
ments to the functioning of the PL-Grid Infrastructure. Many of these users were
directly involved in the PLGrid Plus project and supported its activities, thus,
significantly contributing to the accomplishment of the final project’s results.

In the future, we plan to focus on other domains of science and to offer a wider
range of cloud and big data services. Modernization of software environments
(i.e., toward EMI components) and hardware solutions (with more GPGPUs and
Intel phi) are also foreseen.
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1 Preface

PL-Grid computing infrastructure started emerging in 2009 as a result of the first
PL-Grid-based project – “Polish Infrastructure for Supporting Computational
Science in the European Research Space” [1], when five Polish supercomputing
sites joined forces to create a cross–country integrated computing service for our
scientists. The sites were Cyfronet in Kraków [6], ICM in Warsaw [7], PSNC in
Poznań [8], TASK in Gdańsk [9] and WCSS in Wroc�law [10].

Our ultimate goal was, and still is, to provide as much as possible unified
infrastructure. This is not an easy goal, because all centers are formally inde-
pendent legal entities.

After 3 years of the first project, we delivered almost 260 TFLOPS1 of the-
oretical peak performance of all HPC systems when only 215 TFLOPS was
required as the project goal! We also delivered almost 3.7PB of all storage sys-
tem whereas there was a demand for 2.5PB. The results of the first project were
very successful.

In the second and current project – “Domain-oriented services and resources
of Polish Infrastructure for Supporting Computational Science in the European
Research Space – PLGrid Plus” [1] our goals are even higher. We want to provide
additional 500 TFLOPS of computer power and additional 4.5PB (in addition
to the previous values).

Besides deploying the computing and storage hardware, we continue to sup-
port other Work Packages of the project and – what is most important – our
users.

One of the most interesting tasks is a detailed and unified accounting of the
consumed computing time. This task is done in cooperation with Work Pack-
age 3. Fair accounting is a tough and sensitive subject. We need to be in control
of how much computing time is utilized by our users, but we still want them to
use our resources in an easy and friendly way. To help and ease the accounting,
we developed a set of tools and enhancements:

– use of CPUSETS and CPUGROUPS,
– an interface for reservation system that works with all our batch systems

and job schedulers – Moab2, PBS PRo3, TORQUE4 and SLURM5,
– integration of use of Modules in all supported grid middleware – gLite [11],

QCG [12], UNICORE [13],
– unified labeling of all compute nodes in all sites,
– unified execution of most frequently used applications,
– monitoring of most frequently used applications,
– monitoring of cross-infrastructure license use – an approach for license pro-

vision between independent sites and using licenses as a resource,

1 http://en.wikipedia.org/wiki/FLOPS
2 http://en.wikipedia.org/wiki/Moab_Cluster_Suite
3 http://en.wikipedia.org/wiki/Portable_Batch_System
4 http://en.wikipedia.org/wiki/TORQUE_Resource_Manager
5 http://en.wikipedia.org/wiki/

Simple Linux Utility for Resource Management

http://en.wikipedia.org/wiki/FLOPS
http://en.wikipedia.org/wiki/Moab_Cluster_Suite
http://en.wikipedia.org/wiki/Portable_Batch_System
http://en.wikipedia.org/wiki/TORQUE_Resource_Manager
http://en.wikipedia.org/wiki/Simple_Linux_Utility_for_Resource_Management
http://en.wikipedia.org/wiki/Simple_Linux_Utility_for_Resource_Management
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– unified accounting of compute time across different compute nodes – every
kind of compute nodes has been benchmarked and a formula has been de-
veloped to fairly account the compute time consumed in different sites and
nodes,

– and other minor improvements.

The unification of computing resources also applies to the unification of User
Interface (UI) machines – grid-enabled login/access nodes. We created a defini-
tion of standard or common configuration that the user can and should expect to
be fulfilled by UI. This includes monitoring of all unified components to ensure
a constant standard accordance. Five UI machines are deployed in five centers,
but still they will be connected with 10Gbps Ethernet links using our Polish Op-
tical Internet – PIONIER network [2]. At a later stage, there will be just two UI
machines serving access to the Grid. They will be geographically separated – in
Wroc�law and Kraków – for high redundancy. Despite a long distance (300 km),
there will be a shared storage system hosting user files.

There are also many smaller tasks, but equally important, like constant pro-
vision of different services like GridFTP6, xrootd7, DPM8 (Disk Pool Manager),
LDAP9 and other, input for documentation – best practices for users, efficient
use of computing and storage systems, general and basic user training for use of
Linux, support for English-speaking, not only Polish users, and others.

PL-Grid Infrastructure is generally HPC-oriented and it is mostly beneficial
to the users running heavy calculations in Linux environments.

To widen the offer, especially towards MS Windows users, PL-Grid Infras-
tructure was integrated by us with Platon U3 project [3], which provides an
innovative, nationwide computing service by delivering applications on demand
in a cloud-like style. Platon U3 is capable of providing a wide range of users
from the scientific and research environments with an elastic and scalable access
to specific applications, both in MS Windows and Linux systems. This takes
also into consideration the needs of professional groups in these environments,
including the implementation of an integrated system of services managing the
grid resources.

By implementing a new web service and enhancing the Platon U3 middleware
and the PL-Grid portal, it was possible to integrate both infrastructures in terms
of the resource requesting mechanisms. Currently, virtual machines can be easily
requested by PL-Grid users directly from the PL-Grid portal.

Another part of the Platon project is an archiving service – U4 [4]. PL-Grid
users generate a lot of output data, which must be backed up and archived.
To address these needs, we enhanced the PL-Grid portal to support automatic
subscribing of our users to the Platon U4 service. Information exchange between
PL-Grid and Platon U4 is instantly done by a set of LDAP servers. This allows
transfer of users, groups and group membership, detection of addition of new

6 http://en.wikipedia.org/wiki/GridFTP
7 http://xrootd.org/
8 http://en.wikipedia.org/wiki/GLite
9 http://en.wikipedia.org/wiki/Lightweight_Directory_Access_Protocol

http://en.wikipedia.org/wiki/GridFTP
http://xrootd.org/
http://en.wikipedia.org/wiki/GLite
http://en.wikipedia.org/wiki/Lightweight_Directory_Access_Protocol
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users and tracking their group membership, which may dynamically change over
time.

Below, there are presented the detailed descriptions of all five sites’ resources
and infrastructures hardware and software layers. To simplify reading, they are
roughly divided into common subjects: compute nodes, interconnect topology,
local file systems and storage.

2 Academic Computer Centre Cyfronet AGH

2.1 Zeus – Compute Nodes

Cyfronet currently operates the largest Polish supercomputer named Zeus, pro-
viding more than 370 TFLOPS of theoretical performance, over 25000 x86 CPU
cores, 200 GPGPUs10 and about 60TB of RAM to PL-Grid scientific community.

As a heterogeneous computing cluster, it has been split to four basic classes
of nodes (see Fig. 1):

– Classic CPU nodes with two Intel Xeon processors and about 2GB of memory
per core,

– Fat CPU nodes with four AMD processors and 4GB of memory per core
(256GB per node),

– GPU nodes with Intel Xeon CPUs and two Nvidia M2050 or eight Nvidia
M2090 GPGPUs,

– Large vSMP nodes with Intel Xeon processors connected with a specialized
virtual machine hypervisor, which allows for booting up the machines up to
768 cores and 6TB of memory.

Distinction of node types gives a possibility to fit applications to the hardware,
which match at best its characteristics and special requirements. The CPU node
group is dominated by serial and parallel (MPI) jobs, the second one is great for
large memory jobs, the third allows some applications to benefit from GPGPU
accelerators and the fourth one gives a possibility to run huge memory jobs or
scale applications, which do not use any inter-node communication library, like
MPI, for parallelism.

2.2 Queuing System

For users’ convenience, all classes have been bound together and are accessible via
the TORQUE queue system with Moab scheduler from a dedicated user interface
machine, zeus.cyfronet.pl. Users may access the system through local queues
with different computing time settings and also by the queues dedicated for the
grid jobs. A big number of queues provides the PL-Grid users with a comfort
of using the cluster and administrators can easier set up the limits for different
types of resources.

10 http://en.wikipedia.org/wiki/

General-purpose computing on graphics processing units

zeus.cyfronet.pl
http://en.wikipedia.org/wiki/General-purpose_computing_on_graphics_processing_units
http://en.wikipedia.org/wiki/General-purpose_computing_on_graphics_processing_units
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Fig. 1. Cluster Zeus in Cyfronet – logical layout

2.3 Interconnect Topology, Local File Systems

All cluster nodes are connected to an InfiniBand11 QDR fabric in a fat-tree topo-
logy. There is also another 10Gbps network used to transfer remote data, stage
in files from a local grid Storage Element, boot the nodes and for administra-
tive communication. The cluster has a 10Gbps network uplink, which provides
connectivity to the rest of Polish computer centers and a dedicated 10Gbps link
for LHC12 data transfers.

All nodes have direct access to shared file systems, and most of the nodes
also contain a local hard drive, which might be used by, e.g., batch jobs that
require low-latency file metadata operations. Currently, three shared network
file systems technologies are used to provide disk resources for Zeus (see Fig. 1):

– NFS (/people and /software mount points), which is used for user home
directories and software distribution among computing nodes,

– Lustre13 (/scratch mount point), a parallel file system, which is used as
scratch for temporary data storage during job lifetime,

11 http://en.wikipedia.org/wiki/InfiniBand
12 http://en.wikipedia.org/wiki/Large_Hadron_Collider
13 http://en.wikipedia.org/wiki/Lustre_file_system

http://en.wikipedia.org/wiki/InfiniBand
http://en.wikipedia.org/wiki/Large_Hadron_Collider
http://en.wikipedia.org/wiki/Lustre_file_system
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– GPFS14 (/work mount point), a proprietary file system from IBM, which
is used as a work space, for mid- and long-term storage of data, which are
either job input or output files.

2.4 Storage

GPFS file system is also connected to a TSM system (IBM Tivoli Storage Mana-
ger), thanks to which Hierarchical Storage Management is being provided for the
/work file system. This file system consists of three tiers: Tier-1 based on disk
arrays with SAS drives (200TB), Tier-2 based on storage servers and nearline
SAS drives (400TB) and Tier-3, which is based on LTO-5 tape drives and a few
hundred tape slots in the library.

Beside the standard POSIX15 file system storage, there is also an object sto-
rage service for grid users based on Disk Pool Manager technology. Currently, it
provides 420TB of disk drives for PL-Grid and it is heavily used by High Energy
Physics community focused on LHC analysis.

3 Interdisciplinary Centre for Mathematical and
Computational Modelling – ICM

3.1 Hydra Cluster – Compute Nodes and Interconnect Topology

Compute nodes are booting using PXE (Preboot Execution Environment)16.
Initrd with local modifications is a mounting root file system in read-only mode
using NFS from NetApp 6080 NAS. We use neither unionfs nor other com-
prehensive solutions, instead all the needed logic is implemented in initrd and
services init scripts. The directories, which need to work in read-write mode like:
/var/lib or /tmp are mounted locally in /dev/ramX devices and synchronized
with a frontend node state during the boot process. We apply special treatment
for /etc where only some files (e.g. /etc/sysconfig/network) have to be different
on all the nodes, these files are linked to /etc-local directory (similar to new
Ubuntu systems).

Temporary directories for users are created in files on a Lustre file system at
batch job startup and deleted directly after the job ends. This solution provides
very fast metadata operations and higher throughput than local file systems. In
such a configuration there is no need in local hard disks in compute nodes, which
improves nodes reliability.

Interconnect topology is presented in Fig. 2. The main difficulty is the part of
the nodes that does not have an InfiniBand connection. This part is mainly used
for jobs with parallelism smaller than one node, hence there are 48 and 64 core
nodes with AMD CPUs, this does not come as a real world limitation. However,
one should remember that 10Gb for so large number of cores is a real performance

14 http://en.wikipedia.org/wiki/IBM_General_Parallel_File_System
15 http://en.wikipedia.org/wiki/POSIX
16 http://en.wikipedia.org/wiki/Preboot_Execution_Environment

http://en.wikipedia.org/wiki/IBM_General_Parallel_File_System
http://en.wikipedia.org/wiki/POSIX
http://en.wikipedia.org/wiki/Preboot_Execution_Environment
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Fig. 2. Cluster Hydra in ICM – logical layout

bottleneck when high throughput to the Lustre file system is needed. A part of
InfiniBand infrastructure in more detail is presented in Fig. 3.

3.2 Queuing System

ICM is using the SLURM batch system in version 2.6.1, with a variety of plu-
gins, which are discussed below. One of the most important plugins is a topo-
logy/tree plugin, which allows us to fulfill the node scheduling policies based
on a non-uniform interconnect topology presented in Fig. 2. The plugin is not
only choosing nodes with the same interconnect (InfiniBand/Ethernet), but also
prevents running jobs through a low bandwidth connection between InfiniBand
islands.

The decision to use SLURM in PL-Grid and EGI e-infrastructures forced ICM
team to implement some parts of federational requirements. These topics are
covered in more detail in a separate paper [5]. An essential and important part
of this work was implementation of PL-Grid accounting system into SLURM,
which turned out to be a non-trivial task.

One of the new features introduced in the SLURM batch system is job pro-
filing. Commonly available SLURM plugins are providing information about
Lustre file system usage, electrical power consumption, InfiniBand links traffic
and general information about RAM memory and CPU usage. Although job
profiling sounds very promising and may play a great role in user education and
resources monitoring, it is still suffering a lot of problems, especially in electrical
power consumption, which is only available for the newest Intel CPUs.
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Fig. 3. Cluster Hydra in ICM – InfiniBand topology

3.3 Storage

In ICM we are supporting three types of storage: home directories, scratch di-
rectories and grid storage. We are briefly describing all these systems:

– Home directories – on the ICM cluster the users are divided into two groups.
The first one are PL-Grid users, whose home directories are located on
ZFS17 shared over NFS from Solaris 10 server. ZFS configuration is using
the caching of data on PCI-e SSD drive – Sun F20, and backend of 48 SATA
disk. Maximal throughput efficiency from many clients is reaching 800MB/s
The second group are local ICM users, their home directories are located
on CNFS (cluster NFS distributed from four GPFS servers). This system
supports the writing speed in one stream up to 1GBps.

– Scratch file systems – Hydra cluster provides a scratch file system on Lustre.
Our Lustre installation consists of one metadata server (MDS) and eight
object storage servers (OSS), each one with 10x 1TB drives in RAID 618 as
object storage target (OST). The scratch does not provide any backup policy,
quite the opposite we are realizing the policy of automatically removing files
that have not been accessed for more than 60 days. Each user who wishes to

17 http://en.wikipedia.org/wiki/ZFS
18 http://en.wikipedia.org/wiki/RAID

http://en.wikipedia.org/wiki/ZFS
http://en.wikipedia.org/wiki/RAID
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be informed about the files that are going to be deleted in 10 days, has to
create a special file in his/her directory containing a list of email addresses
to use. We are going to expand our Lustre installation, because currently
we are able to achieve only 3.5GBps in serial write operations, which is too
little to meet our users’ needs.

– Grid storage – managed with DPM. The third storage system provided by
ICM site is grid storage, which is mainly used by CMS experiment users.
This system consists of six servers with total capacity of 200TB. Currently,
we are in the process of upgrading this system to the newest version of DPM
and changing the DPM backing file system from ext3 to ZFS. Users can
access data with one of the three protocols, namely: rfio, gridftp and xroot.

4 Poznan Supercomputing and Networking Center –
PSNC

4.1 Compute Nodes and Interconnect Topology

PSNC is one of the major resource providers for projects like WLCG and EGEE,
followed by int.eu.grid and BalticGrid.

During previous grid-related projects, PSNC was able to build and deploy
several grid-enabled computational clusters accompanied by the required infras-
tructure that includes storage and various services.

For the PLGrid Plus project, PSNC delivers two grid-enabled computational
clusters: a semi-homogeneous x86 64 Reef cluster and a hybrid Inula cluster.

The Reef cluster configuration consists of:

– 650+ Supermicro and HP BladeSystem nodes, each equipped with two x86 64
compatible processors (Intel Xeon 5160, Intel Xeon E5345, Intel Xeon 5410,
Intel Xeon 5530, Intel Xeon 5520 or AMD Opteron 6164 HE),

– 10TB of RAM,
– subset of grid-services including:

• user interfaces supporting multiple grid-middleware such as:
∗ gLite/EMI,
∗ QosCosGrid (QCG),
∗ UNICORE,

• storage services including:
∗ DPM and Xrootd grid storages,
∗ POSIX-compliant storage spaces,
∗ Cloud-like storage,

• grid-core services:
∗ information and accounting services,
∗ distributed directory information services.

The Inula cluster configuration consists of:

– 68 SGI/Rackable nodes with two 12-core processors (AMD Opteron 6234)
and 1 or 2 NVidia Tesla M2050 GPGPU accelerator,
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Fig. 4. Reef and Inula clusters in PSNC

– 48 or 64GB of RAM per node (1 or 2 GPGPU),
– The software stack consists of a subset of grid-services including user inter-

faces for gLite/EMI and QosCosGrid (QCG) grid middleware.

For both, the Reef and Inula clusters, we use two types of interconnects:

– 1Gb and 10Gb ethernet interconnect as a general purpose one. This network
is used mainly for management, NFS file system and internet access medium.

– DDR/QDR (Reef) and pure QDR (Inula) InfiniBand interconnect as a de-
dicated network for data intensive tasks. The InfiniBand network is used for
tasks, which require high throughput and low-latency data-intensive compu-
tations or high IOPS data access using the Lustre file system.

4.2 Queuing System

For both, the Reef and Inula clusters, PSNC deployed TORQUE Resource Mana-
gement System, which, along with Maui scheduler19, allows for flexible resource
management.

A typical solution in this kind of environment is to use a subset of queues and
resource partitions for tasks separation.

For PL-Grid users, both clusters, Reef and Inula, provide the following queues:

– plgrid: a general purpose queue for large quantity and scale jobs,

19 http://en.wikipedia.org/wiki/Maui_Cluster_Scheduler

http://en.wikipedia.org/wiki/Maui_Cluster_Scheduler
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– plgrid-long: a special purpose queue for tasks demanding long computation
times,

– plgrid-testing: a special purpose, high-priority queue for software testing and
development.

This kind of grid-ecosystem usually uses an additional set of services like User
Interfaces, grid-information and accounting services.

For both clusters (Reef and Inula) PSNC provides a set of endpoints for most-
used grid middleware such as:

– gLite/EMI,
– QosCosGrid (QCG),
– UNICORE.

This ensures that the resources provided by both PSNC clusters are available
for PL-Grid users regardless which of these grid middleware are preferred.

4.3 Visualization System

Along with the computational/HPC clusters, PSNC provides also visualisation
services in form of a tightly-bonded visualisation cluster – Moss.

Moss is the visualization cluster operated by PSNC. It contains 7 fat com-
pute nodes, 1 login node and 1 storage node. All its nodes are interconnected
with a redundant 10Gb Ethernet. Users’ home directories are located on a sto-
rage node, which consists of 14 SAS HDD – 4TB each. Home directories are
shared among all Moss nodes via NFS. Moreover, compute nodes have its local
fast scratch storage (2x 60GB SSD). All the nodes have also FC 8Gb HBAs to
connect to an external backup storage and for future integration with a local
disk array (12 fast 900GB SAS drives and 12 3TB SATA drives). Each compute
node contains up to two accelerators. Accelerators installed on a single compute
node are always of the same type, but Moss contains several different types of
accelerators.

The detailed Moss configuration is as follows:

– Compute node 1-3: 2x Intel Xeon E5-2670, 512GB RAM, 2x SSD 64GB,
2x 10Gb Ethernet, 8Gb FibreChannel, 2x Nvidia Tesla K20,

– Compute node 4: 2x Intel Xeon E5-2670, 512GB RAM, 2x SSD 64GB,
2x 10Gb Ethernet, 8Gb FibreChannel, 2x Nvidia Tesla K10,

– Compute node 5: 2x Intel Xeon E5-2670, 512GB RAM, 2x SSD 64GB,
2x 10Gb Ethernet, 8Gb FibreChannel, 2x Intel Xeon Phi 5110P,

– Compute node 6: 2x Intel Xeon E5-2670, 128 RAM, 2x 10Gb Ethernet, 8Gb
FibreChannel, 1x Nvidia Tesla M2090,

– Compute node 7: 2x Intel Xeon E5-2670, 256GB RAM, 2x 10Gb Ethernet,
8Gb FibreChannel, 2x Nvidia Tesla M2070Q,

– Storage node: 2x Intel Xeon E5-2670, 192GB RAM, 14x SAS HDD 4TB,
2x 10Gb Ethernet,
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– Login node: 2x Intel Xeon E5-2450, 128GB RAM, 2x 10Gb Ethernet, 8Gb
FibreChannel,

– Auxiliary equipment – 2x FC 8Gb Switch, 2x 10Gb Ethernet Switch, FC
Disk Array (12x 900GB SAS, 12x 3TB SATA).

Moss is supposed to be used interactively by remote users. At the moment it is
available via SSH (with X11Forwarding enabled). We plan also to enable remote
users to access Moss via VNC in the nearest future. The following visualization
application libraries are installed on Moss:

– vtk: a toolkit for scientific and information visualization,
– paraview: access to the Paraview visualization application,
– icarus, h5fddsm, hdf5-vfd, catalyst: paraview extensions to support visuali-

zation in-situ,
– vitrall: a distributed web based visualization system.

Other installed software:

– CUDA: software to develop programs for NVIDIA GPGPUs,
– OpenMPI: a Message Passing Interface open-source implementation,
– R: a freely available language and environment for statistical computing,
– Ansys: an advanced CFD simulator,
– Bowtie: an ultrafast, memory-efficient short read aligner,
– BWA: a tool to map low-divergent sequences against a large reference genome,
– Cufflinks: assembles transcripts, estimates their abundances, and tests for

differential expression and regulation in RNA-Seq samples,
– FastQC: provides a simple way to do some quality control checks on raw

sequence data coming from high throughput sequencing pipelines,
– RNA-SeQC: computes a series of quality control metrics for RNA-Seq data,
– RSEM: estimates gene and isoform expression levels from RNA-Seq data,
– TopHat: a fast splice junction mapper for RNA-Seq reads,
– atlas, mkl: linear algebra libraries,
– intel, gcc, python: programming languages,
– xkaapi: a library to facilitate development of parallel (multi-CPU/GPU)

applications.

In the nearest future we plan to install also the following software packages:

– blender: an animation and video-stream editing application,
– ensight: access to CEI’s Ensight visualization application,
– glew: a GL extension Wrangler library,
– idl: access to the IDL visualization application,
– mesa: access to a software implementation of OpenGL,
– sdl: a simple application development toolkit,
– silo: access to the Silo visualization application and associated tools and

libraries,
– vapor: access to NCAR’s Vapor visualization application,
– XSEDE: tools supporting XSEDE environment, including Globus.
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4.4 Local File Systems

For end-user data, both clusters use NFS and Lustre partitions mounted across
cluster nodes.

The storage on all clusters is divided into two classes: an NFS-based, home
directory space that provides a shared workspace on all PSNC clusters and
a Lustre-based, fast scratch storage space that is used by applications as a tem-
porary workspace.

The data storage policy created over the duration of PL-Grid and PLGrid
Plus projects allows users to store their data in several different locations.

For long-term storage, such as users’ home directories and PL-Grid group
storage, an NFS distributed file system is used.

For this purpose, we use a high throughput storage device (DDN disk array)
exported using NFS distributed file system protocol. The back-end of the NFS
storage is provided by a cluster of two GPFS-enabled NFS servers, working in
ACTIVE-ACTIVE mode. The disk arrays work in protected RAID 5 or RAID 6
modes. The contents of the home directories is backed up on a tape storage using
IBM TSM software.

For data protection we use both: RAID disk arrays and periodic data backup
using tools like IBM TSM.

The Lustre file system consists of 10 server clusters and Infiniband as inter-
connect. Due to the storage policy that treats this space as a temporary scratch
space, data on the Lustre file system is not protected by any means.

Unfortunately, this kind of storage (Lustre), due to usage pattern, is not really
suitable for data protection. It is worth mentioning that no data loss was ever
reported on PSNC’s Lustre file system.

All these locally available storage spaces are POSIX-compliant.
The above mentioned storage device (DDN) provides storage space for both,

NFS and Lustre file systems and ca. 12GBps aggregated throughput for PL-Grid
users and 90.000 IOPS.

4.5 Storage Including Grid, Tapes and Hierarchical Storage
Management (HSM)

For long-term large-scale data storage PSNC infrastructure contains a subset of
grid-enabled storage elements like:

– DPM Storage Element, which provides:
• 115TB of storage space distributed into 10 RAID 6 disk arrays,
• standard grid access using the following protocols:

∗ gridftp
∗ SRMv2.2
∗ xrootd
∗ WebDav

– Xrootd Storage Element for dedicated for VO ALICE, which provides:
• 187.3TB of storage space distributed into 20 RAID 6 disk arrays
• xrootd protocol access.
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DPM Storage Elements is available for PL-Grid users, Xrootd SE will be
enabled “on demand”.

The storage scheme and detailed description is available at [14].
Additionally, the following new storage systems have been recently purchased

within the PL-Grid project:

– NetApp E5500 2x 360TB (disk array for home directory),
– NetApp EF540 SSD 9TB (ssd disk array for home dir. metadata),
– 6x IBM x3650 M4 FC/IB/10GE servers for GPFS.

5 Academic Computer Centre TASK

TASK provides access for PL-Grid users to HPC cluster Galera Plus. All batch
queues are unified with other PL-Grid sites.

5.1 Compute Nodes and Interconnect Topology

There are currently two distinct flavors of compute node making up Galera Plus,
with two different architectures.

– Regular cluster nodes – 2304 Intel Westmere cores are provided by 192 dual
socket HP ProLiant BL2x 220c Generation 7 half-height blade servers. Each
node consists of two 2.27 GHz six core processors, giving twelve cores in
total, forming a single SMP unit with 16GB of RAM (1.3GB per core), 4GB
of local flash storage and Mellanox ConnectX-2 VPI interconnect. Code run
on these nodes should be optimized for CPUs supporting SSE4.2 instructions
and using Intel MPI.

– vSMP nodes – 768 Intel Westmere cores are provided by 64 dual socket HP
ProLiant BL490c Generation 6 half-height blade servers. Each node consists
of two 2.93 GHz six core processors, giving twelve cores in total. These
servers are aggregated to form InfiniBand connected virtual servers, seen as
they would contain e.g. 192 cores and 1TB of RAM each.

The cluster is arranged into 10 blade chassis; 6 chassis hold up 32 individual
nodes each (see Fig. 5). 4 chassis hold up 16 vSMP nodes. Between all nodes
there is a QDR InfiniBand low latency network. In addition to the InfiniBand
network, each compute node has a Gigabit Ethernet network for data access and
administration.

5.2 Storage

The main storage consists of two shared volumes: the home volume (4TB) and
scratch volume (8TB). These are all glusterfs file systems. In addition, there is
grid storage (1TB) accessible from se.task.gda.pl server.

A new storage system is being developed with a capacity of 1.7PB. It will be
based on the Lustre file system.

se.task.gda.pl
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6 Wroclaw Centre for Networking and Supercomputing –
WCSS

6.1 Supernova – Compute Nodes and Interconnect Topology

WCSS is currently operating HPC cluster Supernova. Cluster consists of various
types of service and compute nodes:

– 152 Supermicro single-CPU 4-core Intel Xeon nodes,
– 176 Supermicro dual-CPU 4-core Intel Xeon nodes,
– 404 HP dual-CPU 6-core Intel Xeon nodes,
– 3 HP quad-CPU 16-core AMD Opteron nodes with 256GB of memory,

– numerous service nodes of different made and configurations.

Compute nodes are equipped with 2GB of memory per core, thus 8 to 24GB
total per node, or 256GB total on fat nodes.

Nodes with 4 or 8 cores are connected to a local domain of InfiniBand DDR
network based on Voltaire switches. This part of the network has a fat-tree
topology.
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12-core nodes are made in the blade technology and are connected to a local
domain of InfiniBand QDR network based on Mellanox switches inside blade
chassis and the core Intel/Qlogic QDR switch of modular design. Blade switches
are connected with redundant links. This part of the network has a blocking
factor 1:5, however, every connection provides 120Gbps of bandwidth, which is
more than sufficient for users’ needs.

Both DDR and QDR domains are connected together by Intel/Qlogic QDR
switch. This switch also provides access to a Lustre file system.

Every compute node is connected to the Ethernet network with a single 1Gbps
link using wire speed switches, which are then connected together using redun-
dant 10Gbps links constituting an aggregation layer. The core network is based
on 10Gbps switches working as one virtual chassis for the ease of management,
scalability and redundancy. Core switches provide access to NAS and iSCSI
servers and to an external network.

6.2 Local File Systems

All compute nodes are diskless and are being booted using PXE and a remotely
mounted NFS root file system of custom design. There is no swap area on nodes.
The root FS is served from high performance NAS heads of NetApp and Hitachi
HNAS – 4 in total. Each node is booted from the same system image for the
ease of management. One change made to the root image instantly propagates
to all nodes. All the changes made locally on a node are saved only in a local
ramdisk to guarantee the integrity of the image.

The access to home accounts, applications and all other utility volumes is
done via NFS mounts from NAS heads. Total capacity of all head nodes is
about 200TB. Total bandwidth provided by NAS heads is about 3GBps.

The scratch area is based on the Lustre file system, which consists of:

– three DDN S2A9900 disk arrays with InfiniBand DDR interfaces, total raw
space about 30TB,

– one DDN SFA12K-40 disk array with InfiniBand FDR interfaces, total raw
space about 420TB,

– two MDS nodes,
– 18 OSS servers.

Lustre provides an aggregated bandwidth of 35GBps – the fastest file system
in Poland with a public access.

6.3 Storage

All users are able to archive their work in a backup-archive system based on IBM
TSM. The primary archiving storage has a capacity of 20TB. The user data is
automatically migrated in a transparent way using HSM mechanism to the LTO
tape library with a capacity of about 3PB. The migration speed is estimated
to about 2GBps using 16 LTO5 tape drives, thus the primary archiving file
system can be emptied in just minutes when a migration threshold is triggered
(see Fig. 6).
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Fig. 6. Cluster Supernova in WCSS

7 Conclusions and Future Work

The actual computing infrastructure, described above site by site, is based on
the PL-Grid Infrastructure built as a result of the first PL-Grid-based project.
It was, and it is and will be, constantly enlarged, upgraded and improved du-
ring the PLGrid Plus project. The very important aim is to provide additional
500 TFLOPS of computer power (in addition to previous 260 TFLOPS) – not
theoretical (Rpeak) but rather an effective one, with respect to the following
formula:

effectiveTFLOPS = (80% ∗ CPURpeak) + (50% ∗GPURpeak) , (1)

where two coefficients: 80% and 50% define approximately the realistic, usual
computer performance with respect to the typical Linpack Benchmark.

We also want to provide additional 4.5PB (in addition to the previous 3.7PB)
of available data storage. Both goals must be achieved by the end of December
2014.

Besides the enhancements and improvements of the computing and storage
hardware and software, we will continue to support other Work Packages of
the project and – of course – our users. All other important ‘smaller’ tasks,
like constant provisioning of different services, input for documentation, efficient
usage of computing and storage systems, user training and others, as well as
integration with Platon U3 and U4 platforms and its users will be also continued
and improved.
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Poznan Supercomputing and Networking Center,
ul. Noskowskiego 10, 61-704 Poznań, Poland
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Abstract. QosCosGrid (QCG) is an integrated system offering lea-
ding job and resource management capabilities in order to deliver
supercomputer-like performance and structure to end users. By combi-
ning many distributed computing resources together, QCG offers highly
efficient mapping, execution and monitoring capabilities for a variety
of applications, such as parameter sweep, workflows, multi-scale, MPI or
hybrid MPI-OpenMP. The QosCosGrid middleware also provides a set of
unique features, such as advance reservation, co-allocation of distributed
computing resources, support for interactive tasks and monitoring of
a progress of running applications. The middleware is offered to end
users by well-designed and easy-to-use client tools. At the time of wri-
ting, QosCosGrid is the most popular middleware within the PL-Grid
Infrastructure. After its successful adoption within the Polish research
communities, it has been integrated with the EGI infrastructure and
through a release in UMD and EGI-AppDB it is also available at Euro-
pean level. In this article, we focus on the extensions that were intro-
duced to QosCosGrid during the period of the PL-Grid and PLGrid Plus
projects in order to support advanced user scenarios and to integrate the
stack with the Polish and European e-Infrastructures.

Keywords: grid computing, middleware, advance reservations,
co-allocation of resources, application monitoring, notifications.

1 Introduction

In the last years, there have been identified two distinctive groups of end users
interested in obtaining efficient access to computational resources belonging to
the national- or European-level e-Infrastructures such as PL-Grid and EGI. Both
groups of users differ primarily in their experience in running jobs on HPC
clusters and thus they expect different kinds of tools tailored to their needs,
habits and aforementioned levels of experience. The first group comprises the
researchers that usually have some computer science background and are familiar
with cluster solutions. They expect command-line tools similar to those known

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 34–53, 2014.
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from queuing systems, but offering access to all resources of an e-Infrastructure.
The second group consists of domain-oriented researchers, who have not used
clusters yet, but who are willing to migrate from their desktop systems and to
take full advantage of HPC computing. These users want to solve bigger instances
of problems or to parallelize the execution of numerous application runs. They
require intuitive tools resembling the tools they are accustomed to and breaking
the technology barrier associated with the migration to the grid environment, in
order to exploit them in their daily work.

To support the two groups of users, the QosCosGrid (QCG) middleware, de-
veloped in Poznan Supercomputing and Networking Center (PSNC), delivers
an advanced multi-layered e-Infrastructure, which successfully integrates pri-
mary and brand-new services and tools capable of dealing with various kinds of
computationally intensive simulations. Recently, all these services and tools were
integrated with the European e-Infrastructure, and were made available through
the EGI distribution channels, like Unified Middleware Distribution (UMD) [33]
and EGI Applications Database (AppDB) [26] for the research communities out-
side PL-Grid.

Within this document, we present new capabilities of the QosCosGrid mid-
dleware developed in the time frame of the PLGrid Plus project that extend
the core functionality described in [8]. The document focuses on the extensions
provided to the basic QCG services and it describes several recently developed
components that support new user scenarios and integrate QCG solutions with
the Polish and European e-Infrastructures.

The remaining part of the article is organized as follows: Section 2, Related
Work, provides a brief overview of existing grid middleware and available end
user tools. The main objectives underlying the QosCosGrid middleware are pre-
sented in Section 3. Section 4 presents a high-level architecture of QosCosGrid
along with a short description of its main components. In the next section we
outline new features of the middleware, i.e. application scripts, improved bro-
kering, advance reservation, co-allocation of resources and support for notifi-
cations. Section 6 describes the main QosCosGrid client tools, namely QCG-
SimpleClient and QCG-Icon, and introduces the concepts of QCG-Data and
QosCosGrid Science Gateway. The next section reports the status of the inte-
gration process of QosCosGrid middleware with the EGI infrastructure. Finally,
a general discussion on the outcomes achieved so far and the plans for future
development of the middleware are addressed in Section 8.

2 Related Work

The QosCosGrid is one of several advanced middleware distributions deployed
on e-Infrastructures. Although each middleware provides an exhaustive set of
functions required to efficiently run advanced simulations, the decision to select
a particular system for grid calculation is complex as it usually entails the way
how the scientific work will look like during a long period of time. Middleware
differ in complexity, applied technologies, offered functions as well as in the
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features of end user tools. In some cases, small differences may cause serious
problems or bring significant benefits in the future.

Undoubtedly, each of middleware has its loyal users, who historically or/and
politically started to build their application scenarios based on specific envi-
ronments and have no reason to change the selected system. A clear example
may be the gLite framework massively exploited by the community associated
with CERN LHC for their simulations [17]. Other groups of users, connected
by specific projects, requirements or geographical location, decided upon diffe-
rent middleware technologies, e.g. UNICORE [4,5], ARC [16] or SAGA [32]. It
is worth noting that the support for advance reservations and co-allocation of
resources is not a common functionality and is available only in few middleware
by adoption of specialized frameworks, such as HARC [18] or GridARS [22].

In turn, the number of various client programs that allow running the com-
putations using one or many middleware systems is relatively large. Usually,
a middleware introduces its own command-line tool(s), e.g. UNICORE provides
UNICORE CommandLine Client [21], gLite provides its Command Line Inter-
face [17], but often it also offers dedicated GUI applications, like UNICORE
RichClient [10]. There are also advanced programs, capable of submitting jobs
to many middleware, such as Migrating Desktop and gEclipse [19]. A different
group of high-client tools includes web solutions, e.g. GridSpace2 [9] or science-
gateways [11].

To help users select the optimal middleware, the work [8] provides a basic
comparison of the QosCosGrid middleware with gLite and UNICORE.1

3 Goals of QosCosGrid

The QosCosGrid (QCG) middleware could be seen as a system that hides the
complexity of many heterogeneous computing resources behind a single, intuitive
and user-friendly interface. However, the functionalities offered by QosCosGrid
are not simply limited to a direct mapping of particular functions available in
queuing systems into the well-designed interface at a grid level. The aim was to
design and implement a system driven by real requirements and expectations
of researchers. Therefore, from the beginning, the development of QCG services
and tools is carried out in a close collaboration with research groups representing
various domains of science. This resulted in developing a system adjusted to
specific needs and habits of scientific users, and provisioning functions often
unavailable in queuing systems and other grid middleware. The list presented
below outlines only some of them:

– “intelligent” brokering capabilities,
– support for advance reservations,
– co-allocation of heterogeneous computing resources,
– cross-cluster execution of jobs,
– support for multiscale computing,

1 The comparison presents the state of year 2012.
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– support for interactive tasks,
– flexible monitoring capabilities,
– intuitive command-line tools,
– user-friendly graphical interfaces.

The particular features of QosCosGrid are described in detail in the sections
that follow.

4 High-Level QosCosGrid Architecture

Basically, the QosCosGrid middleware consists of two logical layers: grid and lo-
cal one. Grid-level services control and supervise the whole process of execution
of experiments, which are spread among independent administrative domains.
One administrative domain represents a single resource provider (e.g. data cen-
ter) participating in a certain grid environment by sharing its computational
resources. The main component of a grid layer is the QCG-Broker metaschedu-
ling service whereas QCG-Computing services play the main role at a local level.
We present the overall architecture of QosCosGrid system in Fig. 1.

Fig. 1. The high-level architecture of QosCosGrid
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QosCosGrid components, with respect to their function and placement in the
architecture, may be divided into several groups marked on the left side of the
diagram. On that basis, the description presented below aims to summarize the
role of particular items building the whole QosCosGrid environment.

Infrastructure
QosCosGrid realizes an access to computing resources using LRMS/batch
systems (e.g. Torque or SLURM). The integration between QCG services,
i.e., QCG-Computing, and the underlying batch system is provided with the
use of the DRMAA interface [23].

Applications and Tools
The QosCosGrid middleware is able to run practically every application in-
stalled on resources, including cross-cluster applications based on MUSCLE,
MPI or ProActive libraries. In order to simplify the way of running popular
applications, the middleware provides a number of scripts and tools that
wrap certain commands.

Cluster-Level Services
At a cluster level, or more generally – local administrative level, QCG is
represented by QCG-Computing, QCG-Accounting and QCG-Notification
usually deployed together on access nodes of batch systems.
QCG-Computing is a core service that provides a remote access to the task
submission and advance reservation capabilities of local batch systems via an
interface compatible with the OGF HPC Basic Profile specification [28]. As
mentioned above, the QCG-Computing service is integrated with the under-
lying queuing system using the DRMAA interface. QCG-Computing offers
basic file transfer mechanisms utilized by QCG-Icon and includes a built-in
information service that provides QCG-Broker with comprehensive dynamic
information about the current cluster status.
QCG-Accounting is a tool that publishes usage records to the external ac-
counting systems. Until now, it has been integrated with the three accounting
systems, i.e, EGI accounting system called APEL [15], a PL-Grid one called
BAT [8] and Grid-SAFE [27].
QCG-Notification plays the role of the main asynchronous message bus be-
tween the services, applications and end users. It is deployed at both local and
grid level. The service supports the topic-based publish/subscribe pattern
for message exchange defined by the Oasis WS-Notification standard [31].
QCG-Notification is capable of sending notifications using a variety of trans-
port mechanisms, including HTTP/HTTPS, SMTP (e-mail) and the XMPP
protocol.

Grid-Level Services
The group of grid level components, in addition to QCG-Notification, in-
cludes two additional services, namely QCG-Broker and QCG-Monitoring.
QCG-Broker controls, schedules and generally supervises the execution of
tasks, including preparation of the execution environment and transferring
the results. This key service is based on dynamic resource selection, mapping
and advanced scheduling methodology, combined with the feedback control
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architecture. It operates within a dynamic grid environment and deals with
resource management challenges, e.g. load-balancing among clusters, remote
job control or file staging support.
QCG-Monitoring is a new grid-level service built on top of the QCG-
Notification system. It offers end users a possibility of monitoring a progress
of the application execution in a dedicated web portal. After processing, the
application progress is displayed in a graphical way as a set of tables and
charts in accordance with a selected predefined template.

User Tools
Capabilities of the QosCosGrid middleware are offered to end users by
means of a number of client-tools, including command-line interface: QCG-
SimpleClient, desktop GUI programs: QCG-Icon and QCG-Data, mobile
application: QCG-Mobile, as well as high-level web-based solutions like
GridSpace2 [6], [9] and QCG-ScienceGateway [11].

A detailed description of the core QosCosGrid services can be found in [8].

5 Primary QosCosGrid Functionalities

The objectives of the PL-Grid and PLGrid Plus projects have been defined in
a way to significantly improve the collaboration between the QosCosGrid de-
velopers, end users and computing resource representatives. Owing to the given
opportunities, it was feasible to organize frequent talks and discussions in order
to improve the middleware, to prepare requested extensions and to implement
better client tools. Within this section, we present several functionalities of QCG
developed primarily under the umbrella of the PL-Grid/PLGrid Plus projects.

5.1 Application Scripts

Making application submission a transparent process and hiding its details from
the user, regardless of where the application actually runs, was one of the foun-
dations of grid computing. However, meeting this requirement implies operating
within unavoidable heterogeneity of resources composing the grid system by
the grid middleware. The same application can be installed in various locations
on different systems. Moreover, the scratch file system locations can also differ
among the systems and the way how the application is spawned may not be
the same. Some of these problems can be solved with the help of Environment
Modules [13], however, the module/environment variables’ names may not be co-
herent among the sites. For this reason, QosCosGrid introduces an extra layer of
computational resources with the abstract notion of an application. Within this
approach, an application name (e.g. GROMACS) is mapped locally to the full
path of an application’s wrapper script. The wrapper script handles application
execution, i.e., it loads a proper module, if needed, changes to scratch direc-
tory, spawns the application and removes temporary files after the application
terminates. For some applications, like Gaussian, the input file is automatically
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preprocessed so that the number of application’s threads and maximum available
memory are set accordingly with the resources that were allocated to the job.
What is worth mentioning, in QosCosGrid, we separate the script logic (which is
global and updated periodically) from the script configuration (which is local).

5.2 Improved Brokering Capabilities

When submitting jobs to the grid environment, users expect that their applica-
tions will be started on a proper class of worker nodes and will provide results as
quickly as possible. In the case of the QosCosGrid stack, the realization of this
need is a part of a functionality of a specialized service called QCG-Broker. The
service assigns jobs to clusters in a way that minimizes the time, in which jobs
stay in queues waiting for resources. The decision to which cluster a job should
be submitted is made based on a current status of the whole system returned by
all currently active instances of QCG-Computing services. The brokering algo-
rithm implemented in QCG-Broker includes two logical steps. In the first step,
the clusters that do not meet user or system requirements are excluded from the
list of potential sites. To be accepted, a cluster has to meet all verification crite-
ria including, among others, the accessibility for a given user and grant, presence
of a sufficient number of nodes of the requested characteristics, presence of the
requested applications and software modules, or support for advance reservation.
The clusters that passed the first step of the verification are graded. This evalu-
ation is performed on the basis of the weighted sum of a set of metrics calculated
for every cluster. An extensive list of plug-ins with configurable weights allows
an infrastructure administrator to tailor the brokering policy to a specific sys-
tem and to assign tasks to resources in the way that satisfies users (job owners)
and meets their application requirements as well as takes into consideration the
constraints and policies imposed by other stakeholders, i.e., resource owners and
grid administrators.

Table 1 presents a subset of possible grading plug-ins with their defaults
weights.

5.3 Advance Reservation and Co-allocation of Resources

The QCG middleware, to the best of our knowledge, as the first one, has of-
fered advance reservation capabilities in a production environment. The advance
reservation mechanism is exploited to provide end users with the following func-
tionalities: reservation of resources to guarantee the requested quality of ser-
vice and co-allocation of distributed heterogeneous resources to synchronize the
execution of cross-cluster applications. QCG can automatically search, within
a user-defined time window, for free resources for a requested period of time.
Within QCG, it is possible either to reserve a given number of slots on any
number of nodes or to request for a particular topology by specifying a number
of nodes and slots per node. At present, the advance reservations can be created
and managed using either command-line tools (the QCG-SimpleClient client) or
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Table 1. QCG-Broker scheduler plugins

Plugin name Default Weight Description

RandomGrading 2 grades clusters in a random manner
SlotGrading 10 grades cluster based on free

slots/total slots ratio
FreeNodeGrading 10 prefers clusters with more com-

pletely free nodes
NodesNumberGrading 1 prefers clusters with higher number

of nodes
QueuesGrading 5 takes into consideration ratio be-

tween running and pending jobs
WaitingTimeGrading 5 grades cluster based on average

waiting time of all already started
jobs present in the system

LRUGrading 3 Last Recently Used – prevents sub-
mitting all jobs to a single cluster

a graphical, calendar like, web application (the reservation portal called QCG-
QoS-Access) presented in Fig. 2. Currently, in QCG, advance reservations are
created by calling the LRMS scheduler commands directly, while in the future
a leverage of Advance Reservation API of Open Grid Forum DRMAA 2.0 spe-
cification [24] is planned. An extensive summary characterizing the concept of
advance reservations can be found in [25].

The QosCosGrid’s support for advance-reservation and co-allocation of va-
rious types of resources provides a good opportunity to create complex scena-
rios consisting of many demanding application modules. Within the MAPPER
project [3], the QosCosGrid stack has been integrated with Multiscale Coupling
Library and Environment (MUSCLE) [7], which enables cross-cluster execution
of so-called multiscale applications. The common multiscale application consists
of a number of single-scale modules that calculate some phenomena at different
spatial or temporal scales and simultaneously exchange information one with
another. Since the elementary modules can be written in different languages and
have different resource requirements, the QosCosGrid ability to combine many
clusters into the single virtual machine is crucial.

5.4 Application Status and Progress Notifications

The time needed to perform a simulation can differ in the cases of various in-
put parameters and data, but even for the same ones, it can be unpredictable in
complex and heterogeneous environments. Within the PL-Grid, for example, the
waiting time needed to start a job can be dependent on the current load, while the
execution time may be associated with the worker-node and processor type. This
non-deterministic relation might be an obstacle for end users who often need to
know in advance when they can expect results or what percent of the simulation
has already been executed. Moreover, especially for long-running simulations,
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Fig. 2. The QCG-QoS-Access – Reservation Portal

it is important to know if the execution is performed properly and if produced
partial results are correct in order to avoid aimless consumption of resources.
Taking into account the above needs, the QosCosGrid middleware provides spe-
cial notification capabilities. With the help of the QCG-Notification service and
its support for e-mail and XMPP protocol, as well as QCG-Monitoring functio-
nality, changes in the application execution may be immediately reported to the
interested parties.

Users are provided with two basic types of notifications, respectively:

1. Notifications of a job status – users may register for obtaining e-mails or
XMPP messages informing about a current status of their jobs (e.g. PEN-
DING, RUNNING, FINISHED); whenever the job changes its state, the
corresponding notification is generated and sent.

2. Notifications with an application’s excerpt – users can also be provided
with monitoring data consisting of a certain application’s output, i.e., when
a given phrase appears in an output file (e.g. “ENERGY=500”) of the appli-
cation, the system generates an appropriate notification. The application’s
excerpt notifications may be sent directly to users via e-mail or XMPP pro-
tocol, or alternatively, forwarded to the QCG-Monitoring service that is de-
scribed later.

The procedure of the registration on notifications is simple and is performed
with the use of the QCG command line client. The syntax of QCG-Simple pro-
vides several intuitive directives, which, if used, impose a flow of certain types
of notifications to the specified recipient.

Dedicated Monitoring Solutions. To address specific needs of users, the
QCG-Monitoring service was designed and deployed on top of the QCG no-
tification system. The service offers end users a possibility of monitoring the
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Fig. 3. QCG-Monitoring portal

progress of an application execution in a dedicated web portal. The applica-
tion progress is displayed in a graphical way in a form of a set of tables and
charts in accordance to predefined templates. Users can select from a set of
general-purpose templates, they can also utilize templates for quantum chemis-
try and astrophysics applications that have been prepared in cooperation with
domain-oriented researchers. Fig. 3 presents a visualization of energy changes in
an example Gaussian simulation.

Mobile phone and tablet users may benefit from other QCG application called
QCG-Mobile, which is available for the Android system. This application makes
use of XMPP notifications and may be helpful in simple tracking jobs, especially
when users do not have access to their PC’s.

6 End User Access Tools

In this section we describe the most popular client programs used by QosCos-
Grid users within the PL-Grid Infrastructure, i.e., QCG-SimpleClient – a set
of command-line tools, largely appreciated by the group of existing batch’s sys-
tems’ users, and QCG-Icon – a desktop GUI application suitable for users who
have no particular knowledge about clusters or require a handy tool for ac-
cessing large computing resources. This section also presents our recent imple-
mentation, namely QCG-Data, as well as it shortly characterizes the concept of
QCG-ScienceGateway.
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6.1 QCG-SimpleClient

The QCG-SimpleClient is a tool recommended for all users who do not re-
quire the advanced capabilities of the QCG middleware like workflows, paral-
lel jobs with topologies or parameter sweep jobs whose functionality is usually
supported by domain-oriented, dedicated web-based QCG-ScienceGateways. In
return, QCG client offers access to the most frequently used functionalities in
a very simple and intuitive way. The QCG-SimpleClient is a set of command
line tools, inspired by the simplicity of batch system commands. The tools are
dedicated for end users familiar with queuing systems and preferring command
line prompt over graphical interfaces. Learning effort needed to start using the
QCG-SimpleClient is relatively small as commands are modeled in a way similar
to the ones known to users from batch systems. The commands allow a user to
submit, control and monitor a large number of various types of grid batch jobs
as well as to reserve resources to obtain requested quality of service. The full list
of qcg-* commands is presented below with separation into three groups related
to tasks, reservations and state of the system, respectively.

Submission and control of tasks:

– qcg-cancel – cancel task(s),
– qcg-clean – clean the working directories of the given task(s),
– qcg-connect – connect with an interactive session to the task,
– qcg-info – display detailed information about the given task(s),
– qcg-list – list tasks in the system,
– qcg-peek – display ending of (stdout, stderr) streams,
– qcg-proxy – create a user proxy certificate,
– qcg-refetch – retry/repeat the transfer of output files/directories,
– qcg-refresh proxy – refresh the user proxy certificate for the given tasks,
– qcg-resub – resubmit the task to be processed once again,
– qcg-sub – submit the task(s) to be processed by QCG services.

Resources reservation and control:

– qcg-rcancel – cancel reservation(s),
– qcg-reserve – reserve resources,
– qcg-rinfo – display information about the given reservation(s),
– qcg-rlist – list reservations in the system.

System information:

– qcg-offer – provide information about the current state of resources in-
cluding their availability and supported applications.

Every task submitted to the system has to be described in a formal way. The
default description format – QCG-Simple, is recommended and sufficient for
majority of the tasks. The format does not yet allow users to describe more
sophisticated scenarios like workflows, parameter sweep tasks, parallel tasks
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with topologies and these are supported by an XML-based format, called QCG-
JobProfile. The QCG-Simple format description file is a plain BASH script anno-
tated with #QCG directives, which is also a common approach for all nowadays
queuing systems. The #QCG directives inform the system how to process a task
(e.g. define resource requirements and input/output files for running an appli-
cation). The main difference is that a user has to explicitly specify all files and
directories that have to be staged in/out as there is no global shared file system
for all sites. Fortunately, staging directives also accept short relative local paths
beside the full URLs. Listing 1 presents an example of QCG-SimpleClient job
description expressed in the QCG-Simple format. In this example, the NAMD
application will be executed with the apoa1/apoa1.namd argument on the hydra
cluster with the topology: 12 processes on a single node in the plgrid queue with
the walltime limit set to 10 minutes. Prior to the execution, the apoa1.zip file
will be staged in and unpacked. After the execution, the whole working directory
of the task will be staged out to the results directory that will be created in the
directory, from which the task was submitted. Moreover, standard output and
error streams will be staged out to the apoa1.output and apoa1.error files, re-
spectively. XMPP notifications concerning the status of the task will be sent to
tomasz.piontek@plgrid.pl and additionally, every 20 seconds, the application
output will be searched for a new line containing the ENERGY word, which, if
present, is sent to the defined e-mail address.

#QCG note=NAMD apoa1

#QCG host=hydra.icm.edu.pl

#QCG walltime=PT10M

#QCG queue=plgrid

#QCG nodes=1:12:12

#QCG output=apoa1.output

#QCG error=apoa1.error

#QCG application=NAMD

#QCG argument=apoa1/apoa1.namd

#QCG stage-in-file=apoa1.zip

#QCG preprocess=unzip apoa1.zip

#QCG stage-out-dir=. -> results

#QCG notify=xmpp:tomasz.piontek@plgrid.pl

#QCG watch-output=mailto:tp@mail,20,ENERGY

Listing 1. An example QCG-SimpleClient submission script

One of the most frequently requested functionalities that have been recently
added to the QCG-SimpleClient is the support for interactive tasks. Depending
on particular needs, a user can get an interactive access to the cluster and either
run his/her command line application in the interactive mode or compile their
own code and process some test/debugging sessions. The support for this fun-
ctionality is especially important in case of the systems that do not provide an
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interactive access at a queuing system level and offer entry only via middleware
services.

In the last years we have learned how valuable it is for a user to obtain a de-
tailed status of her/his simulations. Having access to the data produced only
at the end of the job can be accepted in the cases of very short runs only.
For this reason, QCG offers a possibility of viewing the output of any of its
running jobs. Moreover, it is possible to establish an interactive session (using
qcg-connect command) with an already started batch job. Once such an inter-
active session has been established, a user can inspect the task, for example: list
the job directory, view any file or run ps/top commands to see if the program is
not pending or swapping memory. Moreover, many of these erroneous situations
can be detected by observing dynamic job metrics displayed in the QCG tools,
namely CPU efficiency and memory usage. Another commonly asked question
by end users is “What time my job will start at?”. The QosCosGrid services
attempt to answer this question by extracting this information from the local
scheduler. Although this is a best-effort metric, it provides a user with at least
a rough estimation of the expected waiting time. Finally, what was mentioned in
the previous section, QCG enables registering for notifications with application’s
output, i.e., whenever a given phrase appears in the output file, thus tracking
the correctness of a simulation execution.

The QCG-Broker service provides brokering capabilities and, based on the
information about a current state of the whole system, it can assign a task to
the resource in a way that minimizes the waiting time in local queues. As an
alternative, we provided users with the qcg-offer tool. It is a command-line tool
that allows regular users to generate queries about free resources available in
the Grid. The tool, at a QCG-Broker level, leverages the fine-grained informa-
tion provided by the QCG-Computing services. It is possible to query a single
site, to display a full or aggregated view of cluster nodes or to filter resources
based on available memory, total/free number of cores, nodes attributes, etc.
Listing 2 presents an example output of qcg-offer. Users can later utilize this
information and their own experience to select a target resource adjusting job
size and topology by changing the number of requested nodes and/or slots per
node. Moreover, the qcg-offer tool is capable of searching for the applications
and environment modules installed on all sites.

6.2 QCG-Icon

QCG-Icon is a desktop application written specifically for the Windows plat-
form, but also available for Linux and Mac OSX distributions. It was designed
to enable access to selected applications installed on the computing resources of
the PL-Grid Infrastructure, and is made available through the QosCosGrid ser-
vices. While developing QCG-Icon, the special emphasis was put on the following
requirement: using an application installed in the grid environment should be
as intuitive as using a locally installed application. At the moment, QCG-Icon
supports a large portfolio of applications, including MATLAB, R, NAMD, Gaus-
sian (also integrated with GaussView), GAMESS, Molpro, LAMMPS, Quantum
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[plgpiontek@qcg ~]$ qcg-offer
HYDRA:
Summary:

Metric Name nodes/cores share
Total Resources: 279/5252 100%/100%

Up Resources: 264/4968 94%/94%
Used Resources: 141/2239 50%/42%
Free Resources: 82/1432 29%/27% (FreeNodes=2x2,63x12,5x16,11x48,1x64)

PartFree Resources: 117/2141 41%/40% (AvgFreeCoresPerNode=18)
Reserved Resources: 34/408 12%/07% (Utilization=0%)

GALERA:
Summary:

Metric Name nodes/cores share
Total Resources: 194/2688 100%/100%

Up Resources: 189/2628 97%/97%
Used Resources: 113/1333 58%/49%
Free Resources: 0/0 0%/00%

PartFree Resources: 0/0 0%/00% (AvgFreeCoresPerNode=0)
Reserved Resources: 151/2172 77%/80% (Utilization=61%)

Listing 2. An example of the qcg-offer output

ESPRESSO, Crystal09, NWChem, GROMACS and CPMD. Any other applica-
tion can also be run as long as a proper BASH script is provided. Despite its
simplicity, QCG-Icon delivers most of the functionalities offered by the QosCos-
Grid stack, including parallel jobs, live output monitoring and providing online
statistics about the job resources usage. An overview of the QCG-Icon graphical
user interface is shown in Fig. 4.

Fig. 4. The “Main” and “New Task” windows of QCG-Icon
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6.3 QCG-Data

The purpose of QCG-Data is provisioning efficient and intuitive synchroniza-
tion mechanisms for data exchange between a local user file system and the
e-Infrastructure. At a low-level, QCG-Data utilizes the iRODS middleware [20]
for data storage. The system is directly integrated with the QCG-Broker as well
as with end user tools and it provides easy management of application input and
output files in the QosCosGrid environment. It consists of two layers, which make
use of iRODS: the server layer, which exposes links pointing to data chunks, and
the client one, which creates and makes use of those links. The server part is built
on top of the jargon library [30], whilst the desktop application that is integrated
with a newest version of QCG-Icon, adapts and extends the iDrop code [29]. The
integration carried out between QCG-Icon, QCG-Broker and QCG-Data allows
users to process jobs, which require or produce large data sets.

6.4 QCG-ScienceGateway

The advanced graphic and multimedia-oriented web interfaces designed for
scientists and engineers could change the way end users collaborate, deal with
advanced simulations, share results and work together to solve challenging prob-
lems. With the use of the enhanced version of the Vine Toolkit portal [11,12], we
created a platform called QCG-ScienceGateway. The Gateway consists of a ge-
neral part displaying and monitoring computational resource characteristics as
well as a set of domain-specific web applications developed for certain complex
system use cases. Therefore, end users are able to use only web browsers to pro-
ceed with their complex simulations with the use of the Grid and to exchange the
results of their studies with co-workers. Currently, QCG-ScienceGateway sup-
ports several application scenarios covering such software packages as NAMD,
Abinit, QuantumEspresso, NWChem, LAMMPS, nanoMD, SIMPL and Anelli.
An example nanotechnology simulation is presented in Fig. 5.

7 Integration with EGI Infrastructure

After the successful adoption of QosCosGrid solutions within the Polish re-
search communities, collaboration at European level has commenced. The efforts
resulted in signing the Memorandum of Understanding with EGI (European
Grid Infrastructure) in November 20122. This document was an official step to-
wards a sustainable deployment of the QosCosGrid stack into the European grid
ecosystem. The collaboration concerned both: integrating the contributed QCG
software components into the operational infrastructure and conducting joint
dissemination activities. QosCosGrid services got their own types within EGI
and their instances were registered in Grid Configuration Database (GOCDB) –
a registry containing general information about the sites and services participa-
ting in the production of the European e-Infrastructure. The QCG services were

2 https://documents.egi.eu/secure/ShowDocument?docid=1350

https://documents.egi.eu/secure/ShowDocument?docid=1350
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Fig. 5. The sample QCG-ScienceGateway application

also successfully integrated with the EGI Service Availability System (SAM)
and APEL accounting system [15], where they continuously publish requested
information. To support European research communities and end users, a de-
dicated QCG support unit was created in the structure of GGUS that is the
EGI helpdesk. In September 2013, after meeting all mandatory requirements
and a positive verification of all the core QosCosGrid components, the stack
became a part of the Unified Middleware Distribution (UMD) [33]. Similarly,
QCG end user tools became available in the EGI Applications Database (EGI-
AppDB) [26], which is a repository of tools ready to use within the EGI infras-
tructure.

Moreover, on the basis of a collaboration between the MAPPER and PRACE
projects, the QosCosGrid middleware has been initially validated and accepted
for further installation on highly powerful supercomputers available in the
PRACE infrastructure. Preliminary installations of basic QosCosGrid services
were performed on SuperMUC, HECTOR and Huygens machines.

In August 2013, another Memorandum of Understanding was signed – between
Poznan Supercomputing and Networking Center and BCC (Basic Coordination
Centre) of Ukrainian National Grid3. One of the major objectives of this docu-
ment is to “provide robust, well-designed, user-centric services to scientific user”
based on the QosCosGrid services. This will be the first QosCosGrid deployment
at such a scale outside Poland.

Quite recently, an LCAS/LCMAPS [2] based authorization plug-in has been
developed for the QCG-Computing service. This work enabled the QosCosGrid

3 http://infrastructure.kiev.ua/en/news/114/

http://infrastructure.kiev.ua/en/news/114/
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middleware to support an authorization mechanism based on the Virtual Orga-
nization Management Support (VOMS) infrastructure [1]. Moreover, the QCG-
Icon application had to be extended to generate VOMS proxy certificates when
configured for a non PL-Grid virtual organization. The newly developed ca-
pabilities facilitate adoption of the QosCosGrid stack by the existing Virtual
Organizations and resource providers. The first external Virtual Organization,
which was integrated with the QosCosGrid services on selected resources, was
Gaussian VO4.

8 Conclusions and Future Work

QosCosGrid is used on daily basis by many researchers in Poland from various re-
search domains, such as quantum chemistry [8], nanotechnology [11], metallurgy,
astrophysics and bioinformatics. It is currently the most popular middleware and
the first middleware in PL-Grid, taking into account the CPU hours consumed by
its users. Tasks controlled by the QCG stack consume, in average, 2 million core-
hours per month in total. Moreover, the QCG functions for advance reservations
and co-allocation of resources proved to be of particular importance for several
complex multi-scale applications developed within the MAPPER project [3],
[14]. These successes would have not been possible without offering simple but
powerful end user tools and comprehensive end user support.

What attracts users to the QCG solutions is the fact that the development
of QCG tools and services is performed in a close collaboration with groups of
domain researchers and is driven by their real needs. The fact that all the afore-
mentioned QCG components are developed by a single group of programmers
from Poznan Supercomputing and Networking Center in short development cy-
cles causes that QCG can be adapted to specific requirements in a relatively
short time. To the best of our knowledge, QCG currently provides the most
efficient and powerful multi-user access to the job management and advance
reservation features compared to other existing grid middleware services. QCG
also offers unique functionalities and features, such as co-allocation of resources,
cross-cluster execution of applications with heterogeneous resource requirements
and communication topologies, interactive tasks, as well as asynchronous noti-
fications and monitoring capabilities. In order to meet emerging end user re-
quirements and sophisticated scenarios, QCG provides means, by which different
e-Infrastructures like EGI, PRACE and EUDAT, as well as the GEANT one in
the future, can be bridged.

The continous and sustainable development of QosCosGrid in order to pro-
vide a highest-quality product for existing and new users, remains a priority
of Poznan Supercomputing and Networking Center. In the next few years, we
plan to proceed with further deployments of QosCosGrid on Polish and Euro-
pean sites. We want to create extensions and improve the current functionalities
of the middleware to support new and more demanding computing scenarios.

4 https://voms.cyf-kr.edu.pl:8443/voms/gaussian

https://voms.cyf-kr.edu.pl:8443/voms/gaussian
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Finally, last but not least, we aim at rendering the use of e-Infrastructure as
easy and user-friendly as possible.
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Lõrentey, K., Spataro, F.: VOMS, an Authorization System for Virtual Organi-
zations. In: Fernández Rivera, F., Bubak, M., Gómez Tato, A., Doallo, R. (eds.)
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D.: Easy Development and Integration of Science Gateways with Vine Toolkit.
In: Bubak, M., Kitowski, J., Wiatr, K. (eds.) PLGrid Plus. LNCS, vol. 8500, pp.
147–163. Springer, Heidelberg (2014)

13. Furlani, J.L.: Modules: Providing a flexible user environment. In: Proceedings of
the Fifth Large Installation Systems Administration Conference (LISA V), pp.
141–152 (1991)

14. Groen, D., Borgdorff, J., Bona-Casas, C., Hetherington, J., Nash, R.W., Zasada,
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Abstract. This paper describes the work done to provide production-
grade Cloud system for the scientific communities of the PLGrid Plus
project. Our goal was both to show generic architecture of the Open-
Nebula-based platform as well as enhancements we had to provide in
order to meet the needs of our users and the requirements of the plat-
form. Numerous solutions have been developed and integrated such as
the authentication and authorization mechanism working with the stan-
dard project accounts and based on X.509 proxy certificates, a group
synchronization solution, flexible way to access cloud instances despite
the need to conserve IPv4 resources either through Network Address
Translation (NAT) mechanism or the Virtual Private Network (VPN).
We also describe some security implications, which are crucial in the case
of cloud systems.

Keywords: cloud, infrastructure, virtualization, KVM, Grid, X.509.

1 Introduction

Since some time the Cloud systems have become one of the most largely used
e-infrastructures in both industrial and scientific communities. Their popularity
is triggered by the specific needs of the modern eScience.

Nowadays, scientists require highly scalable and flexible solutions. Legacy clus-
ter and grid systems, despite being well suited for a large number of scientists,
are not always the best choice. Sometimes, it is necessary to deploy a highly
customized, personalized middleware for a small group of researchers, not big
enough to justify usage of all cluster resources. In such cases, it is very important
to have the possibility to provide smaller, separated, virtualized environments,
which could be dynamically adapted to the size required by the researchers.

Another good example involves researchers testing and developing software
for different distributions or platforms. The cloud allows them to instantiate and
recycle multiple different OS configurations for their tests in a safe environment.
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The goal of this paper is to present the Cloud infrastructure deployed in the
scope of the PLGrid Plus project as part of the production PL-Grid Infras-
tructure [1]. The new cloud is located in th same server room as other PL-Grid
services. Our goal is to overlay existing grid infrastructure with the cloud system
up to a half of the Zeus supercomputer.

2 Description of the Problem Solution

2.1 General Overview

To fulfill the scientific needs of the use-cases described above, we have proposed
and deployed the cloud platform as shown in Fig. 1.

Fig. 1. Overall architecture of the PL-Grid cloud platform

As one can see, we have deployed a platform whose core is based on a well-
known, open source solution OpenNebula [2]. However, in order to best suit
the needs of the scientific community, we had to augment the platform. Our
intention was to reach this goal by extending the solution with minimal need
for integration into the core components of the OpenNebula. These extensions
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include creation of a REST API mechanism for easy and secure remote access to
the Cloud API from the UI node, a mechanism allowing synchronization between
users groups stored in LDAP and internal OpenNebula group representations,
as well as network-related solutions for providing remote access to the instances
itself based on NAT or VPN mechanisms. All these aspects are described in
detail in the following sections.

2.2 OpenNebula Choice

OpenNebula was chosen due to its simplicity, scalability, and ease of extensibility
of its API with new tools. Also, it already had most of the required features,
so that only a few missing functionalities had to be implemented, as described
below. Finally, OpenNebula supports the native Linux virtualization – KVM.
This choice was important due to the stability and support from various Linux
distributions.

2.3 REST API and Its Client

One of our main goals was to provide authentication based on the standard grid
(X.509) proxy certificates. This solution is widely used in various grid middleware
and is well-known by scientists. As the certificate-based approach is also featured
by the EGI FedCloud task [3] members, users would be able to use their default
certificate in both the PL-Grid and EGI infrastructures.

The solution for the platform described in this paper evolved from an LDAP-
based authentication driver provided by OpenNebula. Adding features like LDAP
based-authorization and proxy authentication, combined with a distributed ar-
chitecture, required changes going beyond a simple modification of the authen-
tication driver. We had to provide our own CLI (Command Line Interface) to
transfer all required data between User Interface (UI) machine and the head
node of the cloud.

The proposed and implemented solution is composed of three elements: a com-
mand-line interface on the UI, a REST server and a modified authorization driver
on the cloud head node. The combination of all these parts provides a seamless
experience of OpenNebula to the end user. The certificate-based authentication
makes it unnecessary to use a username and a password.

The first step is calling a command by the user. We mirror the exact command-
line interface of OpenNebula and capture the commands along with their argu-
ments. Then, we add the user proxy certificate (the user is asked to generate it
if it is not present). When all data, including input files if needed, are collected,
the CLI makes a call to the REST server.

In the second step, the REST server prepares the OpenNebula command call
and executes it.

In the last phase, OpenNebula attempts to authenticate and authorize user,
using the modified driver. Instead of a simple user and password check, the user
proxy certificate is verified. This process is made of multiple checks, where failing
on any of them causes the rejection of the user call. First, we check if the user
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is allowed to use the Cloud infrastructure. Then, we verify that the provided
proxy certificate is internally valid. Finally, signatures are checked: the proxy
certificate must be signed with the user certificate registered in the PL-Grid
LDAP database, and the user certificate must be signed by one of the trusted
CAs (Certificate Authorities). When all these steps succeed, the result of the
call is sent back to the user.

This approach simplifies requirements for the user who wants to use the cloud.
A registered PL-Grid user needs to request access to the Cloud platform and
generate (or register) a valid certificate. Both actions can be performed using
the User Portal.

2.4 Group Synchronization

Despite the fact that the goal of scientific communities is usually to share re-
sults of their work through publications, even scientific service providers must
ensure proper access control in multi-tenant systems such as Clouds, in order to
safeguard early results from potentially malicious third parties.

The proper mechanism in OpenNebula is based on groups, which, in combi-
nation with ACLs, allows managing the access to resources such as OS images,
templates, virtual networks, etc. To provide integrated access control based on
the PL-Grid accounts, during development of the computing cloud platform, we
had to provide a mechanism for LDAP and OpenNebula groups synchronization.

The goal described above could be reached by automatically executing every
6 hours a script responsible for group synchronization that performs necessary
additions and deletions on the internal OpenNebula groups stored in its internal
MySQL database on the basis of the entries in the LDAP catalog.

In addition to group synchronization, proper ACL entries are created to allow
usage of these groups by authorized users. This ensures that the same infor-
mation about groups is kept in the PL-Grid accounts system and in the cloud
infrastructure.

2.5 Networking

The described platform allows users to access the cloud instances in numerous
ways as shown in Fig. 2.

As the IPv4 address shortage is a well-known problem, we had to propose the
solution that conserves these resources. Thus, cloud instances have private IP
addresses and remote access to them is provided via one of the two solutions
enabled in the PL-Grid Cloud.

Network Addresses and NAT. The first one is based on the NAT mecha-
nism that could be controlled by the users to “redirect” the required TCP or
UDP ports to the instance. In special cases, when port redirection is insuffi-
cient, it is possible to redirect the entire public IP (via a 1:1 static NAT mecha-
nism). A good example of a use case requiring the entire IP address redirection
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Fig. 2. Overview of the network solutions for the PL-Grid cloud platform

is SynchroGrid. Solutions used by this domain grid are based on legacy tech-
nologies whose complex communication patterns would not tolerate dynamic
address/port translations. Another common protocol that needs special han-
dling due to a typical communication patterns is FTP (and related ones, such as
GridFTP). As users are frequently behind NATs and/or firewalls, FTP usually
would require so-called passive mode, which opens multiple dynamic ports. As
a result, in order to properly handle this protocol, it is needed to either redirect
the full IP or a continuous range of ports in a static manner, which could be
later added to server configurations.

As shown in Fig. 2, the HEAD node acts as a NATing router, which at the
same time provides Internet access to the VM Instances through the SNAT
mechanism as well as allow TCP/UDP ports or IP addresses redirection via
the DNAT mechanism. From software point of view, the translation is handled
by the netfilter mechanism being the part of Linux kernel controlled by the
iptables tool.

Virtual Private Network. The second mechanism is based on OpenVPN [4]
and allows establishing the (encrypted) tunnel to the platform from an arbitrary
location and then direct access using the private IPs. The server is located on
the Cloud HEAD node. The access is granted on the basis of the same X.509
certificate that is used by the Cloud API after verification that it corresponds
with the user in LDAP having proper service activated. In this case, the VPN
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user gets, for the time of the connection, a dedicated private IP for the client
machine. This type of a solution is perfectly suited for integration/configuration
and testing phases when a single developer needs unrestricted access to the
VM without the need to setup redirections for each port. Additionally, the VPN
might be used if the service needs to be accessible just from a specific location(s)
– e.g. a scientist’s home institution. In this case, a so-called site-to-site VPN could
be established in order to allow unrestricted access to the cloud.

Security Considerations. There are numerous security related issues related
to the cloud, including those common to all or most IT systems, as well as
specific to the cloud. The common ones include of course the need to provide
secured communication between the user and the API as well as cloud instances.
The secure communication between the user and the UI is ensured with the SSH
protocol used to access the UI. Also, SSH is used to access and manage the
cloud instances. The communication between the UI and the Cloud API features
utilizes HTTPS [5], which is also encrypted using the TLS [6] protocol. Finally,
if the user needs to access the cloud using a less secure protocol, the already
mentioned encrypted VPN could be used.

Another more cloud-specific issue is related to the need to provide a mecha-
nism for user authentication (including root) leaving out administration and OS
configuration itself to the user, so in turn with minimum requirement for the
software preinstalled on the machine. In the current platform we have achieved
this goal through so-called contextualization. This mechanism requires just a few
lines of code in the system initialization script, which injects the user-defined (via
API) public key to the machine at the first boot-up and authorizes it as root.
As a result, the user can use his/her private key to access the machine with
administrators privileges.

Finally, we had to protect the machine from external attacks such as brute
force attacks on SSH. Such types of attacks are nowadays very common and
might be especially dangerous for cloud environments, in which users having
full root access are acting as administrators, yet might not be so well versed in
OS security-related aspects as full-time system engineers. As all communication
goes through the firewall on a head node, by default all instances are protected
from external attacks. When users are exposing some services on TCP/UDP
ports or NAT 1:1 IP address, such services become vulnerable. However, in this
case we can still discuss with the instance owner and provide a mitigation such
as firewall rules on the cloud infrastructure side, limiting access to the services
from trusted ranges, enable platform-wide IPS system, or at least instruct the
users on how to use host based IPS (such as fail2ban) on their own machines.

3 Results

The described Cloud platform is currently deployed as a production service in
the PL-Grid Infrastructure and available to scientists using the platform on the
same rights as any other middleware. We are observing that scientists are very
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actively using the platform. At the time of writing this paper, our cloud is used
by over 50 users, which are running over 100 VMs. In total, since production
deployment, the cloud has been used to instantiate over 800 machines.

Specifically, the cloud is now actively used by the SynchroGrid [9] community
and the group responsible for development of the VeilFS [7] system. Also some
work has been done to Cloud-enable another PL-Grid service DataNet [8]. Addi-
tionally, members of the AstroGrid-PL [10] community are working on enabling
their services on the cloud.

4 Conclusions and Future Work

In summary, the goal to fulfill scientific requirements to the cloud platform,
described in the introductory section, have been reached. The functional Cloud
platform has been deployed, integrated with the PL-Grid Infrastructure and
provided to the users as a production service. The scale is of course still limited as
the service is in its initial state, however, for the current stage of the project, we
think that the number of users and provisioned resources is on a good level. Also,
very promising is the fact that the interest in the services is constantly growing.
Of course, the cloud needs to be constantly monitored and updated, which is
our current and future task. We also plan to continue extending the platform,
in order to respond to further scientific demands of the users. Additionally, we
are looking for new solutions and middleware to further streamline users’ access
to the platform.
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Abstract. The security of the Polish Domain-Specific Grid Infrastruc-
ture relies on applying appropriate security standards and practices by
five Polish HPC centres participating in the PLGrid Plus project. We
review both aspects of assuring in-depth security in the Polish Domain-
Specific Grid Infrastructure: the conceptually lower level of underlying
HPC centres and the topmost level of the project, comprising services
and applications. We describe the security model in the PLGrid Plus
project as a case-study in order to provide a best-practices example to
be further developed, extended or adjusted in other Research and De-
velopment (R&D) projects, where resources available for ensuring secu-
rity are visibly limited. We compare the available security measures and
practices with those applied in other experienced grid and networking
projects, both national (e.g. PL-Grid or National Data Storage 2) and
European (e.g. EGI).

Keywords: IT security, HPC, Grid, security measures, NGI, NGI PL.

1 Introduction

1.1 IT Security Landscape at a Glance

Although the relevance of security to information and communications techno-
logy (ICT) has not decreased over the past years, its shape has been altered by
new attack techniques. Emerging threats include targeted attacks, such as large-
scale Distributed Denial of Service (DDoS) and Advanced Persistent Threats
(APT). According to the 2013 “Internet Security Threat Report, Volume 18” [25]
there was a 42% increase in targeted attacks in 2012. As for APT, this is not
a newly invented technique of attacking systems, but rather an advanced com-
bination of different known attack types that results in obtaining a silent and
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secret backdoor to the attacked infrastructure, allowing the attacker to either
control it or steal sensitive data (or both). APT attacks are usually long-term
and, by definition, highly customised against the target.

The infrastructures of High Performance Computing (HPC) centres are at-
tractive targets due to high bandwidth connections, extensive computational
power and massive storage capacities [22]. Additionally, HPC centres may store
valuable scientific data. According to [1], whilst the main targets of cybercrimi-
nals are web sites, e-commerce portals and payment processing infrastructures,
HPC data centres and corporate infrastructures hold the 4th position (4% – not
much, but HPC centres are not directly associated with financial assets). HPC
systems are considered as a beachhead: once compromised, they may be utilised
as a starting point for further attacks whilst remaining trusted by the attacked
organisation.

Attacks are more sophisticated than ever, and keeping cybercriminals out re-
quires a multi-faceted approach [1]. In order to combat sophisticated attacks,
defence-in-depth strategies for specific information technology (IT) infrastruc-
tures should be designed. This type of strategy assumes that layered security
mechanisms increase security of the system as a whole. If one security layer is
breached in an attack, additional layers may stop the attacker (Open Web Ap-
plication Security Project – OWASP [21]). Multilayered defence has a better
chance of stopping a multilayered attack (like APT).

It is especially difficult to defend against APT attacks as they usually use
social engineering and 0-day vulnerabilities (14 such vulnerabilities have been
found in 2012 [25]). In the near future we cannot expect any single solution able
to combat APT attacks – rather, we should try to combine the multilayered
protection measures in order to decrease the probability of a successful attack.

1.2 Our Goal

Our goal is to review two aspects of assuring in-depth security in the Polish
Domain-Specific Grid Infrastructure:

1. On the conceptually lower level consisting of five underlying HPC centres:
Academic Computer Centre CYFRONET AGH (CYFRONET), Interdisci-
plinary Centre for Mathematical and Computational Modelling (ICM), Poz-
nan Supercomputing and Networking Center (PSNC), Academic Computer
Centre TASK (TASK), Wroclaw Centre for Networking and Supercomputing
(WCSS).

2. On the conceptually higher level of the project, comprising services and
applications.

Additionally, we would like to show how the situation changes over time. We
have been able to observe the IT security landscape at Polish HPC centres in
2012, basing on research [14] performed in the Partnership for Advanced Com-
puting in Europe (PRACE) project [6]. We have repeated the security assessment
of the same centres in 2013 within the scope of the PLGrid Plus project. This
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will allow us to assess the changing security level in the Polish HPC centres
themselves.

There is evolution on the project level as well. During the lifetime of the
project’s predecessor, PL-Grid [23], certain activities were performed by its Se-
curity Center (Section 2). While in general these security actions were successful,
we found there was still room for improvement. An attempt was made to intro-
duce such improvements in the new project.

The assessment of the evolution of security measures at Polish HPC centres
will be complemented with a description of technical and organisational solutions
designed and implemented in the PLGrid Plus project (including their evolution
since PL-Grid). We will try to determine whether there are still security gaps
at HPC centres and whether they are sufficiently remedied with security mecha-
nisms built in PLGrid Plus.

1.3 PL-Grid Infrastructure Security

Only appropriate combination of security measures on the HPC level and the
project level may result in a secure project environment, even if the levels are
not quite dependent on each other – note that project teams may not have much
impact on HPC centre policies.

What Is the Security Level of HPC Centres? The security of the Polish
Domain-Specific Grid Infrastructure relies on appropriate security standards and
practices applied by five Polish HPC centres participating in the PLGrid Plus
project. All centres actively cooperate with their national and European part-
ners, exchanging knowledge and experience, including information about the
most recent trends in IT attacks and suitable countermeasures. As a result, the
awareness of IT threats among security teams is sufficient. Good cooperation
practices on the project level have also been established, directly affecting the
security level of applications developed in the project, and facilitates appropriate
incident monitoring and response procedures. On the other hand, these are not
all layers where a security breach may occur. An attacker may find a vulnera-
bility in the internal network of an HPC centre, or successfully prepare a social
attack. It is not an easy task to implement consistent security policies at diffe-
rent HPC centres as they operate in different environments and have different
security requirements, all of which bears influence on security measures.

What Is the Project’s Security Level? The above-mentioned HPC centres
comprise the basis for assessment of security throughout the PL-Grid Infrastruc-
ture as they host the project services and data. This, however, is not enough.
A badly protected service may succumb to an attack using a port that is ena-
bled on the HPC network firewall (otherwise the service would not be accessible
for legitimate users). Additionally, any grid-level or user-centric service may be
vulnerable to attacks, affecting security on different levels, e.g. Web OS code
execution compromises a machine (and usually upper layers as well) whilst SQL
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injection affects the grid layer. Therefore, we need appropriate security measures
on the level of the project itself. This creates another layer (which is technically
composed of multiple sublayers). The PLGrid Plus project introduces new goals
and aims to improve upon PL-Grid. As a consequence, the Security Center has to
evolve as well. While these changes are difficult to measure, they define security
evolution on the project level.

2 State of the Art

We will briefly describe how security issues are handled in selected Polish and
European Union R&D projects. Even though security measures implemented in
these projects have not been explicitly reviewed, or are unknown to authors,
some of the applied security solutions were considered worthy of adoption in the
PLGrid Plus project, and are analysed in this work.

2.1 PL-Grid

In [7], the authors described a way to maximise the level of protection of a hete-
rogeneous grid environment. The PL-Grid Infrastructure is specifically referred
to in [16]. In the PL-Grid project, a special task force, called the Security Center
(SC), was established as an independent entity, with the National Grid Infras-
tructure (NGI) Security Officer as its head. The Security Center was engaged
at every stage of development of the target infrastructure. The role of SC was
both reactive – handling security incidents, and proactive – preventing security
breach attempts. The latter work consisted primarily of preparing and apply-
ing security policies and procedures, developing a methodology for grid-oriented
penetration tests [10] and performing security audits. Security monitoring was
performed as well, using generic tools such as Pakiti [5] or more specific ones
such as Acarm-ng [11] and SARA [15].

Appropriate procedures were created to ensure security on the HPC and other
levels and to protect NGIs on the services level. As an example, “Security re-
quirements for administrators” [8] applied to the lower level, whilst “Security
requirements for programmers” pertained to the upper level of the software ab-
straction layer. The “Software deployment procedures” [12] document was an
important example of the latter group. Among other issues, these procedures
determined the role of the Security Center in the software deployment chain and
stated an important rule, namely that SC must certify each software compo-
nent developed within the project. Of note is also the “Simple CA user verifi-
cation procedure” – part of [17], which allowed users to obtain certificates in
a faster and more convenient manner, without significant detriment to the se-
curity of their software. During the project, penetration tests were conducted
several times, in lockstep with changes in the infrastructure configuration. Two
different approaches were applied: blackbox and whitebox. For the blackbox ap-
proach, a dedicated, custom methodology was used, whilst the whitebox part
relied on a number of tools to automate the audit process. Owing to the higher
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degree of homogeneity on the OS level (compared to the application level), it
was more feasible to apply automated tests in this layer. Thus, the whitebox
toolkit helped secure the operating system level whilst heterogeneous services
were thoroughly tested in a manual, blackbox-like manner.

A number of source code reviews were conducted within the lifetime of the
project. The primary goal of the audits was to validate software created by
various PL-Grid tasks. Audits of external, open- or closed-source grid software
components considered critical to the NGI were performed. Since a decision has
been made to manually review source code, and not simply use automatic code
scanners, significant effort had to be invested in this task. As a result, a number
of security bugs were found, affecting the European Grid Infrastructure as well.

As a result of the above described measures, the PL-Grid Infrastructure was
only affected by a very limited number of known security attacks, all of which
were detected early and successfully mitigated.

2.2 European Grid Infrastructure

The European Grid Infrastructure (EGI [3]) is a successor to the Enabling Grids
for E-sciencE (EGEE) I/II/III projects. Its aim was to develop an integrated
grid infrastructure among many National Grid Infrastructures (NGI) as well as
many new grid-related services. One of those services was to create and maintain
a dedicated operational IT security team, called the Computer Security Incident
Response Team (EGI CSIRT [2]). The role of EGI CSIRT was mainly opera-
tional, providing several IT security services, including security incident response
and management, computer forensics, vulnerability assessment and monitoring.
Those services were performed on a global scale, for over 350 HPC sites located
around the world.

The geographical scope and number of protected locations required a state-
of-the-art approach, as security incidents can spread very quickly within a grid
environment, due to shared credentials. In such a case, a single unpatched site
poses a risk to all other sites, potentially leading to serious security incidents.
To realise this task in an efficient way, a dedicated security monitoring system
was developed as a precaution. The system checks for the presence of unpatched
vulnerabilities at every HPC centre several times a day. Members of CSIRT
constantly monitor public resources for new vulnerabilities. When these are
identified, detailed advisories, mitigation instructions and patches are quickly
distributed to all EGI member sites. EGI CSIRT advisories often spread beyond
the EGI infrastructure, within the academic world, owing to their high qua-
lity. The rapid patching of all EGI sites was enabled by special policies, which
required sites to either patch their systems or face suspension within 7 days.

To provide sufficient incident response quality, the position of a Security Offi-
cer on Duty was created: this person is responsible for quick reaction to all secu-
rity issues within EGI. CSIRT members perform this role in shifts on a weekly
basis. EGI CSIRT was successful in introducing a security incident information
sharing model by introducing a policy, which requires sites to send detailed in-
formation about an incident to all sites within a given timeframe. This policy
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also requires sending head-ups to all sites as the investigation progresses. All se-
curity incidents within EGI are investigated thoroughly, providing very detailed
reports, which sometimes take several weeks to prepare, but always point out
the root cause of an incident. Many EGI sites were interested in receiving sup-
port from CSIRT forensics experts whilst running their own investigations. All
of these measures combine to ensure a high level of service, which is very rarely
seen in the commercial world and usually costs a lot. Additionally, CSIRT intro-
duces a new service, which allows centralised user suspension. The aim of this
service is to provide a quick way (under 1 hour) to block a given user’s accounts
on all sites should this account become compromised. This significantly limits
the potential spread of security breaches to other EGI sites.

EGI CSIRT is involved in regular dissemination activities, improving overall
security awareness among HPC users and administrators. It organises unique
IT security training courses at HPC conferences and various CSIRT community
meetings. CSIRT members are also responsible for performing risk assessment
of the EGI infrastructure.

EGI CSIRT is a very unique team due to its structure – it is a virtual and
distributed team, consisting of representatives of several NGIs. From among over
50 NGIs, slightly over 10 have nominated representatives, and the Polish NGI
(NGI PL) was among them, being represented by a member of the PL-Grid
Security Center. EGI CSIRT is also a member of the TERENA Trusted Intro-
ducer TF-CSIRT workgroup with an accredited status, where many of worldwide
CERT/CSIRT teams share their knowledge and experience.

2.3 National Data Storage 2

The purpose of the National Data Storage (NDS) project was to provide large
secondary storage facilities for education and government in Poland [4]. National
Data Storage 2 (NDS2) was a continuation and enhancement of NDS and was
launched in May 2011. The project was addressed to deliver new features as well
as enhanced security and performance stability to the basic NDS model [13]. The
improvements were made on both technical and organisational levels. A Security
Office has been appointed, consisting of security experts, with the project Se-
curity Officer and Security Office Coordinator as the managing body. Since the
project team was relatively small (ca. 50 persons) and good cooperation between
individual members had already been established, there were no requirements
or serious demand to introduce security procedures concerning software valida-
tion. Nevertheless, the security team was free to cooperate with developers over
the course of their work. As the number of software components was relatively
small, it was not a difficult task for the Security Office to supervise all of them
throughout their entire life cycle, including deployment. On the technical level,
the Security Office operated in a similar fashion to its PL-Grid counterpart (the
Security Center), with a similar approach to code audits and application pene-
tration testing.
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2.4 Partnership for Advanced Computing in Europe

The Partnership for Advanced Computing in Europe (PRACE) is an initia-
tive started in 2008 with the first PRACE Preparatory Phase project, followed
by Implementation Phase projects: PRACE-1IP, 2IP and 3IP [6]. During the
course of these projects, the PRACE Research Infrastructure (PRACE-RI) was
established as an international non-profit association, with 25 member coun-
tries, including Poland, represented by HPC centres. The goal of participating
projects and the entire association is to create a pan-European supercomputing
infrastructure, providing access to computing and data management resources
and services for large-scale scientific and engineering applications. The PRACE
Security Forum brings together representatives of each site contributing to the
infrastructure. The goal of the forum is to discuss and formulate security poli-
cies and procedures on a project level. The forum closely collaborates with EGI
CSIRT. Rapid communication channels for site security officers were instituted
in order to spread information about emerging security issues. The state of se-
curity protection on PRACE sites was evaluated once, and the outcome was
published as a set of general recommendations [14].

3 Layers and Measures of Security in a Grid

In this section we present the security measures that were used to perform an
analysis of the security level of the PL-Grid Infrastructure (as described in the
following sections). We will show that both previously presented abstraction
layers of the grid infrastructure can be further divided into smaller components
where specific security measures can be applied.

We will also divide the definition of grid security into two main areas: organi-
sational and technical. Only an appropriate combination of these two areas may
result in maintaining a sufficient level of security. A security policy, which does
not translate into technical measures, is just a worthless piece of paper. Similarly,
technical measures, which were not implemented in accordance with a common
security policy, are usually applied in a chaotic way and often not according
to best practices in the field. An additional problem emerges when technical
staff members leave the organisation – their knowledge disappears with them, if
undocumented.

Fig. 1 outlines both conceptual levels of the Grid: the project level and the
HPC centre level, divided into sub-layers. Each layer can be assigned a security
measure: either specific or shared by multiple layers. Each HPC-level component
introduces distinct measures, e.g. a firewall, Network-based Intrusion Detection
System (IDS) or anti-DDoS are reliable security metrics on the perimeter layer,
whilst rootkit detector or Host-based IDS reflect security on the host layer.
Security policies, Penetration tests and Security audits concern multiple layers.

3.1 Organisational Measures

Security cannot be approached in a consistent manner absent an organisatio-
nal framework. Each organisation should employ a team of people tasked with
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Fig. 1. Security levels and measures in a grid environment

taking care of security (a security team and/or internal audit department – the
latter usually in larger organisations, especially big corporations). The existence
of a separate security/auditing department or team is one of the best indicators
of attitude towards security and of the degree of seriousness, with which this
issue is treated within the organisation. The person whose daily duties include
system or network administration should never be the one who audits those
systems or infrastructures. They simply cannot do it well (i.e., in a completely
unbiased and neutral way) even if they possess extensive knowledge about secu-
rity. The situation resembles book editing – authors are generally not capable of
consistently spotting and correcting their own mistakes.

Implementing state-of-the-art technical solutions and establishing a security
team is still not enough: in the words of one of the greatest IT security gurus,
Bruce Schneier: “security is a process, not a product” [24]. This is why level
of security should be periodically evaluated and controlled. Periodical security
audits should consist of various scenarios, such as configuration and source code
reviews and penetration tests, both black-box and white-box, originating from
the Internet and local networks. Naturally, security audits should be performed
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by people who are not directly involved in infrastructure maintenance. Besides
audits performed by the security team, it is often prudent to periodically con-
tract an external entity for a security test so as to obtain valuable third-party
opinion, mitigating the risk of overlooking a crucial vulnerability. All of the
above mentioned organisational means of maintaining a decent level of security
have to be specified in the security policy. As well as being carefully prepared
and thoroughly scrutinised, the organisational security policy should base on
established norms and standards (such as ISO27001). The Information Security
Policy should also settle some specific issues such as the terms of use or equi-
valent agreements for users to access the HPC centre, and the consequences of
breaching these terms. The server room is a place with a significantly higher
level of security. Therefore, not everyone is allowed to enter it.

3.2 Technical Measures

IT security cannot rely on security policies alone. Having an “it is forbidden”
clause in a document will not convince an adversary to restrain themselves from
performing attacks against the infrastructure. Some technical means have to be
applied. A number of tools are available on the market; however, a perfect solu-
tion to security problems obviously does not, and will never exist. One should not
rely on security provided by a single product. The key to establishing a decent
level of security is defence-in-depth. While it does not guarantee absolute secu-
rity, it nevertheless provides the means to make a successful attack so difficult
as to become cost-ineffective for the attacker.

Firewalls. The main type of defence against threats coming both from the
inside and outside of the HPC network is a firewall. In the easiest example
it is a device installed on the network perimeter and examining all data sent
between the internal and external networks. The key issue here is to examine
the data as thoroughly and as deeply as possible. Application firewalls enable
this by analysing all of the 7 ISO/OSI layers, including the topmost application
level. It is also crucial to maintain high availability (HA) so as to secure the
HPC infrastructure against the firewall’s failure. According to the defence-in-
depth principle, it is advisable to use not only network firewalls, but also local
firewalls.

Antivirus Software. Another important type of local security system is an-
tivirus software (AV). Unfortunately, whilst it should successfully detect known
threats (based on the installed set of signatures), it may not be able to react to
0-day attacks or other unknown malware. In several categories of systems, not
installing AV software may be justified (e.g. highly loaded HPC computational
nodes that are protected on other layers, especially if these servers run an OS,
which is not particularly susceptible to viruses or software vulnerabilities, e.g.
Linux [1], [18]).
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IDS Systems. Due to the fact that firewalls and antivirus systems are not
sufficient to reliably secure organisations’ IT infrastructure and prevent attackers
from gaining unauthorised access to their internal networks, implementation of
additional security measures is necessary. Systems able to monitor the processes
and analyse network traffic are considered especially useful for HPC centres [22].
Solutions designed to help and support security administrators include Intrusion
Detection Systems (IDS). An IDS monitors critical parts of the infrastructure
in order to discover intrusions and intrusion attempts and immediately informs
administrators about any irregularities. To reduce the likelihood and impact
of a successful breach, it is crucial to minimise the window of opportunity for
would-be attackers. Therefore, the aim of IDS is to discover and notify about
attacks and intrusion attempts in (near-)real-time. Two main categories of IDS
are:

– Host-based Intrusion Detection System (HIDS) – an application installed
on a specified machine. Its main goal is to monitor certain operating sys-
tem components as well as applications and network interfaces in order to
discover suspicious activity that may be a sign of a break-in attempt.

– Network-based Intrusion Detection System (NIDS) – monitors network traf-
fic and attempts to discover known attack patterns (signature-based ap-
proach) or unusual network activity (anomaly detection approach).

There are other IDS categories (for example Distributed Intrusion Detection
System) and approaches to intrusion detection, but most of them are based on
the two main categories presented above. Intrusion Detection Systems with ac-
tive attack prevention mechanisms and features (blocking certain ports, resetting
suspicious connections, etc.) are called Intrusion Prevention Systems (IPS), and
may also be categorised as Host-based (HIPS) or Network-based (NIPS).

Authentication. Authentication basing on a username and a static password
is, naturally, the most popular form of authenticating users. It is not, how-
ever, the most secure one (according to [1], 89% of networks contain a weak
or blank system administrator password and 86% a database password of that
sort). There are plenty of other, safer methods. The main idea of increasing au-
thentication security is usually two-factor authentication. Under this approach,
having a password, “something you know”, is not enough for a user to authenti-
cate. A second factor is required; typically a possession factor, i.e., “something
you have”. One of the relatively recent technologies currently gaining in popu-
larity is the One-Time Password method (OTP). OTP is a password that is
valid for only one login session, which helps avoid some of the shortcomings of
static passwords such as vulnerability to replay attacks, i.e., even if the attacker
obtains the password, it is not valid and cannot be used anymore. A special
device is required to generate passwords, but the associated cost is not high.
A better known technique is asymmetric cryptography. The user needs a pub-
lic and a private key for successful authentication. The public key is placed on
the server, which pre-authenticates the user. The user’s identity is subsequently
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proven when a challenge encrypted with the public key is successfully deciphered.
Possession of the private key and knowledge of the passphrase used for securing
it is required at this step.

Remote Administration. Even the best authentication methods may prove
ineffective and, as a consequence, insecure if other security practices are
neglected. Remote access flaws were the most frequent cause of successful in-
filtration in 2012 (47% [1]). One should always bear in mind that remote admi-
nistration does not come without a risk. It is crucial, whilst managing systems
remotely, to use cryptographically secure protocols such as Secure Shell (SSH).
Moreover, connections should be made to unprivileged accounts and adminis-
tration privileges should be obtained locally, so as to add an additional layer of
security.

Network Segmentation. Proper network segmentation must not be neglected.
It is recommended to place public services in a separate network segment called
the Demilitarised Zone (DMZ), with no access to the users’ LAN. This can
be achieved either by physical separation or by using VLANs (Virtual LANs),
which enable the administrators to divide the physical network into logical sub-
networks. In addition to easier network segmentation, VLANs help separate user
traffic from administration traffic, which obviously increases the overall security
level. In more complex environments, network segmentation can be further dif-
ferentiated into several DMZs and several internal layers.

DDoS Attacks and Countermeasures. There is a specific group of network
attacks that are of special interest to Security Administrators, as protecting
against them is handled differently – the Denial of Service (DoS) attacks. Their
concept bases on preventing legitimate users from accessing a certain service.
A Distributed Denial of Service (DDoS) attack is a DoS attack that is additio-
nally carried out from numerous locations. It introduces two main factors: the
attack volume is much higher and it is much more difficult (or even impossible)
to define the list of attacking source IP addresses. Combating DDoS attacks is
a difficult task and a point of interest for security researchers. The most effective
solution is geographical data distribution, aided by intelligent network filtering
devices.

Advanced Security Solutions: Honeypots and DLP. More sophisticated
technologies intended to further increase the security level are honeypots and
DLP (Data Leak Prevention). Honeypots imitate badly secured systems in an
attempt to attract real attackers who then spend time trying to compromise
a throwaway system, whilst additionally revealing their methods of attack. DLP
software tries to protect organisational data, but must be perfectly adjusted and
configured for the protected infrastructure. As a result, neither solution is used
extensively, which, in many cases is quite reasonable for an HPC centre. We have
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inquired about these measures to find out whether there is a trend to use some
extra (“non-mandatory”) protection techniques.

Physical Security. One should not underestimate the importance of physical
security. Law #3 of Microsoft’s 10 Immutable Laws of Security says: “If a bad
guy has unrestricted physical access to your computer, it’s not your computer
anymore” [20] and is, as the name says, immutable, hence still valid. This is the
reason for our focus on physical server room security. It is recommended to divide
the server room into tiered security zones, besides keeping it under constant and
uninterruptible surveillance and limiting access to authorised personnel. Several
methods can be used to ensure staff authorisation – from conventional keys
through electronic keys to biometric scanners.

4 Analysis and Evolution of Different Layers of Security

In this section we will try to review the security level of the PL-Grid Infrastruc-
ture. We will go beyond simple assessment of a particular point in time and in-
stead attempt to show current infrastructure security facets and their dynamics.
This is possible since we have performed two HPC security level measurements
by requesting surveys from centre administrators. Although we treat HPC and
project levels separately, it should be noted that they tend to affect each other
(Section 5). Penetration tests are a good example as usually they are not bound
to any particular layer and instead concern multiple layers, even if their results
are only reported in HPC-level surveys.

Section 2 describes important aspects of PL-Grid security. The PL-Grid In-
frastructure has evolved since then, as PLGrid Plus provided new goals and
features, influencing security in a significant way. We are going to review these
changes as well in order to provide a complete picture of the infrastructure-wide
security evolution.

4.1 HPC Level

The Current State. As stated before, PLGrid Plus consists of two layers – the
lower, hardware layer and the upper, application layer. Whereas the application
layer has to be concise, the hardware layer may vary even within one HPC centre.
Obviously, HPCs differ from each other and have different security requirements
and different security policies. As a result, securing the PL-Grid Infrastructure
does not have to account for the security of HPCs as a whole. Finally, the
required set of mechanisms that should be used to secure an R&D project’s
infrastructure, depends on the project’s nature, the sensitivity of processed data,
etc. These factors may ultimately necessitate different approaches to IT security
than those applied by HPCs.

Some security measures, however, are always present in an HPC infrastruc-
ture. Hence, core security tools, e.g. network and local firewalls, are immutably
used at every HPC centre participating in the PLGrid Plus project. NIPS/NIDS
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systems are also widespread – 80% of HPCs have a network IDS/IPS solution
deployed. HIPS and HIDS solutions are less common and have been implemented
only at 40% of HPCs. One fifth (20%) of the surveyed centres use application
firewalls and the same amount have antivirus software installed. However, 60%
of the surveyed centres use rootkit detectors. More sophisticated security means,
such as DLP, did not find any advocates among HPC administrators.

Physical security is approached very seriously at the surveyed centres – all
HPC server rooms are under surveillance (Fig. 2) and every HPC centre has
introduced an Acceptable Use Policy (AUP). Breaching the rules may lead to
blocking the user’s account, limiting privileges or suspending a grant. As men-
tioned in the previous section, the attitude towards security is reflected by the
existence of a security team/department. Four fifths (80%) of the surveyed HPC
centres either have a security team or employ people whose daily duties focus
on security issues, but who do not belong to a separate organisational entity.

Fig. 2. Physical access control mechanisms used at HPC centres

The infrastructure at all HPC centres is properly separated using both VLAN
segmentation and network filters, and all centres enforce secure communication
channels to low-privileged accounts, requiring privileges to be upgraded locally,
should the user need it. Moreover, 20% of HPCs provide a Virtual Private Net-
work (VPN) service. Almost half (40%) have already introduced two-factor au-
thentication in the form of security tokens.

The HPC infrastructure has to undergo regular security tests so as to maintain
a proper level of security. Tests have been performed in all participating HPC
infrastructures. The majority (60%) of the infrastructures go through periodical
security tests, whilst the remaining ones (40%) have been tested at least once.
In 60% of cases tests are performed by external entities, in 20% by dedicated
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Fig. 3. The scope of security tests performed at HPC centres

security team and in 40% by infrastructure administrators. Fig. 3 illustrates the
various approaches to testing employed by security testers. In four fifths (80%) of
HPCs configurations were reviewed whilst in over half of them (60%) penetration
tests originating from the Internet were performed. The scope of security tests
in 40% of centres include penetration tests launched from the internal network.

Non-technical audits are also a useful way to enhance security. One fifth (20%)
of HPCs have an auditing department and the same fraction (20%) have under-
gone formal (non-technical) security audits. Information Security Policies (ISP)
based on internal procedures have been introduced at 60% of HPC centres whilst
40% of them have yet to introduce ISP.

Only 20% of sites believe they do not require any Distributed Denial of Service
(DDoS) protection and therefore do not have it and are not going to implement
it. Yet this kind of attack is becoming more and more popular. Polish High Per-
formance Computing centres connected to the broadband National Research &
Education Network PIONIER are indubitably more resilient to DDoS attacks,
but definitely not immune. Therefore, 80% of the surveyed centres have intro-
duced some countermeasures against this kind of attack. One fifth (20%) of sites
have procedures for combating DDoS attacks whilst 40% have implemented anti-
DDoS software or hardware solutions. One fifth (20%) of centres have plans to
introduce some countermeasures against DDoS attacks.

Progress Description. Besides assessing the current state, it is important to
analyse how the situation has changed since the survey conducted in [6] and the
one organised within the PLGrid Plus project (the approximate time elapsed
between both surveys is 12 months).
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The most significant changes encountered through that period, are as follows:

– one (20%) HPC centre changed its organisational approach to IT security
(a separate security team or department was created);

– one audit department was created and one HPC centre underwent a formal
(non-technical) security audit;

– one HPC centre deployed a network IDS/IPS system (increase from 60% to
80%);

– as for local security systems, one HPC ceased to use local IDS/IPS; on the
other hand 3 centres began using antirootkit tools;

– one centre ceased remote management of certain systems by direct remote
login to privileged accounts (this was the only HPC centre, at which this
practice had been used);

– one centre changed its policy stating that it did not require anti-DDoS tech-
niques and began using technical (hardware) countermeasures;

– one centre (increase from 80% to 100%) implemented network segmentation
in order to separate the HPC infrastructure from other systems, and deployed
network filters;

– 2 centres (increase from 0% to 40%) began applying nonstandard authenti-
cation methods, more sophisticated than plain user-password pairs.

Whilst the scope of changes may seem low, twelve months is a relatively
short time to handle the entire process of analysing, purchasing, deploying and
configuring a new security system, especially in public research institutes, which
have to conform to specific legal restrictions. In general, the direction of the
encountered changes must be assessed positively.

4.2 Project Level

As already mentioned, PLGrid Plus can be regarded as a successor to PL-Grid.
As such, PLGrid Plus builds on top of the PL-Grid Infrastructure, preserving
the majority of its software services, as well as procedures and policies, including
those related to security (e.g. validation procedures, penetration tests and audits,
etc.) The new project also incorporates new significant features.

In general, the main enhancement relating to PL-Grid are the so-called domain
grids – area-specific computing environments. 13 groups of scientists were invited
to cooperate with infrastructure developers in order to address new computing
challenges. From the security point of view, it is important to state that WWW
services are the most frequently chosen interfaces enabling access to domain
grids.

In the new project, development of the majority of existing project services
was placed on hold, and developers instead started to issue patches and minor
enhancements only. To fulfill grid user demands, a cloud infrastructure was also
created, allowing users to access machines with administrator privileges. Unfor-
tunately, whilst significant extensions have been made on the project level, the
amount of resources dedicated to operational security was notably reduced. The
Security Center now consists of representatives of only 2 project partners and
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operates at limited capacity. It can be clearly seen that in PLGrid Plus a number
of new security challenges have arisen.

Software Validation Procedures. Since a feature freeze was instituted in pro-
duction services (allowing only minor patches and enhancements to be accepted)
corresponding procedural changes had to be introduced. For new releases, only
binary packages are validated against security conditions, where the “rpmlint”
tool is used as a validation base. Considering that the volume of such certification
requests is high, the need for automation of the certification process has arisen.
Each properly validated RPM package is digitally signed by the Security Center
PGP key. A special service has been created in the infrastructure to accept up-
load of signed RPM packages. Once a package is uploaded to the infrastructure
repository, it almost immediately appears in local package systems.

As for the new services, i.e., mostly domain grids, the verification procedure
remains unchanged on the technical level, whilst a significant organisational
change has been introduced in order to limit the usage of Security Center re-
sources. Qualification factors now determine whether a given service will be
thoroughly analysed by security experts. If the application’s relevance to infras-
tructure security is below some defined level, only basic analysis is performed, or
it will be skipped altogether. Usually, such applications include computational
or user-side tools, without direct connections to the infrastructure. On the op-
posite end, components involved in user credentials processing or able to submit
jobs are always scrutinised by the security team. A special variant of the veri-
fication procedure is used when a new version of an existing production service
is submitted for auditing. If the release changelog lists modifications affecting
authorisation or authentication mechanisms or the user input schema, an audit
must be performed.

Cloud Infrastructure. The cloud is a novel and notable sub-environment
introduced in PLGrid Plus [19]. As cloud computing is a young area of IT, there is
still a lack of experience regarding it among IT specialists, even if they have good
understanding of its concepts. This also affects computing security issues. The
cloud brings new security factors and risks, including: immature technologies and
applications, lack of staff experience, shared resources and environment (virtual
machine hosts, network devices, storage, RAM, etc.) as well as changeability
(hosts, possibly IPs and security domains). It becomes clear that special care
have to be taken by the Security Center with regard to cloud resources.

In PLGrid Plus, an Infrastructure as a Service (IaaS) model was applied:
the user is given a virtualised hardware layer where operating system images
can be run. This model results in great convenience and flexibility of use: the
user as now can have a dedicated machine in the Grid and directly install and
manage software. On the other hand, new threats also emerge: the user is not
expected to possess IT administrator knowledge and experience, in particular
regarding protection of resources against unauthorised access and use. Compro-
mising a virtual machine (VM) will not pose a problem to the user only, but also
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to the whole infrastructure, allowing attackers privileged access to other compo-
nents of the environment (such as other VM network interfaces) whilst limiting
the traceability of their activities. For the above reason, a detailed cloud in-
frastructure management and usage policy has been prepared [9]. The policy
lists rules pertaining to both technical and organisational aspects. The technical
issues addressed by the policy include: VLAN management, operating system
image configuration (hardening), monitoring tools, which need to be installed,
VM remote access methods, remote logging and monitoring configuration and
active VM protection mechanisms (e.g. SSH scan protection).

The policy further covers organisational means to achieve cloud infrastructure
security. The Virtual Machine repository is considered critical and, as such, has
to be carefully protected. Thus, a number of duties have been defined concerning
VM administrators as the repository itself. As for the VM images, they have to
be periodically updated in order to secure them against known attacks. It is
up to the administrator to do so, whilst the Security Center is responsible for
periodically checking such a state. SC members not only monitor static images,
but they are also allowed access to running VMs with administrator privileges
in order to perform non-intrusive security tests of their own. The outcome of
such tests may result in immediate suspension of a particular virtual machine.

Operations Management. A fundamental change in the management struc-
ture in PLGrid Plus has been made. The Security Center now operates as part of
the Operations Center, instead of being a separate entity, subordinate to project
technical director alone. In PLGrid Plus, each of the six work packages needs to
perform periodic, formal actions concerning planning, reporting and communi-
cation. Since the Security Center was by far the smallest team among other main
task teams, such activities consumed a notable amount of its time. In PLGrid
Plus, these tasks are instead run on the Operations Center level, which enables
the SC to spend more effort on content-related tasks. There are some potential
drawbacks of such a transformation, as part of the SC autonomy was lost, but
there is a way to overcome these issues with good cooperation and partnership
skills.

5 Conclusions

Surveys have confirmed that different HPC centres use different security solu-
tions (although the basic security mechanisms, especially on the network level,
are applied rather consistently and without extensions). Additionally, positive
progress may be identified – the centres gradually extend their security capa-
bilities both on the technical and organisational level. However, the consistency
of the protection layers instituted by the centres themselves is not sufficient to
ensure acceptable protection level for specific services hosted in the HPC infras-
tructure within the confines of R&D projects – especially taking into account
different security requirements on the project level, dependent upon the systems
used and data processed.
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Although some positive changes have been witnessed in HPC partners affi-
liated with PLGrid Plus (e.g. wider implementation of 2-factor authentication,
proper network separation at all sites or improved DDoS awareness), there is still
room for improvement, for example by implementing atypical security solutions.
We would recommend creating opportunities for research on various types of
security systems that could result in at least partial implementation by the par-
ticipating centres. It must also be noted that several centres should complement
the available technical security measures with formal or organisational support
– there are (single) cases when particular centres do not have yet a dedicated
security team or formal complex security policy.

Activities on the HPC and project layers may stimulate and support one an-
other. Project-wide activities may contribute to the activities at each HPC part-
ner. A real example may involve implementing recommendations from security
audits of project services in everyday work of HPC administrators, or applying
user agreements elaborated within the project to other projects pursued at HPC
institutions.

To summarise, we believe that – both at Polish HPC centres and within the
Polish Grid Infrastructure – there is a need to continue improving security ac-
tivities both at the level of HPC operators and individual research projects. The
centres should optimally apply all recognised security measures (including or-
ganisational ones). From the HPC-related R&D project perspective, this would
decrease the amount of work required to secure project services against general
infrastructure threats. On the other hand, the project security activities could
then focus on customised security tests, covering mainly project-specific sys-
tems and services. Additionally, resources should be devoted to security-related
research within the projects, addressing nonstandard and innovative solutions.
Successful ideas could then be applied at all HPC centres, providing additional
layers of protection, in compliance with the defence-in-depth principle. In a simi-
lar vein, transfer of security recommendations and best practices resulting from
the project, should continue.
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Abstract. This paper presents work done to prepare compute resource
reservations in the PL-Grid Infrastructure. A compute resource reser-
vation allows a user to allocate some fraction of resources for exclusive
access, when reservation is prepared. That way the user is able to run
his/her job without waiting for allocating resources in a batch system.

In the PL-Grid Infrastructure reservations can be allocated up to
amount negotiated in a PL-Grid grant. One way of getting reservation is
allocation by a resource administrator. Another way is to use predefined
pool of resources accessible by various middleware. In both approaches
once obtained, reservations identifiers can be used by middleware during
job submissions. Enabling reservations requires changes in middleware.
The modifications needed in each middleware will be described. The pos-
sible extension of existing reservation model in the PL-Grid Infrastruc-
ture can be envisaged: reservation usage normalization and reservation
accounting.

The reservations are created and utilized in the user’s context, so
there must be a way to pass the reservation details from the user-level
tools to a batch system. Each of PL-Grid supported middleware, namely
gLite, UNICORE and QosCosGrid, required adaptations to implement
this goal.

Keywords: QosCosGrid, UNICORE, gLite, advance reservations, co-
allocation of resources.

1 Introduction

The scheduling of computing jobs at HPC clusters may be done in different ways
according to the resource provider policy:

– advance reservations, when the user needs resources (limited to a single
system, location) for a specific time span in future,
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– co-scheduling, when simultaneous access to resources that are part of diffe-
rent logical systems (or locations) is required,

– on-demand scheduling, when jobs for a time-crucial application should be
run as quickly as possible; the existing jobs are let to finish or running jobs
may be preempted to allow a new job to start,

– workflows, when jobs have dependencies between them and one job is waiting
for output of the other job (e.g. a visualisation job should start after core
computations have finished).

The scientists usually need computational resources to perform complex the-
oretical calculations. In most cases, typical submission of a job to the queuing
system is sufficient. The computations are done on shared resources at not exac-
tly predictable time in future. But for some use cases it may be required to run
jobs without waiting in a batch system queue, at exclusive resource or/and at
specific time in future.

The PL-Grid Infrastructure is supporting advance reservations, workflows and
to a limited extent co-scheduling. The QCG middleware has pre-agreed pool of
reserved resources that provide the users with the global co-scheduling mecha-
nism based on advance reservations at every PL-Grid Infrastructure computer
center.

The advance reservations are “expensive” meaning that a reserved resource
cannot be used by other users and if it is not occupied by jobs, it may be
considered as not optimally used. For this reason, the accounting of reservations
needs to be in place to efficiently manage a user’s request. Thus, the advance
reservations are covered by the PL-Grid grant system. The user may apply for
a grant, in which he declares that the advance reservation will be needed and
specifies the general values for size, time-span and recurrence of the reservation.
Then, while the grant is active, the user can apply for setting the reservation
in advance, which is then manually set by a system administrator. The user is
informed about a reservation identifier and can specify it in his own scripts or
middleware tools. There is also some cost incurred by freeing resources needed
for the reservation. This is more substantial for large reservations and is similar
to freeing resources for executing a many-CPU job, however, in the PL-Grid
Infrastructure we decided to neglect this kind of cost.

2 Related Work

The advance reservation is of interest to users of different existing IT infrastruc-
tures. The need of advance reservation was tackled also by I. Foster et al. and
yielded in proposition of the Globus Architecture for Reservation and Allocation
(GARA) [1].

Parallel to the European infrastructure, the United States infrastructure was
developed within the TeraGrid and its continuator – the Extreme Science and
Engineering Digital Environment (XSEDE) [2] project. The metascheduling Re-
quirements Analysis Team (RAT) recommended evaluation of tools facilitating
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reservations management [3]. However, authors were not able to reach public
documents describing technical implementation. The RAT indicated the Highly-
Available Resource Co-allocator (HARC) [4] as recommended for further eva-
luation in the TeraGrid project. The goal of HARC is to provide co-allocation
service for metacomputing and workflow applications, where diferent types of re-
sources are reserved as they were a single, indivisible resource. So, the allocation
process reminds database transaction.

An interesting approach of dealing with the issue of resource reservation at
a middleware layer is use of a pilot jobs framework as presented in [5]. A pilot job
occupies a resource and pulls down some other job to be executed at this resource.
This way it is possible to avoid interaction with batch system mechanisms for
resource reservation, which may be troublesome, having in mind a variety of
batch systems in grid environment, but currently (2014) it is not used in the
PL-Grid Infrastructure.

3 The Grid Resource Allocation and Agreement Protocol

The Grid Resource Allocation and Agreement Protocol working group (GRAAP-
WG) [6] of the Global Grid Forum (GGF) defines methods and means to es-
tablish Service Level Agreements between different entities in a distributed
environment. The advance reservation is one of the defined scenarios.

GRAAP-WG defines the advance reservations scenario as to perform a job
submission within the context of an existing (or advance) reservation of capa-
bility or pre-established resource preferences. The difference from the simple job
submission is that the user knows that he has an ongoing relationship with the
job hosting service, and can expect his job offer(s) to be accepted as long as
the requested parameters are kept within certain limits set by the relationship.
For example, the reservation might guarantee availability of a certain kind of
resource on a certain schedule, or with a particular cost model. Reservation is
an abstraction for understanding this refined expectation about the handling of
future jobs; whether the job hosting service uses preemption, predictive models,
or the literal setting aside of resources is an implementation decision for the ser-
vice. Another use of pre-established agreement is to specify resource preferences,
e.g., choice of nodes with a certain amount of memory over others, via an agree-
ment, that are to be used in all subsequent resource allocations to incoming jobs
in the context of this agreement.

GRAAP-WG proposes an architecture comprising two main layers: the Agree-
ment layer and the service provider layer. The Agreement layer implements
the communication protocol used to exchange information about Service Level
Agreements and defines its specification. The reservation and allocation request
is issued by the agreement initiator. The Agreement layer is responsible for en-
suring that the guarantees defined in the “contract” – the Agreement – are
enforced by a suitable service provider. In addition, the Agreement layer defines
the mechanisms:

– to expose information about types of a service and the related agreement
offered (the Agreement templates),
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– to handle the submission of service requests (the so-called agreement offers)
and submit them to the Agreement layer; one offer needs to comply with
at least one template exposed by the Agreement provider, to which it is
dispatched, and it has to meet the agreement creation constraints specified
in the corresponding Agreement template.

The Agreement layer relies on service providers. An Agreement is successfully
created if one or more service providers are able to enforce the guarantees asso-
ciated with it. The service provider is responsible for supervising the status of
a pool of resources and enforcing the agreed guarantees associated with them.
Each Agreement Factory can interact with one or more service providers. The
actual enforcement mechanisms supported by a given service provider, depend
on the type of technology the provider supports.

Generally speaking, not all the resource instances in one grid infrastructure
need to support service providers for reservation and allocation. The possibility
to do a reservation and an allocation depends on the type of technology the
resource is based on.

4 Results

The reservations in the PL-Grid Infrastructure are delivered based on the fol-
lowing policy. In order to allocate a reservation on resources, the request for
it should be registered in the PL-Grid grant system. Then, after the PL-Grid
grant is active, a user can apply for preparation of reservation. The user specifies
number of reserved slots and time of reservation (Max. res. total walltime). The
agreed reservation allows the user to request the reservation up to the limits
defined in the PL-Grid grant system, during application for the grant. There
are restrictions in delivery of reservations due to the local resource provider po-
licy: for example, minimum number of slots required, minimal walltime required
or period of inactivity of the user. The reservation can be cancelled, but the
user is charged for the time the reservation was active. The reservation time is
accounted as if the resources were used for all the declared time by the user.

4.1 Reservations in gLite

Using LRMS and VOMS Based Reservations with gLite. The schedu-
ling methods mentioned in Introduction form different requirements for service
providers and resource managements systems.

Co-allocation is not supported in gLite, although there is a proposed extension
to gLite architecture (see below).

Exclusive access to resources can be guaranteed by specifying in Job De-
scription Language (JDL) job description file attribute WholeNodes=yes. The
WholeNodes attribute indicates whether whole nodes should be used exclusively
or not.

Most LRMS support advance reservation, but even if a user or a Virtual
Organization (VO) manually agrees reservation with sites, it is impossible to
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request a specific reservation identifier (ID) in the JDL job description. JDL
schema does not allow to specify additional parameters to be passed to LRMS.
Another problem is that user accounts are assigned dynamically by LCMAPS,
therefore there is no guarantee that the users can access reserved resources as
they can be mapped to another account. Static mapping is possible, but not
recommended. It is possible to create reservations for a Unix group, but then
all users from the VO group mapped to these user accounts can access the
reservation.

As gLite is strictly bound to Virtual Organisation concepts, it is recommended
to use VO to manage users and their privileges with VOMS [7]. VOMS allows for
elastic users management and users can have assigned specific roles, groups and
attributes. This can be used to reserve some resources for some users by mapping
different groups to different resources or can be used to specify a share in the re-
sources by assigning different share and priority to groups. In site configuration,
VOMS groups should be statically mapped to UNIX GIDs on CEs, LRMS shares
are defined statically according to UNIX GIDs. This approach is simple, but
static. It allows VO manager to dynamically assign individual users to different
groups in VOMS, but changes in share assignment have to be arranged manually
between VO manager(s) and sites. Dynamic share approach was implemented in
GPBOX [8], which was a tool that provided the possibility to define, store and
propagate fine-grained VO policies. It allowed to map users to service classes
and to dynamically change the association between users and classes. Succes-
sors of GPBOX are AuthZ and Argus [9]. The working principle is simple. The
Argus Authorization Service renders consistent authorization decisions basing
on authorization policies defined in XACML. The Policy Administration Point
(PAP) provides the tools to author authorization policies. The policies are then
automatically propagated to the interested entities, where these are evaluated
by a Policy Decision Point (PDP) and enforced by a Policy Enforcement Point
(PEP). The VO managers define Group, Roles and capabilities within a VO.
Then, they assign users to groups and grant them the possibility to ask for roles
(e.g. /vo.plgrid.pl/normalpriority, /vo.plgrid.pl/highpriority). The site adminis-
trator on his side defines a set of policies, describing the mapping between service
classes (e.g. low, medium, high), local unix groups and LRMS shares. The VO
manager defines policy for describing mapping between groups/roles and prede-
fined service classes and this policy can be changed dynamically. XACML se-
mantics allows much more complex policies, not just related to fair share, e.g. for
usage quota. By using VO groups, policies and additional VOMS attributes, it
is possible to implement the PL-Grid grants concept in gLite.

gLite Implementation ofGridResourceAllocation andAgreement Pro-
tocol. The gLite Reservation and allocation architecture was proposed in [10],
based on the agreement initiator, agreement service, agreement offer and service
provider concepts defined by the Grid Resource Allocation and Agreement Proto-
col working group of the GGF. The agreement initiator uses the agreement service
to obtain appropriate agreements with reservation and allocation service providers,
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which are typically co-located with physical or logical resources. In the gLite ar-
chitecture, agreement initiators would include the workload management system
(WMS), the data scheduler (DS), and the user, while reservation and allocation
service providers would be associated with the logical representation of physical
resources: the computing element (CE), the storage element (SE), and the network
element (NE). Attributes defining reservation and co-allocation requests need to be
specified in the agreement template/offer, which is initially expressed in JDL. Later
on, during the translation to XML, attributes are placed in the Terms section of the
agreement offer [WS-AG] and can belong to two alternative subsections depend-
ing on their nature: the Service Description Terms (SDTs) and Service Properties
subsections. The Terms section provides a quantitative description of the service
requested. Both SDTs and Service Properties need to be mapped to corresponding
JDL attributes. The agreement template/offer expressed in JDL can specify gen-
eral attributes: Type (“reservation”, “allocation” or “coallocation”), ServiceCat-
egory (“computeElement”, “networkElement”, “storageElement”) and Functio-
nality (e.g. “virtualLeasedLine”, “spaceManagement”, “bulkTransfer”). For each
functionality, a set of specific attributes can be specified, e.g. “DurationTime”,
“SizeOfTotalSpaceDesiredInBytes”, “Bandwidth”, “FileTransferEndTime.

The proposed extension was not yet implemented in Workload Management
System WMS [11] and computing elements like CREAM.

4.2 Advance Reservation and Co-allocation of Resources
Capabilities in QosCosGrid Middleware

The QosCosGrid (QCG) middleware [12,13] is an integrated system, offering
advanced job and resource management capabilities to deliver to end-users super-
computer-like performance and structure. By connecting many distributed com-
puting resources together, QCG offers highly efficient mapping, execution and
monitoring capabilities for variety of applications, such as parameter sweep,
workflows, multi-scale, MPI or hybrid MPI-OpenMP. However, for many appli-
cation scenarios the typical best-effort model to access computational resources is
not satisfactory, and they require more advanced one, guarantying the requested
level of quality of service. Addressing such requirements, QCG, as a first grid
middleware offering access to PL-Grid resources, has exposed advance reser-
vation capabilities of the underlying Local Resources Management Systems to
end-users.

Researchers can benefit from advance reservations offered by QCG in many
ways. Firstly, the advance reservation can be directly used to book in advance
resources for a specific period of time. The scenario corresponds to the situation,
in which the scientist wants to perform series of experiments in known a priori
time frame. The time is here usually determined by any event. For example, the
access to resources must be synchronized with availability of some equipment,
date of presentation or lecture. To the created in such a way reservation one can
later submit many tasks to be started without typical delay caused by waiting
in a queue.
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While requesting for the reservation, a user can specify a list of potential
resources (so called candidate hosts) as well as resource and time requirements.
QCG can automatically search over all candidate hosts, within user-defined time
window, for free resources and for the requested period of time. With QCG it is
possible to reserve either a given number of slots located on arbitrary nodes or
to request for particular topology by specifying number of nodes and slots per
node.

At present, the advance reservations can be created and managed using
command-line tools (the QCG-SimpleClient client) or graphical, calendar like,
QCG-QoS-Access web application (the Reservation Portal) [14]. Both these tools
are clients to the QCG-Broker service and can be used to create new reservations
as well as to manage existing ones.

In the QCG-QoS-Access portal, the user can create a new reservation with
the intuitive dialog, in which he can specify all requirements and preferences –
see Fig. 1. The created reservations are displayed in the portal in a form of a list,
where each position includes information about current status of reservation as
well as provides a report about reserved resources. If the user wants to resign
from the reservation, he can cancel it and release blocked resources.

Fig. 1. The QosCosGrid reservation portlet

Creation and management of reservations can be also performed using QCG-
SimpleClient. The QCG-SimpleClient is a set of command line tools, inspired by
the simplicity of batch system commands. The tools are dedicated to end-users fa-
miliar with queuing systems and preferring the command line interface over graph-
ical or web solutions. The learning effort needed to start using QCG-SimpleClient
is relatively small as the commands are modeled after the ones known from batch
systems. The qcg-* command-line tools allow a user to submit, control and monitor
jobs as well as to create and manage reservations. The complete list of commands
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can be found in [12]. In the context of the advance reservation, the following tools
are particularly important:

– qcg-reserve – creates the reservation and returns its identifier,
– qcg-rcancel – cancels the given reservation(s),
– qcg-rinfo – displays comprehensive information about the given reserva-

tion(s),
– qcg-rlist – lists reservation in the system meeting defined criteria.

Every reservation request has to be described in a formal way. The default de-
scription format supported by QCG-Client is QCG-Simple. The format does not
allow yet to describe more sophisticated scenarios like co-allocation of resources
(supported by the XML format called QCG-JobProfile), but is fully sufficient for
most of typical cases. The QCG-Simple format description file is a plain BASH
script annotated with #QCG directives, what is also a common approach for
all modern queuing systems. The #QCG directives inform the system how to
process the task and, in case of the reservation, about user’s requirements and
preferences. Listing 1 presents an example of a QCG-SimpleClient reservation
request for 4 slots on nova cluster for one hour on 2014.01.25, between 8 am and
4 pm.

#QCG host=nova

#QCG walltime=PT1H

#QCG procs=4

#QCG not-before=2014.01.25 8:00

#QCG not-after=2014.01.25 16:00

Listing 1. An example of a QCG-Simple reservation description

Detailed information about the created reservation can be obtained with qcg-
rinfo. The output of this command for our example reservation is presented in
Listing 2.

In contrary to the scenario presented above, in which creation of a reserva-
tion and submission of jobs to it are separated steps, QCG also supports the
scenario, where the reservation is created especially for a job as a part of sub-
mission process. This approach allows to provide the requested level of quality
of service with granularity of a single task and to automate the process of ma-
naging resources. In such a case, the reservation directives extend directly the
task description, while the created reservation is automatically canceled by the
system at the end of task execution.

Except direct usage of the advance reservation by end-users, it can be also
exploited internally by QCG services for more advanced scenarios like cross-
cluster execution of parallel or multi-scale applications. For such applications,
distribution across many resources may be required for two reasons. The first one
is related to the heterogeneous resource requirements of processes constituting
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qcg-rinfo R1389951946104__2181

UserDN: /C=PL/O=PL-Grid/O=Uzytkownik/O=PCSS/CN=Tomasz Piontek/CN=plgpiontek

SubmissionTime: Fri Jan 17 10:45:46 CET 2014

DescriptionType: QCG_SIMPLE

StartTime: Sat Jan 25 08:00:00 CET 2014

EndTime: Sat Jan 25 09:01:00 CET 2014

Status: RESERVED

TotalSlotsCount: 4

InUse: false

HostName: nova.wcss.wroc.pl

ProcessesGroupId: qcg

SlotsCount: 4

LocalReservationId: R5949627

Node: wn448 SlotsCount: 2

Node: wn452 SlotsCount: 2

Listing 2. An example output of qcg-rinfo command

an application, what is tightly connected with the QCG support for groups of
processes and communication topologies. The second one addresses the problem
of decomposition of a big task among many resources to enable more complex
problem instances, decrease cluster “defragmentation” and to improve resource
utilization on the whole system level.

The reservation mechanism is applied in the scheduling process to co-allocate
resources and then to synchronize execution of application parts in a multi-
cluster environment. QCG supports both the strict and best-effort approaches to
resource reservation. In the former approach, resources are reserved only if user’s
requirements can be fully met (also known as the “all or nothing” approach),
whereas in the latter case, the system reserves as much resources as possible,
but gives no guarantee that all requested resources (cores) will be available. This
feature allows to construct flexible algorithms of processes allocation, in which
a whole group of processes can be assigned to a single node or even distributed
across many clusters.

QosCosGrid successfully integrates various services and aforementioned tools
to deliver to PL-Grid users an e-Infrastructure capable of dealing with various
kinds of computationally intensive simulations, including ones that require the
requested quality of services. The high-level architecture of the QCG middleware
is shown in Fig. 2.

In general, the middleware consists of two logical layers: grid and local one.
The basic advance reservation capabilities are offered by the local-level QCG-
Computing service, usually deployed on access nodes of batch systems (like
Torque or SLURM). The service provides remote access to capabilities of local
batch systems. The job submission capabilities of QCG-Computing are exposed
via an interface compatible with the OGF HPC Basic Profile [15] specification,
while the integration with a queuing system is realized using DRMAA [16]. As
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Fig. 2. The QosCosGrid middleware architecture

the first version of DRMAA specification does not address the advance reser-
vation approach, the QCG-Computing specific interface (with a dedicated de-
scription language) was proposed to support this capability. Currently, in QCG,
advance reservations are created by calling LRMS scheduler commands directly,
while in the future leverage of Advance Reservation API of Open Grid Forum
DRMAA 2.0 [17] specification is planned. What is important, flexible configura-
tion allows the local system administrators to keep the full control over resources
that can be reserved, limiting for example advance reservation capabilities only
to a single system partition.

More advance scenarios, like reservations in multi-cluster environment and
co-allocation of resources, are supported by the grid-level service, called QCG-
Broker, which benefits from QCG-Computing capabilities for a single cluster.
The QCG-Broker service, using the adaptive mechanism to determine a time
window for a reservation, tries to allocate resources on machines meeting user’s
requirements. In order to gather the requested amount of resources, the proce-
dure of selection is performed in a loop. If the amount of reserved resources is
not satisfactory, the resources are released and the whole procedure is repeated
for the next time window.

Within the MAPPER project [18], the QosCosGrid stack has been integrated
with the MUSCLE library [19], enabling cross-cluster execution of so-called
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multi-scale applications. The common multi-scale application consists of num-
ber of single-scale modules that calculate some phenomena on different spatial or
temporal scales and simultaneously exchange information with each other. Since
the elementary modules can be written in different languages and have different
resource requirements, the QosCosGrid ability to combine many clusters into
the single virtual machine is crucial.

4.3 Reservations in UNICORE

The UNICORE [20] server side included basic resource reservation support for
a long time, however only the Maui scheduler was supported and the reservation
functionality was not enabled out of the box, conversely, it required manual
integration. Especially, the client side support was missing, making the feature
unusable without a dedicated development effort.

Since the version 6.5.1 of the UNICORE servers release (around the end of
2012), the resource reservations support was enhanced to support SLURM and
is integrated by default in the official UNICORE distribution. This work was
greatly influenced by the input and contributions coming from the PLGrid Plus
project. At the same time, the resource reservation control interface was added
to the UNICORE Command line Client (UCC).

The infrastructure is shown in Fig. 3.
UNICORE support for resource reservations is divided into two distinct parts:

reservations management support and submission of jobs to a reservation. This

Fig. 3. UNICORE resource reservation processing: management (left side) and usage
(right side)
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approach covers a common situation where resource reservation functionality is
not directly exposed to end-users and they can only submit jobs to reservations
created by the site staff or external tools.

The UNICORE server side advertises for each grid site whether it supports
reservations or not. For those sites supporting reservations, a user can create
a reservation, list owned reservations and delete some of the previously created.
It is worth to underline here that the complex reservation resources as CPUs,
nodes or duration are all specified using the same syntax as the resource require-
ments for an ordinary UNICORE job. Therefore, the user is not faced with the
differences between various schedulers.

Submitting a job to a reservation is a simple task: it is enough to set the
reservation identifier in the job’s resource requirements. While the reservations
management support is only available in the UCC client, the submissions of jobs
to reservations is available in both UCC and UNICORE Rich Client (URC).

Server side reservations handling is performed in a similar way to job pro-
cessing: the Unicore/X Web Service component is the site’s entry point talking
to clients. It forwards the requests to the Target System Interface (TSI) server,
which maps an abstract grid reservation related operation to something mea-
ningful to the scheduler being used. It should be noted here that the reservation
related operation, while similarly handled as a classic job, has its own (simpli-
fied) processing pipeline. This approach is probably correct, taking into account
the fundamental lifecycle differences between a resource reservation and a grid
job, however it also results in some limitations. Probably the most important
one is that the functionality of the UNICORE incarnation tweaker1 subsystem
is not available for reservations.

The most significant contribution of the PLGrid Plus project to UNICORE
resource reservations subsystem was a complete UNICORE TSI reservations
management module for SLURM. What is more, the Maui module was updated
and fixed in several places.

The most difficult parts of reservations handling in UNICORE are related
to reservations accounting and authorization of reservation management. In the
PL-Grid Infrastructure we have decided not to include any of those functions in
the grid layer. This decision was dictated by the fact that direct access to com-
puting sites is generally possible, so the accounting and authorization must be
anyway solved on the lower, resource scheduler layer. Still, UNICORE provides
some integration points with respect to those issues. It is possible to authorize
reservation management operations on the Web Service level using the stan-
dard UNICORE authorization policy. The limitation of this approach is that
the authorization is coarse grained: only the complete functionality access can
be controlled, it is not possible to authorize basing on particular reservations or
parameters (e.g. to ban reservations longer then a given value).

1 Incarnation tweaker is a UNICORE server’s feature allowing for nearly unlimited
inspection and modification of the submitted job. It is used to fix common mistakes
in a job description, add site specific settings, enforce required options and finally
trigger additional actions for selected jobs.
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The accounting of reservations in UNICORE is not supported. The only in-
tegration point is the TSI script, which can be modified to invoke accounting
operations. However, besides the statistical knowledge about the amount of reser-
vations made through UNICORE, the actual accounting of resource reservations
should be made on the scheduler level to accommodate all reservation changes
made externally to UNICORE.

We can conclude with the statement that our evaluation and deployment of
UNICORE reservations was successful. All the basic features are currently ena-
bled in the infrastructure and we support both Maui and SLURM schedulers,
which are deployed in PL-Grid. The generally available SLURM support in UNI-
CORE was contributed by the PLGrid Plus project. Beside those achievements,
we can also point out limitations of the solution: PBS Pro is not supported
while it is used by one of the PL-Grid Infrastructure sites. There is no support
for higher, grid-level reservations. Functionality to broker reservations (i.e., to
create them at any site fulfilling the given reservation resource requirements) is
missing and could improve the user experience as well as the support for coor-
dinated multi-site reservations. Nevertheless, we can underline that the above
problems are rather minor, taking into account that not all sites in the infras-
tructure allow for the end user controlled resource reservation creation, due to
well-known risks (related for instance to computational resource wasting).

5 Summary and Future Work

The functionality of the advance reservation is very comfortable for the user.
However, it should be used in an efficient way in order not to waste resources at
HPC clusters. Thus, usage of reserved resources is monitored and accounted. The
user negotiates with a resource provider separately wall clock time to be spent on
reserved resources and total time in the PL-Grid grant. The time spent in batch
jobs is accounted based on PBS standard logs. The accounting of reservations
requires additional logging. In Moab, they are triggered by pre-agreed actions,
e.g. reservation ready, reservation removed. The next step would be integration
of these two sources of information about reservations and jobs (PBS logs and
reservation logs) to avoid double charging the user for jobs executed within
reservation and to charge the user for unused reservations.
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Abstract. The goal of this paper is to present results of efforts to im-
prove operations in the PL-Grid Infrastructure [1] based on applying
a standard for lightweight IT Service Management – FitSM. There were
a number of endeavors in PL-Grid community taken to streamline ope-
rations in past two years. All of them gave us valuable experience and
better understanding of our specifics. Especially, the federated nature of
the infrastructure appeared challenging.

From the organizational point of view, the PL-Grid Infrastructure
consists of 5 largest Polish computing centres, which collaboratively pro-
vide resources to Polish researchers. On a technical level, this requires
a number of processes running e.g. user registration, management of com-
pute allocations (aka. computational grants), service availability moni-
toring, service reporting, incident handling, etc. Running these processes
in a way spending minimum energy and reaching their goal to a maxi-
mum extent require good organization of activities. This is the task of
PL-Grid operations.

Keywords: IT Service Management, operations, FitSM, ITIL, ISO20k.

1 Introduction

Large corporations and small business operate on a basis of processes. A car
engine manufacturer or a photocopy point – they both perform some processes,
either very complex like design of a fuel injection system or quite simple like
making a copy of a document. They both have their clients, either simple like
an anonymous person who just puts a pile of documents to be copied or more
complex like a big company producing cars. There is a way to describe in a sys-
tematic manner structure and processes within an organisation and this is what
a Service Management is about. For organisations supported by IT technology
it is the IT-flavour of Service Management, in short ITSM.

PL-Grid is a name of consortium of 5 largest Polish academic computer cen-
tres. The consortium goal is to support Polish scientists by providing compu-
ting power and storage resources through the PL-Grid Infrastructure. Currently,
the infrastructure provides access to more than 40 000 cores having power of
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588 TFlops and 5.6PB of storage space for more than 2000 scientists from Poland
and their foreign collaborators. The consortium is led by ACC Cyfronet AGH,
which is also a partner of FedSM EU project [2] aiming at improving IT Service
Management practices in federated e-Infrastructures. The service to the users
is offered by a single entity – namely PL-Grid – but resources are contributed
collectively by the 5 computer centres. PL-Grid Operations Centre coordinates
the daily operations and is responsible for the quality of the service to the users.
This way, from the organisational point of view, the PL-Grid Infrastructure is
a federation, rather than centrally managed entity.

The goal of introducing ITSM practices is to structure the processes that are
taking place in an organization, in order to find a more efficient way of performing
activities, have repeatable results each time the same process takes place. The
focus does not necessarily is on some quality to be higher, but – what is true
– it is hard to get better quality without any Service Management practices in
place.

There is a number of standards that can back the works on introducing ITSM:
ITIL, ISO-20k, COBIT, Microsoft Operations Framework – just to name perhaps
the most important ones. But whichever will be adopted, it requires comparable
steps: getting familiar with the framework concepts and terms, spreading the
knowledge among staff and actual implementation of changes.

All frameworks, since they derive from and usually had been deployed in such
environments, assume there is one central coordinating body with an authority
to enforce implementing ITSM policy. Federated nature of the infrastructure in-
fluences the way how a service should be designed and how it is provided. In
a federation, all members may contribute to a service delivery. Thus, designing
a service, all federation members need to agree on the conditions and they must
comply with their local policies. This causes management of federated IT infras-
tructure hard.

In order to introduce ITSM, an organisation needs to answer some questions,
which allow to name things properly in context of ITSM terms and connect
them together. Key questions are: who are the people providing a service and
how are they structured? What is the service provided and to whom? What are
the resources that the service is offered based on? As a result, a clear picture of
an organisation can be made, where the customer, the provider, the service and
resources are put together with right relationship and importance.

In this paper, we present the work on advancing PL-Grid Service Management
System by introducing FitSM standard developed by FedSM project consortium.
We describe briefly the FitSM, the approach proposed and the results that were
obtained during the 1st year of implementing changes to PL-Grid operations.

1.1 Motivation for Implementing Service Management

Advances in long distance computer network links made possible large data
transfers between geographically distant computer centres, making computations
and, thus, research more mobile. They made possible building an IT infrastruc-
ture, which spans over different administrative domains. There was a number of
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projects building computational grids released in recent 10 years. In the begin-
ning, these were research infrastructures where the level of quality of service was
not as important as a prove of concept. With time, the concept proven true with
the example of the European Grid Infrastructure, which is no longer perceived
as a research infrastructure, but as a production environment where a certain
level of service availability can be expected.

The same applies to the IT infrastructure for Polish Science – it is an envi-
ronment for researchers’ day-to-day work and even more – it allows to build-up
their domain-specific services relying on PL-Grid basic services.

There is a number of requirements, which made necessary taking effort of
adopting ITSM:

1. Defined, higher than best-effort level of quality. PL-Grid ITSM policy sets
the focus on users’ needs and makes them a driving force for the development.

2. Size and complexity. Large in size, complex in terms of software stack, ge-
ographically distributed and managed by different administrative domains
IT infrastructure can hardly be managed without some ITSM practices in
place.

3. Management in federation. The service is provided from one place (i.e. PL-
Grid), but it is delivered by collective work of a number of computer centres.
How to manage this environment? Who should be responsible for what? We
had to define our approach to avoid confusion.

PL-Grid started its experience with ITSM at the end of 2011, after 2 years
of developing basic infrastructure. Since 2012, the infrastructure has been fully
supporting three middleware stacks: gLite, UNICORE [3] and QosCosGrid [4],
each of them consists of a number of technical service instances. A number of
1000 users has been exceeded and the load on operations staff generated by them
has grown significantly.

In order to provide a QoS, a service provider needs to learn how to build this
relationship with a customer. This is what the ITSM is really focused on. Higher
quality requires good preparation and efficiency. Some customers were raising
their expectations over the “best effort” guarantees. Users coming with questions
if they are able to finish computational part of their research at a given date
were a new phenomenon for the computer centres serving academic community.
It became clear that something must be done to streamline the operations and
reach requested service quality levels.

1.2 Previous Experiences of Implementing ITSM in PL-Grid

It was identified that going beyond “best effort” level of support may only be
done with adoption of some IT service management standards.

The first attempt was based solely on reading ITIL books, which seemed the
most reputable source of ITSM knowledge. After a couple of months, a number of
improvements to already existing processes was proposed and implemented [1].
This approach worked to some extent for making amendments to the processes
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that are existing, using the staff experience on them. But it was difficult to
find a way to introduce organization-wide changes. There were ideas to produce
completely new design from scratch, but they were abandoned as they seemed
very complex and time consuming. We believe it would also prove impractical to
carry out such big changes in an environment, which must work uninterrupted
for users. It was also hard to understand how to map federation aspects onto
ITIL processes.

While introducing ITSM practices, it is important to understand the overall
level of maturity to identify the areas for improvements. The decision on what
to improve should be preceded by an analysis of what is the most economically
advantageous. So, the very bookish knowledge is not sufficient and this was
hardly addressed by our first attempt.

2 FitSM Overview

Fortunately, ACC CYFRONET AGH, the coordinator of the PL-Grid Consor-
tium, took part in the gSLM and FedSM EU projects [2], which had a positive
influence of promoting IT Service Management in the PL-Grid Infrastructure.

In this article, we describe briefly the FitSM standard developed by the FedSM
project consortium; what steps were performed in order toadapt FitSM in PL-Grid.

As indicated in Table 1, FitSM identifies 14 processes, which are vital for the
operations of the federated e-Infrastructure.

Table 1. Operational processes proposed by the FitSM standard

Id. Process acronym Process name

1 SPM Service Portfolio Management

2 SLM Service Level Management

3 SR Service Reporting

4 SCAM Service Continuity and Availability Management

5 CapM Capacity Management

6 ISM Information Security Management

7 CRM Customer Relationship Management

8 SRM Supplier Relationship Management

9 ISRM Incident and Service Request Management

10 PM Problem Management

11 ConfM Configuration Management

12 ChM Change Management

13 RDM Release and Deployment Management

14 CSI Continual Service Improvement

The standard consists of 6 sections of average size of 15 pages as follows:

1. FitSM-0 – overview and vocabulary.
2. FitSM-1 – requirements for lightweight service management in federated IT

infrastructures.
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3. FitSM-2 – activities and objectives that are essential in implementing FitSM
standard.

4. FitSM-3 – recommendation about the role model.
5. FitSM-4 – a guide on the application and implementation of ITSM.
6. FitSM-5 – contains samples and templates of recommended documents.

Requirements described in FitSM-1 are a base for maturity assessment.

2.1 ITSM Maturity Assessment Framework

Usually, it is not practical to start introducing ITSM with redesigning everything
from scratch, especially in a working environment like the PL-Grid Infrastruc-
ture. It makes more sense to gradually improve processes and procedures. The
key is to identify what should be improved first, how to proceed with changes
to minimize service disruption and what dependencies should be kept in mind.
An overall evaluation of the operations is useful to get a full picture of the area
to be improved. The FedSM project helped with this task by providing an IT
maturity evaluation framework, which evolved from the gSLM project [5].

The framework allows to evaluate an organisation’s capability for each of 14
processes. A process capability describes how advanced the organisation is in
operation of this process. There are 6 levels of process capability: non-existent,
ad-hoc, repeatable, defined, managed and measured, and efficient. The overall or-
ganisation’s maturity is derived based on process capabilities. There are 5 levels
of overall maturity: non-existent, aware, in-place, effective, advanced. In order to
achieve a certain maturity level, the processes’ capabilities must be at a certain
level, not necessarily all at the same, because usually more important processes
are required to be at a higher level. This is the case for in-place maturity level
where Service Portfolio Management should be at least at capability level re-
peatable while Service Level Management, which is more essential, should be at
capability level defined. Fig. 1 presents the relation between process capability
and overall ITSM maturity.

In order to obtain the organisations maturity, the organization must first
answer to what extent it fulfills each of FitSM-1 requirements. The requirements
are associated with each process and, as a result, a process capability is given.
PL-Grid performed this assessment in 2013 and the results are presented in
Fig. 2.

It was found there are 5 not met requirements for 7 processes selected for
the assessment. They relate to Service Level Management, Service Reporting,
Customer Relationship and Problem Management processes.

2.2 Goals for PL-Grid

ITSM overall maturity model of FitSM defines 5 levels of maturity, of which
level 2 labeled: in-place is the goal proposed to PL-Grid to achieve. Taking
this assumption and the result of the maturity assessment, we have to improve
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Fig. 1. FedSM assessment framework. Colours show relation between the processes
capability and overall ITSM maturity, e.g. maturity in-place requires SLM process to
be implemented at level defined. PL-Grid score in process capability is marked by black
lines (e.g. SLM is at level 2 repeatable).

4 processes, namely: Customer Relationship Management, Service Reporting,
Service Level Management and Problem Management.

Service Level Management (SLM) must be improved from level repeatable to
level defined. By looking at our assessment we can easily find, which requirements
are not met and should be improved in order to reach higher level. For SLM these
are 2 requirements from FitSM-1: PR2.3 “Services and SLAs shall be reviewed at
planned intervals” and PR2.4 “Service performance shall be monitored against
service targets”.

For each of requirements, an improvement plan needs to be created. For 2.4
example we first need to define a way of monitoring each service target that is
possible in the PL-Grid SLA, then drive a development of our monitoring system
to include these new metrics.

For PR2.3 the task is simpler as it only requires changes in the process that
does not require development. It is sufficient to modify an SLA review procedure
and a work instruction.

3 Results

This section presents the results of works aiming at improving ITSM in the
PL-Grid Infrastructure. The advances can be observed in 4 areas: a) policy –
where we define the overall direction and means for ITSM, b) documentation –
which is essential for definition of Service Management System, c) processes –
actual implementation of the system, d) tools – the supporting technology. We
dedicated a subsection for each area mentioned above.

3.1 Defining ITSM Policy

Introducing ITSM requires changes across the whole organization. To be suc-
cessful, this must be done with support from proper managerial bodies. In order
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Fig. 2. PL-Grid score w.r.t each of FitSM-1 requirements (PRX.X). Requirement score
is marked with the line, target is marked with the area. This area indicates require-
ments, which are not met by PL-Grid and thus need improvement. Correspondence
between requirements and processes can be found in Fig. 1 where names of processes
are given, e.g. PR1.X relates to Service Portfolio Management.

to ensure that works at PL-Grid are sufficiently supported, we created a policy,
which key parts include:

1. Customer Alignment – the provision of IT services shall be aligned to cus-
tomer needs.

2. Process Approach – to effectively manage all IT services and underlying com-
ponents, a process-based approach to service management shall be adopted.

3. Continual Improvement – services and service management processes shall
be continually improved.

4. Training and Awareness – through trainings and awareness measures, it shall
be ensured that staff involved in service management activities can perform
effectively according to their roles.

5. Leadership – senior management is committed to this policy and its im-
plementation. It provides the resources required to implement and improve
service management and enhance customer satisfaction with IT services.
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The policy expresses also support for adopting ITSM from Infrastructure
Development Board (pol. Zespó�l Ewolucji Infrastruktury) who approved the
document.

3.2 Defining Documentation Approach

A Service Management System (SMS) must be defined in a set of documents.
It is important to make sure the documentation is maintained in a consistent
manner. In order to achieve that, a few steps have been made. First of them
was to define documentation mechanism and document control mechanism. As
a result, Documentation Management Policy was developed and approved. It
covers the choice of the system used to document SMS, the structure of do-
cumentation, which documents are considered to be the ITSM documentation,
how to introduce changes and verify documents. It also points out that all men-
tioned rules apply to documents created after the time of the introduction of
Policy Document Management. Last but not least, it specifies the documenta-
tion control mechanism in the form of a table, in which each newly constructed
or recently (after introducing the policy) changed document must be endorsed.
Fig. 3 presents an example of a document control tag.

Fig. 3. Sample of a PL-Grid document control tag. Each PL-Grid operations document
must contain it.

Next step is to categorize operations documents as: policies, specifications,
procedures or work instructions by assigning them to the appropriate processes.

The essential documentation is the description of an operations process. Way
of organizing this document is defined by a process documentation template,
which defines the following subsections: Definition and objectives of the process,
Process inputs, Process outputs, Process activities, Roles involved in the process,
Key performance indicators (KPIs), Interfaces for other processes.

All documents involved in the process should be attributed to the process ac-
tivities, in which they are involved. Preparing process documentation gives the
opportunity to understand what should be done to fulfill process requirements
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as well as assess what is completed within the process with activities and func-
tionalities already existing. So far, the documentation for SLM (Service Level
Management) and ISRM (Incident and Service Request Management) has been
completed. These are the two most important and most mature processes in
PL-Grid.

3.3 Evolving the Processes

Adopting the FitSM standard assumes that operations processes will evolve to-
wards more mature, stable and reliable form. In the first stage of evolving the
processes, seven of them were taken into consideration. The selection of the pro-
cesses was “chronological” in terms of steps that an organization must perform in
terms of delivering a service to a customer. From this perspective, the first pro-
cess is to identify what a service can they offer to a customer, which is performed
in a frame of SPM. This must be followed by consideration of who is the cus-
tomer and what agreements are going to take place. Another important process,
which inevitably must be implemented at a relatively early stage, is ISRM, since
the organization must be able to handle the issues related to disruption of their
services. Processes included in the first stage are listed in Table 2. Remaining
processes will be dealt in the second stage of improvements.

Table 2. Operational processes included in first phase of improvements

Id. Process acronym Process name

1 SPM Service Portfolio Management

2 SLM Service Level Management

3 SR Service Reporting

7 CRM Customer Relationship Management

8 SRM Supplier Relationship Management

9 ISRM Incident and Service Request Management

14 CSI Continual Service Improvement

The SLM process will be shown as an example of how our work on improving it
looked like. Our works started with preparing the process description according
to a template and guidance from the FedSM project.

The FitSM standard defines requirements (PR X.X) for each of 14 processes.
For SLM the following requirements are considered:

– services delivered to the customers and quality of such services should be
agreed with them,

– the service catalogue must be maintained and updated when changed,
– delivered services and SLAs should be reviewed at regular intervals,
– the quality of service should be verified with respect to the standards set out

in the SLA.
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In PL-Grid most of them are realized by compute grants system, but at the
same time not all aspects of these requirements are covered by features that al-
ready exist. So, along with identifying what we already have, comes realization
what is still missing. The following activities were identified and documented:
a) Applying for a compute grant, b) Review of the application, b) Negotia-
tion, c) Exploitation of grants, d) Reporting grants, e) Accounting for grants,
f) Renegotiation of grants.

The following activities were identified as missing: a) Changing the policies,
b) Service Catalogue Management, c) Monitoring of compute grants.

After completing this assessment, a plan for development of each process was
delivered. For SLM, the target level for the first process improvements phase is
level 3 – defined. To achieve this goal, the capabilities addressed by the require-
ments PR2.3 and PR2.4 need to be raised from level 2 – repeatable to level 3
– defined. The PR2.3 reads: “Services and SLAs shall be reviewed at planned
intervals. There is a defined and documented procedure for reviewing services
and SLAs at planned intervals.”

Within this activity, we already defined a procedure for reviewing services
and SLAs at planned intervals and clarified how often and by whom reviews are
carried out. What is still missing, is the template for recording the reviews and
a place to store them. Simultaneously, we are improving tools used to process
SLAs and services reviews.

The PR2.4 says “Service performance shall be monitored against service tar-
gets. There is a defined and documented procedure for service performance mo-
nitoring and reporting the results to relevant parties”.

In order to achieve level 3 – defined in this requirement, so far we identified
ways of monitoring for each service target level and we are working on imple-
menting a way to report the results of monitoring as well as working on solutions
for highly performing monitoring. At the same time, a specialized tool is being
developed to conduct activities connected with monitoring service performance.

A plan for process improvement delivered by FedSM contains requirements,
target levels, tasks to be done, specifies documents that need to be produced and
determines milestones, what allows to precisely plan steps needed to be taken
in order to provide high quality IT services, which satisfy demands of Polish
researchers.

3.4 Identifying Operations Tools Improvements

Effective management of ITSM processes should be supported with appropriate
tools. Completing the first phase of the FedSM project required identifying im-
provements needed to be deployed in tools connected with processes, and plan-
ning them. Improvements might have been recognized in the areas of new tools
to be introduced or existing tools to be changed, replaced, integrated or con-
solidated. Processes that had been taken into consideration were: SLM, CRM,
ChM, ConfM and additionally General Requirements were given.
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General requirements concerned the tools for storing and managing the ITSM
related documentation. Exemplary identified missing functionalities within the
PL-Grid Infrastructure are:

– a documentation structure where a Service Management Plan can be stored
and accessed by PL-Grid staff,

– no possibility of linking SMP plans with tickets representing planned actions,
– a documentation structure where templates and documents for monitoring

and reviewing SMS can be stored,
– ability to create and assign corrective actions related to SM nonconformities.

After recognizing the missing functionalities, we selected tools, which would
implement them. The choice was to customize existing tools: JIRA and Conflu-
ence.

The same way was taken when considering specific processes. First, the mis-
sing functionalities in the process were identified, then the decision was made,
which solution (new tool/changing existing tool, etc.) will be applied.

In conclusion, following tools (with relevant implementation or development)
are considered to be needed within mentioned processes: Example of internal
wiki (Confluence) improvements are listed in Table 3. Other tool improvements
are planned for the project tracking tool (JIRA), Operations Portal, CMDB
(Configuration Management Database) and Helpdesk Tool.

Table 3. Operations tools improvements intended for internal wiki (Confluence)

Related processes Continual Service Improvement Management.
Change Management.

Type of tool development Existing tool customization.

Target functionality A place where a Service Management Plan can be
stored and accessed by PL-Grid staff.
Ability to link SMP items with tickets representing
concrete actions.
Templates and documentation structure for monito-
ring and reviewing SMS.
Ability to create and assign corrective actions related
to SM nonconformities.
Templates and structure for change planning.

Identification of needed actions Create a structure where SMP and reviews and re-
lated templates can be stored.
Create structure for Change Management documen-
tation and templates.

4 Summary

With adopting FitSM standard, PL-Grid operations staff is able to tell where
we are standing with regard to ITSM, what is more important and what less.
Initially, it required a lot of consultancy and communication with FedSM project
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experts to understand ITSM concepts, but now we are able to describe our
environment in ITSM terms.

A big asset of FitSM is the approach to introducing changes in Service Ma-
nagement System. It provides a guidance on what should be done and in what
order. It is not sufficient to know where we are and where we want to be, but
also how we want to get there.

During the lifetime of the FedSM project, the adoption of the FitSM standard
was supported by free trainings, which are considered very fruitful to spread
ITSM ideas among involved staff and facilitating understanding of key concepts.
The training and direct contact with the experts was extremely helpful in terms
of motivating people and convincing them to applying ITSM, especially for the
federated environment.

5 Future Work

Ahead of PL-Grid there is a second stage improvement including remaining
7 processes. The challenge here is the parallel execution of tasks from phase one,
together with assessment and execution of remaining 7 processes.
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Marcin Stolarek, and Tomasz Rȩkawek
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Abstract. ICM, one of the major Polish HPC resource providers, mi-
grated to the Slurm batch system as the first site in the PL-Grid and
WLCG grid infrastructures. This article describes the Slurm integration
issues and the solutions developed. The integration was focused on se-
veral areas where grid middleware interacts with the batch scheduling
system, additionally taking into consideration the PL-Grid specifics. In
particular, the resource usage accounting required a dedicated Slurm
support and the scientific grants enforcement policy needed a new im-
plementation. What is more, in this work we present the reasons of the
Slurm adoption and other improvements that were necessary to handle
the increasing load of the grid site.

Keywords: Slurm, accounting, gLite, UNICORE.

1 Introduction

The PL-Grid project [4], [8] was started in the year 2009 as a response to many re-
quirements of Polish scientists for more user-friendly access to high-performance
computing (HPC) resources. It consists of 5 main Polish supercomputing and
networking centers, geographically distributed. The goals of the project were to
build the Polish national grid infrastructure, provide users with computing and
storage resources accessible in a uniform way. On top of this infrastructure, there
are being prepared solutions and services for specific scientific environments, so
called “domain grids” (addressed by the current PLGrid Plus project [7]). Unfor-
tunately, distributed resources provisioned in PL-Grid are highly heterogeneous,
what makes the integration sometimes not so easy as it was assumed at the
beginning.

In the year 2012, ICM HPC system was migrated to the Slurm batch sys-
tem [10], [14] as the first site in the PL-Grid and WLCG infrastructures. This
change was dictated by the fact that Torque [13] became significantly inefficient
under heavy load, what we describe in a next section.

The integration tasks included also the implementation of the PL-Grid scien-
tific computational grants system, called POZO. POZO is an infrastructure wide
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resource access policy, which defines resource limits for scientists, granted by the
infrastructure managers. The whole system is based on computing grants as-
signed to a user or scientific team. Every user has a small private grant issued
every half a year to allow him/her to access the infrastructure for one thousand
CPU hours. In case when the user needs much more time for simulations, he/she
needs to create a scientific team and apply for a proper grant. For this purpose,
the Bazaar [9], [12] system is used where HPC administrators negotiate with
the user how many resources the user will need. After a successful agreement,
no batch system used in PL-Grid should allow to access more resources than
agreed.

POZO policy access describes how the system should behave when user re-
sources are exhausted. All batch systems used in PL-Grid have to work according
to the policy. In particular, Slurm used at ICM. The way of POZO implemen-
tation is described in the article.

The PL-Grid Infrastructure has complex requirements with regard to the
accounting of the resource consumption by the grid jobs. It is required for billing
both the individual users and also groups of users. Therefore, the accounting data
needs to be collected and centrally stored for the internal management of the
PL-Grid Infrastructure itself. This data must include records of both grid jobs
(regardless of the middleware used) and jobs submitted locally, directly to the
computing machines. The information about the middleware being used (if any)
is also required for the purposes of internal reporting.

Besides the national accounting system, PL-Grid as a member of the European
Grid Infrastructure (EGI) is additionally obligated to publish the accounting
data to the European-wide database. The data exported to EGI typically should
be pre-processed, to provide coarse-grained usage summaries only, and includes
exclusively the grid job related records. Therefore, the accounting data required
by EGI is different both in terms of the content, format and source jobs from
the data being used in the National Grid Infrastructure (NGI).

As the vast majority of accounting data is collected from a resource mana-
gement system, the newly introduced Slurm system needed to be integrated
with the whole, complex accounting infrastructure. What is more, it turned out
that the UNICORE accounting system [2] had, similarly as Torque, performance
problems when tackling the constantly increasing stream of jobs. In this article
we discuss the details of the observed problems and the developed solutions.

2 State of the Art

The Torque batch subsystem, used until recently at ICM, is properly supported
by the grid infrastructure and the typical helper tools. This is true for the gLite
job submission interface, the gLite APEL accounting system [5], UNICORE job
submission and, eventually, Torque is properly supported by the UNICORE
accounting system [2].

Unfortunately, in the recent years we observed that version 3.x of the Torque
batch system (the latest one at that moment) was unstable under heavy load. It
even came to solutions where a server daemon was checked if it responded and
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restarted in case if not. This was the reason why we have tested the Slurm batch
system, which proved much more stable and efficient, especially with a load of
thousands of jobs.

One of the grid systems supported by the PL-Grid Infrastructure is gLite with
the Cream computing element (CE). CREAM accepts job submission requests
described with Job Description Language (JDL) [6]. The CREAM support for
the Torque batch system is well tested and works fine including the accoun-
ting subsystem. Unfortunately, JDL does not support any attribute, which can
be used to express the PL-Grid grant. For authentication purposes, CREAM
uses an LCAS/LCMAPS security stack. LCMAPS is a pluggable framework,
implemented as a library that can be used by applications to map incoming
grid identities to local POSIX identities, taking into account the local site po-
licy. Therefore, LCMAPS plugin has been developed at ICM to allow efficient
mapping grid-based users to their own POSIX LDAP accounts. Fig. 1 presents
a decision rule used for the mapping.

Fig. 1. The diagram of PL-Grid LCMAPS plugin. It shows decision rule based on the
user’s VO organization.

Such a method reacts in real time to changes in default grants or adding new
users to the system. At the same time, it eliminates frequent generation of
gridmapfile, which includes all users data. Support for Slurm in the gLite accoun-
ting system (called APEL) is officially available since its latest release, however
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it is immature and significantly buggy. Tests have shown that over 80% of job
records were not handled correctly by the APEL Slurm module.

UNICORE, one of the three base grid solutions deployed in the PL-Grid In-
frastructure [3], natively supports custom resource requirements. These require-
ments, among others, can be used to express the information about a requested
PL-Grid grant in each UNICORE job. As all resource requirements are subject to
brokering, a grant-aware site selection can be easily implemented in UNICORE.
This, however, was not yet done as typically the grants are supported on all
sites and in the rare cases when this is not true, the automatic job rescheduling
solves the problem. Therefore, the integration with the PL-Grid POZO was not
problematic from the UNICORE perspective.

UNICORE’s accounting system developed at ICM was released back in 2010
and subsequently it has been deployed in the PL-Grid Infrastructure. Since this
date, the system has processed several million of jobs using the Torque batch sys-
tem, which was supported by the system since its beginning (next to Sun/Oracle
Grid Engine). The situation with the UNICORE and Slurm was worse, as the
Slurm batch system was not supported in the accounting system. To understand
the required functionality, the details of the accounting deployment in PL-Grid
need to be presented.

The PL-Grid Infrastructure features a complex accounting system or – more
precisely – a set of cooperating accounting systems. The principal solution used
for national and at the same time internal project accounting is called MWZ.
Originally, MWZ was designed to collect accounting data from the gLite middle-
ware. As PL-Grid exposes also QCG and UNICORE interfaces, their accounting
solutions were deployed too, with additional plugins exporting the data to the
central MWZ database. The export of accounting records to the EGI infrastruc-
ture should be done separately by each middleware installed. So far, it was only
set up for the gLite system using its typical solution – APEL, the same software,
which is used by EGI to receive and store the records in the central database.

The retrieval of the accounting data is as complicated as its distribution. The
accounting data must be collected from two sources and then merged: from the
resource management system (as Torque or PBS Pro) and from each middleware
to enrich the low level data by grid related information.

To summarize this complex accounting landscape, the accounting deployment
looks as follows from the ICM site perspective:

– APEL software is installed on the site and reports the accounting data of
gLite jobs directly to the EGI central database.

– The UNICORE accounting system is installed and (independently of APEL)
collects accounting data about all jobs submitted to the site from the batch
subsystem (regardless of the middleware) and from the UNICORE middle-
ware (in case of UNICORE jobs).

– Finally, the accounting data is exported to the central MWZ server and
(what is planned) should be exported to the EGI central APEL service in
case of UNICORE jobs.
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In case of the remaining sites, typically the MWZ agent is installed to collect
the data from the resource management system, and the UNICORE accounting
module is responsible only for retrieving the grid part. The UNICORE grid part
is sent first to the UNICORE accounting system at ICM and from that point it
is forwarded (together with other records) to all configured consumers as MWZ
or APEL. This scenario is presented in Fig. 2.

Fig. 2. UNICORE accounting deployment at the PL-Grid Infrastructure

The UNICORE accounting was tested with a typical HPC load and it han-
dled thousands of jobs without any noticeable performance problems. However,
as soon as a large amount of small high-throughput computing (HTC) jobs
started to be processed, the database size reaches a much larger size. Around
1,000,000 records, the system started to consume large amount of CPU time
during regular operation. It has become obvious that sooner or later the time
needed to process a single job will be longer than an average delay between sub-
sequent jobs collected by the system. Such a situation would nearly instantly
lead to a crash of the whole system.
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In the next section, a description of the Slurm integration module as well as
the general performance and database model changes are presented.

3 Description of the Solution

The article describes the solutions for the Slurm integration with the gLite and
UNICORE middleware as well as the implementation of the PL-Grid grants
system in the gLite middleware.

The Slurm scripts from the gLite APEL were updated and the article dis-
cusses the issues and their solutions. What is more, the support for limiting
the access to resources based on the PL-Grid grants specification (called POZO)
with an ability to handle users’ default grants has been implemented. The article
describes the solution allowing for the enforcement of the PL-Grid POZO system
with a new LCMAPS module. In this module, we use the data picked directly
from the PL-Grid LDAP database, so the changes take place immediately, once
the data is updated in the central PL-Grid database. However, it is important
to emphasize that the main source of information about users’ grants in POZO
system is Bazaar [9], which provides data in XML format, available only for
HPC administrators through a secure protocol. The Bazaar part of data con-
tains more detailed information agreed between the site and the user, containing
among others:

– maximal total walltime,
– maximal walltime for a single job,
– maximal parallelism of a single job,
– minimal memory value.

During the phase of implementation of POZO for the Slurm batch system
three different solutions were tested, all of them having their advantages and
disadvantages. All of them are using Slurm built-in associations. An association
is a 4-tuple consisting of a cluster name, a bank account, a user and optionally
a partition. If set correctly, only the users with valid associations will be enabled
to run jobs. The bank account contains information about user’s limits, which
also are enforced during job execution. This is a convenient way to implement
any computing policy, so we decided to use it during POZO implementation.

The first attempt was a simple script working periodically as a cron job. This
solution was gathering data from PL-Grid LDAP and Bazaar and adding all users
and account information into Slurm database using normal user space Slurm
utilities. In this concept, all data was being processed by slurmdbd daemon.
A schematic workload of this scenario is presented in Fig. 3.

Unfortunately, the PL-Grid Infrastructure supports more than seven hundreds
users, all of them having their private grants. Running such a script in this
situation was causing Slurm to be not responsive to any users’ grant changes for
more than two hours. Obviously, this cannot be accepted and another attempt
to implement Slurm support was needed.
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Fig. 3. The diagram of the first prototype of POZO implementation for Slurm

The first idea was to construct a buffer and run Slurm utilities only to up-
date the users’ grants data that have changed between a current and previous
iteration. The implemented buffer database was almost a copy of Slurm accoun-
ting tables. This solution used SQLite [11], because its efficiency was not that
important. Unluckily, another situation specific for the PL-Grid Infrastructure
prevented this implementation from going into the production phase. The pri-
vate grants, which are given by default to all PL-Grid users, are changing every
half of year. This change is applied by the Bazaar system in several parts. Even
though it still could cause efficiency problems every six months. This time it
could cause Slurm to be immune to any grants changes for even three days.
This again was not acceptable. A schematic design for this workflow is presented
in Fig. 4.

While the previous implementations were tested, the Slurm version at ICM
was upgraded from 2.4.3 to 2.6.1, allowing us to redesign the solution. The
new version of Slurm supported reading the account information from backups
with flushing the current state of the accounting database (in previous versions
this operation was not able to delete users/accounts). In fact, this operation
is not a simple flush. The dump file of the database is being compared with
the current state of the database and, based on the results, a binary version
of the new database state is prepared. Then, the whole new database is being
imported through slurmdbd. This operation takes less than a minute, so with
setting up proper timeouts it is possible to perform this action every day, which
is a standard accepted by the PL-Grid Infrastructure (the existing solutions for
Moab/Maui and PBS Pro work with the same interval constraint). A schematic
workflow for this solution is presented in Fig. 5.

Batch system integration has also been done in the designated component
of the UNICORE accounting, called BSS-Adapter. It orchestrates various batch
system dependent modules, which have to implement a common internal SPI.
The job records produced by a selected module are sent to the rest of the UNI-
CORE accounting system using the ActiveMQ [1] message bus.

The Slurm support turned out to be the most difficult submodule of the BSS-
Adapter. First of all, a difficult decision needed to be made on from what part
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Fig. 4. The diagram of the second solution of integration of the POZO policy with the
Slurm batch system

Fig. 5. The diagram of the final implementation of POZO used at the ICM. To be fully
responsive, the solution needs at least 2.6.1 version of Slurm.

of Slurm the accounting data should be retrieved. As Slurm supports different
storage backends for accounting data, it is possible to extract information di-
rectly from any of them (MySQL database and text files are the most common
choices). Such an approach is easier from the development point of view, however
in order to make the RUS BSS-Adapter independent from a SLURM backend,
we developed a solution accessing the SLURM accounting data via its standard
reporting sacct command.

The sacct command guarantees the same output format, regardless of the se-
lected accounting storage backend. It also allows for changing its output format,
with an ability to choose a format, which is suited to the machine processing.
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Theoretically, this looks as a perfect approach, however practice showed a lot of
obstacles:

– The output of the sacct command is not escaped and in several cases the
field content can itself contain a field separator character (which is “|”). This
problem complicates the sacct output parsing a lot.

– Officially, the output of sacct can be controlled with time range parameters,
unfortunately some of them don’t work correctly. Therefore, the relaying ap-
plication has to support the situation when the same job record is presented
multiple times.

– It was observed that Slurm updates the accounting information of the jobs,
which were previously marked as finished. For instance, a job’s CPU time is
sometimes slightly adjusted.

– The job information is provided in different ways depending on internal
Slurm handling – sometimes some of the job’s information is split into the
so called job steps, what is a Slurm artifact.

To handle all the above obstacles, a quite complex algorithm was developed.
It is presented in Fig. 6.

The algorithm is invoked in an infinite loop. The data is obtained from the
sacct command and the output is processed job by job. The parsing is using
a special trick to detect inclusion of a field separator character used as an or-
dinary character: sacct is invoked to output all the fields, which can carry such
characters twice. By finding the repeated text sequences, the actual content of
those fields can be established, without relying on the field separator. Additio-
nally, all job steps are processed and if the data is available in them, it is added
to the job record. This is typical for the memory usage.

The next step is a record post-processing. The system is storing in memory a
cache of key information of the already sent jobs. The unfinished jobs without
a status change are ignored and discarded. Note that this system is not fully
guaranteeing that a particular job record is absolutely never sent twice (for
instance, this can happen if a BSS-Adapter is restarted and the sent records
cache is cleared). However, this is not a problem for the accounting system as
the central service ignores the unchanged job data. Therefore, this step is only
reducing the network and processing load.

The second post-processing step is a workaround for the problem of Slurm
changing the accounting information of a job, which is already in a terminal state
and possibly could be already sent to the central accounting system. Therefore,
the Slurm module ceases to send job records in a terminal state, which were
finished only recently. The security time threshold is set to 2 minutes and tests
confirm that after this time the job information becomes stable. Such jobs are
going to be sent during the subsequent iteration of the Slurm module.

Besides the Slurm integration, the accounting system was redesigned to han-
dle greater load and provide an unattended operation with a constantly growing
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Fig. 6. Processing of the Slurm accounting data, using the sacct program as a source.
The highlighted element is a good starting point to start following this infinite loop.

amount of processed records. The storage layer was redesigned and the new
version is using a quite different persistence model. First of all, the daily usage
summaries (kept for each user, site, queue and job status) become a fundamental
element that is used for reporting and user-driven accounting data presentation.
The measurements showed that such an approach provides a data amount reduc-
tion by approximately 20 times. The individual job records are still stored in the
database, but only for a relatively short period of time (configurable, by default
half a year) and after this period are automatically moved to a separate archive.
This allows for keeping the advanced functionality of the system, which relies
on the fine grained information stored in individual job records, yet keeping the
amount of processed records at a reasonable level.

What is more, the same mechanism was implemented for the summary records,
but with a much longer time period, after which the summaries are moved to
an archive. Those two solutions together greatly improved the response time in
case of accounting queries, reduced the everyday processing time and, finally,
provide a promise that the system can work for many years to come.
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4 Conclusions and Future Work

As a result, we have managed to deploy a new version of services with a full
Slurm support. All middleware available in PL-Grid is able to execute jobs using
Slurm and, what is more important, the accounting of the batch system and
grid data is properly gathered and exported to external services in PL-Grid
and EGI. The support for the PL-Grid grants system is available not only in
UNICORE, but also in gLite. Additionally, users static mapping implemented
by LCMAPS plugin was also successfully used for GridFTP connections and
GSI-SSH configuration in other PL-Grid sites.

The integration was problematic at the beginning and still requires some
work to make it more reliable. Nevertheless, we have managed to make it fully
operational, which is a notable success and an example for others to pursue.

Further work concerning integration of Slurm with the new version of POZO
may focus on writing a separate slurmdbd accounting backend, which will gather
the usage of MySQL and LDAP databases. This work may be of special interest
for all Slurm users, because information about users and groups is customarily
kept in an LDAP database, while information about their jobs accounting should
be saved in a relational database. Such a solution will have to deal with a lot of
issues coming from possible incoherencies between separate databases, but will
give the administrators a very convenient tool.
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Abstract. The observed paradigm switch towards computational me-
thods in research poses a serious challenge for e-infrastructure providers.
Apart from delivering computing power, researchers are expected to
create the foundation for complete and viable e-science environments.
To address this demand, GridSpace2 was developed as a platform for
provisioning reproducible, reviewable and reusable in-silico experiments.
The resulting environment was applied in the scope of the PLGrid Plus
project. In this work we analyze requirements, which should be met by
in-silico experiments and describe how these requirements can be accom-
modated on the platform level, thus decreasing the costs of acquisition,
preservation and curation of in-silico experiments. In order to evaluate
our approach, we qualitatively assess how the features of GridSpace2
conform to these requirements and how the platform reduces the costs
of provisioning in-silico experiments.

Keywords: e-science, in-silico experiments, reproducibility, problem
solving environments, distributed computing.

1 In-Silico Experiments – e-Science Artifacts

Computational methods are becoming increasingly ubiquitous and often indis-
pensable in scientific research in various domains. E-science can be treated either
as a new standalone scientific paradigm or merely a specialization of the expe-
rimentation paradigm [1]. Correspondingly, data-driven and data-intensive re-
search can be perceived either as “just another paradigm” or as the “original”
paradigm [2]. Even though data-intensive and computational science paradigms
are not necessarily new and disputes regarding their classification are still on-
going, what seems to be the most significant from the pragmatic standpoint is
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the difference between the established kinds of science and the so-called “new
science”, as well as the challenges brought about by these differences.

In particular, new means of conducting science should not result in short-
comings associated with methodological correctness and pragmatic usefulness.
Scientific artifacts, by which we mean all kinds of apparatuses, tools and equip-
ment used to obtain scientific findings, should always respect scientific method
principles, supporting validation, verification and applicability within a reaso-
nable timeframe and with modest effort. As computer science and information
technologies have driven computational science, they should be harnessed to
foster and aid the process of validation, verification and application of in-silico
experiments. What is new and different here, are the definitions, dynamics and
costs [3] related to new science artifacts, namely in-silico experiments characte-
rized below.

The initial cost of acquiring in-silico experiments is relatively low compared
to experimental science, but still significant when compared to theoretical mo-
dels. The challenge is in streamlining – to a reasonable extent – the process of
experiment development and distribution.

In-silico experiments are very different from both theoretical and experimental
science. First, they are truly virtual, i.e., exist only as long as the computing
hardware and software, which preserve them. Moreover, their growth in size
and complexity is only restricted by the limitations of information technology.
Therefore, the required ways of capturing, preserving and disseminating virtual
experiments, are very different from methods used by traditional science. Finally,
all virtual experiments incur running costs related to preservation.

In-silico experiments largely depend on technology (including hardware and
software stacks), e-infrastructures and other experiments. Their dependencies
continuously change, thus the experiments themselves are liable to change as
well. This induces recurring costs, which are higher than for theoretical and
experimental methods. Such costs comprise maintenance, i.e., refreshing, mi-
grating, rebuilding, refactoring, etc. Resilience to such changes is important in
terms of farsighted cost effectiveness when sustaining in-silico experiments.

Fig. 1. Sample estimated cost of provisioning computational science artifacts over time
as a combination of initial cost of acquisition, continuous cost of preservation and
recurring cost of long-run sustainability. In farsighted cost analysis and optimization
all these categories should be taken into account.
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Bearing in mind the dynamic and complex cost structure of computational
science artifacts, the meaning of provisioning becomes broader, covering not only
acquisition, but also preservation and sustainability of experiments. Provisioning
costs, as depicted in Fig. 1, are a combination of all these categories. A decrease
of the costs in either category is desirable, however in practice we often need to
resort to cost balancing. The more farsighted perspective we consider, the more
crucial (in terms of overall cost) the trade-offs become.

In this regard, one of the goals of the PLGrid Plus project [4] was, given the
e-infrastructure built in the scope of its predecessor, PL-Grid [5], to enhance
the GridSpace2 platform [6,7] in order to enable provisioning of scientifically
credible and pragmatically useful in-silico experiments in a cost-effective way by
addressing key common aspects on the platform level. In the scope of this work
we present and assess the approach adopted with GridSpace2.

2 Recognizing the Challenges of e-Science

The breadth and depth of the challenges that emerged with the advent of the
e-science paradigm, induced various investigations that are related to this work
and approach the problem from different angles.

The Royal Society, founded back in 1660 in order to advance the modern scien-
tific method, is nowadays concerned with scientific conduct in the XXI century.
Given all opportunities and challenges that emerge with the advent of e-science,
it foresees e-science as an open enterprise [8] that would bring reproducibility
back to scientific research of the future.

Reproducibility, being one of the main principles of the scientific method,
has been recently discussed widely in the scientific community in the context
of computational and data-intensive science. The problem of being unable to
reproduce an entire experiment or study within a reasonable time and cost con-
straints, which is essential for credibility and reliability of scientific research, is
raised more and more resonantly by various stakeholders. Such criticism is ex-
pressed by scientists themselves, who question the reproducibility of published
findings. In extreme cases, this may result in retraction of papers [9]. Scientific
programmers share the same concern when assessing the software engineering
process, with tangled code and obscure ways, in which software arrives at scien-
tific results [10]. Policymakers, funding agencies and other organizations, who
are crucial stakeholders in the research chain, raise a similar problem and at-
tempt to address it at an organizational level [11,12], making mandatory the
dissemination of all research results, including computational artifacts. Pub-
lishers express concern in remedying the credibility crisis in scientific scholarly
papers [13], which are increasingly becoming dependent on computations. An
example of this process is the pilot implementation of the so-called executable
paper concept [14,15]. Similarly, librarians are gradually switching to digital li-
braries where the notion of enhanced publication has emerged as a new means of
disseminating research results [16] required by scientists and the general public.
Last but not least, the problem becomes fully apparent for applicants of com-
putational methods who, prior to implementing them in real-life cases, strive to
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reproduce or validate them. This applies especially to clinical research where the
transparency, unambiguity and correctness of published computational methods
are often questioned despite multilevel review policies [17].

This proves that while suitable e-infrastructure and software are needed, the
entire e-science ecosystem built around should be enhanced with new means of
recognizing and disseminating research results. New technologies are also ex-
pected to support and foster computational science by accommodating policies
and strategies that policymakers, funding agencies and publishers impose in
order to keep this ecosystem viable.

3 Towards Reproducible, Reviewable and Reusable
In-Silico Experiments

To respond to this need, the GridSpace2 comes with its own approach that
derives from the very fundamental definitions of repeatability and reproducibility
as used in e.g. material engineering [18] and chemistry [19].

Repeatability is the ability of a method to obtain the same results (with
some inaccuracy allowed) when applying it to the same case, under the same
conditions: in the same laboratory, by the same operator, with the same appa-
ratus, and in a short period of time; or close agreement between independent
results obtained by applying such a method.

Reproducibility, in turn, is the ability of a method to obtain the same results
(with some inaccuracy allowed) when applying it to the same case under different
conditions: in a different laboratory, by a different operator, with a different
apparatus, and/or at arbitrary time; or close agreement between independent
results obtained by such reproduced methods. This concept logically extends
repeatability, as shown in Fig. 2.

Reproducibility, in general, is indispensable in the process of validation, which
determines whether a method “does the right thing”. However, apart from “doing
the right thing” in-silico experiments must “do it right” and this is what the
verification process investigates. In this regard, another category of reviewability
has to be introduced in order to embrace the capabilities of verifying in-silico
experiments.

Reviewability is the quality or state of being reviewable, i.e., allowing for
examination, verification, assessment, testing, scrutiny, etc. Reviewability can be
considered as contrary to obscurity by accommodating concerns of structuring,
transparency, traceability and expressiveness as depicted in Fig. 2.

Reproducibility and reviewability make experiments credible, although still
not necessarily applicable to external real-life cases. Hence, another ability of
reusability should be accommodated by in-silico experiments, which, in turn,
can be borrowed from software engineering [21,22].

Reusability, in software engineering, is the ability to isolate, select, maintain
and utilize existing software artifacts in the development of new systems. In the
context of this work, new systems are understood as new experiments or different
experiment cases. Therefore, we can define reusability as the ability to use an
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Fig. 2. Reproducibility (top) extending repeatability with the ability to apply the
method at another time, by a different operator, in a different laboratory or with a dif-
ferent apparatus. An in-silico experimentation platform can support these features by
properly addressing the aspects of preservation, accessibility, portability and interope-
rability respectively. Reviewability (left) carries the qualities of transparency, structure,
expressiveness and provenance. These qualities can be built into an in-silico experimen-
tation platform by properly addressing the aspects of exposure, modularity, high-level
language support and traceability respectively. Reusability (right) enables the method
to be applied to different cases, in a different context and/or for a different purpose.
An in-silico experimentation platform can possess this ability by properly addressing
the aspects of input/output models, composability and customizability respectively.

experiment again in a different case, for a different purpose and/or in a different
context, as shown in Fig. 2, with slight or no modification. In effect, reusability
expresses the measure of likelihood of such reuse.

The goal of GridSpace2 can be now more precisely defined as being to pro-
vide a software platform to support and foster reproducibility, reviewability and
reusability of in-silico experiments, as opposed to mere repeatability, obscurity
and single-usability. In order to enable the desired qualities that enhance in-
silico experiments with reproducibility, reviewability and reusability, a number
of aspects enumerated in Fig. 2 need to be properly addressed by the platform.

4 GridSpace2 Approach to In-Silico Experiments

In response to the above mentioned aspects we propose the GridSpace2 experi-
ment meta-model as depicted in Fig. 3.
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Fig. 3. GridSpace2 meta-model. Experiments are workflows composed of a number
of interconnected code and data items. Code items are written in high-level program-
ming languages and interpreted by interpreters, which are implemented as executables
executed through executors on the underlying e-infrastructures. Executables run on
e-infrastructures, carrying out computations. Executors manage and orchestrate com-
putation flow, data staging and transfers. Data items are simply files that are read and
written when executing code items. In the presentation layer code and data items are
embeddable in HTML mashup pages.

Experiments are workflows composed of a number of interconnected code and
data items. Code items are written in high-level programming languages that
are interpreted by interpreters, which are implemented as executables executed
through executors on the underlying e-infrastructures. Executables installed on
the e-infrastructures carry out computations while executors manage and or-
chestrate computation flow and data transfers. Data items are simply files that
are read and written when executing code items. In the presentation layer code
and data items are embedded in HTML mashup pages. Referring to the require-
ments listed in the previous section we can now present how the GridSpace2
meta-model implements their respective aspects.

Accessibility. The GridSpace2 user interface is fully web-based. Users log in
and interact with experiments using web pages, which are, however, enriched
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with embedded experiment parts, i.e., code or data. Such mashups combining
web page content with experiments allow for pervasive accessibility from remote
locations and with any devices capable of interacting with the web. Moreover,
individual experiment items have dedicated URL addresses, thus allowing iden-
tification and navigation in the WWW system. GridSpace2 access management
supports collaborative ownership of data and experiments through group-based
access control systems. Experiment releases are assigned to a group that com-
prises all authorized users. Confidentiality when accessing GridSpace2 experi-
ment items is ensured by the HTTPS protocol while authentication is performed
by the underlying e-infrastructure.

Preservability. GridSpace2 experiments are persisted as structured XML files
containing a definition of a workflow in the form of a directed acyclic graph of
code, data and requisite items. The file contains complete code, but not data
nor any binaries; rather, it constitutes the specification of an experiment plan,
showing what to do, which files using which binaries. Such high-level description
provides all information needed in order to run the experiment and is easily
preservable in arbitrary data stores on the underlying e-infrastructure. An ex-
periment release, in turn, is a bundle of files including the experiment plan and
all data items (input, intermediate and output files) and requisites (other files
that are neither produced nor modified yet still necessary for the experiment
to run, e.g. configuration files). An experiment release is therefore a record of
the experiment run containing the experiment itself with all data and requi-
site files involved in the course of experiment, which is still easily preservable
as a bundle of files. Although the executables are not included but only men-
tioned in the experiment, they are uniquely identified as interpreters so that the
system can lookup for any matching executables on underlying e-infrastructure
and rerun the computations. For this purpose, GridSpace2 provides a registry
of interpreters and matching executables installed on e-infrastructures.

Interoperability. GridSpace2 experiments support interoperability by relying
on abstract entities of interpreters and data formats. An interpreter denotes
any executable that is capable of interpreting a given language so that multiple
alternative executables implementing the interpreter can be used to run an ex-
periment code item. A data format is an abstract declaration of the syntax and
semantics of a data file so that a number of alternative viewers and editors, com-
monly referred to as openers, supporting a given format can be used to edit or
visualize an experiment data item. Experiments only indirectly depend on a par-
ticular executable or opener; instead, they depend on abstract interpreters and
data formats. To enable matching between interpreters and executables as well
as between data formats and openers, GridSpace2 provides a dedicated registry.
GridSpace2 also allows for flexible configuration of openers and interpreters so
that it can be adapted to existing or new e-infrastructures.
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Portability. GridSpace2 introduces an abstraction layer over execution and
data management capabilities of underlying e-infrastructures through the so-
called Executor API. A number of e-infrastructure adapters implementing this
API are already available and new ones can be developed and easily plugged into
the system. GridSpace2 registry specifies what executor type to use to access
a given e-infrastructure.

It is even possible to use multiple executors handled by the same or different
executor type at the same time thus allowing for cross-infrastructure experiment
runs.

Exposure. In GridSpace2 experiments code and data items are first-class ci-
tizens, fully exposed for viewing and editing in the user interface. Experiment
items embedded in web pages are transparent and provide direct insight into
the code and data files. Second-class citizens are interpreters whose code is not
directly exposed. Nonetheless, interpreters’ versions and distributions are expli-
citly specified in the experiment so that they can be investigated and analyzed
independently. In the background, the “plumbing code” dealing with prepara-
tion, orchestration and monitoring of experiments, is moved out of the user’s
sight and hidden in the platform internals. Still, all relevant parameters are dis-
played to the users who can then study their impact on the experiment. With
this selective exposure, GridSpace2 lets users focus on the business logic and
rely on already-verified platform components. This approach to presenting ex-
periments provides for a traditional, compact and uniform user experience with
only code and data items arranged on the page.

Modularity. What makes even complex experiments manageable is their rea-
dable representation in the form of workflow, namely a directed acyclic graph
comprising code and data items. Although not applicable to all classes of experi-
ments, such representation accommodates a vast range of potential scenarios and
naturally fits into the narrative of the scientific method. Modules like code, data
and requisite items have explicit and well defined connections to one another,
thus enabling scoped and isolated changes in individual items without impac-
ting other modules. Moreover, workflow-based modularity facilitates clean and
convenient rearrangement of workflow items.

High-Level Language Support. GridSpace2 enables execution of computa-
tions specified in an arbitrary programming language. Code items represent pro-
grams, algorithms, problem definitions or other specifications of computations
and can be written in diverse general-purpose, domain-specific, 4th or 5th gene-
ration programming languages, which we refer to as interpreters. Interpreters, in
turn, are implemented by executables, which ultimately evaluate code regardless
of its nature. In this way, GridSpace2 fosters utilization of high-level languages
making the experiment more expressive and easy to read and modify.
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Provenance. As already mentioned, experiment releases bundle all code, data
and requisite items involved in an individual experiment run. Since all expe-
riment items are exposed to users, this allows for immediate introspection of
primary data, intermediate results as well as final outputs. It is also easy to
trace, which code was run against which data.

Input/Output Model. GridSpace2 adopts the file-based input/output model
as the most straightforward, intuitive and popular approach to computing. Just
like in the majority of operating systems, files can be organized in a directory
tree and filename extension denotes their data types. Specific types can then be
associated with compatible openers, which are tiny, dedicated web applications
embedded in data item frames. Openers can either only visualize or allow for
editing of data items.

Composability. In order to enable composition of complex experiments by
reusing other experiments, the mechanism of sub-experiments was introduced in
the GridSpace2 platform. The code items of the experiment can, at any moment
of its execution, trigger an entire sub-experiment or just a single sub-item. The
experiment passes input data items and receives output from the sub-experiment
(or sub-code) according to the file mapping specified in the so-called embedment
element. Behind the scenes, the executable evaluating the code item dispatches
a REST request back to GridSpace2, which, in turn, executes the sub-experiment
or sub-item and takes care of proper file staging.

Customizability. Taking advantage of the workflow meta-model wherein de-
pendencies between code and data elements are explicitly defined, the user may
decide, which parts of the workflow to detach, attach, replace or omit when re-
purposing the experiment. Similarly, changes to individual code and data items
can be applied without affecting other parts of the workflow. In conjunction with
the exposure of experiment items, any change that does not alter the workflow
structure can be applied in situ and immediately executed.

5 Evaluation and Results

The GridSpace2 platform has been delivered as a platform-as-a-service hosted
at the Academic Computer Center CYFRONET and available to registered PL-
Grid users [23]. The platform is developed as an open-source project and is also
available in the form of a binary distribution [24].

So far, the platform was successfully used in provisioning several in-silico
experiments representing various domains both within the scope of PLGrid Plus
and outside of it:

– analysis of hydrophobicity distribution in proteins [25],
– analysis of nanopore arrangement and structural features of anodic alumina

layers [26],
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– supporting the design process of mining operation in coal mines [27],
– simulation of nuclear fusion fenomena [28],
– simulation of in-stent restenosis in coronary arteries [29],
– simulation of irrigation canals in distributed high-performace computing in-

frastructures [30],
– imulation of clay-polymer nanocomposite materials [31].

It was also adopted as a technology empowering executable papers [15].
The usefulness of the solution can be evaluated against two criteria: (a) ad-

dressing the requirements of reproducibility, reviewability and reusability, and
(b) the cost-effectiveness of provisioning in-silico experiments. Although the plat-
form has already been used in numerous applications and evaluated in terms of
general user experience, more in-depth evaluation and comparison with alterna-
tive approaches is still to be carried out.

6 Conclusions and Future Work

In this work we discussed the characteristics of in-silico experiments treated as ar-
tifacts of modern computational and data-intensive scientific research paradigms.
We noticed that – apart from the benefits brought about by new technological ca-
pabilities – research, which relies on these methods, should remain reproducible
in order to satisfy the basic principles of the scientific method. Hence, new poli-
cies for reviewing and disseminating models need to be urgently devised. More-
over, in-silico experiments – being first-class artifacts of e-science – should be
provided in such a way as to enable reproducibility, reviewability and reusability.
GridSpace2 is a software platform, which operates on top of e-infrastructures and
addresses these requirements in a comprehensive fashion, thus lowering the cost
of provisioning individual in-silico experiments, including the costs of experiment
acquisition, preservation and sustainability.

In the future we would like to investigate whether the proposed meta-model
and software platform can span multiple autonomous administrative domains
and what business model would make this approach viable and adaptable to
a wider ecosystem. We would also like to continue efforts towards making the
GridSpace2-powered experiments embeddable in scientific publications through
the Collage Authoring Environment [15]. Apart from that, we plan to incre-
mentally improve the platform so that it supports more and more cost-effective
provisioning of in-silico experiments.
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30. Borgdorff, J., Mamoński, M., Bosak, B., Kurowski, K., Belgacem, M.B., Chopard,
B., Hoekstra, A.G.: Distributed Multiscale Computing with MUSCLE 2, the Mul-
tiscale Coupling Library and Environment. arXiv preprint, arXiv:1311.5740 (2013)

31. Rycerz, K., Ciepiela, E., Dyk, G., Groen, D., Gubala, T., Harezlak, D., Bubak, M.:
Support for Multiscale Simulations with Molecular Dynamics. Procedia Computer
Science 18, 1116–1125 (2013)

https://gs2.plgrid.pl
https://dice.cyfronet.pl/gridspace


A Framework for Domain-Specific Science

Gateways

Joanna Kocot, Tomasz Szepieniec, Piotr Wójcik, Micha�l Trzeciak,
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Abstract. While modern Federated Computing Infrastructures – Grids,
Clouds and other technologies – continuously increase their computing
power, their use for research still stays lower than desired. The authors’
diagnosis of this problem is a technology barrier hard to overcome to
people who want to focus only on science. The federated infrastructures
are difficult to use not only due to the physical distribution of the re-
sources and, thus, need for remote access, but, mainly, due to the fact
that everyday patterns of interaction with a computer cannot be directly
used for these resources. The way of performing computing operations
on them is different than the usual way the scientists do their research
using laptops or personal computers.

The authors claim that the key to increase the use of modern federated
infrastructures for science is making the processing on these infrastruc-
tures resemble using a personal computer. The paper collects require-
ments from different scientific use cases and, from these requirements,
derives a processing model that could satisfy all of them, thus, allowing
to build a system, in which computations on large infrastructures can be
similar to everyday work. This model is implemented by a framework for
creating Science Gateways – InSilicoLab.

Keywords: federated infrastructures, processingmodel, science gateway,
framework, in silico.

1 Introduction

Modern Federated Computing Infrastructures offer almost endless computing
power. The capacity provided by Grids, Clouds and other technologies is huge,
however, the level of their use for research remains lower than desired. The reason
for this might be that, for a researcher, moving from an everyday computation
done on a personal computer to a large parallel machine is a very time-consuming
process. It involves transferring data to and from a remote server, launching
a computation – usually without any user interface other than command-line,
managing the computation status, etc. Most of this is only a burden for a re-
gular researcher, who usually possesses some kind of programmatic skills, but

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 130–146, 2014.
c© Springer International Publishing Switzerland 2014



A Framework for Domain-Specific Science Gateways 131

they are not the essence of his work. The amount of required purely technical
operations might not be an obstacle for large communities, like LHC, who are
able to invest in dedicated teams of computer scientists and programmers, but
it almost eliminates smaller communities. For the latter, the inability to use the
federated infrastructures might cause not only making slower progress – while
running computations on a PC or laptop takes longer than on a parallel machine
– but also prevent some of the research at all – as larger (usually more impor-
tant) datasets could take years to be calculated on a standard computer. Apart
from the difficulties related to technical specifics of the computations manage-
ment, there are some objective obstacles that make using distributed computing
infrastructures difficult, e.g.:

– overhead of running a computation – acceptable for very large ones, but too
big for smaller tasks,

– problematic data transfer – e.g. for Grid: inefficient and difficult, for Clouds:
expensive,

– inability to interact with a running computation.

The stakes are high, as often the research conducted in smaller or more dis-
persed communities is of great importance to humanity – take bioengineering or
seismology as an example.

Fortunately, with successive identification of the aforementioned barriers, new
tools have started to be created, leading also to evolution of Science Gateways –
portals that aim at facilitating the operation on large computer infrastructures
by providing interfaces adjusted to a given community, and offering many other
tools that might be of use to researchers coming from these communities.

This paper presents a framework for creating Science Gateways – InSilico-
Lab – that provides processing-related solutions tailored to specific domains of
science. The gateways created with this framework, to facilitate the usage of the
system, provide a user interface fully customized to a specific science domain,
including the data types, possible operations and construction of the experimen-
tation flow. On the other hand, they aim at reducing side effects of utilizing
a computer infrastructure – not only the difficulties of performing operations
on the infrastructure, but also indirect costs like time overheads and lack of in-
teractivity (batch-style computations). The requirements for development of the
gateway framework were based on several use cases concerning different domains
of science or different areas of these domains.

The paper is constructed as follows: Section 2 gives an overview of computa-
tion use cases coming from different domains of science; summary of the require-
ments for a processing model identified on the base of these use cases is given in
Section 3. Section 4 proposes an implementation of this model, while Section 5
specifies a framework for Science Gateways using it. The current status of work
on the framework is summarized in Section 6. Section 7 gives an overview of the
related work in the field of Science Gateways, and, in general, in computation
models and tools for science. The article is summarized in Section 8.
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2 Use Cases

This section presents several use cases from different domains of science or com-
munities gathered around specific classes of problems within these domains.

2.1 Computational Chemistry

Computational chemistry is one of the domains that heavily utilize the resources
of advanced computing infrastructures. Its computational methods are usually
used to explain or predict empirical effects. Large computational power is ne-
cessary to improve accuracy of the simulation outcomes, extend the timescale
of simulations or, sometimes, just to make modelling a large system possible.
Computational cost of these methods can be the time needed to complete the
calculations as well as large memory consumption and disk storage use.

Similar modelling is also used in other sciences, like nanotechnology or biolo-
gical sciences. The significance of this work was recently confirmed by the Nobel
Foundation who awarded the 2013 Nobel Prize in chemistry for “the development
of multiscale models for complex chemical systems” [1,2].

A classic pattern for Quantum Chemistry computations is comparing similar
systems (geometries), e.g. optimizing their energy or finding other properties.
This requires preparing input data for different systems, launching computa-
tions for all of them and, then, repeatedly checking if the results are available.
The results are text files containing the log of the whole computation process
– sometimes including even the license and the ‘message of the day’. There-
fore, analyzing these files is difficult and tiresome, but often required, also while
the computation is running – to control whether the processing is going to be
convergent. If not, the process should be stopped and rerun with slightly dif-
ferent parameters. This is especially important in case of very time-consuming
optimization procedures, that could otherwise run for days or weeks not giving
eventually any correct results.

If the computations are launched on a distributed computing infrastructure,
the user additionally has to transfer data to a suitable storage service, specify
the computation description (usually, a file written in a description language
specific to a given infrastructure), monitor the state of the jobs, and, afterwards,
transfer the result data from a storage service to their computer. Even if it
would further be used for next computations (which is a common scenario), the
transfer to a local computer is required to analyze the contents of the file. What
is more, in such case, watching the result (log) file during the computation
is usually impossible or very difficult – and, in case of many parallel jobs –
unmanageable [3].

Another scenario useful for the computational chemistry domain is an interac-
tive “play” with a molecular system like Molecular Dynamics trajectory, where
several parameters of the system reduction are chosen and tested on one of the
trajectory frames. After the reduction is considered successful, the same opera-
tions can be applied to the whole trajectory or to a set of its chosen frames.
In case of this scenario, implementing it using a traditional batch system would
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bring more inconvenience than benefits, as the operations required to run the
program and transfer files take longer than the actual computation.

2.2 CTA

The Cherenkov Telescope Array (CTA) [4] is a large project from astrophysics
domain that aims at building the next generation ground-based telescopes to
observe very high energy gamma-rays. As the project is still in its preparatory
phase, large simulations are needed to model the telescopes response with re-
spect to different parameters – ranging from the telescopes size, placement and
geographical location to the electronic trigger configuration. At this stage, heavy
Monte Carlo (MC) computations are run to find the optimum values of these pa-
rameters, considering as well individual telescopes as the whole telescope array.
The simulations often have a character of a parameter sweep – to thoroughly test
the possible values of a range of parameters, usually also for different input files
– which produces a very large number of parallel simulations. The simulations
are based on data containing simulated atmospheric events, which tend to be
very large (usually several GBs). Such large data cannot be stored on personal
computers, and even their transfer from a dedicated storage takes considerable
time. The duration of the computations themselves also depends on the data
size as well as on the parameter values.

Within the next few years, CTA will enter its operational phase, when it will
serve as an open observatory to a wide astrophysics community and will provide
a deep insight into the non-thermal high-energy universe. The MC simulations
will be needed in a limited number then, and the software will have to be tar-
geted at analysis of the data produced by the telescopes. This has to be prepared
earlier, to calibrate both the telescopes and the software parameters to provide
reliable information to the astrophysics community. Such analysis requires mul-
tiple transformations of the telescope data to extract relevant information and
to reconstruct the direction and the energy of the original atmospheric event,
which are then compared against the simulated input values. This is done by se-
veral tools organized in a pipeline, for which some elements might be exchanged
(e.g. for verification, some of the analyses have to be run twice, using different
methods – only if they give similar outcomes, the resulting information can be
considered valid).

Another important aspect of the telescope array operation will be consuming
the data that come from the instrument. This will be streams of large data
coming continuously – not being divided into individual files. To process data of
such character, neither batch systems nor interactive applications are enough.
Such data require completely different approach that would consider data not
as files but as streams.

2.3 MHD Simulations in Astrophysics

Magnetohydrodynamic (MHD) simulations are an important way of modelling
processes and studying their evolution in many astrophysical objects and
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environments. The codes used for this modelling have the highest requirements
with respect to the computing infrastructure – e.g., one of the scientists per-
forming these simulations every year reaches the first place in statistics of the
resource consumption in the PL-Grid national grid infrastructure1. An impor-
tant aspect of these simulations is monitoring the status of the physical system
being modelled. Therefore, it is convenient to produce a significant amount of
pictures delivered on the fly with their number and names not known prior to
the calculations.

It is also useful to do a compilation test before the computation is submitted
to the infrastructure. This allows the user to tune the compilation parameters
and test whether they are valid and work with the application. This testing is of
large significance, as the application could run for even as long as several months.
A test compilation could be done several times until satisfactory configuration is
reached, which requires that its results are returned almost instantly. Only the
final, validated parameters are used for a real compilation in the infrastructure,
which is done before the program starts.

2.4 Bioinformatics

The bioinformatics calculations are known for their complexity with respect to
the number of different (often small) programs that have to be run in a specific
order (see e.g. the Gromacs application [5]) – usually one taking output from the
other as input. This order might be different for different classes of problems,
therefore, different researchers have their own patterns of using these programs.
A natural way of facilitating work with them would be connecting the individual
programs in workflows or pipelines. However, automating that is very difficult
due to the lack of formal semantic description. What is more, some of these
programs cannot be run in batch mode, as they interactively ask the user for
input. The interactivity is also often required on the level of constructing the
workflow or pipeline – by dynamically choosing the subsequent processing steps.
This is due to the fact that the decision on the next step of the experiment is
often based on early obtained results of the previous step – e.g. the user observes
a plot generated by one of the programs and decides whether to continue the
experiment or recalculate the current step with different parameters.

The bioinformatics community has also created a well-developed set of protein
databases (like Protein Data Bank [6]) or publication databases that publish
a service API, which enables them to be used through service method calls
(e.g. REST [7] operations).

3 Processing Model Based on Scientific Use Cases

The requirements gathered on the base of the presented use cases show that
scientific computations not only need large computational resources, but also

1 According to the statistics presented on the forum of the PL-Grid Consortium.
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immediate response and interactivity. Therefore, a comprehensive computing
model targeted at research communities has to, on one hand, enable or facilitate
access to large computer infrastructures, and, on the other, consider interactivity
and responsiveness as key functionality.

We can summarize the requirements for such computing model by introducing
the following three types of processing that have to be addressed:

– Batch operations – which usually take a significant amount of time to com-
plete, therefore, their immediate result is not important. These operations
often involve managing large datasets. There are also two features of such
computations that are usually neglected by traditional computational sys-
tems:
• Interaction with the application – the computational task run on an

infrastructure might execute an application that, at some point, requires
user input or simple decision.

• Continuous preview of the application results – partial results should be
available for preview during the computation (if the application produces
such partial results before it completes).

– Immediate operations – requiring immediate response from the system. They
would be usually used jointly with other types of processing – e.g. to test
parameters for larger batch computation or to deploy a service.

– On-demand deployment of services – operations that deploy services to be
later used by other components. The service endpoints will be distributed
across the user infrastructure. The use of such services could enable proces-
sing data streams – which could not be handled by any other mechanism.

All of the above-listed types of processing require interactive mechanisms,
where not only outputs are available immediately, but also processing units of
all kinds can prompt for a user decision on a specific matter. This should be
presented to the user in their interface or sent as a notification in case they are
off-line.

Implementing this concept of performing computations brings us closer to
the main aim a modern processing model for computing infrastructures should
follow – i.e., preserving the same functionalities and usage patterns that the
users have on their personal computers. Such model is already partially available
through contemporary grid and cloud technologies (IaaS, PaaS), however, it is
not yet accessible in a unified way. The authors believe that combining all these
in a single system, which is a heart of a domain-specific portal solution, might
be a vast change in the way of performing computing-aided research. A portal
empowered with a system based on the presented processing model, on one
hand, gives access to powerful processing mechanisms, and on the other, can
offer a personalized user interface containing all necessary tools and applications
required by a specific domain of science. We call it a Science Gateway.

4 Implementation of the Processing Model

To implement the computation model represented by the three classes described
in Section 3, the following system architecture was designed.
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The central component of the system (see Fig. 1) is a message broker (im-
plemented as a message queue) that coordinates requests of the other actors:
a requestor and a worker. The requestor is an entity (usually a portal interfacing
the user) that defines the computation to be performed, whereas the worker is
an actual program that performs the computation. Both the requestor and the
worker can be deployed in multiple instances, either providing different functio-
nality or duplicating an existing component – the latter providing means for load
balancing. The message broker ensures a reliable asynchronous communication
between all the actors. Fig. 1 shows this communication scheme.

Fig. 1. Schema of the communication in the system: Requestor and Worker instances
interacting through a Message Broker

Workers start their execution by subscribing to the queue and declaring what
type of specific task they are able to process (e.g., a specific program, dynami-
cally deployed visualization service, etc.). As the workers communicate with the
rest of the system only via the message queue, they can be launched on any
computer capable of running the specific task – regardless whether it is a node
of an advanced distributed infrastructure or just a personal computer. Likewise,
they can be implemented in any software technology or programming language.
Workers of adequate type (able to process certain task type) can be spawned or
terminated according to the system load.
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The requestor is responsible for creating task definitions based on the user
input, and submitting them to the message queue. The tasks are portions of
work that have to be delegated from the requestor (e.g. portal) to workers.
They are usually a specific set of parameters and/or input files for a concrete
program run by the worker. When the requestor submits a task of a certain
type to the queue, the message broker sends it to one of the workers, that are
capable of processing it. The workers are usually built for a concrete application,
and, therefore, need only a limited configuration and input files passed with the
task description to start the computation. Such approach limits their use to
only computations of a specified kind, however, the behavior of such workers is
much more predictable and can be more easily handled and communicated to
the user. Furthermore, implementing a general-purpose worker that would be
able to execute an arbitrary script is also possible, to complement the system
functionality.

At any time, the worker may send messages back to the requestor – also
through the message queue. Such messages can include e.g. task results (also
partial ones), execution status or error information. What is more, when re-
ceiving a task from the queue, the worker subscribes to a new, temporary queue,
which serves as a channel for additional message exchange with the requestor
(concerning only the given task). In this way, a two-way communication is pos-
sible, in which both sides may initiate the interaction and both sides await
messages – e.g., the requestor can send additional data required by the task
during its execution, or the worker may notify the requestor that it needs an
input from the user. If a worker is deploying a service with an external interface,
this communication channel will still be active, therefore, allowing the worker
to communicate with the requestor in the usual manner (e.g. enabling the re-
questor to send a shutdown message), while external entities will be accessing it
according to the service protocol and interface.

Relying on asynchronous message passing as the communication layer, adds an
important quality to the system, namely, the persistence. Appropriate message
broker policies ensure that task descriptions are not lost in case of worker failure
or connection problems. Similarly, should the requestor side fail, all messages
from the workers are persisted by the message broker and delivered as soon as
the requestor restarts/reconnects. The message broker policies also ensure the
integrity of the system – e.g., that one task request will not be consumed by
many workers at a time.

The latency added by the communication through a queue is minimal, there-
fore, instant response of the system is assured assuming there is a free worker to
perform the requested task, and that, in turn, may be managed by appropriate
worker deployment and spawning policy.

The workers are owned by users who run them either manually – by executing
them directly or starting through a dedicated interface – or automatically, by
triggering a computation of a certain type. The owner can also set the worker
policy to allow other users to utilize it. In this way, light, permanent workers
can be deployed on dedicated resources to realize small computations and be
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available to all the users. Such workers can perform immediate operations, as
they are constantly ready to receive and perform their tasks. Once they complete,
the result is instantly put to the queue and dispatched to the requestor, which
is waiting for it.

All workers are managed and monitored by a separate component – Worker
Manager, which is aware how many workers, of what kind, and belonging to what
users are alive, and what is their state (e.g. busy, waiting for reply, unoccupied).
The manager would automatically adjust the pool of permanent workers to en-
sure the immediate operations are performed fast, and trigger notifications to
the user whenever the user-managed pool of workers is overloaded.

5 Science Gateway Framework

To create a unique solution tailored to the needs of a specific research community,
the generic computation model should be built into a larger framework that
would specify how to create, on one side, the user interfaces, and, on the other,
the connection to the underlying infrastructures.

5.1 Framework Architecture

The schema presented in Section 4 specifies the model of communication between
the system components. This section specifies the architecture of a framework
– InSilicoLab – that uses this communication model to build advanced Science
Gateway solutions. It is composed of three layers:

– Domain Layer is the layer of contact with the user, providing specified
tools for use in a concrete domain of science. These are usually exposed
through a web portal to facilitate access from remote destinations. As re-
sponsible for the contact with the users, the Domain Layer has to assure
maximum usefulness to them. Therefore, it operates only on actions and
objects from the researchers domain or common to the research community
– like Experiment, Analysis, Results, etc.

– Mediation Layer is responsible for performing the actions triggered in the
user interfaces of the Domain Layer. The requests are handled with use of
the InSilicoLab Core Services, that are able of interacting with the resources
of the Resource Layer.

– Resource Layer is the layer of the computational and storage resources.
The system interacts with these resources by calling resource-specific com-
mands through the resource interfaces – e.g., submitting a computational
job or saving entities to a database. The Workers (labelled with ‘W’ in the
picture Fig. 2) reside on the members of this layer, serving as an additional
interface for contact from the Core Services.

The user interaction with the system is realised through components of a
Science Gateway (in the Domain Layer). It is responsible for taking the user input
and sending it to the components of the Mediation Layer. They, in turn, translate
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Fig. 2. Architecture of the InSilicoLab framework: Domain Layer, Mediation Layer
with its Core Services, and Resource Layer. In the Resource Layer, Workers (‘W’) of
different kinds (marked with different colors) are shown.

this request to task descriptions (in case of triggering a computation) or other
messages (e.g. abort request message or response to an input request issued by a
worker) and dispatch them to the appropriate queue. On the Resource Layer the
workers process the messages compatible with their capabilities, and, whenever
they need to communicate with the user or the system, they submit a message
to another (or the same – depending on the communication purpose) queue. The
Mediation Layer decides what should be further done with the message and, if
needed, communicates it to the Domain Layer, which displays it correctly to the
user.

The design of the framework makes it independent of the underlying infras-
tructure as customized workers may be deployed on any computing resources.
This could prove useful also in situations where licensing issues prevent the re-
searchers from running computations (with use of a proprietary software) on
other computers than their own.

5.2 Integration Platform

The framework architecture enables creating Web components customized to the
needs of a specific research domain. They are usually integrated in a standalone
portal for the domain, however, they may also be composed into a larger integra-
tion platform – e.g., a Liferay portal [8]. In such case, apart from the usual In-
SilicoLab components (e.g. Experiment Management, Result Management, Data
Management), the community would be able to use additional functionality pro-
vided by the integration platform – like Wiki pages, blogs, social networking,



140 J. Kocot et al.

Fig. 3. Model of integrating the InSilicoLab components into an Integration Platform

etc. Furthermore, such platform as Liferay would also be capable of integrating
more advanced services built for the research community – e.g. infrastructure
monitoring service or other custom applications.

5.3 Science Gateway Instance Development Model

The most important aspect of developing a Science Gateway for a science com-
munity is understanding the way its researchers work. This is crucial to make
the resulting solution useful and user-friendly. This cannot be done without ana-
lyzing the everyday work of a researcher, in order to extract common patterns,
data flows and types, as well as tools they use. Having such knowledge, the work
patterns can be recorded as science experiments understandable for a machine –
algorithms. These algorithms become a base for the domain-related components
required to create a new Science Gateway – i.e.: specialized workers, experiment
logic (the algorithm of the experiment), and experiment-specific user interface.

The workers have a defined API and a set of utility methods they can use.
Therefore, the development of a specialized worker requires only implementing
several methods responsible for executing a domain application and transferring
its results. The communication with the message queue, including serialization
and deserialization of the messages, is implemented in the core classes each
worker uses, therefore, it does not have to be separately handled by the worker
developers. Likewise, communication with the Worker Manager, allowing for
monitoring of the workers, is provided as a standard mechanism automatically
included in each worker.

Experiment logic controls how the experiment is conducted – e.g., what ope-
rations are delegated to workers, what happens when a worker sends a reply or
requests a user input. As in case of workers, this all can be implemented based on
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a common API and utility methods provided by Core Services of the Mediation
Layer (see 5.1).

The last component of a new experiment in a Gateway is the user interface. It
should provide forms for the experiment input, interaction with it, and the results
display (e.g. tables, plots). Most of the user interface components – like input
fields, upload forms, charts, etc. are provided with the InSilicoLab framework,
therefore, for simpler experiments, the construction of the interface requires only
to create a layout of a set of ready components.

To simplify the creation of a new Science Gateway, its developers are provided
with a template project containing all the required components with empty
methods to fill in with custom operations.

6 Current Status

This section provides information on the current status of the implementation
of the framework itself as well as the status of development of gateways based
on it.

6.1 Implementation Status

An implementation of the InSilicoLab framework architecture already resulted in
several running gateway instances (see 6.2) – both exposed as standalone portals
and as Liferay-integrated solutions. The implementation of the processing model
was already tested for batch and immediate operations, with a proof-of-concept
implementation of the mechanisms for interaction with the user.

The reference implementation uses Java-based workers, started manually and
monitored through the message queue interface.

6.2 Running Instances

There are three production instances of gateways based on the InSilicoLab
Science Gateway framework:

– CTA Science Gateway (http://cta-sg.grid.cyfronet.pl) – a portal for
the Cherenkov Telescope Array community, integrated along with other
CTA-specific services within Liferay. The gateway can be accessed by all
CTA consortium members.

– InSilicoLab for Chemistry (http://insilicolab.grid.cyfronet.pl/) –
a standalone portal for computational chemistry, featuring Quantum Che-
mistry experiments with the use of standard QC packages as well as a custom
library for interactive management for Molecular Dynamics trajectories.

– InSilicoLab for Astrophysics (http://insilicolab.astro.plgrid.pl/) –
a standalone portal for MHD simulations run by the community of astro-
physicists in the PLGrid Plus project [9]. The portal was developed by one
of the AstroGrid-PL scientists.

http://cta-sg.grid.cyfronet.pl
http://insilicolab.grid.cyfronet.pl/
http://insilicolab.astro.plgrid.pl/
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Three other Science Gateway instances are currently under development:
a Thematic Node for Induced Seismicity for the EPOS project [10], and two
portal instances for different communities in bioinformatics.

As the core components of the system are common to all gateway instances,
the process of creating a new instance is simplified, and requires providing only
domain-specific components (see also 5.3). Due to this fact, a new gateway in-
stance can be created by domain experts, with only little help and guidance
from the framework developers – which was already proved by InSilicoLab for
Astrophysics and the Bioinformatics portals.

7 Related Work

This section describes other science gateway framework solutions (7.1) as well
as works related to individual parts of the framework described in this paper.

7.1 Science Gateways and Science Gateway Frameworks

gUSE/WS-PGRADE and SCI-BUS. gUSE/WS-PGRADE (Grid And
Cloud User Support Environment) is a science gateway framework devel-
oped by Laboratory of Parallel and Distributed Systems at MTA SZTAKI
(http://www.lpds.sztaki.hu/) [11]. SCI-BUS (SCIentific gateway Based User
Support) is a project aiming at providing a science gateway customization me-
thodology based on gUSE/WS-PGRADE for different user communities and Na-
tional Grid Infrastructures (NGIs) [12]. gUSE/WS-PGRADE provides a generic
purpose, workflow-oriented graphical user interface to create and run workflows
on various Distributed Computing Infrastructures (DCIs) including clusters,
Grids, desktop Grids and Clouds. The technology is based on Liferay [8] and
Liferay portlets, which enables it also to use the Liferay’s community and social
functionality.

The advantages of the system are undoubtedly large range of the supported
DCIs and possibility to use and share common Liferay portlets. However, such
tight integration with a portal technology might also be a disadvantage in the
future. What is more, generality makes it relatively easy for a developer (a com-
puter scientist) to create a new gateway in the gUSE/WS-PGRADE technology,
however, still extremely difficult for a regular researcher (see e.g. [13]).

SCI-BUS offers also an extensive support for workflows, compatible with
SHIWA [14], including interactive workflow nodes that enable users to have
influence on the run of a workflow. Nevertheless, usually developing a priori
workflows is not convenient for regular users – they would need help of workflow
developers. What is more, interaction on the level of a workflow may not be
enough, as the user would often like to interact with the computational job
itself – thus, the requirement of interactivity is only partially met here and the
framework allows only for broad range of batch operations.

http://www.lpds.sztaki.hu/
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Catania Science Gateway Framework. Catania Science Gateway Frame-
work (CSGF) [15] is a tool for Science Gateway creation, developed by INFN,
Division of Catania (Italy).

Like gUSE/WS-PGRADE, the Catania Science Gateway Framework is based
on Liferay, however, the authors claim that the technology is compliant with
JSR-168 [16] and JSR-268 [17] portlet standards – which could make the tech-
nology less Liferay (as specific solution) dependent. Nevertheless, as in case of
gUSE/WS-PGRADE, CSGF’s portal installation as well as portlet development
is a process that only an application developer (not a researcher) can handle
easily.

CSGF offers several authorization mechanisms, including SAML-compliant
solutions as well as using one of the Social Networks account.

Unlike gUSE/WS-PGRADE, which use their custom layer – gUSE, the under-
lying technology of CSGF gateways for communication with DCIs is JSAGA [18],
which makes the technology more standards-compliant.

The computing model of CSGF is very similar to the one of gUSE/WS-
PGRADE, offering mainly batch processing with little interaction.

Apache Airavata. Apache Airavata is “a software framework for executing
and managing computational jobs and workflows on distributed computing re-
sources including local clusters, supercomputers, national Grids, academic and
commercial Clouds” [19].

It provides a suite for building gateway solutions that are oriented mainly at
workflow construction and execution. The framework is interoperable with many
existing workflow standards. Nevertheless, as mentioned before, the mechanism
of constructing workflows to run them later is difficult to realize by a regular
scientist.

The architecture of the solution is based on Web Services communicating
over SOAP protocol, what makes it a very flexible solution. However, in its
current shape the framework is focused on heavy, large-scale applications, not
implementing any support for lighter (instantaneous) operations, not mentioning
any interactivity on the computation level.

7.2 Grid/Cloud Computing Frameworks

DIRAC. DIRAC (Distributed Infrastructure with Remote Agent Control) [20]
is a software framework for distributed computing providing a level of abstrac-
tion above known middleware providing access to distributed resources – it is
thus called Interware. DIRAC attempts to bridge some of the flaws of the exis-
ting middleware by providing a custom Workload Management System with
Pilot Jobs, and therefore providing more reliability and efficiency of multi-job
computations.

DIRAC provides also a custom file catalogue (DIRAC File Catalogue – DFC).
The Catalogue proved to be more efficient [21] than the widely used LFC ca-
talogue. DIRAC File Catalogue offers also metadata support, which largely im-
proves its search capabilities and, as a consequence, its usability.
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The DIRAC functionality is exposed through a command-line interface or
through a web portal (http://dirac.ub.edu) as well as through a RESTful
API. The portal provides functionality allowing for job and pilot control, file
catalogue search, reporting, creating dashboards and many more. All DIRAC
interfaces are job-oriented, which makes them difficult to use by a science com-
munity member with no knowledge about distributed computing. Creating job
descriptions is largely facilitated in the DIRAC Web Portal, but, still, the users
have to operate on scripts, files, servers, etc. instead of the concepts related to
their research.

The range of the interfaces DIRAC provides, along with the advantages of the
DFC catalogue and the system good reliability, makes it a good candidate to use
as one of the means for running the workers of InSilicoLab, however, interaction
of the computation with a user has to be provided by the InSilicoLab framework
as DIRAC itself does not provide any support for such model of processing.

JSAGA. JSAGA [18] is an implementation of Simple API for Grid Applica-
tions (SAGA) [22], which is an attempt to provide a common interface for grid
middleware. JSAGA can be used either as a command-line tool or as a library
for a Java application. It offers a flexible mechanism of plugins (adaptors) that
allows the users to include only the components that are required for a concrete
application. The range of the available adaptors is large and still growing thanks
to community support. It includes i.a. adaptors for different middleware like
gLite, DIRAC and Unicore, as well as SSH and SFTP adapters.

JSAGA was already tested and used in InSilicoLab for access to the LFC
catalogue and for submission of the workers. As DIRAC, it does not provide any
means for interaction with a running job, but is a good candidate for submitting
batch operations.

7.3 Specific GUIs

Another group of solutions related to the functionality that Science Gateways
cover, are user interfaces provided only for a concrete science domain or even
dedicated to a single application. They cannot be considered as broader frame-
works, however, their interfaces can be used as a point of reference for the inter-
faces offered in gateways.

One of such solutions is WebMO [23] – a Web interface for computational che-
mistry packages – supporting several of them. It allows users to draw structures
in a 3D java editor, run calculations, and view results from their web browser.
Although the interface is very comprehensive as a tool for chemistry, it is not
adjustable to other domains of science. Its more advanced features as well as
the ability to compute larger systems are available only in commercial versions
– WebMO Pro and Enterprise.

There are also many other Graphical User Interfaces supporting specific ap-
plications – like GaussView [24]. However, their use limits the user to only one
application, not allowing to compare results or choose different computation
method for the same input data.

http://dirac.ub.edu
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8 Summary

Although the needs of different science communities are very different with re-
spect to computing, they can be summarized by putting into several classes of
processing patterns. To create a fully functional and intuitive to use proces-
sing model, all of these patterns have to be implemented. Without this, the
resulting tools and frameworks for computing would serve only a limited set of
research activities. InSilicoLab, on one hand, implements the processing model
with consideration to all the aforementioned classes, and, on the other, provides
a framework for creating domain- or community- specific gateways that enable
the research communities to take advantage of this model with a specialized
interface.

The framework was already used for development of several Science Gateways
in different science domains.
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Abstract. Science Gateway is a set of tools for scientists to facilitate ac-
cess to their computational resources in a comprehensive, efficient and easy
manner. Themost common instance of Science Gateway comes in the form
of awebportal. It provides space for communities, collaboration, data shar-
ing and visualization along with the possibility of defining, running and
managing computational tasks. The main objective of such a portal is to
allow users to access the computational resources, to process and analyze
their data and to obtain results in a uniform and user friendly way. In this
publication we briefly describe solutions for Nanomechanics, Quantum
Chemistry and Molecular Physics fields with the use of Vine Toolkit and
QosCosGrid tools and different domain-specific applications.

Keywords: Science Gateway, portal, Web2.0, Vine Toolkit, Lammps,
NanoMD, SIMPL, Anelli, workflow, nanomechanics, advance reserva-
tions, QosCosGrid, monitoring.

1 Introduction

The advanced web-based graphic and multimedia oriented user interfaces de-
signed for scientists and engineers can change the way users collaborate, share
computing experiments and data, and work together to solve day-to-day prob-
lems. Moreover, future science and engineering gateways will influence the way
users will not only access their data, but also control and monitor their de-
manding computing simulations. To allow users to interact remotely with su-
percomputers and large-scale computing environments in a more interactive and
visual manner, we present a tool called Vine Toolkit that has been successfully
used as a core web platform for various Science Gateways up to now [1,2,3,4].
Vine Toolkit is a modular, extensible and easy-to-use tool as well as high-level
Application Programming Interface (API) for various applications, visualization
components and building blocks to allow interoperability between many differ-
ent HPC and grid technologies. Currently, the following modules, plugins and
support for standards are available in Vine Toolkit:

– job submission and monitoring: QosCosGrid 3.0, Unicore 6, gLite3, GRIA 5.3,
Globus Toolkit 4.0.x, 4.2.1 [5,6,7,8,9,10,11],

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 147–163, 2014.
c© Springer International Publishing Switzerland 2014
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– data access and management: iRODS, Storage Resource Broker, Storage
Resource Manager, OGSA-DAI 2.2 [12,13,14],

– supported standards and services: BES, JSDL, RUS, Active Directory
[15,16,17,18].

Moreover, it supports Adobe Flex and BlazeDS technologies in order to al-
low developers to create advanced and rich web applications similar to many
stand-alone Graphical User Interfaces (GUIs). Additionally, Vine Toolkit has
been integrated with well-known open source web frameworks such as Liferay
and Gridsphere [19]. In the PL-Grid [20] and PLGrid Plus [21] projects, Vine
Toolkit is tightly coupled with the QosCosGrid middleware. The QosCosGrid
(QCG) middleware is an integrated system offering advanced job and resource
management capabilities to deliver to end-users supercomputer-like performance
and structure. By connecting many distributed computing resources together,
QCG offers highly efficient mapping, execution and monitoring capabilities for
a variety of applications, such as parameter sweep, workflows, MPI or hybrid
MPI-OpenMP. Thanks to QosCosGrid, large-scale applications, multi-scale or
complex computing models written in Fortran, C, C++ or Java can be auto-
matically distributed over a network of computing resources with a guaranteed
quality of service. The middleware provides also a set of unique features, such
as advance reservation and co-allocation of distributed computing resources.
In this article, we briefly describe new technological solutions relevant to ad-
vanced scientific and engineering portals driven by various requirements defined
by scientists, which we identified in the PL-Grid project. The rest of this article
is organized as follows. In Section 2 there is presented related work in the area
of Science Gateways and Science Gateway frameworks. In Section 3 we briefly
describe our main motivations. Then, in Sections 4, 5 and 6 there are short
descriptions of the used software, developed Scientific Applications and QCG
Portal tools. Finally, in Section 7 there is a summary and information about
future works.

2 Related Work

Currently, there are several approaches to the Science Gateway concept. There
is a group of frameworks facilitating the design and creation of Science Gate-
ways, there are also portals up and running ready to be used by the scientists.
Among the tools available that help users to create advanced Science Gateways,
P-GRADE is a good example of parallel application development system for the
Grid and clusters [22]. It uses Globus, Condor-G, ARC, BOINC and MPICH-G2
as grid-aware middleware to conduct computations. The latest P-GRADE ver-
sion, namely WS-PGRADE allows for cloud dispatching and similarly to Vine
Toolkit offers Liferay portal container Graphical User Interface. EnginFrame
is another good example of a web-based front-end for simple job submission,
tracking and integrated data management for HPC applications and other ser-
vices [23]. EnginFrame can be easily plugged on several different schedulers or
grid middleware like: Platform LSF, Sun Grid Engine, PBS, or gLite middleware.
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A slightly different approach to build an API providing the basic functionality
required to build distributed applications is SAGA [24] – it focuses on delivering
a set of programming interfaces covering the functionality of the HPC-aware
application. Unfortunately, it does not provide a GUI support needed to create
easy-to-use Science Gateways (see a comparison of Vine Toolkit and SAGA in
Table 1).

Table 1. SAGA vs Vine Toolkit comparison

Middleware Vine Toolkit SAGA – Java adaptors

gLite 3 – Cream Yes Yes – JSAGA

gLite 3 – WMS Yes Yes – JSAGA

gLite 3 – JDL Yes under development – JSAGA

Globus Toolkit Yes (4.0.x, 4.2.1) Yes – JSAGA/JavaGAT

Globus Toolkit – MyProxy Yes Yes – JSAGA

Globus Toolkit – gsiftp Yes Yes – JSAGA

Globus Toolkit – WS-GRAM Yes Yes – JSAGA

BES Yes Yes – JSAGA

JSDL Yes Yes – JSAGA

GRIA Yes (5.3) No

Unicore 6 Yes Yes – JSAGA

Active Directory Yes No

Java Keystore Yes Yes – JSAGA

X509 Certificates Yes Yes – JSAGA

Storage Resource Manager Yes Yes – JSAGA

Storage Resource Broker Yes Yes – JSAGA

(S)FTP, SSH, HTTP(S), ZIP Partly (http, SSH applet) Yes – JSAGA/JavaGAT

local data management Yes Yes – JSAGA

WebDav Yes No

VOMS Yes Yes – JSAGA

iRODS Yes Yes – JSAGA

NAREGI (Super Scheduler) No Yes – JSAGA

OGSA-DAI Yes (2.2) No

RUS Yes No

QosCosGrid 3.0 Yes No

Nagios Monitoring Service Yes No

Fortunately, apart from the development environments, there are also several
sites offering access to many specialist applications for the scientists directly.
A good example of well-established Science Gateway is nanohub.org [25]. Its
main purpose is to deliver tools, materials and helping with the education, re-
search and collaboration in nanotechnology. According to the statistics provided
by the nanohub.org site, there are over 10,000 simulation users and over 50,000
interactive users. That is the result of the wide range of nanotechnology ap-
plications and simulation/visualization available in the portal. Regarding the
technical details, the web interface serves as a proxy between the remotely in-
stalled application and the end user. In order to achieve this, a Java applet

nanohub.org
nanohub.org
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with VNC plugin is used to connect the user to a remote GUI of the desired
application. The next step in building Science Gateways in United States has
been performed in the iPlant Foundation Agave API [26] and DNA Gateway
agaveapi.co. Agave is a science-as-a-service platform for enabling the next ge-
neration of Science Gateways. Agave runs in the cloud as a hosted, multi-tenant
service, so there is no need to install anything. It allows users to define their own
compute and storage resources, so one can interact with the resources he/she
has, as well as the ones Agave provides. Gateway DNA is a set of web-based
components that run entirely within a web browser and provide access to all the
core functionality of the Agave API. Another example is a collaborative environ-
ment where scientists can safely publish their workflows and experiment plans,
share them with groups and find those of others, called myExperiment.org [27].
In this approach, workflows, other digital objects and bundles (called Packs)
can now be swapped, sorted and searched like photos and videos on the Web.
Unlike Facebook or MySpace, myExperiment fully understands the needs of the
researcher and makes it really easy for the next generation of scientists to con-
tribute to a pool of scientific methods, build communities and form relationships
– reducing time-to experiment, sharing expertise and avoiding reinvention.

More comprehensive lists of available Science Gateways and Science Gateway
frameworks can be found at EGI Applications Database [28] and XSEDE Science
Gateways Listing [29].

3 Motivations

In this section, we briefly discuss our main achievements during the develop-
ment and deployment phase of new Science Gateways. All achievements in the
process of building Science Gateways are based on close collaboration with end-
users conducting advanced Nanomechanics, Quantum Chemistry and Molecular
Physics research in Poland. One of the main goals of the Science Gateway for
nanomechanics was to integrate in one place all tools employed in the field of sub-
tractive and erosion manufacturing with standard simulation tools used in nano-
technology and nanomechanics. To shorten the time needed for the development
of a completely new portal, we use technologies and tools prepared within the
scope of the PL-Grid project: the aforementioned Vine Toolkit and QosCosGrid
middleware. The list of applications proposed by nanomechanics scientists from
Gdansk University of Technology to be covered in the first release of the portal
consists of the well-known LAMMPS Molecular Dynamics Simulator, NanoMD
molecular dynamics code developed in Gdańsk, SIMPL and Anelli codes used
to submit sophisticated nanomechanics workflows in Kepler system. There was
a shortage of portal solutions for accessing QosCosGrid services for Advance
Reservation, Monitoring and Data Management within Quantum Chemistry and
Molecular Physics. Also in these cases Vine Toolkit was a technology of choice
to quickly build services needed by users.

agaveapi.co
myExperiment.org
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4 Software Used and PLGrid Plus Implementation

Starting from the top of the Vine Toolkit software stack (see Fig. 1), it provides
an efficient and robust user interface framework based on the Adobe Flex and
BlazeDs software.

Fig. 1. Portal with Vine Toolkit generic schema

Vine allows for integration of the rich internet application standard directly to
a browser and enables applications to act and look exactly as their stand-alone
versions. Thus, it is possible to create advanced portal applications like Science
Gateways where developers can create web-based versions of many legacy ap-
plications and their GUIs. One of the key new requirements for Vine Toolkit,
regarding the integration with existing portal frameworks, was to enable web
application developers to create rich and advanced user interfaces as quickly
as possible. Initially, we tried to use JS/AJAX-based frameworks within Vine
Toolkit. Various problems related to the software portability in different web
browsers encouraged us to migrate to other frameworks for the development and
deployment of cross-platform rich Internet applications. Eventually, Adobe Flex
was chosen for developing rich and advanced user interfaces in Vine Toolkit. The
main reason was the fact that at the time of the project’s inception, Microsoft
Silverlight was far behind Flex in terms of functionality [30]. Also, the licen-
sing favored Flex, which is open source. On the other hand, the browser native
solution HTML5, which still is far behind in terms of popularity and browser
support, was not available those days. Obviously, the presentation layer is a front
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end to various components and services provided by Vine Toolkit, but it is get-
ting more and more important once advanced web applications are available.
Thanks to a pluggable Vine architecture it is possible to extend its base func-
tionality in a uniform way. For instance, at the beginning Vine Toolkit offered
only a support for the Globus Toolkit middleware. Currently, it is possible to use
the majority of the leading middleware stacks: QosCosGrid, GRIA, gLite, UNI-
CORE middleware and many other well-known standards, such as OGF JSDL,
OGF OGSA-BES or OGF-HPC Profile. Technically speaking, a new service in
Vine can be added by creating a separate project and implementing a set of pre-
defined APIs. Then, after a proper configuration, it can be used transparently
by the end user, without any additional changes in the application code. Fi-
nally, Vine offers various deployment configurations including standalone mode,
web service mode and, more importantly, a ready to use integration with portal
environments and portlet containers: Gridsphere or Liferay [31,32]. Therefore,
with a single software stack it is possible to build a complex solution consisting
of services, a portal and a set of user-customized applications at once available
as a Science Gateway. Vine was designed to work with the well-known JSR-168
open standard and its reference implementation and the Tomcat web applica-
tion container [33]. Since version 1.1, Vine Toolkit also supports Liferay JSR-286
enterprise portal [34]. Consequently, Vine Toolkit gives its users a great oppor-
tunity for creating and delivering production-quality web environments as it
covers major web-based development aspects, especially for scientific and com-
puting portals. All Vine Toolkit based services, developed in scope of the PLGrid
Plus project, are hosted on dedicated resources, which are parts of the PL-Grid
Infrastructure. Thanks to the high speed network and high performance compu-
ting resources of the PLGrid Plus project, Vine Toolkit based Science Gateways
provide not only the good looking and easy to use solutions, but also the highest
available in Poland speed of computations.

5 Scientific Applications

The most advanced part of our Science Gateway for nanomechanics research
consists of four web-based interfaces for scientific applications: LAMMPS [35],
NanoMD [36], SIMPL [37] and Anelli [38]. LAMMPS is a classical molecular
dynamics code, and an acronym for Large-scale Atomic/Molecular Massively
Parallel Simulator. LAMMPS has potentials for soft materials (biomolecules,
polymers) and solid-state materials (metals, semiconductors) and coarse-grained
or mesoscopic systems. It can be used to model atoms or, more generically, as
a parallel particle simulator at the atomic, meso-, or continuum scale. NanoMD
is a molecular dynamics code developed by PL-Grid scientists in Gdańsk. SIMPL
and Anelli codes are used to submit sophisticated nanomechanics workflows in
the Kepler system. Anelli is used in ring statistics of numerically simulated
materials, it allows for characteristics of mid-range order. SIMPL allows for
short-range order characteristics using Voronoi polyhedra analyses. LAMMPS,
as a command-line tool, requires from the user not only domain-specific know-
ledge, but also experiences with LAMMPS in/out data structures. Moreover, in
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case of parallel or large scale deployment, the user has to be familiar with many
complex IT and HPC technologies. In order to hide the complexity, we suc-
cessfully developed a web-based collaborative access to LAMMPS, using Vine
Toolkit and Adobe Flex [39]. Consequently, we are able to support the fully
transparent web based access to parallel LAMMPS executions deployed on com-
puting clusters in the PL-Grid Infrastructure. Instead of using SSH, file trans-
fer protocols, or other tools, users can manage even complex simulation and
data operations using web browsers. One should note that the inputs needed for
LAMMPS job submission are coordinates files. Using another web-based tool,
Vine Toolkit File Manager, users can easily access, copy and assign appropriate
files that are stored on remote machines. What is even more important, the user
is able to visualize data in the Science Gateway immediately after this simulation
is completed. An example layout of the LAMMPS web application is presented
in the Fig. 2. The example case consists of 4 parallel executions of LAMMPS
using MPI processes on eight cores.

Another application, which was identified to be useful for nanomechanics,
is NanoMD. NanoMD, like the aforementioned LAMMPS, is Molecular Dyna-
mics code and similarly to LAMMPS is a command line application. Taking
into consideration that both applications are used in the nearly same scope, we

Fig. 2. Web-based interface for LAMMPS simulation
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decided to develop the NanoMD web application and LAMMPS web application
as parts of larger entity, namely the Molecular Dynamics application. Graphical
User Interface of the final solution is based on the work already done during the
development of the ABINIT [40,41] simulator web application that was prepared
in the scope of the PL-Grid project and described in [1]. In this approach, all
user tasks are leafs of a four tier tree structure. The root of the tree is always the
application itself (LAMMPS or NanoMD). The user can define cases – the tree
branches. Each case, like a folder in filesystem, may contain many user computa-
tional jobs, each job is a group of computational tasks representing the parallel
jobs submitted to the middleware. All information about the defined and exe-
cuted task are stored in the portal database for further reuse. The same applies
to the application results, however a larger content is stored only as a reference
to files in the underlying Grid. In Fig. 3 there is presented the NanoMD and
LAMMPS case manager window, from which the user may choose the stored
jobs to be a base for the new submission.

Obviously, it is possible to create a new job from scratch, however, in most cases
users have similar executions where only some parameters are changed, therefore
the functionality of reusing the old job descriptions is highly desired by the user.

Fig. 3. NanoMD Case Manager layout
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Once the user has defined his/her job with setting appropriate submission parame-
ters for all tasks of the job, defined input files and set up domain specific attributes,
he/she pushes the submit button. The simulation is submitted to the Grid through
the QosCosGrid Broker, thus the user doesn’t have to possess knowledge about the
available resources. QosCosGrid broker checks all PL-Grid clusters for machine
with the installed base application (NanoMD or LAMMPS packages) and chooses
the least busy one. During the scheduling phase, the machines are also checked to
meet the required resources amount. After the job is submitted, information about
the execution in the form of a progress bar and text status is presented. Once the
job is finished, the results section of the application is activated and the user can
view or download the application results.

Anelli is another set of command line applications developed by nanomecha-
nics from Gdansk University of Technology. In all the previous applications the
workflow building mechanism provided by QosCosGrid Broker was sufficient.
However, in the case of Anelli the workflow of applications being used is so
complicated that the use of a dedicated workflow framework was feasible. The
Kepler [42] framework has been chosen as the most sophisticated solution. As
stated above, the Anelli web application like the Anelli package is used in the
ring statistics of numerically simulated materials, it allows to build characte-
ristics of mid-range order. The parameters of the whole workflow can be set in
one simple form and similarly as in the previous cases the user does not have to
contend with the grid related details and complexity of underlying services. In
Fig. 4 there is presented the main form of the Anelli web application.

The last domain specific application being developed in the scope of the Na-
nomechanics Science Gateway is SIMPL. SIMPL allows for building short-range
order characteristics using Voronoi polyhedra analyses. SIMPL requires from the
scientists preparing complicated input files containing many execution param-

Fig. 4. Anelli web application main window layout
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eters. The structure of the document is very strict and forces the user of the
command line tool to remember which section, which order and which parame-
ter fields should be used. Once again the portal tool is able to prepare such an
input structure for the computational job after the user fills several tabs of data.
For users who may be a little bit overwhelmed by the amount of the needed pa-
rameter fields to fill, there is prepared a helper application (prepareXYZ) that
loads the coordinates file and saves the file needed by SIMPL. This conversion
task is not submitted to the Grid – instead in Vine Toolkit we use a local sub-
mission mechanism, which launches prepareXYZ locally on the portal machine.
The results are then used to initially fill the Analysis form fields. The filled-in
Analysis tab of SIMPL is presented in Fig. 5.

Once the Analysis data is prepared, the user has to decide, which contrac-
tion method should be used. Additional possibilities available for the user before
the job submission are requesting SIMPL diagrams, potentials files (PDB) and
Common Neighbour Analysis (CNA) preparation. After the user submitted the
SIMPL job to the Grid, he/she can watch the job status. From the user’s per-
spective, everything up to this moment is done in the SIMPL web application.
Once the job is finished, the user can download SIMPL output, together with
requested diagrams, PDB and CNA files.

Fig. 5. SIMPL web application example tabs
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Fig. 6. Vine Toolkit File Manager using Single Sign-On

The Science Gateway for Nanomechanics consists of two kinds of components
available to the logged-in user: standard Vine Toolkit components for user re-
gistration and login, file management and specialized components designed for
Nanomechanics environments. Both component groups are designed according
to the specific rules of grid portal design, based on the work in the BEinGrid
project [45]. One of the most important portal design rule is incorporating Sin-
gle Sign-On mechanism: it is fully supported in our Science Gateway based on
Vine Toolkit – the user has to authenticate himself/herself only once, during the
login procedure, then all credentials needed for accessing external services are
used by the portal in the name of the user automatically. It means that even if
the user needs to access files on remote hosts with the application input/output
file manager, the process of authentication is performed entirely by the portal.
The same applies to the Science Gateway File Manager application (see Fig. 6).

For the ease of use, it consists of two panels (each for one storage resource),
the user can perform all the standard file operations (e.g. copy files with drag and
drop between panels, delete, create folders, change names, download or upload
files) without a need to authenticate himself/herself again – the only thing to
do by the user is to choose an appropriate resource.

6 QosCosGrid Portal Tools

Another set of web applications was prepared in cooperation with scientists
from Quantum Chemistry and Molecular Physics fields and core QosCosGrid
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team. The need for advance reservation capabilities in a production environ-
ment and sophisticated job monitoring mechanism led to the development of
two user friendly portal solutions being parts of the larger QosCosGrid stack.
An advance reservation mechanism is used to provide to the user the following
functionalities: reservation of resources to ensure a requested quality of service
and co-allocation of distributed heterogeneous resources to synchronize execu-
tion of cross-cluster applications. QosCosGrid can automatically search, within
a user-defined time window, for free resources for a requested period of time.
The user can request to reserve a given number of slots on any number of nodes
or request a particular topology by specifying a number of nodes and slots per
node. Advance reservations can be created and managed using either the native
QosCosGrid command-line tool (the QCG-SimpleClient client) or a graphical,
calendar like, Vine Toolkit web application called QCG-QoS-Access. The QoS-
Access portlet (see Fig. 7) allows not only to create an advance reservation, but
also to manage reservations, e.g. Cancelation is possible for the reservations that
are not needed for some reason, thus the processor hours available for the user
grant are spared. Further information about the QosCosGrid reservations can
be found in [43].

In a complex and heterogeneous environment it is difficult and sometimes
impossible to predict when a simulation will be finished. Different loads and
processors type affect the time needed to start and run a simulation. Especially

Fig. 7. QosCosGrid QoS-Access application
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for long-running simulations, it is important to know if the execution is per-
formed properly and if the produced partial results are correct to avoid aimless
consumption of resources. For the user who needs to know when the simulation
is finished or what percent of the task is done, QosCosGrid offers a Notification
mechanism. There are two kinds of notifications: information about changes in
a job status and notifications with an application result’s excerpt. Job status
information is presented in all Vine Toolkit based web applications for scien-
tists. The application’s excerpt notifications may be sent directly to users via
e-mail or XMPP protocol, or alternatively, forwarded to the QCG-Monitoring
service. The QCG-Monitoring web application being part of the QCG Tools and
Services portal allows the user to view QCG-Monitoring service information.
The application progress is displayed in a graphical way in form of a set of ta-
bles and charts in accordance to a predefined template. Users can select from
a set of general-purpose templates, but also can utilize templates for quantum
chemistry and astrophysics applications that has been prepared in cooperation
with domain-oriented researchers. Fig. 8 presents an example content served for
Gaussian application. Further information about the QosCosGrid notifications
can be found in [44].

Following the user request for building easy to use mechanism for acquiring
user grid credentials, the Credential Manager module existing in Vine Toolkit
has been extended by PL-Grid KeyFS support. Instead of using Java-Webstart

Fig. 8. QosCosGrid Monitoring application
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Certificate Manager to upload a user proxy certificate to Vine Toolkit repository,
the proxy certificate is produced in KeyFS enabled resource and copied over the
secured channel to the portal repository. From the user’s perspective, this pro-
cess can be completely hidden – the credential is copied in the background at the
login to the portal. The user only has to remember to export his/her certificate
to KeyFS, which can be easily done from the main PL-Grid portal. This functio-
nality has been initially introduced in QCG Tools and Services portal, however,
other users of Vine Toolkit and users of Nanomechanics Gateway found it very
convenient and the solution is working now for all Vine Toolkit based portals in
PL-Grid.

7 Summary and Future Work

Science Gateways for Nanotechnology, Nanomechanics, Quantum Chemistry and
Molecular Physics based on Vine Toolkit and QosCosGrid are available for PL-
Grid users. In the scope of the Science Gateways, engineers and scientists can
find domain specific applications together with visualization and middleware
tools. The current list of applications consists of: ABINIT, Quantum Espresso,
LAMMPS, NanoMD, SIMPL, Anneli, NAMD, NWChem, accompanied by spe-
cialized QosCosGrid services for Monitoring, Advance Reservation and Data
Management. The future work on the Vine Toolkit-based Science Gateways is
going to be focused on extending the existing Science Gateways, including sup-
port for other applications, packages and grid tools. The core of Vine Toolkit will
benefit of the cloud environment automatic resource discovery feature described
in [45]. Although the resource description mechanism used in Vine Toolkit fits
well to the existing PL-Grid Infrastructure or small cloud environments, the fu-
ture extensions of the Infrastructure in the form of cloud resources should be
properly addressed.
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Abstract. Scientific computation is a source of many large data sets,
which are often structured in a non-interoperable manner. Data and
metadata are stored on computing infrastructures or local computers in
databases or in files. The discoverability and verifiability of published
results represented by such data are poorly established. It is also diffi-
cult to manage access to data by applying permission granting mecha-
nisms in the available file systems or databases. Moreover, accessibility
of data from external systems is limited by security restrictions imposed
by storage facilities. In this paper we present a novel method for mana-
ging scientific data, addressing the aforementioned issues by providing
a web-based data model management interface, which supports design of
metadata structures and their relation to data stored in files, exposing
REST-based repositories for data recording and providing easy access
level configuration to limit data visibility during the publication process.
The method implemented by DataNet tools exploits one of the available
PaaS platforms. We present a typical use case scenario and provide an
evaluation of DataNet deployment in the PL-Grid Infrastructure.

Keywords: data management, metadata recording, storage infrastruc-
tures, data sharing, discoverability, reproducibility.

1 Introduction

Modern large-scale computational resources generate a lot of scientific data. As
stated in [29], the Large Synoptic Survey Telescope alone will produce around
20 TB of data per night. The idea is to store all data, because any dataset that
is lost, might happen to be the relevant one. Even though the available storage
infrastructures are able to cope with the amount of data which is produced, it
is important to properly structure the data and annotate it in order to make
future computing more efficient. Reproducibility of published results is a major
challenge to be addressed. Besides the obvious requirement that results should
be available for verification by third-party research groups, reproducibility is
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particularly important when trying to transfer the academic findings to the in-
dustry [19]. The main limitation in this regard is lack of access to published data
as well as means to run the computation again and reproduce the results without
contacting the authors. To tackle this problem, environments such as RunMy-
Code [27] or GridSpace [3] support publication of code and processed data on
dedicated resources through a web interface, to be retrieved by external users.
The latter was integrated with the online publishing platform ScienceDirect [2],
supporting result verification while viewing the article. Such systems greatly in-
crease the manageability of reproducible scientific results, however with limited
data management capacity, as only data stored in files can be used. Such li-
mitations prevent the use of structured data stored in databases and also data
comprising a mix of files and database records. It is also important to consider
usage of different storage systems depending on the performance requirements
of a given application. Scaling is an important aspect for large datasets during
the data recording phase, when it is necessary to ensure that all data is saved
for later analysis. The ability to share the collected data is essential in order to
enable other researchers to verify the results and combine available datasets into
new ones. Finally, enabling research teams to access data collections in a common
and interoperable fashion completes the list of outstanding requirements.

The main objectives of this work are to investigate new methods for managing
scientific data, ensuring better reproducibility of results, to design a scalable plat-
form capable of processing large volumes of structured and file-based data, and
to measure the performance of deployment in the PL-Grid Infrastructure. Beside
the main goals, this work should provide a set of tools for building a DataNet
service for data management within the PL-Grid Infrastructure and validate the
proposed method on various use cases.

The paper is organized as follows: an overview of the available data publish-
ing methods constitutes section 2 while requirements and architecture of the
platform are presented in section 3. Each of the layers of the architecture is
explained in sections 4, 6 and 7. Deployment in the PL-Grid Infrastructure and
performance indicators are described in sections 8 and 9 respectively. The paper
is concluded in section 10, which also points out future developments.

2 Overview of Scientific Data Publishing Methods

Preserving scientific experiment plans and the results of their execution is the fo-
cus of many teams. The workflow notation approach is adopted by Taverna [7],
[18] and Kepler [17] while the scripting approach is used in GridSpace [3] to
express computation plans. Each of these solutions applies a dedicated data rep-
resentation mechanism. A more data-centric approach is taken by the wf4ever
project [1], where different datasets related to a scientific workflow are collected
and annotated within a so-called Research Object. This allows for storing infor-
mation about the provenance of research results and improve their reusability
and reproducibility. Another approach to data management is based on a se-
mantic overlay pointing to different data resources represented by RDF links.



166 D. Harȩżlak et al.

Ongoing development of these technologies and existing data repositories is de-
scribed in [11]. It should be noted that using either of the aforementioned tech-
nologies imposes a specific data handling approach. Moreover, none of them offer
a convenient way of querying the data and enabling support for different storage
technologies.

Several available platforms can be used to publish scientific data. They allow
users to assign a DOI identifier to a dataset and make it open for referencing.
One such platform is Dataverse [5], which allows for advanced management of
the research process with result versioning, citations and support for different file
formats. Another such system is Dryad [13] based on DSpace [9] repository soft-
ware and enabling journals to carry out a peer review of the published datasets.
Figshare [10] can be used to manage and publish scientific results on cloud-based
resources with advanced collaborative spaces. It provides access through a de-
dicated API allowing other applications to access its resources. For distributed
file sharing on cloud resources the LOBCDER [16] service is available with the
main benefit of easy integration with different systems using a WebDAV-based
connector. A solution, which uses peer-to-peer processing of data represented as
Nondeterministic Finite Automata [6], provides more insight into how scientific
results are obtained.

All these platforms provide functional web-based user interfaces and make
publication of scientific data easy and affordable by offering limited free space.
The main drawback of these systems is the file format, which needs to be used
– specifically, tabular data needs to be exported to files. Moreover, a dedica-
ted infrastructure is required in each case, without the possibility to include
resources on existing computational and storage sites. Another issue is the lack
of computing power necessary to re-run the published experiments. To verify the
published findings, the data has to be transferred back to a computing site and
fed into the application. What is more, searching through exported tabular data
is limited to a number of supported formats.

Regarding available PaaS platforms, the first requirement is to have the pro-
posed solution available in a free and open-source version. DataNet is required
to be free and operate at no extra cost to service providers. This requirement
results in rejection of PaaS solutions available only commercially, for example
Heroku [14].

Another requirement is enabling deployment of the solution to a variety of
environments with particular focus on directly available machines and various
Clouds with limited access rights. This is because the PL-Grid Infrastructure
provides only a subset of cloud features, without administrative access; thus it
is impossible to implement certain advanced configurations. Specific constraints
include lack of public IPs, no network separation and lack of service reservation.
This makes it impossible to use OpenShift [22] as it does not provide a router
or gateway service, unlike CloudFoundry [23], which is able to operate on pri-
vate Clouds with restricted access. Other available solutions, like Deis [8] and
Cloudify [4] are not mature enough and their user base is small. This leaves
CloudFoundry as the best solution for the DataNet PaaS platform.
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The CloudFoundry project is supported by a large community, is available free
of charge and is able to operate inside private Clouds by exposing relevant ser-
vices to public networks. DataNet was extended with CloudFoundry deployment
support and is able to manage deployed applications. Although the integration
is tight, it is possible to adapt DataNet to work with other PaaS providers.

3 Requirements and DataNet Architecture

The shortcomings of the presented solutions in the area of data management and
the lack of integration with the existing PL-Grid Infrastructure were the reasons
behind development of a new method, as well as the design and implementation
of a new system fulfilling the following set of requirements:

– creation of an abstract data model including file and structured data mixed
together,

– versioning support for data models and the corresponding data repositories,
– managing access levels to repositories for third parties,
– programming language-independent access to deployed repositories,
– scalable infrastructure for handling a large number of repositories,
– integration with existing PL-Grid Infrastructure storage and security ser-

vices.

The presented requirements were addressed by introducing the system archi-
tecture presented in Fig. 1. Three layers are used to decompose the functionality
and make the solution modular. The topmost layer, built as a web interface, al-
lows for managing abstract data models, versioning and deploying repositories,
for which access restrictions can be set and the stored data can be viewed. The
middle layer provides a scalable space for deploying data repositories. It is built
on top of a PaaS platform, which ensures the means for using different storage
engines for tabular data and can be easily expanded when the existing deploy-
ment capacity is exceeded. Each repository exposes a REST interface for data
recording and retrieval. The bottom layer comprises the PL-Grid Infrastructure,
where file data is stored through the GridFTP protocol.

4 Building Data Models

One of the views of the web interface allows users to build abstract data models.
Building the model consists of creating a set of entities of simple data types and
defining relations among them. Complex types such as arrays of simple types,
relations and files can be modeled as well. The process is straightforward and
allows users to express their data schema without knowing anything about com-
plex data notations (e.g. RDF, XML or OWL often used in semantic modeling).
When the model is ready, it can be saved as a version and deployed as a repo-
sitory owned by a user or group of users. Following deployment, the repository
exposes a REST endpoint, through which data management can be performed.
Another view of the web interface allows accessing the API and presents the data
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Fig. 1. DataNet architecture comprising three layers: the topmost layer (graphical user
interfaces) allows for data model management and access to the data, the middle layer
(data repositories) exposes REST interfaces for data management built on top of one of
the available PaaS platforms, while the bottom layer (file storage) represents resources
available on various computing infrastructures.

stored therein. The models stored in DataNet can be discovered by other users
and, if the related data is publicly accessible, combined data sets (data coming
from different repositories but belonging to the same model) can be acquired by
a dedicated application. This constitutes a separate research area where data
is no longer being produced but only queried to obtain valid scientific results.
Queries are built by providing a set of search values in a URL pointing to a par-
ticular model entity. It is also possible to access repositories of different models
and process the data within a single application.

Access to individual data repositories can be changed by their owners. Cur-
rently, public and private access options are available. In the private mode, a list
of owners can be provided to limit access to a group of users. Public access
exposes the data stored in a given repository to all users of the infrastructure.

The web interface integrates with the authentication mechanism offered by
the PL-Grid Infrastructure, which is based on an OpenID [21] server. Users
authenticating on the DataNet web page are redirected to the OpenID provider
site where they input their credentials and, once successfully authenticated, are
redirected back to the DataNet web page and switched to a secured area. During
this process a valid user proxy certificate is generated and passed back to the
DataNet web server. It is used to delegate user credentials to the repository (the
REST API requires a valid user proxy certificate) and storage infrastructure
(using the GridFTP protocol).
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5 Provenance as a DataNet Generic Usage Scenario

The main advantage of DataNet is quick composition and deployment of data
models. One common use case involving scientific data processing is recording
of data provenance. The code of existing applications can be easily extended to
record such a trace with the help of DataNet. Let us consider a generic case
of results composed of one or more files, processed by one or more applications
executing on computing nodes. Information about the results (including data),
applications, computing nodes and users who ran the applications should be part
of the provenance trace. The diagram presented in Fig. 2 shows how a DataNet
model might look in the described scenario.

Result
producedBy

usedBy
file[]

Process
runBy
runOn

Cluster Node
cores

architecture

User
login

grantId

Fig. 2. Sample DataNet model representing provenance of results (consisting of one or
more files) produced and used by processes executed on cluster nodes by users. Each of
the entities may be extended with additional fields according to specific requirements
of the application using the model.

Four entities are used to represent results, processes, cluster nodes and users
respectively. In order to ensure proper associations between recorded entries,
relations are modeled among them. In this way, each Result can be consumed
or produced by a process (denoted by usedBy and producedBy relations respec-
tively) and point to one or more files in the storage infrastructure. Process has
relations to Cluster Node and User entities and can be associated with input and
output results. Cluster node and user entities contain typical information that
may be relevant when the provenance log is retrieved for inspection. Composi-
tion and deployment of the presented model is straightforward with the DataNet
management interface. Another modification has to be applied in the applica-
tion itself so that provenance metadata is recorded. This can be accomplished
by modifying the enactment engine used to execute an application (e.g. through
a Taverna plugin) or by modifying the application to contain proper REST
requests.

6 Data Repository on PaaS Platform

Once the data model is created using the web interface described in the previous
section, it is deployed into the CloudFoundry PaaS platform in the form of
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Fig. 3. Datanet repository architecture composed of the following elements: REST API
used by the user or an external application to modify repository data and metadata,
Schema files describing metadata structure, Mapper used to convert and store metadata
in a document database and Storage used to archive annotated files

a Rack [24] application exposing the REST API and MongoDB [20] storage.
Models – converted into JSON Schema files – are stored inside the application.
They configure the application storage and REST API. Fig. 3 presents a detailed
architecture of the repository.

The DataNet repository was conceived and designed in such a way as to
allow integration with applications created in different programming languages.
To simplify this process, a REST-based API was created. It provides a set of
operations allowing users to create, edit, search and delete metadata according
to a predefined schema (see Fig. 4 for details). It uses the Grape gem [12], which
simplifies the creation of the REST interface thanks to a user-friendly DSL1.

The DataNet repository API is versioned using the following rules: (1) exis-
ting API can be extended by introducing backward compatible changes, (2) all
backward incompatible changes cause the API version to be incremented. The
two most recent API versions are supported at any time. As a consequence, ap-
plications which use DataNet repositories will have enough time to upgrade their
code when a new API version is released. All DataNet repository REST ope-
rations are secured using a Grid Proxy, which can be generated using PL-Grid
Infrastructure tools. Owing to the delegation capability of the Grid Proxy, it can
be used for authorization and authentication, as well as storage and retrieval of
files from remote servers using the GridFTP protocol.

1 Domain Specific Language
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GET / List of all entity types defined in the repository
GET /{entity name}.schema Entity type schema in JSON format
POST /{entity name} Create new entity
GET /{entity name} List all entities of a given type
GET /{entity name}?field name=operator,value&. . . Search for enti-

ties matching a given query
GET /{entity name}/{id} Get entity identified by id
PUT /{entity name}/{id} Update entity identified by id
DELETE /{entity name}/{id} Delete entity identified by id

Fig. 4. Datanet repository REST API operations allow users and external applications
to modify medatadata

Schema files are used to check if entities stored inside the repository are valid.
Schema files allow users to define simple fields with specific datatypes (e.g. ex-
periment entity has a name which is a string) and references to other entities
(e.g. experiment has many results). All these constraints are modeled using the
JSON Schema standard [15]. Storage is used to archive annotated files. In our
deployment we rely on the Zeus computer cluster located at ACC Cyfronet AGH,
however, other storage servers can be used as needed. The only requirement for
a new server is to have the GridFTP library installed. Mapper is used to store
metadata using the most appropriate storage technology. Currently, MongoDB
is supported as the only storage backend. In the future we are planning to in-
tegrate other storage engines (e.g. relational databases or Hadoop solutions).
The repository connects all elements presented above. It uses schema definitions
to verify whether new metadata records are valid and converts queries defined
in the REST interface into a form, which can be executed by the Mapper on
a selected database engine. The GridFTP client is applied to store or retrieve
annotated files from remote servers.

7 Integration with Storage Facilities

Integration with the PL-Grid Infrastructure was accomplished by implementing
access to file resources with the GridFTP protocol. GridFTP, which is an es-
tablished and well known protocol [28], was chosen due to its widespread use
in the PL-Grid Infrastructure and support for credential delegation. Despite the
adoption of GridFTP in scientific applications, only a handful of implementa-
tions of its client and server software exist. This may be due to the relatively
complicated advanced features and lack of adoption in business communities,
leaving implementation in the hands of several scientific teams.

The reference implementation of GridFTP software is available in the form of
C and Java libraries. As the specific part of DataNet, which requires GridFTP
support, was written in Ruby, the most optimal solution is to use the C library
through the FFI (Foreign Function Interface) [25] Ruby extension. Extending



172 D. Harȩżlak et al.

Ruby with C libraries is the most straightforward way to interface with external
modules. The integration code was packaged as an external Ruby library ruby-
gridftp, in order to simplify development, establish clear boundaries between
GridFTP and repository code and allow for code reuse. The resulting library
provides support for all GridFTP operations as well as most additional features
and settings such as parallel transfers, relative and absolute paths, etc.

The main challenge in using the GridFTP C library is related to the asynchronous
nature of operations. Executing every operation requires providing a callback and
waiting for it to be called. This fact should be taken into consideration during de-
velopment as operations do not have fixed time boundaries and may fail or return
at any given moment. This needs to be handled and presented to the user accord-
ingly, by implementing and forwarding the corresponding callbacks. On the other
hand, the asynchronous mode is convenient for put and get operations, where it
allows streaming data from and to the user without caching it all in one place. For
the sake of convenience, a simple Client module was developed by wrapping most
operations so that users can call them as plain blocking functions.

8 DataNet Deployment in the PL-Grid Infrastructure

DataNet is installed as a service in the PL-Grid Cloud infrastructure (see Fig. 5).
The infrastructure provides IaaS-type services accessible to its users. The pre-
ferred way to manage cloud instances in the PL-Grid Cloud is through a CLI
(Command Line Interface) client installed on the user-accessible user interface
node. The standard operation of the PL-Grid Cloud assumes that virtual ma-
chines are given only local network connectivity with NAT (Network Address
Translation) network setup providing Internet access. DataNet installation re-
quires forwarding traffic addressed to the datanet.plgrid.pl domain to the
main DataNet node.

The deployment and configuration of the service are performed by a ser-
vice administrator and consist of installing DataNet web application and Cloud-
Foundry. The administrator needs to establish a basic configuration where the
main concerns are connectivity between the DataNet web application and the
CloudFoundry installation, as well as storage provider details.

The most basic CloudFoundry deployment comprises a single virtual machine,
which hosts all CloudFoundry services and runs user repositories. This setup is
currently in operation and has proven sufficient to support operation by current
PL-Grid users. Nonetheless, future usage scenarios might require distribution
of user load to multiple nodes, which is enabled by CloudFoundry provisioning
capabilities.

9 Assessment of DataNet Performance

Performance evaluation of DataNet repositories was performed using the
CloudFoundry PaaS installation on PL-Grid Infrastructure resources. Each run
was repeated 10 times and average values were calculated. We also measured

datanet.plgrid.pl
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Fig. 5. Representation of a cloud-based DataNet installation. Each node located in the
cloud represents a dedicated VM running DataNet components. DataNet Web Interface
and CloudFoundry PaaS Service instances are exposed outside the cloud.
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Fig. 6. Performance results presenting how DataNet repositories behave when large
volumes of metadata need to be stored and retrieved

deviations of results, which proved relatively small and insignificant for result
analysis – hence they are not presented in the figures.

At the beginning, we timed creation and retrieval of metadata. Results from
this assessment can be found in Fig. 6. It shows how the repository handles
creation and fetching of large volumes of metadata. There is a significant diffe-
rence between the time needed to create and the time to fetch metadata entities.
This is because the store operation checks data coherency (using a JSON vali-
dator [26]). This step is omitted when the entity is returned to the client. The
DataNet repository also provides the possibility to store and fetch metadata
together with files. Suitable performance evaluation was carried out to check
how the repository behaves in such a situation (see Fig. 7 for details).



174 D. Harȩżlak et al.

 1

 10

 100

 1000

 10  100  1000

T
im

e,
 s

File size, MB

upload
download

Fig. 7. Time required to upload and download metadata with attached files of different
sizes (in MB). Metadata is stored in the repository document database and attached
files are transferred to the storage infrastructure.
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Fig. 8. Time needed to query the metadata repository as a function of the reposi-
tory size. Only a document database is involved, with no interaction with the storage
infrastructure.

We observe significant difference between the time needed to upload and
download metadata with files. Two factors influence such behavior. The first
is identical to the previous use case (i.e. involves entity validation). The sec-
ond is connected with the CloudFoundry PaaS architecture, which uses Nginx
as a load balancer for all deployed applications. Nginx supports data stream-
ing while the file is being downloaded, but when uploading files, it stores the
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uploaded payload in a temporary file until the transfer is complete and only
then passes it to the upstream application. A third assessment was executed to
check for performance degradation while searching repositories of different sizes
(but with the same search result size). Results of this evaluation are presented
in Fig. 8. This shows that there are no significant differences between searching
small (10 elements) and quite large (10,000 elements) repositories. This evalua-
tion should be performed in the future for all storage technologies, which are to
be integrated with DataNet repositories.

10 Conclusions and Future Work

In this paper a new method for managing structured and file data was presented.
The method formalizes the process of managing data models and contents in
a way, which ensures better reproducibility and accessibility of data once it has
been published. The DataNet platform, which implements the method, is a con-
venient tool for managing scientific data, which can be shared and published
for verification. Building abstract data models enables combining metadata and
data into a single structure with many supported data types, including tabular
data and files. A model can be deployed as a repository with a single user action,
via a web interface, and then accessed from any application through a secured
REST endpoint. The access model can be set to private or public, limiting data
visibility accordingly. Extensions for different metadata storage technologies are
feasible owing to the use of the CloudFoundry PaaS platform as the underlying
service provisioning layer, which also ensures good scaling for an increasing num-
ber of repositories. DataNet integrates with the PL-Grid Infrastructure storage
and security services, enabling users to easily adapt their code simply by dele-
gating existing user credentials. Integration with the GridFTP library ensures
effective file transfers to and from the storage infrastructure. As an approved
PL-Grid service, DataNet is a reliable solution for data management in this
infrastructure.

Future work will include integration with the group facility of the PL-Grid
Infrastructure to support sharing repositories among user groups. Information
about groups, to which a given user belongs, can be already retrieved as one of
the attributes of the OpenID server. A detailed performance evaluation of file
streaming is required to improve the upload characteristics for large files.
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17. Ludäscher, B., Altintas, I., Berkley, C., Higgins, D., Jaeger, E., Jones, M., Lee, E.A.,
Tao, J., Zhao, Y.: Scientific workflow management and the kepler system: Research
articles. Concurr. Comput.: Pract. Exper. 18(10), 1039–1065 (Aug 2006),
http://dx.doi.org/10.1002/cpe.v18:10

18. Missier, P., Soiland-Reyes, S., Owen, S., Tan, W., Nenadic, A., Dunlop, I., Williams,
A., Oinn, T., Goble, C.: Taverna, Reloaded. In: Gertz, M., Ludäscher, B. (eds.)
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Abstract. In this article, the authors present a solution to the prob-
lem of accessing data in organizationally distributed environments, such
as Grids and Clouds, in a uniform and efficient manner. An overview
of existing storage solutions is described, in particular high-performance
filesystems and data management systems, with regard to the provided
functionality, scalability and configuration elasticity. Next, a novel solu-
tion, called VeilFS, is described in terms of objectives to attain, its archi-
tecture and current implementation status. In particular, the mechanisms
used for achieving a desired level of performance and fault-tolerance are
discussed and preliminary overhead tests are presented.

Keywords: storage system, data management system, virtual file sys-
tem, distributed environment, Grid.

1 Introduction

We are observing a fast growth of the digital universe [7]. However, the increa-
sing number of powerful computing environments is more challenging than the
increase in the overall data volume. The data not only has to be stored, but
it also has to be processed. This problem is often called the Big Data revolu-
tion [11] and addresses such issues as the variety of data and the processing speed
required to unlock the potential of access to such an amount of information. The
processing of large volumes of diverse data with a satisfactory performance re-
quires use of appropriate storage systems. Moreover, different requirements of
user groups make it necessary to install heterogeneous storage systems managed
by advanced data management systems for efficient storage resources usage and
provisioning.

We have investigated data access requirements of PL-Grid Infrastructure users
[9]. Thirteen groups of users representing essential science disciplines are sup-
ported by the PLGrid Plus project, namely: AstroGrid-PL, HEPGrid, Nanotech-
nologies, Acoustics, Life Science, Quantum Chemistry and Molecular Physics,

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 178–194, 2014.
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Ecology, SynchroGrid, Energy Sector, Bioinformatics, Health Sciences, Mate-
rials, and Metallurgy. As the PL-Grid Infrastructure spans across five biggest
academic computer centers in Poland, most of these groups need to access their
data located in different sites and storage systems. A common use case involves
users who schedule computations to all available sites to generate data, e.g. as
part of a data farming experiment [10], and then collecting the data in a single
site to extract meaningful information.

The PL-Grid Infrastructure provides various storage systems fulfilling diffe-
rent requirements: “scratch” for intermediate job results, “storage” for final job
results, and LFC/DPM for long-term data storage. “Scratch” and “storage” sys-
tems are file systems used locally within each site, while LFC/DPM is a global so-
lution, accessible through a dedicated API, appropriate for data sharing between
sites. Even within a single PL-Grid site, efficient data management is a challen-
ging task, especially when involving the data access quality requirements, due to
dealing with workload balancing between multiple storage resources abstracted
by a single file system [14,15]. The users’ quality requirements, defined using
SLA, are an important aspect of resource management, as well as an important
aspect of users’ accounting [16].

The analysis of the PL-Grid Infrastructure users’ requirements has shown
that access to data is often too complicated [13]. The variety of possible storage
solutions confuses users. Users expect that data access will be simple using one
tool. The distribution of large scale computational environments should not cre-
ate new barriers, but should provide new opportunities such as intra-community
data sharing and collaboration.

The data access may be simplified by administrators of computing centers
who can create special storage spaces for particular groups of users. However, it
complicates the work of administrators and causes problems in the infrastructure
maintenance when a lot of storage spaces is created and supported. Tools that
will help the administrators with such management of various storage systems
will be useful for them.

In this article, the authors introduce a system operating in the user space (i.e.,
FUSE), called VeilFS, which virtualizes organizationally distributed, heteroge-
neous storage systems to obtain uniform and efficient access to data. A single
VeilFS instance works at a data center site level, but can also cooperate with
instances from other sites to support geographically distributed organizations or
separated organizations, which share resources on a federation level.

The rest of the article is organized as follows. Section 2 presents other pos-
sible solutions to the problem of accessing data in organizationally distributed
environments and shows their shortcomings. The proposed VeilFS system archi-
tecture is widely described in Section 3. Section 4 shows the current state of
VeilFS’s implementation and preliminary tests results. Finally, Section 5 con-
cludes the article.
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2 State of the Art

In distributed environments, storage resources are provided to users through one
of two types of systems: (1) high-performance file systems and (2) data manage-
ment systems. Solutions of the former type intend to provide access to storage
resources in an optimized for performance manner. They are built on top of
dedicated storage resources, e.g. RAIDs, and they expose a POSIX-compliant
interface. They can be used during computation to store results, which exceed the
capacity of a single hard drive. Examples of such solutions include GlusterFS [3],
CephFS [1], and Scality RING [5]. Despite providing similar functionality, these
systems differ in implementation, which influences their non-functional features.
For instance, to resolve the actual location of data, GlusterFS uses an elastic
hashing algorithm (each node is able to find the location of the data algorithmi-
cally, without use of a metadata server), CephFS uses a metadata server, while
Scality RING utilizes a routing-based algorithm within a P2P network. Most of
them are scalable, while strictly avoiding architectural bottlenecks. The choice
which one to use should depend on the actual requirements, e.g. low latency or
support for dynamic reconfiguration. However, they are not suitable for Grids
due to limited support for federalization, which is essential in organizationally
distributed environments such as Grids.

The second type of solutions for exposing the storage resources are data mana-
gement systems. Such systems are oriented towards high-level data management,
e.g. to provide data accessibility between sites, rather than high-perfor-mance
data access. They aim at providing an abstraction layer on top of storage re-
sources across multiple organizations, which exposes a single namespace for data
storage. In addition, many of such systems facilitate data management by en-
abling administrators to define data management rules, e.g. w.r.t. archiving the
unused data. Examples of such systems include Parrot [17], iRODS system [8],
[12], and DropBox [2]. The main goal of these systems is to enable data access
from anywhere in a uniform way, e.g. Parrot utilizes the ptrace debugging inter-
face to trap the system calls of a program and replace them with remote I/O
operations. As a result, remote data can be accessed in the same way as local
files. Data integration in the iRODS system is based on a metadata catalog –
iCAT – which is involved in the processing of the majority of data access re-
quests. The metadata catalog is implemented as a relational database, hence it
can be considered as a bottleneck of the whole system.

The analyzed systems were compared (see Table 1) according to the following
features:

– high-performance data access,
– data location transparency,
– support for data management rules,
– POSIX-compliant interface,
– decentralized management.

The first thing to notice is that there is no system, which would provide
all the mentioned features. High-performance file systems provide efficient data
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Table 1. Comparison of storage exposing solutions

System
High-
performance

Location
transparency

Management
rules

POSIX-
compliancy

Decentralized
management

GlusterFS Yes Yes No Yes No

CephFS Yes Yes No Yes No

Scality RING Yes Yes Yes Yes No

Parrot No Yes No Yes No

iRODS No No Yes Yes Yes

DropBox No Yes N/A No No

access, but they lack data management capabilities, while data management
systems provide management-related capabilities, but they do not ensure high-
performance. As a result, the users have to utilize high-performance systems
during computations in one site, but a data management system has to be used
during access to the generated data from other sites. Moreover, administrators
have multiple storage solutions to manage, which can be error-prone and ineffi-
cient.

3 A Unified Data Access Solution for Organizationally
Distributed Environments – VeilFS

Below we describe our solution to the problem of accessing data stored in or-
ganizationally distributed environments in an efficient and uniform way, named
VeilFS, implemented as a virtual file system. We start with a summary of the
functionality provided by our system. Next, we discuss its architecture and its
internal components.

3.1 Functionality Overview

The VeilFS system provides a unified and efficient access to data stored in or-
ganizationally distributed environments, e.g. Grids and Clouds. From the user
point of view, VeilFS:

– Provides a Uniform and Coherent View on All Data Stored on the
Storage Systems Distributed Across the Infrastructure. The user of
geographically distributed organization can perform many tasks simultane-
ously. The tasks may be executed in one or many locations. Using VeilFS,
all user’s processes see all data stored in all sites. If the needed data is not
stored locally, it is migrated by the system. The user can also mount VeilFS
on her/his PC and access the data as if it was stored on a local hard drive.

– Supports Working in Groups by Creation of an Easy-to-Use Shared
Workspace for Each Group. Users are able to share data inside a group
by simply moving the data to an appropriate directory.
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– Supports Data Sharing. Users are able to publish a file obtaining a unique
URL. Until canceled by the owner, anyone is able to download the file using
the obtained URL. However, only the owner is able to modify the file.

– Serves Data Efficiently. The system is designed to minimize overheads
and provide data from remote storages as fast as possible.

Fig. 1. Functionalities provided by VeilFS

However, simplification of the system for the users results in an increase in
the number and difficulty of management tasks that have to be done by adminis-
trators or automaton. Hence, VeilFS provides functionalities that also facilitate
administrators’ work:

– Gathering and visualizing of the infrastructure state monitoring data – each
storage system supervised by VeilFS is monitored to provide the adminis-
trators with an insight into storage utilization.

– Rule-based data management – automatic data management can be per-
formed on the basis of rules specified by administrators, e.g. the rarely used
data can be automatically migrated from fast to cost-effective storage. The
optimization of use of storage resources is transparent to the users.

– Data protection from unauthorized access – the system is integrated with
grid and Linux security systems to protect the data.

Both points of view are summarized in Fig. 1.
Such a wide set of functionalities implies that VeilFS can be perceived as a file

system (it provides access to files), but on the other hand it can be treated as
a data management system, because it manages the data on storage systems
beneath it.
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3.2 High-Level Architecture of VeilFS

An exemplary environment where VeilFS works is depicted in Fig. 2. This envi-
ronment contains two sites. In each site an instance of VeilFS is installed. The
most important element is Data Management Component, which coordinates
the system’s operation in the site and processes client requests. It consists of
a set of cooperating modules, which may be deployed to a cluster to increase the
throughput of the component. It is connected to a database (DB), which stores
information about metadata, e.g. the mappings of logical filenames to the actual
data location on a storage. Each site has its own Data Management Component
with DB.

Fig. 2. Exemplary environment with VeilFS

The site usually contains many Computing Elements where users’ processes
are executed. Computing Elements are connected to Storage Systems where
users’ data is stored. Storage Systems in sites are usually organized as high
performance systems with high capacity (e.g. Lustre) rather than simple hard
disks. Not all Computing Elements must be connected to all Storage Systems,
in contrary to the machines where Data Management Component is deployed.

There can be three levels of utilization of VeilFS:

– site level, i.e., a single data center being a part of a single organization,

– organization level (also geographically distributed organization), i.e., a single
organization, which spans across one or more sites,

– federation level, i.e., separated organizations cooperating together to achieve
a common goal, yet maintaining their autonomy.
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There is no difference between the deployment of components when instances
of VeilFS are cooperating within an organization or a federation. The difference
is in the administration – VeilFS instances that belong to the same organization
can cooperate more closely.

3.3 System Clients and Protocols

End users access the data stored within VeilFS through one of the provided user
interfaces:

– FUSE client, which implements a file system in user space to cover the data
location and exposes a standard POSIX file system interface,

– Web-based GUI, which allows data management via any Internet browser,
– REST API.

The simplest way of usage is a Web based GUI. The Internet browser installed
on a user’s PC connects to Data Management Component using safe protocols.
After authentication, the user is able to perform several operations on files,
e.g. download, upload or publish.

The FUSE client operates on files as if they were stored locally. It may be
installed on Computing Elements within a site, or on a user PC. The client
provides a file system in user space, which translates a logical file name to the
actual data location on a storage system. To do the translation, the file system
communicates with Data Management Component. The system intends to pro-
vide efficiency sufficient for high-performance applications, therefore it operates
on the data locally whenever it is possible (in many cases Computing Elements
are connected using a shared storage within a site). If the data is not reachable
locally, the system provides the data from a remote storage system as efficiently
as possible. Data Management Component has access to all storages in a site
so it may copy the data to the storage, to which the client has direct access, or
stream data to the client. VeilFS covers the management of temporary copies
according to the rules specified previously by administrators, e.g. only the re-
quired blocks of a file can be copied in case of large datasets. If the client is
located in a different site than the data, the instances of Data Management
Component of both sites cooperate to increase the data transfer speed – the
data is copied using an own protocol that allows for utilization of many hosts
and many channels at the same time. The client from outside connects to the
Data Management Component instance using DNS, where Data Management
Component instances register information about users. When the data is not
reachable locally, advanced buffering and prefetching algorithms are used.

VeilFS provides a REST programming interface to enable integration with
other applications, which handle user data, e.g. domain-specific web portals.
Another example is grid scheduling systems, which can decide to execute a grid
job in a particular site, based on information about the required data location
obtained through the REST API. Moreover, the scheduling system may request
a transfer of the remaining data to the site where the job will run while this job
is queued.
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3.4 Data Management Component Architecture

Inside the Data Management Component we can distinguish between a few lo-
gical elements that perform specific tasks. We call them modules. The modules
are listed below and shown in Fig. 3:

– fslogic – it is responsible for mapping the logical filenames to the real loca-
tions of data. It handles requests from FUSE clients.

– dao – this module performs operations in database.
– rtransfer and gateway – they are responsible for transfer of data between

sites. One rtransfer can cooperate with many gateways. The gateway trans-
fers parts of the data while the rtransfer coordinates requests (there may
be many requests for transfer of the same data) and splits data between
gateways to increase the transfer.

– control panel – this module handles requests from web-based GUI.
– remote files manager – this module mediates between the FUSE client and

storage during I/O operations when the FUSE client is not directly connected
to the storage where data is located (e.g. it is installed at user’s PC).

– dns – it provides answers to DNS queries. It is part of the load balancing
system described later in this article.

– cluster rengine – it handles the events used for monitoring and executes rules
triggered by these events.

– rule manager – this module allows for definition of management rules by
administrators.

– central logger – it gathers logs from all the nodes of the system in one place.

Analysis of exemplary use cases can help understand the functionality of each
module. When a user writes some data using FUSE client on his/her PC, the
client sends a DNS request to identify, to which machine it should connect to per-
form further operations. The answer is formulated by the dns module. Next, the
client sends a request to fslogic to resolve the location of data. fslogic obtains this
information from the database through dao. When the data should be written to
a remote storage, the client writes this data sending it to remote files manager.

Afterwards, when the user wants to read other file, the client again uses fslogic
to get location of the desired data. If the data is located in other site, it returns
the information where the data will be copied and sends a request to rtransfer
to download the needed data. rtransfer chooses instances of the gateway module
that should perform the transfer and sends requests to them. The data may
be split across many gateways when a large amount of data is requested (it is
possible due to the use of the prefetching algorithms).

Administrators can define some rules, e.g. quota check every 10 000 writes
performed by the user. It is done by defining a rule via the web-based GUI. GUI
requests are handled by the control panel module, which, in this case, sends
a request of rule definition to rule manager. rule manager sends the definition
of the rule to cluster rengine and requests all connected clients to produce write
events. The newly connected clients (e.g., recently installed on users’ PCs) will
download a list of events to be produced during the initialization. Then, when the
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Fig. 3. Data Management Component modules

user performs a write operation, the write event is produced. If the administrator
wishes to, the events are initially aggregated at the client-side, to reduce the load
of network interfaces, and then sent to cluster rengine, which counts events and
performs the rule when at least 10 000 events have appeared.

3.5 Security

Data Management Component should be deployed on machines that are con-
nected by internal network protected by a firewall. Only two ports should be
opened: 53 for DNS and 443 for communication with clients, which is possible
only using encrypted transmission (SSL).

The VeilFS authentication mechanisms are integrated with mechanisms al-
ready existing in PL-Grid so the user may use the PL-Grid certificate to mount
the FUSE client or log-in to the web-based GUI. Additionally, proxy certificates
generated with the PL-Grid certificates are also supported to enable the use of
the FUSE client inside grid jobs. The web-based GUI cooperates with PL-Grid
OpenID to automatically download additional information about users so the
user is also able to log-in to GUI using the PL-Grid username and password.

The authorization mechanism is based on the fact that the sender of each
request can be identified using data from his/her certificate or OpenID. Thus,
the users’ spaces in the database, that store information about data location,
can be separated – the space connected with the request is automatically chosen.
It is impossible to modify the data from other users’ spaces.

The PL-Grid user accounts are automatically mapped to operating system
accounts on all Computing Elements inside the sites. The data on the storage
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is created with adequate permissions so it is not possible to read the data that
belongs to other user directly from the storage system.

FUSE clients installed outside all sites (on users’ PCs) perform operations
on the storage through Data Management Component that works with root
permissions. Data Management Component verifies if the sender of a request
has appropriate permissions to operate on a chosen data, because one might try
to operate on other user’s data by sending specially prepared requests of storage
operations.

3.6 Deployment

Data Management Component has to manage thousands of clients working si-
multaneously. Furthermore, each client can generate several requests per second.
Thus, one of the main non-functional requirements for Data Management Com-
ponent is providing high-performance in terms of processed requests per second.
For this reason, Data Management Component was written in Erlang, which
provides very lightweight processes in comparison with standard operating sys-
tem processes. To provide the implementation of basic language elements such as
lightweight processes, Erlang has a dedicated Execution Environment – Erlang
Virtual Machine. Erlang supports two types of applications – Erlang Applica-
tion and Erlang Distributed Application. Erlang Application is executed inside
a single Erlang Virtual Machine while Erlang Distributed Application links se-
veral Erlang Virtual Machines. At the start, Erlang Distributed Application is
initialized on many Erlang Virtual Machines. However, all but one instances are
paused immediately after the initialization. If the working instance fails, one of
the paused instances is automatically resumed.

Data Management Component is deployed on a dedicated cluster of nodes us-
ing two types of applications that cooperate to provide the needed functionality:

– Erlang Worker Application (EWA), which hosts the modules (see subsec-
tion 3.4). It is a standard Erlang Application.

– Erlang Management Distributed Application (EMDA), which manages the
cluster. It is an Erlang Distributed Application.

On each node, where Data Management Component is deployed, EWA is
started. EMDA is started on chosen nodes. EWA and EMDA do not share Erlang
Virtual Machine – if the node hosts them both, two instances of Erlang Virtual
Machine are launched.

The nodes are physical or virtual machines. It is recommended to use physical
machines to increase hardware fault tolerance (if a deployment is based on virtual
machines, a hardware problem may cause a crash of many Virtual Machines –
in the worst case it can be a crash of Virtual Machines that host all instances of
EMDA). A deployment on a 5-node cluster is depicted in Fig. 4. Summarizing,
the cluster nodes can be split into three groups:

– Management Master Node that hosts EWA and EMDA. On this node EMDA
is working.
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Fig. 4. Data Management Component exemplary deployment
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– Management Reserve Master Nodes that host EWA and EMDA. Instances
of EMDA are paused on these nodes.

– Management Slave Nodes that host only EWA.

When the Management Master Node fails, one of Management Reserve Master
Nodes resumes EMDA and becomes the Management Master Node.

To provide the requested functionality and meet non-functional requirements,
several application elements have been implemented using Erlang (see Fig. 4):

– Module Host – an element that executes the code of a chosen module (see 3.4).
– Central Manager – an element that coordinates all nodes, which are part of

Data Management Component.
– Application Manager – an element that monitors the state of the node where

the application is deployed and provides information about the node state
to the Central Manager.

– Application Supervisor – an element that monitors the execution of applica-
tion code and repairs the application after an error (Supervisor is an Erlang
element that monitors Erlang processes and restarts them in case of failure).

– Requests Dispatcher – an element that is responsible for forwarding the
requests to the appropriate Module Host.

EWA includes instances of Module Host, which provide modules’ functiona-
lities. Requests are processed by the modules concurrently – each request has
its own Erlang process inside Module Host. The nodes and EWAs are indepen-
dent. They cooperate due to the use of Central Manager, which coordinates their
work. The Central Manager is the most important element of EMDA. It is not
a single point of failure owing to the properties of Erlang Distributed Applica-
tion described above. The set of nodes may change dynamically through the use
of Application Managers. Application Manager periodically sends a heartbeat to
Central Manager so Central Manager is able to discover new EWAs. Afterwards,
Central Manager monitors Erlang Virtual Machine inside, which EWA works to
notice when Erlang Virtual Machine is stopped, e.g. due to a failure. Application
Manager also checks periodically if Requests Dispatcher (see subsection 3.7) has
up-to-date information about the modules and triggers an update if needed.

Application Manager constantly monitors the load of a node. Module Host
monitors the load of a module. Central Manager periodically gathers information
about the load from all instances of Application Manager and Module Host. On
the basis of this information, it dynamically starts/stops instances of Module
Host working for chosen modules to provide load balancing and high availabi-
lity of each module (for more details see subsection 3.7). Central Manager uses
Application Supervisor available on each node to start/stop instances of Module
Host. Application Supervisor is an element that monitors Erlang processes and
restarts them in case of a failure so Central Manager is not involved in repairs.

Such a design of Data Management Component makes it scalable and resistant
to failures. Central Manager is able to capture any changes and respond to them.
Moreover, all nodes are able to work independently in case of a network failure,
because they have own Supervisors. When the network is repaired, they connect
once more and Central Manager is again able to reconfigure the node if needed.
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3.7 Notifications and Requests

Clients send synchronous requests to Data Management Component to get/up-
date metadata, e.g. get the mappings of logical filenames to the actual data
locations on a storage or initiate metadata for the newly created files. Beside the
standard requests connected with metadata, VeilFS heavily utilizes asynchronous
notifications, which are processed by Data Management Component to exchange
monitoring information across the system. Notifications provide useful informa-
tion about the infrastructure state to administrators. The administrators use
this information to create or parameterize data management rules, which are
the basis of the effective data management subsystem, e.g. the rules that control
data migration or system quotas. When the rules are defined, notifications are
used as triggers of the rules (see exemplary use cases described in subsection 3.4).
A typical rule concerns data management within a site. Data management that
involves different sites is described in subsection 3.8. Notifications also enable
detailed accounting. Beside the information about the amount of data stored in
the system, other information such as the load of storage systems by read/write
operations generated by user’s processes can be controlled.

Types of requests/notifications may change with time. To meet this challenge,
a scalable and elastic way of request handling has been designed. Central Man-
ager controls DNS to inform clients, at which nodes a particular module works.
However, Module instances may be started/stopped dynamically when types of
incoming requests/notifications change. Therefore, a Module instances location
may change before the mapping of modules to nodes provided by DNS is ex-
pired. Moreover, when many clients work simultaneously, a situation when no
mapping is valid may never occur. For this reason, an instance of Requests Dis-
patcher works inside each application. It is used to route requests from a network
interface to the nodes where a desired module is working. Having a Dispatcher
instance, control over DNS is not required (requests are always redirected to an
appropriate node), but is profitable, because an extensive use of DNS decreases
the network traffic inside a cluster (requests usually go straight to the node,
which hosts the required module). Additionally, Dispatcher provides a load ba-
lancing capability. The communication between instances of Module Host and
Requests Dispatcher is not visualized in Fig. 4 – it would make the image too
complicated. Instead, a request flow is depicted in Fig. 5.

3.8 Data Access in Organizationally Distributed Environments

The deployment of VeilFS is similar in the context of distributed organization
and federation. The access to the data located in different sites was described
in subsection 3.3. However, some requirements have to be fulfilled to provide
a uniform and coherent view on data as well as an efficient access to data in the
federation case. VeilFS supports rules, which operate between sites. Administra-
tors of all organizations should agree on the management rules. Typically, the
newly created data should be migrated to a site where the user has a granted
storage when the data is no longer used by the process that has created it.
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Fig. 5. Client request flow within VeilFS

However, when the user has an access granted to storage resources in multiple
sites, different possibilities appear. For example, the data may be migrated to a
site where it is used most frequently if all sites have activated rules that permit
data send/receive in this case. It decreases the network traffic, because – once
migrated – the data will be more frequently read locally than streamed.

4 Implementation Status

A prototype version of the presented system was implemented and evaluated.
To provide high performance and scalability, Erlang, C programming languages
and a NoSQL database were used. Erlang offers massive parallelism through
its lightweight process mechanism, which is very important in the data manage-
ment part, because Data Management Component cooperates with thousands of
Computing Elements simultaneously. On the other hand, the C language enables
efficient implementation of low level operations on the physical data. The infor-
mation about metadata and the system state is stored in a fault-tolerant, high-
performance, distributed NoSQL database to avoid performance bottlenecks and
guarantee data security.

The implemented prototype version provides unification of namespace, sup-
port for group working and results publication. The FUSE client, web-based GUI
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Fig. 6. Web-based GUI for VeilFS

Table 2. Preliminary overhead tests results

Number of threads used 1 thread 16 threads

Test mode RW WR RD RW WR RD

Without VeilFS [Mb/s] 2,65 14,69 11,27 6,05 13,66 11,25

With VeilFS [Mb/s] 2,76 14,52 11,21 5,63 13,50 11,26

Difference [Mb/s] 0,10 -0,17 -0,06 -0,42 -0,15 0,01

Difference [%] 3,79 -1,12 -0,55 -6,99 -1,13 0,05

(see Fig. 6) and the REST API have been implemented using secure commu-
nication methods (SSL and GSI). The Data Management Component has been
equipped with mechanisms that provide load balancing and high availability.
Simple installators of client, Data Management Component and DB have also
been created.

The components implemented using different technologies are able to coope-
rate. In case of the FUSE client, the component implemented in the C language
communicates with modules on the server side implemented in Erlang. The re-
quests are processed concurrently by light Erlang processes to minimize the
answer time on multi-core machines. Preliminary tests results have shown that
the overhead of VeilFS is low (see Table 2). The transfer rates measured by
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SysBench [6] were similar when operations were performed directly using NFS
[4] and when they were performed using VeilFS that exploited NFS to store data.

The current version of the system provides a complete set of functionalities for
the end user – it provides a uniform and coherent view on all user’s data, supports
work in groups and data publication. Further work is going on to increase the
functionality from the administrator point of view.

5 Conclusions and Future Work

A need for easy data access arises due to the continuously increasing diversity of
storage systems. A users’ requirements analysis has shown that access to files is
often too complicated. Although there are a lot of tools that provide a single user
interface for various storage management systems, they are too cumbersome to
use in globally distributed environments.

The presented system addresses the issue of easy access to data along with ad-
ministrators’ requirements for effective managing federated, heterogeneous sto-
rage resources. The described solutions not only provide users with easy access
to data anywhere and anytime, but also give administrators powerful tools for
automated infrastructure monitoring and management. Moreover, the proposed
architecture is able to process a large number of requests and notifications, which
is needed to offer the described functionality. We believe that the system will
be useful for all PL-Grid Infrastructure users and more users will be able to use
all functionalities currently offered by the PL-Grid Infrastructure through the
simplification of data management by VeilFS. We hope that the new functiona-
lities offered by the system, e.g. a simple data sharing and publishing, will be
appreciated by its users.

Future work will focus on further development of storage resources manage-
ment, particularly in the areas of migration, caching and prefetching of data,
as well as on creation the tools for administrators. Additionally, the authors
are working to add a global level of VeilFS, which allows users data migration
between different organizations that are not federated and globally unifies the
access to data – the user will see all the data stored in all sites that belong to
different federations regardless of the actual access point.
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Abstract. We describe a way to support the execution of multiphysics
simulations on PL-Grid resources. To achieve this, we extended the exis-
ting programming and execution framework for multiscale applications
to support execution of legacy, computationally intensive applications,
which apply various computational patterns. In particular, we focus on
a stability simulation involving the plasma edge in a Tokamak device.
We also show how to support the parameter sweep pattern of execution
used in that application.

We combine two approaches for building multiphysics applications:
visual composition enabled by the Multiscale Application Designer and
a script-based solution supported by the GridSpace platform. The usage
and benefits of the PL-Grid e-infrastructure for application execution are
outlined.

Keywords: distributed computing, multiphysics, multiscale, fusion,
workflow, e-Infrastructures, tools and environments.

1 Introduction

Multiphysics simulation is an important research field, which involves combining
models of multiple simultaneous physical phenomena [39]. Similarly, multiscale
simulations combine physical models acting at different scales [16], [23], [40].
In this paper we focus on simulations that are realized by complex applications
composed of independent software modules modelling physical phenomena. Such
modules often rely on advance scientific packages and require large-scale compu-
tational resources; therefore they might benefit from HPC (e.g. PRACE) or grid
(e.g. National Grid Initiative) projects such as PL-Grid [27]). In [34] we have
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proposed a method and framework for composing and running such applications.
The way in which such modules are composed to form complex multiphysics or
multiscale applications is dependent on various simulation patterns. We extend
the presented solution to support parameter sweep applications, which can be
found in most experimental science domains. Additionally, we also focus on ma-
ture legacy libraries for numerical simulations, such as fusion plasma physics ap-
plications used for magnetohydrodynamics (MHD) stability studies [4], [25], [38].

The objective of this work is to investigate methods of support for execu-
tion of legacy, mature and computationally intensive simulations. We facilitate
creation of such applications in the form of “in-silico” experiments, enabling
legacy modules to be flexibly combined, reflecting physical phenomena with new
pre- or post- processing code, written using modern scripting languages without
modification of legacy code. We focus on support for transparent control flow
in interconnected modules, which form portable and reusable experiments. Last
but not least, our goal is to show the benefits of using the PL-Grid Infrastructure
for such a case study.

This paper is organized as follows: Section 2 overviews related work, Section 3
describes an example application simulating the fusion processes, Section 4 out-
lines the requirements of multiscale applications, Section 5 presents an environ-
ment, which supports the process of creating multiscale applications, Section 6
describes how the proposed environment is applied to the fusion application.
Results are presented in Section 7, while the benefits of using the PL-Grid In-
frastructure are discussed in Section 8. Section 9 concludes the paper.

2 Related Work

We based our approach to building and executing multiscale simulations on to-
date experience with composing applications from existing software modules,
including a system for building workflows with semantic and syntactic descrip-
tions of the available services in the Grid [12]. In the Virolab1 project [11], this
approach was extended to support development of collaborative applications
from elements available on distributed web and grid resources.

There are already many tools which support building and running scientific
applications composed from independent modules (i.e., general workflows) [6],
[32], [42]. For example, the Kepler workflow management system [3] offers va-
rious execution control features, implemented as directors: e.g. one director can
be used to process one component at a time in a preordered sequence, while
another may handle components running simultaneously [19]. There is also an
approach based on scripts used as a coordination feature [2], [31]. Multiscale
applications can, however, benefit from a more specific and problem-oriented
approach. A good example of an environment which supports generic proces-
sing is the Astrophysical Multi-Scale Environment (AMUSE) [33], designed for
astrophysical applications where different simulation models of star systems are
incorporated into a coherent framework with a scripting approach, and can be

1 http://www.virolab.org/

http://www.virolab.org/
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executed either sequentially or concurrently. Another example is MUSCLE [9],
which supports cyclic multiscale simulations comprising modules executed con-
currently and communicating directly in a distributed environment. The issue
of using computational resources offered by grid or cloud e-infrastructures in
multiscale applications has been addressed in projects such as QosCosGrid [10],
Euforia [22], UrbanFlood [1], VPH-Share2 or MAPPER3, where applications are
described using a dedicated Multiscale Modelling Language (MML) [15].

The approach presented in this paper extends the solutions mentioned above
in a way, which is independent of the actual realization (i.e. implementation in
a specific environment) of a multiscale application and supports combining mo-
dules from different environments. For example, it is possible to run MUSCLE-
based applications [5] and join them with other non-MUSCLE modules. We also
combine both approaches (i.e., script-based development and visual composi-
tion) in one solution, while most workflow management systems focus on one
approach to the exclusion of all others. As a description language we have cho-
sen MML, which, in contrast to general workflow languages such as MoML [30],
is dedicated to multiscale applications [15]. We also support execution of scien-
tific software components in various European e-Infrastructures by integrating
different services [10], [41] with our solutions. In this paper we also focus on the
usability and benefits of PL-Grid resources.

3 Characteristics of the Fusion Application

As a case study for our solution we have selected a computationally demanding
application simulating fusion. This application consists of several legacy software
components and follows the parameter sweep pattern. The chosen application
simulates various phenomena involved in fusion reaction in magnetically confined
plasma in a Tokamak experimental device. These phenomena exhibit different
temporal and spatial scales whose modelling and simulation is a good match for
multiscale approaches. In this work we concentrate on a use case which involves
several physics models and requires a parameter scan: J-alpha stability analysis
of the plasma edge.

This application is built upon two legacy components (for the sake of con-
ciseness we disregard the initial equilibrium reconstruction from experimen-
tal data, a comprehensive description can be found in [28]): a high-resolution
fixed-boundary equilibrium solver (HELENA) and an MHD stability component
(ILSA). Both components are implemented in Fortran 77/90 and are mostly
sequential (only a part of ILSA is parallelized with OpenMP). The interfaces
of these components rely on a set of generic data structures [26] defined by
the ITM-TF4, providing a direct means of coupling different physics modules.
Code-specific parameters (both physical and numerical) are passed in XML

2 http://www.vph-share.eu
3 http://www.mapper-project.eu
4 http://portal.efda-itm.eu/itm/portal/

http://www.vph-share.eu
http://www.mapper-project.eu
http://portal.efda-itm.eu/itm/portal/
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format through an additional input file. A simple stability chain consists of two
following steps:

1. running HELENA to calculate a high-resolution equilibrium from a low-
resolution version given by experimental data,

2. applying ILSA on this high-resolution equilibrium in order to determine the
stability of the plasma in such a configuration.

Plasma stability is of high importance when trying to reach suitable conditions
for a fusion reaction to occur. In order to find the best configuration, one can
modify the pressure profile and the flux surface averaged current density. Such
modification induces a slightly updated equilibrium, which might be proven more
or less stable than the initial configuration. We use the parameter scan approach
to simulate a range of different values for both pressure and current density. We
thus obtain a J-alpha stability diagram which can be used to optimize an expe-
riment. The application requires computational resources that can be provided
by European e-infrastructures like PL-Grid.

4 Required Framework Capabilities

We use the aforementioned fusion application to illustrate the need for the fol-
lowing features:

– Support for Mature, Legacy Computational Intensive Applica-
tions. We aim to support a broad range of multiscale and multiphysics
applications. Therefore, our solution is independent of actual software pack-
ages used in specific modules. In particular, we support mature legacy im-
plementations of modules, which can be combined with new modules to form
a full-fledged multiscale application.

– Support for Parameter Sweep Applications. Coupling between mo-
dules can follow many different patterns [8]. We aim to provide support for
non-invasive execution control of different patterns. We consider the case
of acyclic execution, where a designated module triggers many simulation
instances with different sets of parameters.

– Support for Building Different Multiscale Applications from the
Same Modules. We would like to give users the ability to experiment with
different versions of modules provided they share the same interfaces (input
and output description). This feature also enables validation of new module
versions as well as benchmarking different implementations and numerics for
a given physics module. Additionally, we would like to enable sharing the
created modules (including the descriptions of their connections) and reusing
them in different configurations.

– Support for Accessing e-infrastructures. Modules which belong to a mul-
tiscale application often have different computational requirements – some of
them may be MPI parallel programs requiring a computational cluster, while
others may perform best on GPU or SMP machines. Additionally, some models
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may have different specialized proprietary software requirements. Therefore,
there is often a need for running modules in distributed way to satisfy all their
requirements. In this paper we focus on some details of providing access to the
PL-Grid Infrastructure5 for the multiphysics application developers.

5 Composition and Execution Control Framework

The environment presented in this paper allows for composition of multiphysics
applications from submodels of single-scale phenomena. Following this step, the
simulation is executed. We assume that the submodules are already created,
deployed and properly described in MML by their developers. The development
and deployment of particular submodules are out of scope of this paper.

Fig. 1. Multiscale tools supporting modelling of fusion processes. Three modules
needed to simulate MHD phenomena in Tokamak plasma are registered in the Map-
per Memory (MaMe) registry: a high-resolution fixed-boundary plasma equilibrium
module (HELENA), a linear magnetohydrodynamics stability module (ELSA), and
a wrapper (J-alpha). An application is composed from these modules in the Multiscale
Application Designer (MAD) and executed in the GridSpace Experiment Workbench.

The architecture of the framework of the presented tools is shown in
Fig. 1. Mapper Memory (MaMe) is a registry for MML-based descriptions of

5 http://www.plgrid.pl

http://www.plgrid.pl
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individual models used in the composition step supported by the Multiscale Ap-
plication designer (MAD). In Fig. 1 three such modules, required to simulate
MHD phenomena in Tokamak plasma, are depicted: a high-resolution fixed-
boundary plasma equilibrium module (HELENA), a linear magnetohydrody-
namics stability module (ILSA), and a wrapper (J-alpha), which embeds a small
tool to modify plasma profiles (pressure and current density), along with equi-
librium code (HELENA).

The Multiscale Application Designer supports application composition and
transforms their high-level MML descriptions into an executable form of an
“in-silico” experiment, which is then executed by the GridSpace Experiment
Workbench. The user is able to select the appropriate resources and then start
and monitor the execution from a single web-based entry point. Following the
execution, the output data is fetched and presented to the user. The tools
are web-based services available online6 and described in detail in the next
subsection.

5.1 Description of the Tools Comprising the Framework

Mapper Memory (MaMe). It is mainly responsible for providing a rich, per-
sistent information store based on the semantic integration technology [20,21].
The semantic metadata model of MaMe relies on the Multiscale Modeling Lan-
guage (MML) [15]. MaMe provides a web-based interface to record scripts, which
the application developers have created and can use to compose complex applica-
tions with the Multiscale Application Designer (MAD). The registry also stores
metadata about the input and output parameters required by such scripts –
these are shown as ports to be connected. If a script simulates phenomena that
possess the notion of scale, detailed information concerning this facet of opera-
tion can be stored as well. MaMe also provides a REST interface for external
software tools – such as MAD – to store, publish and share common data.

Multiscale Application Designer. It fetches data from MaMe and enables
visual composition of applications through a web page. The connection schema,
generated from its visual view, is then translated into a portable executable expe-
riment, which is used by GridSpace to run the application on selected resources.
The application assembly in MAD supports saving the application at any state
of composition, together with the parameters of individual models. The default
values for these parameters are obtained from MaMe. It is also possible to share
a precomposed application with other users through the application repository
for collaborative work.

GridSpace Experiment Workbench. It executes the application in the form
of “in-silico” experiments [13].

GridSpace was originally developed in the Virolab and PL-Grid projects [14]
and was further extended to support multiscale applications. As can be seen

6 https://gs2.mapper-project.eu

https://gs2.mapper-project.eu
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Fig. 2. Structure of a GridSpace experiment, which consists of a number of arbitrary
executable code snippets and their input and output file artifacts (assets). Each snippet
can be executed by a different interpreter, i.e., an arbitrary software package using
a specific executor (i.e., infrastructure access service).

in Fig. 2, the experiments consist of a number of executable code snippets and
their input and output file artifacts (assets). Each snippet can be executed by
a different interpreter, i.e., an arbitrary software package. This can be a general-
purpose scripting interpreter such as Python, Perl or Ruby, or any other software
component used in scientific applications, e.g. MUSCLE supporting a cyclic
multiscale connection schema [9], a JRuby script orchestrating HLA Compo-
nents [35], [37], or a LAMMPS script executed as a parallel MPI application [18],
[29], [36]. In this way, the GridSpace experiment concept matches the general
multiscale description requirement.

GridSpace supports execution on a high level and interfaces with various ser-
vices that access different e-infrastructures via so-called executors. Examples of
such executors include the Application Hosting Environment (AHE) [41], which
provides access to globus and UNICORE resources [7], and QCG-Broker [10],
which provides co-allocation and an advanced reservation mechanism. The PL-
Grid Infrastructure can be accessed directly by SSH on UI machines, by the
QCG-Broker service and by the Elite middleware accessible with a dedicated
GridSpace Grid executor.

5.2 Support for Complex Control Flow

In order to facilitate complex control flow in experiments, as required by certain
fusion experiment scenarios, GridSpace was extended with a mechanism that
enables reversed control of execution. It is possible to control the flow of the ex-
periment from within the experiment itself. This is done by enabling a snippet to
call for execution of other snippets, and oversee their execution. This mechanism
is independent of other GridSpace features – in particular, it is possible to con-
trol execution of snippets distributed over different executors or infrastructures.
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GridSpace infrastructuresub snippetmaster snippet

master snippet
execution

sub snippet start signal

sub snippet start

master snippet start

sub snippet 
completed

sub snippet 
completion signal

sub snippet
execution

Fig. 3. Sequence diagram showing interactions between the GridSpace platform, the
master snippet, a subsnippet and the underlying infrastructure. GridSpace controls
execution of each snippet.

This permits transparent access to all the available infrastructures, regardless of
compute site boundaries.

A simple scenario, which calls a snippet named sub snippet from inside of
master snippet, is shown in Fig. 3. The four actors, depicted in this figure, can
be treated as entities. They remain active during a given time period, are repre-
sented by blocks, and communicate with each other along arrows. The GridSpace
actor is the presented platform, snippets contain code written by the user, while
infrastructure is where the code actually runs.

GridSpace is an experiment execution management platform. As such, its
main role is to start and keep track of snippet execution. This behavior is repre-
sented by outgoing and incoming arrows, which connect the GridSpace platform
with the snippet entity. In turn, each snippet contains code that is executed on
the designated infrastructure, represented by arrows pointing from the snippet
entities to the infrastructure and back. The new functionality can be seen as
calls represented by dashed arrows, occurring in the midst of snippet execution.
Such calls communicate to GridSpace the need to start other snippets and signal
their completion to the originator of the call.

The above mentioned functionality paves the way towards execution of nested
snippets in loops and conditional statements which, in turn, facilitate experi-
ments that follow popular application patterns such as parameter sweep studies.

6 Running the Fusion Application with GridSpace

To implement such an application within the framework presented in Section 5,
we first need to register HELENA, J-alpha and ILSA through the MaMe tool,
describing their properties in MML. In this description, HELENA and J-alpha
have equilibrium data structures both as input and output, whereas ILSA has
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Helena

Parameter scan

Helena

input initialization

barrier

jalpha jalpha jalpha jalpha

ilsa

barrier

ilsa ilsa ilsa
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BARRIER
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ENDFOR

jalpha

ilsa
FOR

ENDFOR

Fig. 4. Side by side comparison of (a) GridSpace UI experiment representation and (b)
actual control flow scheme. The application consists of single helena, multiple J-alpha
and multiple ilsa snippets. Multiple execution is controlled by the auxiliary parameter
scan snippet.

equilibrium as input and an MHD data structure as output. Once this step
is completed, the structure of the coupled application can be built graphically
with the MAD tool, which connects components registered in MaMe. Once de-
signed, each component of this coupled MAD application can be replaced by
other implementations of the same component as long as they share the same
interface (and thus the same data structure ontology defined by ITM-TF). Even-
tually, the coupled application is executed on the available computing resources
through the GridSpace experiment workbench. In this specific application, HE-
LENA and ILSA are treated as interpreters and their XML-specific parameters
are considered code snippets. The subsnippet mechanism, newly added in GS
and described below, enables execution of several instances of such a stability
chain for different parameters, where J-alpha replaces the HELENA instance.

As shown in Fig. 4a, the GridSpace UI provides the ability to embed elements
of the experiment (snippets and execution control elements) in other snippets.

The embedded snippets are treated as expressions with no return values;
therefore their execution is governed by the control flow of the source code, from
the containing snippet. As a result, jalpha and ilsa snippets can be invoked from
within the parameter scan snippet.

An embedded snippet can be executed in two modes: synchronously and asyn-
chronously. The first option means that control flow will be halted until the em-
bedded snippet finishes executing, while the other mode means that control flow
may advance. The example depicted in Fig. 4a shows that each of the embedded
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snippets, with the exception of a control element named barrier, is surrounded
with a FOR block, which results in multiple execution of each snippet. In this
case, embedded snippets are run asynchronously, with multiple instances of jal-
pha and ilsa snippets with different parameters operating in parallel.

The barrier element is used to synchronize the completion of a given group of
snippet instances running in parallel. The graph in Fig. 4b shows that the barrier
stops the progression of the control flow until all jalpha instances complete.
Similar behavior can be observed at the end of the experiment, right after ilsa
instances are executed. This is due to the implicit barrier that is inserted at the
end of the experiment. In order for the experiment to conclude, all instances of
snippets running within it must first complete.

7 Sample Results of Running the Fusion Applications
in GridSpace

HELENA, J-alpha and ILSA have been added as available interpreters in Grid-
Space. The J-alpha application snippet in GridSpace allows users to select the
range of scaling parameters for modifying pressure and current density, given an
initial high resolution equilibrium coming from HELENA. As a proof of concept,
we have chosen to explore six different pressure and current density values (each
additional value corresponds to the initial profiles being scaled by a given factor,
i.e. from 0.6 to 1.1 with a 0.1 step).

– J-alpha requires between 1 and 30 minutes, depending on the selected resolu-
tion and other numerical parameters, which are fixed for a given simulation,

– ILSA requires between 1 and more than 24 hours, depending on the physics
and profile scaling parameters, which are evaluated during the simulation.

Thus, this simulation consists of 36 different and independent equilibrium-
stability chains, each of which is composed of three steps: creating the run di-
rectories with input files corresponding to the selected scaling parameter values,
running J-alpha asynchronously to update the initial equilibrium to these pa-
rameters, and then running ILSA asynchronously on the updated equilibrium.
J-alpha and ILSA runs are submitted to queues with respect to their expected
wallclock time: The total time for such a parameter study simulation is 8.67
hours, from which each J-alpha job uses only 2 minutes, with all jobs started at
the same time. Due to the heavy load, only 14 ILSA jobs are executed instantly
after J-alpha jobs have produced an updated equilibrium. All jobs reach the
execution state within 10 minutes, with ILSA running from 1.25 to 8.58 hours.

In addition to the experiment presented in Section 6, a post-processing tool
based on Python and using Matplotlib [24] has been added as a new component
to the framework, in order to visualize 1D and 2D data. Python is available
as an interpreter in GridSpace and the code snippet corresponds to a Python
script, which reads the data and builds a plot. Such a component is reusable for
any ITM-TF data structure, and using it within the J-alpha coupled application
allows preliminary results to be checked before the end of the simulation.
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Fig. 5. High-resolution equilib-
rium mesh of a shaped plasma
poloidal cross-section (ASDEX-
Upgrade Tokamak), computed by
HELENA using straight field-line
coordinates

Fig. 6. Edge-localized mode structures of the
plasma described by Fig. 5, for two different
mode numbers computed by ILSA (in MISHKA
mode). Blue and red colors represent the alter-
nating phases of the mode.

Fig. 5 presents sample output from the Python script, which shows the struc-
ture of the high-resolution equilibrium mesh calculated by HELENA, given the
experimental data from ASDEX Upgrade Tokamak. Subsequently, we performed
a parameter study for each of the pressure and current density profiles, with
a slightly different equilibrium mesh (sharing a common boundary). The results
of edge structures for two sample parameter sets (modes) calculated by ILSA for
such an equilibrium configuration are shown in Fig. 6. These results illustrate
that the application was successfully run on the PL-Grid Infrastructure using
the proposed framework. In the next section we will summarize our experience
with the presented tools and the PL-Grid e-infrastructure itself.

8 Benefits and Limits of Using the PL-Grid Infrastructure

All the modules that constitute the fusion application (i.e., HELENA, J-alpha
and ILSA) has been deployed on the PL-Grid Infrastructure (Zeus cluster at
CYFRONET and Reef cluster at PSNC). We have used different configurations
for each module of the application: J-alpha jobs are submitted to the l short
queue (3 hour wallclock time limit) and ILSA jobs are submitted to plgrid queue
(72 hour wallclock time limit).

During our work we had to solve the problem of limits on interactive
sessions. In the case of SSH access excessive interactive jobs are discarded, and an
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appropriate message is presented to the user. GridSpace prefers to use interactive
job sessions, as they are required for real-time output streaming, but is unable to
distinguish between an execution error and an error caused by the session limit.
This limitation was solved by implementing a mechanism that queues jobs in
executor when the limit is exceeded. Excessive jobs are held until the resources
become available.

The main benefits of using the PL-Grid Infrastructure include access to power-
ful computational resources, high configurability of the execution environment
(choice of different queues and their parameters), as well as extended mechanisms
supporting collaboration teams with dedicated shared directories that allow to
test the same software installation by a group of scientists without administra-
tive access and without violating security rules. We also appreciate immediate
support from the helpdesk regarding the installation of the required software.

9 Summary and Conclusions

In this paper we describe an extension to an environment for composing mul-
tiscale simulations from single-scale models [34], which are executed on various
e-infrastructures. The proposed extension allows for advanced execution control
of modules comprising multiphysics or multiscale applications that apply the
parameter sweep pattern. We focus on a fusion simulation case study, which
analyzes the stability of the plasma edge in a Tokamak device. We present how
to build a fully functional application from mature, legacy components joined
with additional modules written in a scripting language. Our application runs
on resources provided by the PLGrid Plus project.

Compared to the usual homebrew scripting approach applied by physicists
for similar parameters studies (which can sometimes involve advanced but non-
portable capabilities), the usage of this framework offers a real advantage in
terms of reusability and portability. It also supports heterogeneous computing
resources, especially when dealing with coupled applications, where each sub-
model might have different requirements. Quantifying the performance of the
parameter study, we have conducted, is a difficult task as it depends heavily on
the size of the system and on its load during the test. Nevertheless, the graphical
user interface of the three main tools (MaMe, MAD, GridSpace) provides a very
user-friendly experience, and conceals most of the technical complexity from the
physicists who can thus focus their effort on the development of custom modules.
Compared to other simulation platforms for running coupled applications, such
as the one mentioned in [17], where all tools are available through a centralized
Kepler installation, the web-based approach to design and execution of tools
presented in this paper offers a more parameterizable experience.
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Abstract. One of the primary assumption in the PLGrid Plus project
proposal was expanding support for complex in-silico experiments. How-
ever, detailed analysis of scientific dataworkflows clearly shows that a data
management solution for in-vivo or in-silico experiments may have ma-
jor impact on the quality of research, laboratory administration and col-
laboration. The AuxEx (lat. Auxiliar Experimentorum) web application
was developed in order to address experimentation requirements. It is a
mixture of an electronic laboratory notebook, a knowledge base creator
and a laboratory information management system, tailored for specific re-
searchers. This article presents the authors’ observations and experience
gained during development of AuxEx for nanotechnology groups.

Keywords: ELN, LIMS, grid computation, cluster computation, in-vivo
experiments, data processing, open data.

1 Introduction

The work of all scientists, whether theoretical or experimental, usually comprises
gathering and analyzing large amounts of data. Unfortunately, the level of au-
tomation and computerization in many scientific societies is still disappointingly
low. There are several reasons for this state of affairs. First of all, scientific groups
are usually strongly attached to legacy data storage and analysis solutions.

Existing data storage systems typically depend on local hard drives and some
external drives for backup. This makes data hard to access by fellow scientists
as – in most cases – only archive owners know the structure of stored data
and the backup methodology. There is no common mechanism for sharing or
automatically publishing raw data. The metadata necessary for data analysis is
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usually restricted to filenames. This archiving method is quite common, but also
very unreliable. Large archives are often difficult to browse due to their extensive
content and human mistakes during file naming. It is also a common practice to
store information about experiments in paper form.

The concept of paperless laboratories has been around for many years [1].
Unfortunately, the idea of paperless science is often understand as a laboratory
without notebooks made of paper. The IT solutions, which make a laboratory
paperless, usually propose data storage formats, which are specific to the scien-
tific field, for which they were developed. This is a common problem related to
experimental data management.

Experimentators often apply sophisticated software to very simple tasks. This
sometimes results in poor readability and reproducibility of the results obtained
through experimentation. Two members of a research group working on the same
raw data may obtain different results due to nonstandard analysis procedures.

Our attempt to solve some of those problems has resulted in AuxEx – a mix-
ture of an electronic laboratory notebook, a knowledge base creator and a labora-
tory information management system with features tailored for specific research
groups. The following sections describe the current stare of computerization in
laboratories, a case study, which applies our approach to application develop-
ment, technological considerations and a summary.

2 Current Status of Computerization in Scientific
Laboratories

It is hard to imagine a modern scientific laboratory without at least one com-
puter. Even though many initiatives work to support the transition to
computational science, the level of computerization of scientific experiments re-
mains insufficient. The experimentator’s work is usually related to producing and
gathering large amounts of data. This includes standard data from standard
experimental setups (for example microscope images or UV-Vis spectra) and
nonstandard formats from experimental setups created by a particular scienti-
fic group (such as output from sensors representing internal air quality). Only
the former pool is supported by commercial and open-source data management
solutions. Measurement hardware suppliers typically provide solutions for data
acquisition and analysis for specific experiments. However, large groups of re-
searchers working on interdisciplinary projects often have greater needs. Han-
dling data from a single experimental setup is not enough – instead, there is
a need for a spectrum of tools specific to the experiments conducted in a given
project. What is more, analysis of a single measurement or a single series of
measurements may not provide the answer to a scientific problem. Advanced
research leads to large and complex data repositories. Scientists often need to
analyze data representing a long period of time, gathered from various expe-
riments. Data from different experimental setups is often incompatible, which
hampers further analysis. Finally, data analysis criteria may change over the
course of a project. The available commercial solutions are suitable only for
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standard measurements conducted in a standardized way. Usually it is difficult
to apply them to nonstandard experiments.

There are several ways, in which IT solutions can increase the efficiency and
quality of research work. To find these ways, we first need to study the main
reasons behind the observed inefficiencies. The following description focuses on
shortcomings related specifically to scientific information management.

2.1 The Problem of Unstructured Data

When dealing with measurements covering a long period of time, it is extremely
important to keep track of the entire experimental procedure. Measurement logs
can provide additional information useful in the analysis process, improving the
quality of results. This also helps establish repeatability and reproducibility of
results. The most common practice in creating experimental logs is still to write
down all information necessary to repeat an experiment. The idea of a paperless
laboratory is more than a decade old, but many stakeholders still interpret it
as a laboratory without notebooks made of paper. Scientist tend to use various
kinds of software to take notes in an electronic form. There is a large market for
electronic laboratory notebooks (ELN). Such software allows users to manage
metadata and notes produced during an experiment. Unfortunately, switching
from paper-based to electronic notebooks does not address problems related to
describing the experimental procedure itself. Records based on notes in some
kind of electronic diary can mitigate problems related to reading one’s own (or
someone else’s) bad handwriting. They can also be backed up automatically, pre-
venting accidental loss of data. However, standardization of those notes remains
a problem as each experimentator takes notes in a different way. This manner
of computerization of scientific laboratories leads to completely unreadable and
unsearchable repositories. Without some consistent data structure and proper
ontology it is almost impossible to implement automatic data processing. When
dealing with unstructured data sets, even simple searches become very difficult.
Handling such data becomes a particularly pernicious problem when staff mem-
bers leave a project. If a researcher responsible for a certain experiment leaves,
the organization incurs a loss of knowledge, even if a complete – but unstruc-
tured – data repository is left behind. While some advanced ELNs may improve
the searchability of data sets and even provide data sharing tools, the problems
associated with poor control over data structures persist.

Another solution may be to develop some sort of database for storing data
and metadata in a structured form. In fact, this solution is very often applied
in commercial software for laboratory management. There is a large spectrum
of laboratory information management systems (LIMS) [2], sometimes referred
to as laboratory information systems (LIS). Such software-based solutions keep
track of experimental procedures and data production and collection processes.
Unfortunately, they only work well for standardized experiments conducted in
a consistent manner. This is suitable for industry research labs, but usually
not for university research groups, where experimental setups are often modified
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and the structure of gathered data and applied procedures changes. In such cases
a more flexible solution for creating structured data repositories is needed.

2.2 Data Storage System

A particularly acute problem facing scientific information management is the lack
of a central data storage system. It is quite common – especially in university
research labs – for all data and metadata to be stored on researchers worksta-
tions. This scattering increases the risk of data loss. Data backups are typically
stored on external drives, preventing loss in case of workstation disk failures, but
exacerbating data security issues. With scattered data, the only form of data ma-
nagement is by periodic reports prepared for a scientific project manager. The
existence of a central data storage system with access rights management would
increase data security and allow project managers to track research progress in
real time.

Another problem, which experimental scientists must face, is mistakes during
data collection. Handling such errors is very important, especially when a large
volume of experimental data is produced and when several scientists are involved
in the data generation process. It is important to remember that errors not only
in measurement files, but also in metadata describing those files, may bear great
influence on the final result of the experiment. It is common practice to store
some information about experimental files in the filenames. However, if more
than one experimentator is responsible for data gathering, or if data acquisition
is stretched in time, errors may creep into metadata stored in filenames. There
is also a risk that changes in data naming conventions will make metadata un-
readable. A centralized data storage system for experimental files and metadata
with interfaces for data and metadata upload would solve this problem. How-
ever, it is still important to provide a high level of flexibility in the underlying
database system. Lack of flexibility is the main issue facing commercially avai-
lable LIMS software. Adapting this software for different metadata structures is
usually nontrivial, reducing the usability of such tools.

2.3 Standardization of Data Formats and Data Processing

Another problem with making a laboratory paperless is the lack of a standard
for storing experimental results. Quite often the suppliers of measurement de-
vices equip their products with data analysis and tagging software. Saving full
data with all available tags usually requires proprietary formats. This makes
creating a universal format of scientific data storage even more difficult. It is
important to change the way of thinking about experiment results and treat
them as sets of information rather than files. It is also frequently necessary to
connect data from different fields of science, especially in multidisciplinary and
highly innovative projects. Proprietary file formats can present a serious obstacle
on the way to achieving this task. One of the fields dominated by proprietary
formats is optical microscopy. Microscope vendors often provide users with ad-
vanced image processing tools, which can read the closed format produced by
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the microscope. The user can export images, but only the microscope’s native
files include metadata, which describes the hardware setup applied when taking
the picture. Without this information, image analysis becomes difficult or even
impossible. In this way, users are forced to buy image analysis software from
hardware vendors. Raw data, with all metadata stored in some propriety for-
mat, is often unreadable for external scientists, which is why only some partial
information in the form of post-processed images can be shared.

Sometimes revealing hidden trends or correlations requires the researcher to
analyze large volumes of data from a long period of time. In such cases it is
extremely important to store data in some standard form. Data storage usu-
ally relies on XML standards. Good examples of such approaches include the
AnIML project [3], which develops standards for data annotation in analytical
chemistry or the PDB format [4] specifying how protein structural data should be
stored. Unfortunately, well established standards only exist in a small minority of
scientific disciplines.

2.4 Everyday Tools – Shooting Sparrows with Cannons

In everyday work scientists face the problem of analyzing and visualizing large
sets of diverse data. In a large majority of cases, tools used for this purpose are
either too sophisticated or too simple. Scientists tend to use very expensive and
complicated software for simple tasks. The choice of software usually boils down
to user habits. A good example of this problem is the Origin software [5]. It
is an application for advanced data analysis and visualization, but it is usually
used for drawing 2D charts. In fact, users often prefer purchasing costly software
licenses to spending some time on learning new, arguably more suitable tools.
Standard transformations of raw experimental data are often required before
this data is shared with fellow scientists. Sometimes better understanding of
data calls for visualization. Standard commercial tools usually cannot cope with
those needs. The researcher needs to use more than one tool and switch between
different interfaces. This makes data analysis very uncomfortable and increases
the likelihood of errors during data transfer, due to incompatible input formats
or different representations of numbers. Additionally, information regarding the
parameters used for data analysis (for example curve fitting parameters) might
be lost or become difficult to obtain/share automatically. Unification of inter-
faces for visualization and data analysis can definitely improve the efficiency and
reliability of scientific work.

2.5 Lack of Collaboration Tools

Another problem with scientists’ everyday work involves data sharing. In some
cases, one person is involved in some experimental work while another person
may require the results of this work for further experiments or data analysis. In
some research groups, different people might be responsible for measurements
and data analysis. In such a case it is crucial to have some data sharing solu-
tion enabling all stakeholders to access data and metadata. The most popular
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solution of this problem is to use FTP servers, email, http or some free cloud
software such as Dropbox. Those solutions usually do not have proper access
rights management, however. This can cause a lot of problems when some data
needs to remain classified, for example due to IPR. The large diversity of ex-
perimental data structures makes almost all commercially available solutions
difficult to use. In the course of our collaboration with different groups of scien-
tist we observed that lack of information sharing inside a group often leads to
measurements being repeated by different researchers. Poor access to informa-
tion means it may be easier and faster to repeat a given experiment than to find
out whether someone may already have performed it.

3 Features of Proposed Approach

3.1 Different Philosophy of Data Management

The philosophy of our solution is to develop a data management system dedi-
cated for a specific scientific group, which would be able to share the data with
other scientists representing a different field of science. This platform should be
a bazaar of knowledge, where scientists from different fields can obtain informa-
tion interesting from their point of view.

The available commercial software is usually dedicated for specific tasks and
cannot be applied in different fields of science. Sometimes the application is
a generic data management tool that causes problems related to configuration
and adaptation for specific needs of a specific group. In our approach the appli-
cation is dedicated to a particular scientific group and consists of modules ma-
naging experiments, laboratory, bibliography and collaboration. Such modules
usually need to be personalized, which increases development costs. However,
the proposed approach minimizes the most important cost factors – i.e. those
related to changes in scientists’ working habits and the overall learning curve.
Application users obtain a clear and user-friendly interface, which minimizes
the likelihood of human error when performing data annotation and standard
preprocessing.

For a long time, data processing in client-server systems was restricted to
high-tech, expensive and complex applications/solutions applied in large-scale
IT projects. Overcoming barriers in development requires a new look at the
basic aspects of resulting solutions:

1. Creating the right model of interactions between creators and consumers of
an IT solution.

2. Applying modular architecture to the IT solution in all possible aspects,
allowing the inclusion of all fields of scientific work and reliance on open
standards.

In the traditional model of creating and implementing IT solutions, one may use
many ways to structure the various stages of solution development – from de-
sign, through specialized programming and business analysis to implementation.
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Adhering to strict rules of creating IT solutions produces solutions, which are
expensive and reliant on complex business models. The maintenance and mana-
gement of such solutions is expensive and requires advanced knowledge. Above
all, it requires users to adapt their methods to the needs of the application. An
alternative to this approach is a model based on close cooperation among all
interested groups: users, developers (auditors), programmers and external ex-
perts. Due to the wide scope of cooperation, the management system must be
highly flexible. This management model is usually referred to as “agile” [6,7,8]
(see Fig. 1).

Fig. 1. Information flow during application creation process

Auditors and analysts continually translate users’ expectations into applica-
tion tools, which are then implemented by the development team. Complex issues
going beyond the knowledge of these three groups are solved by domain experts.
This model focuses on the realization of one task – an implementation, which is
typical for the “agile” approach. Focusing only on the aspect of software develop-
ment draws attention primarily to the effectiveness of small, “agile” IT projects,
indicating that the construction of large-scale solutions requires the more struc-
tured waterfall (cascade) approach [9]. Such an approach ignores two important
facts: the existence of a whole range of ready-to-use solutions (frameworks) cre-
ated in recent years to streamline application development and involvement of
the final recipient as an active participant and co-author of the resulting product.

The simplicity and effectiveness of the described cooperation model utilizes
the modular architecture of the IT solution, as shown in Fig. 2.

General issues related to creating IT solutions can be divided into three main
areas: hardware and software architecture, management and functionality. In
the scope of the first area, the hardware virtualization module contains the
definitions of all technical solutions, which support the project’s or the end user’s
resources. This area also involves a licensing module, which defines the licensing
policy of our solution and any other solutions in use, as well as their interactions.
In particular, it contains legal scenarios for data storage and processing. The
third module contains a coding platform for the applied programming languages,
frameworks, documentation systems, communication and error tracking tools.
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Fig. 2. Modular structure of the application

The adopted modular structure of the IT solution is meant to guarantee the
ability to modify any aspect of the entire project in the scope of requirements
of a given implementation while maintaining the integrity of the resulting so-
lution/resources. The following management modules are distinguished: data
storage, data publication/disclosure level and administration. Emphasizing the
restrictions on role management and confidentiality of data leads to a typical La-
boratory Information Management System [10,11,12] (LIMS) application, while
more lenient role management and focus on data storage and the level of sharing
leads to a typical Electronic Laboratory Notebook [13,14] (ELN) solution.

The final richest/most populous area of modularity involves the following
components: data import, data presentation, search, dedicated computational
methods, API dictionary and thesaurus, methods of communication, interface
and domain modules already created on the basis of predefined modules such as
microscopy, diffraction, etc. Any implemented solution in effect becomes a stan-
dalone module and can be further exploited.

Over the recent years a number of projects based on open licenses have been
carried out, producing a number of advanced tools for easy selection of multiple
alternatives for each of the above mentioned types of modules. Basing on such
a structured repository, the PLGrid Plus project has produced a service, which
enables IT support for research teams working in the field of nanotechnology,
and ultimately, in the future, in any field of science. Currently existing modules
allow users to build applications of any kind, ranging from restrictive LIMS
modeled on ISO standards (e.g. ISO 17025), through arbitrarily complex ELN
systems to KB knowledge gathering systems (knowledge base). These basic types
of solutions are schematically depicted in Fig. 3. A KB-type system was created
by using the existing implementations of data organization methods developed
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in the framework of the dictionary-thesaurus API module, which acts as an
interface for querying available resources (through the publishing and sharing
module) for each of the deployed applications. This is a completely new approach
to managing scientific data in the process of conducting scientific research.

Fig. 3. Different module usage scenarios in the development of common solutions:
LIMS, ELN and KB

3.2 Tailor-Made Software

In order to deliver personalized applications, it is very important to work out
some mechanism of working with future application users. This is usually a non-
trivial task. The most natural way to obtain the specification of a new feature
or new application from the end user is via some kind of questionnaire. Unfor-
tunately, creating a complete set of questions describing all aspects of a new
feature is very difficult and even when done correctly, the answers to those ques-
tions are usually partial and paint a false picture of the end solution. Moreover,
end users usually have a negative attitude towards any kind of questionnaires.
Asking the user to fill in some kind of a form at the beginning of a collaboration
is risky. The user can very easily lose interest and will not spend time on cre-
ating a proper specification. There are many other methods, which can be used
to obtain a better description of user needs, but direct contact with future users
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is always required. It is also worth mentioning that meetings between end users
and application programmers yield poor results. The first problem, which they
need to face during such meetings is finding a common language. Usually this
barrier is difficult to overcome. For this task a contact person is needed. The best
situation occurs when the contact person is a domain expert in the same field of
science as future users. It is also necessary for the contact person to possess some
basic IT knowledge to be able to translate user needs into the IT language. This
is the only way to minimize problems related with the communication barrier.

The best way to create the specification for a new application is to observe the
natural way of work of future users. That allows developers to prepare very user-
friendly workflows. Users will then understand the new software as it is consistent
with their natural work habits. This will minimize the learning curve and permit
faster exploitation of the new application. During the preparatory phase it is
very important to remember that usually the user, not the IT specialist, is right.
The golden rule in creation of tailor-made applications should be that users
know what they want, but not always what they need. The main aim of the
contact person is therefore to obtain information on what the users want and
how programmers can satisfy these needs with the use of the available IT tools.
If both goals are achieved, the specification of the application can be deemed
complete and correct.

The next step in the creation of new software should be preparation of a pro-
totype, which should be presented to end users as soon as possible. This haste
in prototyping is recommended, because presenting a working application to the
end user is the easiest way to validate the initial description of the new system.
The user is involved in the creation of the application from a very early stage.
This enables developers to find more suitable ways for data management, visu-
alization and analysis. Engaging the user in testing and creating specifications
increases the likelihood that the final result will meet the requirements of the
user and will actually be used. Introducing corrections in the prototype and
adding new features is an iterative process, related to information flow between
programmers and users and brokered by the contact person. This is also the best
way to develop new versions of the application after release.

Our solution is already used by several groups of scientists. In the course of
our work with them, we have gathered significant experience mostly due to the
diverse character of user groups. One of these groups is the NewLoks project
research team [15]. In creating an application for this group, a very impor-
tant consideration involved confidentiality as some of produced data might be
patented. This group of users is geographically distributed. It was therefore im-
portant to implement safe and reliable data exchange and communications me-
chanisms. That was achieved by means of an elastic access rights system based on
roles and integrated teleconferencing software. Another case where we needed to
face different requirements, was our work with the OMinNANO group [16]. The
main experiment conducted by this group helped determine photon absorption
by novel photonic materials. As numerous students were involved in performing
measurements, it was crucial to introduce some automated data analysis modules
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for standard processing of experimental data. Another requirement involved in-
tegrated bibliographic record management software. Our software was also used
to manage the document flow in the HLA Proficiency Testing Program. The aim
of this program is certification of laboratories from Central Europe conducting
research in the field of immunogenetics. Altogether, 39 laboratories participated
in this year’s program. We are currently developing a module supporting chemi-
cal synthesis, electron microscopy and roentgenography experiments.

3.3 Module Development Case Study

What follows is a short case study describing the development of the most crucial
module for managing data from the Z-scan experiment [17] conducted by the
OMinNANO group. It can help understand how our solution was applied in the
context of a specific research project.

The first step in the development of a new application module was to carry
out interviews with users and observe their data management process. The main
goal at this stage was to determine what the dataflow looks like and what tools
users apply during data collection and analysis. Results of these observations are
depicted in Fig. 4.

Fig. 4. Data flow for the Z-scan measurement and data analysis in the OMinNANO
research group
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The goal of the Z-scan experiment was to obtain a two-photon absorption
(TPA) cross section, which implies carrying out three measurements: reference,
solvent and target substance (sample). For each measurement an ASCII file with
4 columns of data was generated. Researchers then used paper notebooks to store
some information about the samples and experimental conditions. Some of this
information, for example laser wavelengths, was also stored in the names of
raw datafiles. For each file some simple arithmetical operations were conducted,
resulting in 2D plots. The Origin software was typically used for visualization
purposes. At the next step of data analysis, experimental data needed to be fitted
with theoretical curves. This part of data processing relied on Visual Basic based
software written by one of the users. The fitting procedure is quite complex.
Knowing all fitting parameters for the reference, solvent and sample enables
users to calculate a TPA cross-section – this was typically carried out in MS
Excel. It is worth mentioning that during standard data analysis users needed to
change software interfaces several times and that each time they had to manually
prepare input for a different software package. Knowledge of different software
interfaces was also required. The basic idea for a functional module adapted to
Z-scan data management was to implement tools supporting the entire workflow
– from Fig. 4 data acquisition to results – in a single, unified interface.

In order to begin work on such a module, we prepared a relational database
for raw data and all metadata required in the data analysis process. A tool for
automatic visualization of raw data was introduced. The fitting procedure was
extracted from the users’ Visual Basic code and implemented in the visualization
interface. The final interface for visualization and fitting with sample data is
presented in Fig. 5.

Fig. 5. Interface for visualization and fitting of data from the Z-scan experiment

The LabView plugin for automatic data acquisition and a tool for calculating
TPA cross sections from fitting parameters and metadata available in the system
are currently under development.

The implementation of this functional module enables the OMinNANO group
to conduct all required data processing in a single interface. This not only im-
proves efficiency, but also increases reliability and reproducibility of results.
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At the current stage, basic features of the module are already in place and being
used by researchers conducting Z-scan experiments. However, we are still working
with users on further refinements. In addition to developing new features, which
improve work efficiency and comfort, we continue to enhance existing solutions.
As such, the introduction of a new application module is only the beginning of
an iterative development process.

3.4 Technology

In order to create ready-to-use and platform-independent software, the web tech-
nology was chosen. This technology minimizes software requirements on the
user side: the user only requires an Internet connection and a web browser to
start using the electronic laboratory notebook developed by our group. The pre-
sented solution was built with the Django [18] framework. Django is a high-level
Python [19] framework, which supports rapid development of elegant and ef-
ficient web applications. The availability of numerous extensions and plugins
for Django eases the development process, for example by automating object
permission management (django-guardian). Some core or common features can
be moved to external modules and used in other instances of the system, for
example a bibliography management module. An instance of the electronic la-
boratory notebook is running on a virtual machine at WCSS [20]. This approach
facilitates resource adjustments (CPU cores, RAM, disk space) and enables the
archive to be saved and redeployed as needed. Virtual machines are managed
with Xen Server Cluster. For every instance of AuxEx two virtual machines are
provided. The first is called the development machine and is used for functio-
nality testing. The second, production machine handles real experiment data
storage and management. Using a high-level web framework such as Django au-
tomatically protects the system from a host of common security vulnerabilities.
Django provides the following security features: cross-site scripting (XSS) pro-
tection, cross-site request forgery (CSRF) protection, SQL injection protection,
clickjacking protection, etc. Additionally, the system can start up in a produc-
tion environment provided that an external security audit is performed. These
features enable us to achieve a reasonable level of security. What is more, secu-
rity policies are provided at the infrastructure level [21]. User data security is
ensured via nightly backups with TSM (IBM Tivoli Storage Manager) software.
Data is backed up on tapes and replicated at two geographical locations. Security
policies concerning the stored user data protect the system against unauthorized
access and data loss. In order to provide stable software, continuous integration
has been applied. For this purpose, a Jenkins [22] open-source continuous in-
tegration server was used. On a lower level (Python language) unit tests have
been provided. Functionality testing has been automated with the Selenium [23]
portable software testing framework for web applications.
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4 Summary and Future Work

There are still several obstacles on the way to paperless laboratories. Unfortu-
nately, the main source of problems is quite often the human factor. The scientific
society seems to appreciate the need for scientific data management solutions,
however introducing such solutions is often very difficult when it requires changes
in the researchers’ work habits. We hope that the proposed approach will bring
productive data management a little closer to becoming reality.

To develop fully searchable data repositories prepared for automated pro-
cessing, a conceptual change is needed. Scientific data is no longer adequately
represented by files produced by experimental devices and observation notes
written by experimentators. It is necessary to begin thinking of data as a set of
information elements associated with a specific experiment. Our next goal is to
devise cross-repository data exchange mechanisms. This task will require deve-
loping suitable semantics and thesauri capable of translating metadata from one
field of science to another.
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Abstract. The large amounts of data collected by the High Energy
Physics (HEP) experiments require intensive data processing on a large
scale in order to extract their final physics results. In an extreme case
– the experiments performed on the Large Hadron Collider at CERN –
even a dedicated computational grid, Worldwide LHC Computing Grid
(WLCG), had to be developed for the purpose of processing their data.
The central processing tasks, such as event reconstruction and selection,
are included in the computing models and managed by the central teams.
However, there is no uniform framework dedicated to final data analyses
carried out by research groups at the level of individual institutes. One
of the goals of the PLGrid Plus project was to provide such an analysis
framework for Polish scientific groups involved in HEP experiments. The
framework is based on a set of services dedicated to data analysis, data
access and software distribution constituting an efficient environment
built on top of distributed resources of the Polish computing centers.

Keywords: High Energy Physics, computational grid, WLCG, Proof
on Demand, CVMFS, XRootD.

1 Introduction

Polish High Energy Physics community is involved in many projects related to
experiments located all over the world and covering a wide range of research to-
pics. The Large Hadron Collider (LHC) [1,2] in CERN is currently considered the
biggest scientific instrument on earth. The detectors built around LHC produce
a data stream of approximately 300 GB/s. This data is reduced by several stages
of hardware and software filters to a rate of about 25 PB per year. However, in
the following years, this amount will be significantly increased due to a higher
rate of collisions reached after the planned upgrade of the accelerator, as well as
due to higher processing capacities of the online computing farms. The challeng-
ing requirements of LHC are one of the main driving forces of the computing
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grid development. To accommodate and analyze the LHC data, a dedicated dis-
tributed computing infrastructure, the Worldwide LHC Computing Grid [3], has
been built. Thanks to fast data processing in the WLCG grid, it was recently
possible to announce the discovery of the Higgs particle only a few weeks after
the end of the data taking period. Currently, WLCG consists of about 1 million
computing cores and 500 PB of storage space in more than 150 computing centers
from 40 countries all over the world. Polish contribution to WLCG is provided
in the form of a large Tier-2 site [4], distributed among 3 computing centers:
Academic Computer Centre CYFRONET AGH, Kraków (ACC CYFRONET
AGH) (173k HS06, 900 TB disk), Interdisciplinary Centre for Mathematical and
Computational Modelling, Warszawa (ICM) (89k HS06, 250 TB disk) and Poz-
nan Supercomputing and Networking Center, Poznań (PSNC) (56k HS06, 110
TB disk). The computing sites are connected by multi 10 Gbps links of the
PIONIER national broadband optical network.

The base part of the WLCG software stack is built upon components deve-
loped by the Globus Alliance [5] and the EMI collaboration [6]. They are usually
integrated with more general tools prepared for managing the computing opera-
tions of the experiments that require large computing resources. Other experi-
ments that do not need to use the grid infrastructure for data processing, adopt
only selected elements of this environment – most often, the data management
tools, which allow the members of the collaboration, who are often dispersed
geographically, to share access to the data samples easily. The tools developed
for the experiments provide advanced capabilities for central computing tasks,
such as large scale data reconstruction and data pre-selection. The final data
analyses, however, are carried out by physicists outside of the dedicated grid in-
frastructure – usually on clusters in local institutes or even on individual desktop
computers. One of the aims of the PLGrid Plus project was to fill this gap by
providing a convenient analysis environment deployed on dedicated computing
resources for Polish research groups. Although the HEP experiments have deve-
loped different computing models and make use of various computational tools,
some common elements can be identified between them. Most of their analyses
are carried out using a popular package called ROOT [7]. Therefore, the tools
based on ROOT were considered essential for efficient scientific research. One
of the components developed with ROOT, XRootD [8], provides universal ac-
cess to the distributed data across the Polish computing centers. The CERNVM
project [9] is another example of a utility helping to provide easy access to
the experiment analysis environment. CERNVM has been initially developed as
a virtual desktop providing CERN with the computing environment for LHC
experiments. Recently, its component, the CVMFS [10] file system, has turned
out to be a convenient way for software distribution.

Within the PLGrid Plus project, common tools to facilitate end users’ physics
analysis are identified and provided in form of services. A schematic view of the
topology of Polish distributed Tier-2 is shown in Fig. 1. The internal structure
of a single Tier-2 center is shown only for ACC CYFRONET AGH, however,
a similar structure is present also at ICM and PSNC centres. It includes the
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components of a typical WLCG site, such as Storage and Computing Elements.
There are also additional elements indicated: Proof on Demand, which employs
direct access to the batch system, and XRootD providing data access as a plugin
to DPM [11] grid storage service. The CVMFS backend and XRootD redirec-
tor ensure the connection to central software repositories and access to remote
data samples, respectively. A detailed description of the individual services is
presented in the next sections.

Fig. 1. Overview of HEPGrid services in the PL-Grid Infrastructure in Poland

2 HEP Experiments

The computing requirements for HEP experiments have increased rapidly since
the introduction of large electronic detectors with digital readout about 50 years
ago. The electronic detectors have replaced photographic experimental tech-
niques, which used to be very successful (bubble chambers), but already have
reached their limits. The main advantage of the digital readout is the possibility
to increase the collision rates and to collect large samples of events. This makes
it possible to run experiments such as those at the LHC accelerator (20 MHz
collision rate), which aim at studying extremely rare processes on top of large
background of ordinary and well-known interactions. The experiments require
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to store large amounts of data during the active run periods of the accelera-
tor in order to analyze them later. A good example of such a pattern is the
recent discovery of the Higgs boson, which is produced at rates of one per 109

proton-proton collisions at LHC. Massive volumes of data streaming from the ex-
periment detector had to be first reduced online by sophisticated trigger systems
(typically reducing the amount of data by a factor 50,000) due to the limited
offline storage capacity. Although this online reduction is very efficient, the total
size of the data to store and analyze is still huge – much too high to be handled
by a single computing center. This is why the Worldwide LHC Computing Grid
(WLCG) was invented.

The most important challenge for contemporary HEP experiments is to search
for phenomena, which go beyond the Standard Model (SM) and form the so-
called New Physics. Although SM is one of the most important theories of mod-
ern physics, it is not considered to be a final theory. In particular, SM does not
quantitatively explain the dominance of matter over antimatter in the Universe
and the composition of dark matter and dark energy representing 95% of the
density of the Universe. Therefore, SM is widely regarded only as an effective
approximation of a more fundamental theory, being able to describe well the
interactions of elementary particles up to a certain energy scale. There are two
main approaches to discovering New Physics – direct search and indirect search.
The direct search relies on increasing the energy of colliders and on direct ob-
servation of new particles with high invariant masses. The second approach is
based on indirect search for any deviation from SM predictions caused by virtual
effects of new particles. Both of them are being used by the LHC experiments.
There are also other projects exploring physics beyond SM, such as the neutrino
experiments, the cosmic ray observations or search for dark matter particles.
The Polish groups are involved in a variety of experiments carried out in most
of the large HEP laboratories:

– direct searches at LHC: ATLAS, ALICE, CMS,
– indirect searches and flavor physics: B factories on e+e- colliders: Belle,

Belle II, LHCb experiment at LHC,
– neutrino experiments: T2K, ICARUS, LArIAT,
– cosmic rays: Pierre Auger Observatory,
– dark matter: experiment WArP.

One may notice the diversity of both research goals and experimental techniques.
The size of the experiments spans from the huge ones, which are run by colla-
borations of several thousands of people, to small projects with a few dozens of
researchers working together. The experiments are in various stages of develop-
ment. Some of them are in the R&D phase, while others are fully operational
and already collect large amounts of data. What is more, most of the experi-
mental collaborations are spread all over the world. The combination of all these
factors make each of the experiments unique, and, as a consequence, causes that
the central experimental software is developed individually. The same applies to
the computing environments and models. Despite all these differences, one can
distinguish some common elements in all HEP experiments or at least in the
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majority of them. With regard to distributed computing, the experiments may
be classified into three categories, according to the level of integration with the
grid tools:

– experiments fully employing the computational grid (mainly WLCG),
– experiments using selected elements of the grid middleware,
– experiments not using the Grid at all.

The first category comprises large projects supported by large number of people
that have developed their own applications to interact with the grid middleware
tools. The second type includes experiments of a medium size, which are al-
ready running or are in their preparation phase. The last type are experiments
relatively small in size, which do not produce large data samples.

The aspects of final physics analysis will be described in the context of the
LHC experiments, which make intensive use of the WLCG computing grid. The
computing models are based on the hierarchic structure of WLCG, which is
composed of three layers – Tier-0, Tier-1 and Tier-2. The resources are provided
by computing centers, which all, down to Tier-2, have a well-defined role in the
structure. The main Tier-0 center is located close to the LHC collider and the
experiments at CERN. Its role is to store a copy of RAW data and participate
in the data processing. The next layer is composed of a number of large Tier-
1 centers located in different countries that participate in the WLCG project.
They receive a second copy of data files, which are used later for reprocessing
with improved calibration of the detector. In the third layer, there is a number
of Tier-2 centers associated with a regional Tier-1 center. These centers share
data analysis and production of the simulated data. The total capacity of re-
sources at each layer (Tier-0, the sum of resources provided by Tier-1 centers
and the sum of resources provided by Tier-2 centers) is comparable. The lo-
west level of WLCG, called Tier-3, is reserved for final analyses performed by
scientific groups or individual users. However, the role of the Tier-3 centers is
not defined precisely within the WLCG structure. The Tier-3 resources include
small computing clusters or individual workstations and there are no general
tools adapting the central production framework to the needs of users at Tier-3.
Before their analysis can start, the whole data collected by the experiments has
to be processed and pre-selected. This is performed using dedicated grid-aware
applications. A large number of jobs has to be submitted to WLCG sites to
select interesting events and to represent them in a reduced format. Only then
the reduced data is passed to the Tier-3 resources and analyzed by the research
groups.

The PLGrid Plus project aims at filling the gap between Tier-2 and Tier-3.
Its domain-oriented services are focused on three aspects: efficient analysis of
the data, software distribution and installation, and the data access and mana-
gement. The computing tools used in HEP have evolved since the beginning of
the PLGrid Plus project, therefore, the initial concepts of the tools supporting
Polish HEP users were appropriately adjusted. The new general tools were im-
plemented in Polish Tier-2 and Tier-3 centers to facilitate data access and data
analysis.
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Apart from LHC, there are also other experiments supported by PLGrid Plus.
The ongoing experiments have relatively small requirements and use the Grid
to a limited extent. Most of them use grid storage for sharing data sets among
institutes spread around the world. Grid computing power is employed only for
central Monte Carlo productions or for data processing, which are made available
to all members of the collaboration. The end user’s analysis is restricted to local
clusters in individual institutes. In future experiments, such as Belle II or the
experiment planned at the International Linear Collider (ILC), the requirements
are comparable as in the LHC experiments and, thus, these experiments would
need a distributed computing model. This model does not have to be the same as
the one used in LHC, therefore, it is designed taking into account recent trends
in computing. These trends, including one of the most influencing technologies
– the Cloud Computing, will be shortly discussed in Section 5.

3 Domain-Oriented Services for HEP

Although each experiment is unique and uses specific software developed for its
data processing and final physics analysis, one can distinguish a set of common
elements in the activities at the Tier-3 level. Many of them are built around
one of the main tools of the physics analysis – ROOT, a package widely used
in particle physics for many years. ROOT was designed to create a universal
environment for HEP experiments. In full form it is used by the ALICE expe-
riment, other experiments use many of its features. The aim of the authors of
this package was to create an object-oriented environment containing a set of
generic tools for data analysis, data acquisition, event reconstruction, detector
simulation and event generation. One of the most commonly used of its functions
is storing data in form of C++ objects as compressed binaries. The data can be
made available directly or via remote protocols, which are useful in a distributed
system. The strength of the ROOT package are modules containing wide range of
mathematical and statistical methods that enable advanced analysis of the data
without the need to engage any external packages. Using the provided libraries,
the user can create their own C++ applications. ROOT is also equipped with
a set of graphical interfaces used for interactive data analysis and 3D graphics
(visualization of the reconstructed events on top of the detector).

3.1 Data Analysis

The idea of Proof [12], which is built on top of ROOT, was to exploit simple
parallel processing based on the segmentation of input data. The data from
HEP experiments come in portions called events. The information stored in
a single event corresponds to a collision of beam particles. Such collision produces
a number of secondary particles observed in a detector and written to permanent
storage. After the final selection, the events are stored in a binary compact format
of ROOT, the so-called trees or ntuples. By dividing the input data for parallel
processing, one can reduce the total processing time by a factor of 1/n, where
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n indicates the number of simultaneous processes. In ROOT, the Proof system
can be used for this purpose. Originally, Proof was designed to be configured on
a static cluster. The usual disadvantages of such a static structure that lead to
underemployed computing resources, were overcome by a more dynamic solution,
Proof on Demand (PoD) [13]. Its idea was to create a number of worker processes
on demand, using existing resources, such as various batch systems and the grid
resources. PoD enables the users to quickly create their own Proof cluster and to
release the resources when the calculations are completed. First, the PoD server
has to be launched on a master node. Then, a number of worker processes in
form of batch jobs can be started. The worker processes register to the server as
soon as they are ready. The ROOT script that is used to analyze the data has
to be provided by the user. The script needs to be executed on the PoD server,
which distributes the work among the available worker processes.

PoD was prepared as a service for the HEP domain within the PLGrid Plus
project. The installation of PoD was performed on Scientific Linux operating
systems, first on SL5 and later on SL6. For production, the SL6 version was se-
lected. PoD requires ROOT with the XRootD plugin installed first. The ROOT
installation requires appropriate compilation switches to be activated, for exam-
ple, the one for the XRootD plugin. The PoD worker process can be started on
various sorts of batch systems as well as on the Grid via the gLite middleware.
The plugin for SLURM (Simple Linux Utility for Resource Management) [14]
has been recently added to the set of PoD plugins1. The PoD service in PL-Grid
is equipped with a simple activation procedure. The user applies for the service
using the PL-Grid portal. A prerequisite of the activation of this service is ac-
cess to related services enabling interactive work in the PL-Grid Infrastructure.
From the interactive session, a simple configuration of the ROOT and PoD en-
vironment can be executed by means of a single command. After configuration,
the PoD server can be launched. Then, a number of worker processes can be
submitted to a batch system. It has to be noted that data processing can be
started without waiting for all worker processes to report readiness. This feature
is useful for both the batch system and gLite plugins. The processed data files
can be accessed via the ROOT protocols. To avoid the bottleneck of concurrent
access to the data, high performance storage should be used. In case of remote
access, a fast network connection to worker nodes is also required. For example,
in a small analysis that runs processing of 500 GB of data within 1 hour of time,
a total data access rate of 140 MB/s is required and can be achieved by using
20 worker nodes in parallel.

3.2 Distribution of Software and Condition Databases

The CVMFS file system, used to distribute the experiments’ software, was de-
veloped within the CERNVM project. The initial purpose of the project was

1 The SLURM plugin was implemented by the PoD developers in collaboration with
the authors of this report. The plugin was necessary as the SLURM system is used
in one of the PL-Grid centers.
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to provide the computing environment for the LHC experiments in the form
of a virtual machine image containing Scientific Linux system with additional
elements. The use of virtualization results independently from the underlying
hardware and the native operating system. CERNVM can be run on any desk-
top or laptop equipped with one of the popular VM supervisors. One of the key
elements is a dedicated file system – CVMFS. Its principal role is to provide the
experiment’s software for virtual machines without the need for manual instal-
lation each time a new version of the software appears. A similar mechanism
is employed for the distribution of files with dump from condition databases,
which are needed for data processing. CVMFS uses the standard HTTP caching
mechanism for on-demand access to the catalogs placed on the remote server.
The copy operation is performed from the remote repository to the local cache
only when the file is requested to be opened locally. Due to its advantages,
CVMFS has been chosen as the standard way to distribute software to the LHC
experiments in WLCG sites, replacing the manual way of software installation
initiated by the Grid managers.

The CVMFS service was implemented at all centers of Polish distributed Tier-
2 as well as at several Tier-3 clusters used in Polish institutes involved in the
LHC experiments. Although it is possible to install CVMFS on each working
node, we use a cluster-wide implementation. A schematic view of the CVMFS
implementation in PL-Grid centers is shown in Fig. 2.

Fig. 2. A schematic view of the CVMFS implementation in a PL-Grid center
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It relies on a server, which exports the CVMFS directory trees to worker nodes
via NFS. The site server duplicates the structure of the directories and their file
content, which is prepared by experiments on a Stratum-0 master server and
the replica Stratum-1 servers all located at CERN. Operating in read-only mode
and caching via standard http tools (squid cache) ensure good scalability and
resilience. CVMFS is an attractive solution for non-LHC experiments as well.

3.3 Data Access

The experience of the first years of running analyses in the grid environment, on
data collected by HEP experiments on the LHC accelerator, proved that quick
and easy access to data is a key to the success. The original way of access by
random distribution of data and sending computing jobs to sites where the data
was placed was acceptable for central planned processing, but proved inconve-
nient for end-user analyses. It still required moving or replicating portions of
data between the sites and then copying data from grid data servers to local
disks. It required that physicists doing analyses to search for pieces of data they
need download them to local computing systems or submit jobs to queues and
wait, sometimes a long time, before they could see any results. If a site where
the jobs were running went into a downtime or was broken, an even longer delay
would occur. A solution for this weakness is XRootD. This service provides high
performance and direct access to data repositories in Poland and all over the
world. It is based on the xrootd communication protocol for direct access to files
in ROOT format and Scalla (Structured Clustering for Low Latency Access)
data access system, both developed within a popular HEP analysis environment
called ROOT. As a result, most of the HEP software and, in particular, analysis
applications built in this environment can natively access data via the xrootd
protocol. The Scalla system builds an additional layer of redirection servers that
have a capability to automatically search for file location and redirect data ac-
cess requests to correct data servers with a possibility to repeat a redirection in
case one of the data servers is down. This makes the data access system very
scalable and fault tolerant. HEP experiments use Scalla to build federations of
their storage systems [15] with files accessed by a well-known global name, thus,
making it independent of the details of the storage system the file is located at.
The XRootD service deployed in PL-Grid resources is a part of the Atlas and
CMS federations providing also direct access to end-user data for batch proces-
sing on Polish WLCG grid sites. The implementation of XRootD data service in
PL-Grid centers is shown in Fig. 3.

4 Tier-3 and Tier-2 Cooperation

As stated in the previous sections, Tier-3 sites are dedicated to the final anal-
yses performed by scientific groups or individual users. Most frequently, the input



HEP Domain-Oriented Services 235

Fig. 3. Implementation of XRootD data service in PL-Grid centers

data for these analyses comes from reduction and pre-analysis of real or simu-
lated data sets provided by central services of physics experiments (e.g. ATLAS,
CMS, LHCb) and stored at Tier-2 sites. Such a reduction and pre-analysis ty-
pically require quite substantial computational resources. Therefore, it is very
convenient to have a Tier-3 site very close to a Tier-2 site. In such case, the
input data for analysis at Tier-3 can be easily accessed at Tier-2. This data is
prepared in advance at Tier-2 and contain subsets of original data sets required
by a given analysis. Then, the data can be interactively analyzed at Tier-3. Ge-
nerally, there are two Tier-3 implementation models: in the first, Tier-3 is a site
separated from a Tier-2 site; while in the second, Tier-3 is not completely isolated
from Tier-2 infrastructure, but it becomes a dedicated partition of the resources
supplemented by specific Tier-3 services. This model has been implemented at
ICM. In this case, Tier-3 resources (e.g. queuing system, storage) are shared
with the Tier-2 resources. This setup enables efficient use of resources, as the
data sets can be shared between Tier-2 and Tier-3 parts of the cluster. Also, the
assignment of the computing cores to different parts can be done dynamically
within one queuing system, according to the current needs. Another important
component, CVMFS described in the previous sections, gives unified access to
experiment software repositories at Tier-2 and Tier-3.

5 Outlook

The new trends in computer technology are reflected in the evolution of
computing models of HEP experiments. The two main aspects of these trends
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are parallel computing and Cloud Computing. So far, the parallel processing has
been based on the segmentation of input data thanks to the fact that the ini-
tial collision, such as proton-proton interaction can be processed independently.
Therefore, most HEP applications were designed for single thread processing run-
ning on separate CPUs. Recently, the increase of CPU power has been achieved
by many-core architecture instead of increasing the processing speed of a single
thread. Moreover, the new architectures, such as Xeon Phi or ARM-Cortex, of-
fer a much improved ratio of processor efficiency to electric power consumption.
This offers a new opportunity of running parallel processing in a single job with
multiple events, using the same, or not much increased, memory pool. This leads
to great savings in the total memory used. This is an important advantage at
times when modern computers are built with decreasing size of available mem-
ory per processing core. First attempts to port the whole experiment’s framework
to these architectures have already been made. Another way of parallelization is
the employment of GPGPUs (General-Purpose computing on Graphics Processor
Units). The use of GPGPU is not straightforward, since a substantial modifica-
tion of code is needed to utilize the full GPGPU potential. Therefore, the use of
GPGPU is often restricted to selected problems suitable for this architecture. One
of such implementations is the package for statistical data analysis, RooFit. Its im-
plementation on GPGPU, called GooFit, is able to increase the speed of complex
analyses by large factors, typically between 10 and 1000. The scope of potential
applications of GPGPU is being studied within the PLGrid Plus project.

The Cloud Computing technology is of interest to new HEP experiments as
well as to experiments that will be continued for the next decades. Cloud Com-
puting is regarded as a complementary resource to WLCG and, in some cases,
the computing models are entirely based on this technology. The integration of
cloud-based centers with distributed computing models is explored by a subtask
of the PLGrid Plus project.

6 Summary

The domain-oriented services for Polish High Energy Physics groups have been
developed within the PLGrid Plus project. Their aim is to create an environ-
ment for efficient physics analyses for Polish research groups involved in HEP
experiments. The general purpose tools have been implemented in Polish Tier-2
and Tier-3 centers. They include tools for automated access to the software re-
positories – CVMFS, tools for parallel analysis of large data samples in reduced
formats, Proof on Demand, and the tools for universal access to the distributed
data – XRootD. It has to be mentioned, that, despite the fact that the imple-
mentation of these tools in the PLGrid Plus project is closely connected to the
formal WLCG tiered structure, they are also useful to other HEP collaborations.
One example of such a successful use of HEP services in PL-Grid Infrastructure
by a non-LHC experiment can be the preliminary data classification using MLP
neural network prepared for the COMPASS (COmmon Muon Proton Appara-
tus for Structure and Spectroscopy) experiment [16] on the Tier-3 resources at
Warsaw.
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Abstract. The construction of the first synchrotron in Poland as well
as its future operation have to be supported by adequate IT services. As
there was no similar instrument in Poland before, new services have to
be built especially for it. The intended target user groups of these ser-
vices are: engineers and scientists preparing the synchrotron deployment
and operation, its operators, accelerator physicists and beam scientists
overseeing the synchrotron operation and delivery of light to the end-
users’ experimental stations, and, finally, end-users of the synchrotron
who need to store and archive the data obtained during the experiment.
This article describes the IT services supporting the Polish synchrotron
built within the PLGrid Plus project.

Keywords: Synchrotron, Solaris, Synchrogrid, Elegant Service, Virtual
Accelerator Service, Tracy Service.

1 Introduction

The Polish National Synchrotron Radiation Center, Solaris [1], is engaged in
the process of constructing and building a synchrotron. A synchrotron is an
instrument in which electrons, after initial acceleration in the linear accelerator,
circle in the storage ring for a few hours. The circulating electrons are producing
electromagnetic radiation, so-called synchrotron radiation, of a broad spectrum
(from which the user can select a wavelength required for his experiment) and
high intensity (allowing to shorten the time needed to obtain scientific results).
The synchrotron radiation can be used in fundamental research in many scientific
areas like physics, chemistry, material science and others.

The sychrotron constructed by Solaris is a replica of the MAX LAB [2] MAX
IV synchrotron, adapted to local environment. The adaptations and construc-
tion of parts that will be unique to the Polish synchrotron, require significant
computing power, and so will, later, the operation of the synchrotron. However,
the latter will also require large volumes of data storage. This computing power
and data storage are obtained from the PL-Grid Infrastructure. Based on this
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infrastructure, within the PLGrid Plus project, new services aimed at applica-
tions and software specific to the synchrotron domain have been developed. We
present them in this article along with an outlook on the future work.

2 Related Work

The synchrotron radiation centers around the world (for more information about
them and their research program see [3]) are using various data formats and pro-
tocols for device communication. Although there were attempts to standardize
them, there are still too many standards in use. In the European synchrotron
radiation centers, the control system is usually based on Tango [4]. It was chosen
also for the Polish Synchrotron, as it is constructed and built with cooperation
with MAX LAB, which uses the system as well.

The idea of using grid resources to support the synchrotron operation was
already investigated within the DORII (Deployment of Remote Instrumentation
Infrastructure) [5] project. However, this approach (remote instrumented infras-
tructure [6]) was not found appropriate for the Solaris control system built on
an existing and well-tested Tango. What is more, many Tango modules were al-
ready prepared. However, the most important reason for not reusing the DORII
software was the requirement to have the same interface both to the model and
to the machine that will be built, and this DORII could not fulfill. The current
implementation uses the same control room software regardless of whether it is
run for the virtual accelerator or for the real machine; this is not the case for
DORII. DORII itself provides an alternative communication layer that will need
to be encapsulated in Tango anyway. Therefore, using it as a separate system
would mean repeating the work required to provide this additional layer to the
communication stack. An additional requirement for the Solaris control system
was a virtual machine delivered as a cloud service for operation of the virtual
accelerator service. The cloud services started to be available in the PL-Grid
Infrastructure recently and could be used for this purpose.

3 Architecture

As a result of the development activities of the PLGrid Plus project [7], new
services were built for the Polish synchrotron. They are aimed at facilitating
everyday operation of staff as well as at providing data storage for the end-users
studying the synchrotron radiation. For the daily operation, testing the syn-
chrotron control software with the computing model of virtual accelerator is of
great importance. On the other hand, for the end users, data management ser-
vices are the most essential. Data management is also of great interest for other
scientific domains, therefore, the PLGrid Plus project developed new generic
services dedicated to this field, which can be used also by the Synchrogrid users.
These data management services, along with the specific services developed es-
pecially for Synchrogrid (Elegant, Virtual Accelerator and Tracy) are presented
in the next subsections.
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General relations between the Synchrogrid services and the PL-Grid Infras-
tructure are shown in Fig. 1. The colors surrounding the name of the service
correspond to the colors of arrows representing to which PL-Grid Infrastruc-
ture services the Synchrogrid services are linking. There are three basic services
within the PL-Grid Infrastructure: Computing, Storage and Cloud. Elegant and
Tracy are computing-oriented services that perform scientific calculations and
store their results in the Storage service. Data services are helping the users to
manage their files. The Virtual Accelerator service is run on a machine of the
Cloud service, delegating some part of calculations to Computing service and,
currently, saving results on the same Cloud machine in a local MySQL database.
In the future, this service could be adjusted to use the generic Storage service
as well.

Fig. 1. General relations between Synchrogrid services and the PL-Grid Infrastructure
services

There are two methods to access the Synchrogrid services. One of them is using
the generic PL-Grid Infrastructure User Interface (depicted as the Cluster UI),
which offers predefined modules available to the users. The second method is
installation of a free, graphical UNICORE Reach Client on the user’s personal
computer (depicted as Laptop URC). Following the user documentation [8] al-
lows the user to configure and access the PL-Grid Infrastructure Synchrogrid
services with both methods. The URC Laptop is used as an access machine on
the user side. It contains a directory with all the user job identifiers, allowing the
user to download or store results locally or within the PL-Grid Infrastructure.

The Synchrotron users will be using the infrastructure in many ways. Firstly,
the users can submit batch jobs to perform computations with their own code
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or with pre-installed generic software. Such computations are allocated to the
resources on best effort basis. Secondly, it will be possible to make a reservation
for resources (for example, correlated with beam time on the synchrotron). For
Synchrotron operators, a “cloud” machine is foreseen to be delivered. The acce-
lerator mock control system will be installed there to reflect the planned machine
control system interface. In conjunction with models running on the computing
clusters, it will provide a test suite for the software steering the accelerator.
It could be also used to compare the behavior of the real and the simulated
accelerator.

The developed services could also be of interest for scientists from abroad.
In case of scientific collaboration between a Polish and a foreign scientist, the
foreign user can register in the PL-Grid portal and request access to Synchrogrid
services. It is also necessary (also for the Polish scientists) to request a PL-
Grid grant (allocation) for resources and deliver reports (possibly, with scientific
publications) of the grant usage.

The availability of Synchrogrid services is monitored by the PL-Grid Infras-
tructure monitoring system. In case of failures, alarms are raised and incidents
are recorded in the ticketing Helpdesk system. There is also a support unit that
handles incidents and answers the users requests.

3.1 Elegant Service

In order to properly design the synchrotron, and, consequently, ensure its best
performance, it is necessary to perform a series of numerical calculations of
the dynamics of the beam. Such calculations are aimed at optimizing the main
parameters of the electron beam, such as emittance, beam size, life, dynamic
aperture, tuning, etc. In order to do this, one needs a sophisticated optimization
of both linear and nonlinear beam dynamics. Due to the complexity of the prob-
lem, dedicated programs, such as Elegant and Tracy, are used for this kind of
calculation. They allow to choose from matrix, traditional or canonical integra-
tion methods. The advantage of these applications is the possibility to adapt the
simulation to the user’s needs. However, the calculations are time-consuming,
since they require iterations between computation and optimization of other
parameters.

To handle this issue and allow the users to perform computations and obtain
results in satisfactory time (a few days), a parallel version of the dedicated
software “ELEctron Generation ANd Tracking” (pelegant) [9] was compiled on
the Zeus cluster computing nodes. Additional scripts and configuration files
facilitating the use of the infrastructure were also developed and delivered to the
service users. The users are now able to choose whether they want to submit the
computing jobs locally (using just the cluster batch system) or to the Grid (using
grid middleware), which adds the possibility to submit jobs to other computing
centers supporting the Synchrogrid services.

One of the middleware deployed for the PL-Grid Infrastructure and facilita-
ting the usage of the sites’ resources is UNICORE [10]. We use the UNICORE
Rich Client (URC), which is a graphical user interface for grid job management.
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Owing to the prepared incarnation database (IDB) entries for the Elegant service
(and supporting Matlab extension), the sites providing the Elegant service can
be browsed in URC. When a user selects the Elegant service in a specific version,
only sites supporting the given version of Elegant are presented (selectable). Ano-
ther helpful functionality of the URC are workflows. The UNICORE workflow
prepared for running the Elegant software as standalone application is presented
on the right of Fig. 2. The workflow consists of two jobs: the first executes an
MPI job on the cluster running pelegant software and passes its output to the
second job. The second job executes several Matlab scripts in parallel to ob-
tain visualization of the pelegant output. On the left of Fig. 2, panels helping
to manage jobs already sent to the infrastructure and browsing their outputs
are shown. A convenient feature is also the job description window, in which the
user can input job parameters: numbers of slots, input, output files as well as the
identifier of the reservation. One exemplary workflow was defined already, how-
ever, the URC facilitates creation of new workflows and saving them for later
use. If saved in a common group area (shared between all the PL-Grid grant
users) on the cluster UI, the workflow may be reused by other group members
who load it to their own URC and configure it – setting paths, file names, etc.

Fig. 2. The graphical user interface for defining workflows and allowing the job
submission

Submitting a single job that is then split into large number of processes (tested
up to 96 cores) leads to linear acceleration in obtaining the results (around 1h
on 96 cores) with use of mpirun. The physics results are usually the parameters
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of beam line (see Fig. 3) which can be analyzed by end-users. If the results are
unsatisfactory, the user may prepare a new set of parameters and submit a new
job, quickly obtaining the results.

Fig. 3. Visualization of the Elegant service output

3.2 Tracy Service

The purpose of the Tracy service is similar as of Elegant. It is a tool used by
accelerator physicist for various computations related to the accelerator design,
simulation, tests and operation. Tracy is a set of C language libraries deve-
loped by the accelerator physicists community. It provides various algorithms,
routines and data structures related to accelerator physics, mostly, to circular
accelerators. The end-user utilizes these libraries to develop programs for their
own computations.

Deployment of the service is similar to the deployment of Elegant – Tracy is
provided as a module available to the service users. There is also a UNICORE
workflow that defines all the required steps – similarly as in case of the Elegant
service.

However, there is a slight difference in these two use cases. Usage of Tracy
involves compilation of the code provided by the user against the Tracy library
and its dependencies. It allows the user to link only the routines required by
their actual task. Although that reduces the time needed for the computation
itself, it adds the time needed for the compilation. The UNICORE workflow for
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Tracy includes the compilation step, but it requires a makefile attached to users
code.

3.3 Virtual Accelerator Service

The Virtual Accelerator (VA) is a service available to accelerator physicists,
operators and students. It provides both an accelerator computation model and
a mockup of the real machine control system. This creates a test suite for high-
level software in development, similar to the environment on the real machines.
Additionally, it enables examination of different accelerator operation modes and
strategies, including electron beam filling patterns and magnet optics settings,
before these are applied to the machine in operation. The service is based mainly
on the software provided by Solaris, the MAX-IV laboratory and the Tango CS
community [11].

Use Case: High-Level Software Testing. At the current stage of the So-
laris project [12], the most important use case of the service is testing of the
high-level control system software scripts that implement physics-based steering
algorithms. To do this, the user:

1. Obtains access to the VA service.
2. Starts an accelerator model on the PL-Grid Infrastructure.
3. Runs the software to test on his/her local machine against the model.

The mock control system is the place where the user script writes set-points.
The set-points are read by the model and used as an input for computation.
Results of the computation are then sent from the model to proper attributes
in the control system. The user has access to the results through the mock
control system. There are, however, some prerequisites to this scenario. These
are the computational model of the accelerator and the mockup of the control
system interface. Both have to be delivered according to the user’s request. Their
implementation is done with tight collaboration between the service provider
(the PL-Grid Infrastructure) and the user. The goal is to provide the user with an
impression of working with a real machine. An important factor is also reducing
the time needed for the computations – this is the area where the PL-Grid
Infrastructure is of great utility.

Tango CS. The mock control system is based on the Tango CS [4] as in case
of the Solaris machine [13]. Tango CS is an object-oriented distributed control
system used to integrate accelerator devices. It provides SCADA (Supervisory
Control And Data Acquisition) functionality successfully implemented in several
accelerator facilities in Europe. It is based on CORBA and zeromq protocols
hidden behind the Tango API. The devices, like magnets, power supplies, beam
position monitors, are handled in Tango by so-called Device Servers. A device
server translates the protocol used to communicate with a particular device into
the common Tango protocol. Every physical device is represented in the system
as an object with certain attributes, commands (methods) and properties [14]
that reflect its characteristics (class).
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Safety Issues and Consideration. The Tango CS uses CORBA protocol
wrapped into Tango API to hide its implementation details. Although there is
a Tango Access control device server, all authorization is handled on the client
side and it is left to the client applications to use it or not. Each of the controlled
devices is integrated into the system through so-called device servers. Each device
server is listening for CORBA connections through an open TCP port. Through
this port it accepts requests from client applications or from other device servers.

The Virtual Accelerator usage scenario involves accessing the mock Tango
from different locations and in a multi-user environment – such as the PL-Grid
Infrastructure. Moreover, a ModelServer device server enables the users to run
an accelerator model on computation clusters by invoking a Tango command. To
safeguard this, special precautions have been taken. One of them is the obligatory
usage of a VPN to access the service. Another is a proper firewall configuration
on the edge of the cloud network. This is later presented in the deployment de-
scription. Another precaution is also the procedure of stopping the model server
when the user is not working with the service. This procedure is supplemented by
a Nagios monitoring, that notifies the virtual accelerator service administrator.

Implementation. There are several software components that integrate the
model and the control system interface. These are: device server providing Mo-
delServer device, tango2elegant python tool and the simple-tango library. The
ModelServer device provides functionality to configure and send a computation
model to a queuing system through UNICORE. It allows a user to start an ac-
celerator model using the Tango interface. Tango2elegant interfaces the Tango
control system with the Elegant tool – a standard program to simulate accele-
rators and compute various beam parameters.

Simple-tango is a library that provides simplified tango interface for C/C++
programs. It is a tool focused on the Tracy users. It provides functions to read
and write Tango attributes without any pre-initialization of the Tango client
layer. The tools are described in [11].

Deployment. The static part of the deployment is showed in Fig. 4. There are
two storage nodes. One of them provides a library of modules available to every
user of the PL-Grid Infrastructure – these are, among others, tools provided by
the accelerator community and dedicated to the modeling of the machine. The
other storage node is a virtual accelerator users group directory that provides
tools directly related to the virtual accelerator. Although these tools are still in
development, in more mature stage, they will be converted to modules.

Fig. 5 shows the service in a dynamic state when there is a user working with
it and a model is running on a cluster. It portrays the deployment of components
and important relations between them, as well as relations between nodes.
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Fig. 4. The static (tools library) part of the virtual accelerator deployment

Fig. 5. The virtual accelerator deployment in dynamic state

The client machine is the user’s local computer, containing a control room-
like environment. It is an area where the user runs and tests his/her scripts
(the user-scripts). The virtacc.plgrid.pl node is a machine in the cloud service
of PL-Grid Infrastructure playing the role of a so-called service access machine.
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It is the machine running the mock control system, as well as the place where the
library of accelerator models is located. The user can, through the ModelServer,
select one of the models and start it.

The model can be executed locally or on a remote site. However, in the latter
case, it requires the Elegant service and Tango tools installed. Sites supporting
the VA can be found by UNICORE on the basis of user job description.

The Tango layer is exposed through a local interface via one-to-one NAT
to a public interface. To make the Tango work with NAT, a tool, called tango-
nat, provides proper ORB endpoint information for the device servers. A firewall
configured on the NAT public interface (not showed in the figure) allows access to
Tango services only from the PL-Grid cluster nodes. This is a required safeguard.
The user has to configure a VPN tunnel to obtain access to the service from their
location.

3.4 Data Management Services

During the project realization, it appeared that many scientific domains require
tools or services for data management. Some general-purpose services for data
storage and management developed during the PLGrid Plus project were offered
to the Synchrotron users to facilitate management of their files.

The end-stations collect data that the user needs to store. Usually, they have
been stored using removable disks or pendrives. However, it was discovered that
the users, after a long time, would like to come back to their historical data, thus,
permanent storage is of great interest to them. As a similar need was identified
also in other domain-specific grids, we are investigating the possibility to adopt
some of the existing data management solutions – specifically: DataNet [15]
and VeilFS [16]. For a long-term storage, including archiving large data sets,
Genetic Data Storage was developed on top of the Platon U4 [17] service by
the Bioinformatics domain grid. This storage offers geographic distribution and
built-in encoding for increased data security.

The exact data storage workflows differ within the synchrotron users com-
munity, depending on experimental techniques or user groups. Due to this fact,
specific tools shall be provided based on the requirements of the actual users.
Currently, the synchrotron facility has defined two beamlines, and the poten-
tial users of one of them (the photoemission electron microscopy – PEEM –
beamline) have already provided their requirements.

According to the requirements for the PEEM beamline, a service based on
VeilFS with standard group access policies defined by the users will be sufficient
for exporting, storage, management and sharing of the beamline experimental
data. It is also worth to mention that the synchrotron community is now adopting
the Nexus standard. It is a data format that combines metadata with experiment
results [18], making the data files self-described.

The MySQL service provided within the PL-Grid Infrastructure is considered
as a solution for backup and/or direct storage of the archive of machine oper-
ational data – so-called Historical Database (HDB). However, as the service is
based on 24h, 7 days per week data injection into the database, it will require
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special solutions, like direct connection between Solaris and one of the PL-Grid
data centers.

4 Outlook and Future Work

The PL-Grid Infrastructure is very well-suited for Synchrotron deployment and
operation. During the deployment phase, it will be used for modeling of the ele-
ments required for the Synchrotron construction. After that, in the operation
phase, the infrastructure will be used to test and validate the control system
scripts. It will also enable storing of the data produced by the machine (ope-
ration parameters, data gathered by all users). For users requiring large com-
puting power, data stored in the PL-Grid computing centers will be available
for further processing. The time-scale and size of the data kept in the PL-Grid
Infrastructure will be defined in service level agreements between the PL-Grid
Infrastructure and the user, called PL-Grid grants. In case when the operations
of the Synchrotron will have to be adjusted during its normal operation, the
computations done by the virtual accelerator service will require short response
times. For this purpose, advance reservations of the computing resources (sup-
ported by PL-Grid grants and the UNICORE middleware) are planned to be
used.

One very important aspect for the Synchrotron users is the possibility of work-
ing collaboratively, with help of a collaborative environment with communication
and message logging capabilities. During the Synchrotron construction and de-
ployment phase, these aspects are not handled. Nevertheless, the requirements
from the end-users will be collected after the initial start-up phase. Appropriate
solutions will be offered to them then. Some of the functionality will be provided
by the existing PLGrid Plus social services (Confluence, JIRA, etc.) available to
the users of a given PL-Grid grant.
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Abstract. InSilicoLab for Chemistry with its experiments and QC Ad-
visor are the tools assisting PL-Grid users in chemistry computations on
grid infrastructure. The tools are designed to help the user at all stages
of calculations – from the software choice and input data preparation,
through job submission and monitoring to the retrieval of output files
and analysis of results. General Quantum Chemistry experiment helps
in launching QC computations on PL-Grid. A specialized tool – Trajec-
tory Sculptor – is designed for manipulations with Molecular Dynamics
trajectories and large sets of molecular structures in sequential compu-
tational experiments. QC Advisor collects information about availability
of different computational methods in quantum-chemical programs and
supports preparation of input files for the most popular software. The
main idea behind the tools described in the paper is to reduce the effort
needed to set-up the calculations, allowing users to focus on scientific
content of their work.

Keywords: computational chemistry, experiments in silico, e-science,
sequential modeling.

1 Description of the Problem

Computational methods of quantum chemistry and in silico experiments are
valuable tools in materials science, biochemistry and related research areas al-
lowing one to study properties of matter by performing calculations in order to
explain (or even better – to predict) experimental results. Importance of such
methodology has been recently recognized by the Nobel Foundation awarding
the 2013 Nobel Prize in chemistry for “the development of multiscale models for
complex chemical systems” [1]. Modern modeling and applications of advanced
methods of computational chemistry require still increasing resources. Compu-
tational power is necessary to improve the accuracy of results and/or is needed
to make larger systems tractable or to extend the timescale of simulations. The
latter factors are of particular importance for current challenges of nanotechno-
logy or biological sciences where systems consisting of thousands of atoms need
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to be modeled. Fortunately, constant progress in computer technology meets this
demand from scientific community. However, successive application of modeling
is not just a matter of available computational resources. Equally important is
the proper choice of software and efficient management of huge amount of data
used in often complicated workflows.

Quantum-chemistry (QC) uses a wide range of methods: from low-cost semi-
empirical calculations, through Density Functional Theory methodology or ab
initio Hartree-Fock calculations to accurate, but usually very demanding, post-
Hartree-Fock methods. Computational cost of the method may be just related to
the time needed to complete the calculations, but some methods have also large
requirements for RAM memory and/or intensively use huge scratch files. Several
packages using standard QC methods are available to the scientist. Some of them
feature specific implementations which increase the efficiency of calculations (e.g.
speed-up the calculations or reduce usage of scratch space), providing additional
functionality or introducing the most up-to-date versions of certain QC methods.

A broad choice of available QC software is beneficial to scientists, in principle
allowing them to find a program best suited to the needs of the researcher. How-
ever, quite often it may confuse less-experienced users who are trying to decide
on which software to use. On the other hand, even experienced researchers usu-
ally tend to use one favorite package which they already know well. This behavior
is caused by the time needed to learn how to prepare input files. A well-defined
scientific problem (type of QC calculation and parameters of the method such
as the basis set) may not be easy to express within the syntax of input files for
a particular program. Even the most important keywords describing the problem
may not be obvious; moreover, usually it is necessary to specify some additional
parameters controlling the technical details of actual calculations. Strategies of
specifying the input data and the syntax of input files differ completely between
programs, therefore the learning curve is likely to prevent users from choosing
another computational package; instead they try to master one program (usually
the one they had used first).

Further complications are related to parallel computing. With quantum-
chemical calculations that take long time (up to weeks or months) to complete,
parallelization appears as a natural choice of increasing the speed of computa-
tions on modern computer architectures. For some quantum-chemical methods
it may be easier, for other very difficult, therefore one may find a broad range
of parallel implementations of QC methods: from purely serial to massively pa-
rallel. Even for one specific method its efficiency may drastically differ between
programs. Regardless of the program, proper setup of parallel QC calculations
usually requires additional knowledge that beginners or less experienced users
simply do not possess. They usually are also unaware of technical details and
lack necessary skills to be able to make use of the benefits parallelization brings.

All these factors lead to a rather undesirable scenario, in which many users
choose not very well performing software, leading to inefficient use of available
resources and overall performance degradation.
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Another difficulty with input data faced by researchers is related to the num-
ber of necessary data files. Quantum-chemical modeling quite often requires
preparation of numerous input files (based on molecular geometries, which some-
times need to be appropriately selected from larger systems), launching multiple
jobs and monitoring their progress, extracting relevant information from out-
put files and storing large amount of data for further use. Modeling of complex
systems or use of more sophisticated methodologies make the data workflows
even more complicated. Very often the whole process needs to be repeated,
either with other data or for the same molecular data, but for a different com-
putational method or its parameters. Data preparation and job execution may
therefore consume a considerable amount of researcher’s time and effort (and
quite often it may require a knowledge of scripting languages). Maintaining the
data integrity in such a process is an even more demanding issue, when grid
resources are used and computational jobs and data files are distributed over
multiple locations.

2 Related Work

There are several sources gathering information about the existing software for
quantum-chemical calculations, e.g. Computational Chemistry List web site [2].
Such sites may be quite useful, but do not provide details about availability and
efficiency of particular QC methods implemented in packages. They are rather
starting points for the user who can follow links to the software sites and study
the manuals of individual programs to learn about the capabilities of software.
Of course, a single manual describes only the features of one particular program
and to make a comparison between different programs, many sources of data
have to be found and studied. This is a time consuming task and not many grid
users want to pursue this route. Therefore, there is a need for a more friendly
solution, which not only provides necessary information, but preferably should
also encourage users to explore the variety of available software by assistance in
job preparation and execution.

Most QC software suites have additional applications designed for data manip-
ulation, usually Graphical User Interfaces. These tools are helpful in preparation
of input files, some of them also support the job submission in simple comput-
ing environments and can analyze and visualize the results of calculations from
outputs. Nevertheless, they are intended to operate with data files for a single
chemical system, therefore do not allow for automated creation of sets of mul-
tiple jobs, neither support execution on grid-distributed resources nor are able
to handle complicated workflows in sequential or multiscale modeling. Another
disadvantage of QC GUIs is that some of them are non-free applications, thus in-
curring extra costs for the users. Necessity to install and configure (in some cases
of free applications even to compile from sources) additional software (which of-
ten requires a specific version of the operating system) is another drawback of
such a solution. There are also some tools available for parsing QC output files
and extracting results, such as cclib [3] – a Python-based open source library.
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Being a library, cclib is, however, not a ready-to-use application; instead it re-
quires some programming knowledge from the user in order to successfully apply
it to the problem.

Within the PL-Grid project there have also been developed services to support
job management on the grid computing infrastructure – e.g. QosCosGrid [4] or
Unicore [5] middleware. While they are helpful in job submission and execution,
still do not solve the problem of automated preparation of input files. This stage
of QC computing requires therefore some specialized tools to be developed and
made available to researchers. The desired solution should be ready to use and
do not depend on the operating system of the user machine – i.e. preferably
a web-based one. An example of web portal of this kind may be the science
gateway for nanotechnology [6].

3 Solution to the Problem

The PLGrid Plus project is aimed to provide Polish researchers with powerful
computational infrastructure tailored to the needs of specific community, but
also to address the problem of efficient use of resources by creating domain-
specific computing environments for different fields of science, in order to make
the scientists’ computational work easier and more productive. In particular, do-
main services provide access to specialized software and support for performing
common computational scenarios and multi-step experiments. Solutions and ser-
vices for the community of quantum chemists are organized within the Quantum
Chemistry and Molecular Physics domain.

Two kinds of services for computational chemistry are currently under de-
velopment within the Quantum Chemistry domain: InSilicoLab for Chemistry
and QC Advisor. They address the issues described in Sec. 1 – the question of
choosing the software and the related problem of input file preparation as well
as the issue of performing complicated experiments.

4 Results

4.1 InSilicoLab for Chemistry

InSilicoLab [7,8] is a platform that facilitates computations on distributed in-
frastructures as well as management of data involved in these computations. The
idea of InSilicoLab is to provide a comprehensive workspace that would support
the user in performing in silico experiments – that is: preparing application in-
put data, executing the actual computation, storing, categorizing and searching
relevant input and output data. Such experiments are repeatable and connected
to the data they produce – allowing to easily monitor the process which led to
a specific result.

InSilicoLab is organized as a framework of application portals and can be
accessed using standard web browser with Java enabled (the latter is necessary,
e.g., to view chemical structures in 3D). Therefore, there is no need for the user
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to install any additional software and the user may work in the portal from
any machine, regardless of the operating system. No knowledge of how to use
grid resources is necessary, unlike the case of manual job submission through
a queuing system.

InSilicoLab in principle is designed to support different research areas. Cur-
rently, it offers two experiments for the chemistry domain: a general quantum-
chemistry experiment and Trajectory Sculptor. Solutions for computational
chemistry are organized as InSilicoLab for Chemistry.

General Quantum-Chemistry Experiment. This tool facilitates prepara-
tion of input files for typical quantum-chemical calculations, submission and
monitoring of jobs on the PL-Grid Infrastructure and retrieval of output files
with basic post-processing of results.

Setting-up the QC experiment requires a geometry specification of the mo-
lecular system. This can be done either by supplying a molecular structure in
one of common formats (e.g. as XYZ file) or the geometry may be passed from
a previous InSilicoLab experiment (including Trajectory Sculptor – see the next
subsection). For verification purposes the structure can be easily viewed on-
screen in 3D using Jmol [9] Java applets, allowing for rotation of the molecule
and different rendering styles.

Next, the specification of a chosen quantum-chemical method with related
parameters such as charge and spin multiplicity of the system or basis set are
entered. The user can provide also some technical details of calculations (num-
ber of processor cores) or choose to save some intermediate files (e.g. Gaussian
checkpoint files). Currently, three QC programs may be used in the experiment:
Gaussian, Gamess and Turbomole. In the case of Gaussian it is possible to re-
quest a cube-file of specific type to be generated; these files are useful for visuali-
zation and analysis of molecular properties such as molecular orbitals, electron
density or electrostatic potential.

The tool encapsulates the jobs into job description files, transfers them to the
experiment directory on the grid storage system, submits the jobs to the infras-
tructure and controls their execution. Statistics about current status (submitted,
running, finished) of jobs are presented to the user as well as information where
the job is actually being executed. It is possible to download partial results from
the running jobs for inspection.

Output files of successfully completed jobs are automatically retrieved and
basic information about the calculated system parameters (like SCF energies, or-
bital energies, optical transitions, etc.) are extracted using cclib library parser [3]
and written in XML format. Statistics for selected parameters (SCF energy)
from multiple jobs can be summarized and displayed – an example is presented
in Fig. 1. The user can also download the job files individually. Parameters of
the experiment and associated job files can be stored on the storage system for
future retrieval, reuse in another experiment or repeating the calculations.

Trajectory Sculptor. Molecular modeling of complex systems (e.g. solutions)
quite often requires a two-stage approach. First, Molecular Dynamics (MD)



Comprehensive Support for Chemistry Computations in PL-Grid 255

Fig. 1. Parameter specification window of the general Quantum Chemistry experiment
(top) and an example of the summary of energy values computed from multiple jobs
(bottom)
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simulations (classical or ab initio) are used to generate a structure of the sys-
tem and to obtain information about its evolution in time – a MD trajectory.
Next, quantum-chemical calculations are performed for a selected part of the
system (e.g. solute molecule and closest solvent molecules in its solvation shell)
to calculate desired properties (potential energy, transition energies, chemical
shifts, etc.) at a higher level of theory. Such calculations are usually repeated for
series of frames from the MD trajectory in order to obtain data for statistical
analysis. In most cases only a part of the individual frame is selected to make
the quantum-chemical calculations faster (or even possible). Therefore, frames
have to be reduced to a subset of relevant information.

Fig. 2. The window of the Trajectory Sculptor tool

Such manipulations with a Molecular Dynamics trajectory, preparing input
files for QC calculations and extracting data from the outputs of QC software
require some experience in programming and additional work of the researcher.
The InSilicoLab for Chemistry portal with Trajectory Sculptor and general
quantum-chemistry experiment assist the user in this process, facilitating sys-
tem selection, data preparation, monitoring the computation and gathering the
results.

Trajectory Sculptor (see Fig. 2) is a tool which can be used for extracting
relevant parts of a MD trajectory, reducing a single frame from the trajectory
as well as picking a subset of frames and applying the reduction to all of them.

The MD trajectory can be submitted in several formats, the XYZ file is pre-
ferred; other formats are automatically converted to XYZ using the OpenBabel
software [10].
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The trajectory reduction is performed in three stages:

– system definition – the user specifies the composition of the system and
defines solute and solvent(s)

– distance definition – a metric of measuring the distance between each solute-
solvent pair is supplied and the distance threshold to select solvent molecules
is specified

– choice of frames – the relevant subset of frames is defined.

At each phase of system specification or reduction the user can preview the
results. Reduced frames can be downloaded or used directly as inputs for InSili-
coLab Quantum Chemistry experiment to launch QC computations. An example
of frame reduction for a large simulation box is presented in Fig. 3.

Fig. 3. An example of Trajectory Sculptor usage: Molecular Dynamics trajectory frame
of more than 400000 atoms (left) reduced to a few selected molecules (right)

Support for different data formats (automated conversion of the trajectory file
to XYZ format) and for periodic or open boundary conditions allows one to use
trajectories generated by many popular Molecular Dynamics programs. A variety
of available distance metrics and possibility to select either specified number of
solvent molecules or to use a selection based on the distance thresholds makes
the construction of the solvation shell very flexible. The Trajectory Sculptor
tool is applicable to a wide range of systems including binary or ternary solvent
mixtures, electrolyte solutions or ionic liquids.

InSilicoLab and its experiments for chemistry can be accessed at
http://insilicolab.chemia.plgrid.pl/.

4.2 QC Advisor

QC Advisor is intended to provide researchers with information about the imple-
mentation of different QC methods, especially in the software already available
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Fig. 4. A part of the QC Advisor knowledge base – support for quantum-chemical
methods in different software
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in the PL-Grid Infrastructure, to help them in finding alternative programs.
At the first stage of development a knowledge base summarizing the capabili-
ties of quantum-chemistry software covering common methods (but also some
specific implementations reducing computational effort) was gathered and made
available to PL-Grid users. A sample table is shown in Fig. 4.

The entries of the table describe what kind of calculation is possible in the
chosen program using the requested QC method: energy, its gradient (analytic or
numerical) or harmonic frequencies (requiring second derivatives of the energy).

At the second stage, QC Advisor will assist users in preparation of input files
and job submission. This goal will be achieved through combining the Advisor
with the general Quantum Chemistry experiment of InSilicoLab, allowing au-
tomated input preparation based on the user-provided geometry specification,
chosen QC method and additional parameters (e.g. basis set) – see Fig. 5.

Fig. 5. Workflow diagram of data in the QC Advisor wizard
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The idea of the tool is that the user supplies the molecular structure and
selects from the context-sensitive menu the type of requested calculation and its
parameters. In addition to the typical kinds of calculations (single point energies,
geometry optimizations or frequency calculations for ground or excited states)
it is possible to request some properties which will lead to launching multiple
jobs (e.g. with different charges to obtain ionization potentials).

QC Advisor wizard guides the user through this process, so that only the
options relevant to the chosen method are accessible (see Fig. 6). When the
specification of the QC method and parameters is completed, the user can select
a QC program from the suggestions offered by the wizard (only the software
capable of performing the required computations will be suggested). Next, the
input file is created, based on the stored syntax rules for the selected program.
The user can download the input file or pass it to the general quantum-chemical
experiment of InSilicoLab for instantaneous job submission.

Fig. 6. View of the QC Advisor wizard panel

Support for most popular quantum-chemical software available in the PL-
Grid Infrastructure is intended. In addition, user-developed programs may be
supported to encourage users to test local implementations of specific methods.
Integrated with InSilicoLab for Chemistry, this service will provide an easy way
to set-up and launch QC calculations for an unexperienced user.
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4.3 Use of the PL-Grid Infrastructure

The access to both services can be granted from the PL-Grid portal by activa-
ting the respective service. The authentication is performed using the PL-Grid
OpenID which ensures Single Sign-On for all PL-Grid services. Additionally, for
authentication to the InSilicoLab portal, grid certificates issued by either PL-
Grid SimpleCA (and obtained from the PL-Grid portal) or PL-Grid CA [11] can
be used.

The services for the chemistry domain exploit a dedicated PL-Grid machine
for preparation of input files and analysis of the MD trajectory. Most of the
computations triggered from the InSilicoLab portal is performed on the PL-Grid
computing infrastructure, with use of quantum-chemical applications (Gaussian,
Gamess, Turbomole) available for the PL-Grid community in virtual organiza-
tion vo.plgrid.pl. The computational tasks are submitted to the infrastructure
with use of the gLite [12] middleware.

5 Conclusions and Future Work

Efficient use of grid infrastructure requires supporting users in choosing software,
job control or data management. Modern computational environment should
provide sufficient assistance to allow users to focus on the scientific issues of the
project, leaving technical details to specialized tools. Examples of such solutions
are the services for computational chemistry in the PL-Grid Infrastructure.

InSilicoLab for Chemistry and its experiments for computational chemists
are already implemented in PL-Grid Infrastructure and are ready for users. By
the end of 2013 more than 40 users have registered for the service. A group
of prospective users – PhD students at the Faculty of Chemistry of Jagiellonian
University attended a tutorial introducing them to the use of InSilicoLab for Che-
mistry. The InSilicoLab for Chemistry web portal has been used for the compu-
tations of organic and metal-organic reactions important in electro-catalysis [13].
The development version of Trajectory Sculptor has been already applied in the
production computations of real problems – sequential MD/QC modeling of an
organic molecule in explicit water [14]. As of January 2014, the knowledge base
of the QC Advisor is at the prototype stage and the wizard is currently under
development.

Both tools will be further modified to support more software packages or to
add new features and extensions that further facilitate input preparation accord-
ing to the needs of PL-Grid Infrastructure users. This includes support for a QC
program, niedoida [15,16], developed at the Faculty of Chemistry of Jagiellonian
University in collaboration with Academic Computer Center CYFRONET AGH,
featuring an implementation of dressed Time Dependent Density Functional
Theory [17]. This promotes contributions from local groups for the benefit of
the whole PL-Grid community.
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Abstract. Specific computational environments, so-called domain grids,
are developed within the PLGrid Plus project in order to prepare spe-
cialized IT solutions, i.e., dedicated software implementations and hard-
ware (infrastructure adaptation), suited for particular research group
demands. One of the PLGrid Plus domain grids, presented in this paper,
is Acoustics. The article describes in detail two kinds of the acoustic
domain services. The first can be used to calculate noise maps of large
city areas, and is called “Noise Map”. The second, called the “Hearing”
service, enables simulations of noise impact on the human hearing sys-
tem. Several kinds of usage scenarios of the developed services are also
presented and illustrated by exemplary results. The infrastructure and
the software developed can be utilized mainly for research and education
purposes. The engineered software is intended for creating maps of noise
threat for roads, railways and industrial sources. Integration of the soft-
ware services with a distributed sensor network enables to automatically
update the noise maps for a specific time period. A unique feature of
the developed software is the possibility to estimate the auditory effects,
which are caused by the exposure to noise. This estimation is based on
the calculated noise levels and on a given exposure period. The outcomes
of this research study are presented in form of a cumulative noise dose
and characteristics of the temporary threshold shift.

Keywords: noise, road noise, noise threat, supercomputer grid, noise
dosimetry.

1 Introduction

Noise, the most ubiquitous pollutant found in an urban environment, may, imper-
ceptibly, cause harmful effects to the human health. The problem is significant,
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particularly in heavily urbanized areas. Noise has an influence not only on the life
quality in cities, but also on general health in the society. Therefore, an action
aimed to assess the threat has been commenced by the European Parliament
and Council, which has issued the European Directive 2002/49/EC. According
to this legislation, the authorities of cities are obliged to prepare noise maps
illustrating the sound level distribution in the city areas. To accomplish this
task, dedicated software, which calculates the noise produced by sources such
as road or railway traffic, is used. Computation of a noise map for large city
areas would result in high computation time. Therefore, to solve this problem,
software for calculating road and railway noise on a supercomputer platform was
proposed and developed by the authors. A common problem related to hearing
impairments is the exposition to an excessive sound level. The effect of high
noise levels evokes serious consequences for the hearing system, like irreparable
destruction of sensitive structures in the inner ear [9], [13]. Other issues related
to the occupational threats of noise are extensively discussed in contemporary
literature [3], [36]. It is also necessary to notice, that common access to audio
equipment (such as portable MP3 players) and various types of entertainment
could create a hidden health hazard for their users [12], [20]. The exposure to
excessive sound level, both in form of urban noise and loud music, results in
a temporary shift of the auditory threshold. The software for estimation of au-
ditory effects, which are caused by the exposure to excessive noise, proposed
and developed within the acoustic domain grid of the PLGrid Plus project, is
described in the following sections.

2 State of the Art

The services described in this paper concern two different issues. First is the
noise mapping, while the second concerns assessment of the noise dose and its
influence on the human hearing system. The calculation of noise maps can be
realized by means of one of the commercially available software packages [1,2],
[4,5]. Most of them run on the Microsoft Windows operating system; only one can
be used in a Unix-like environment [4]. They are also designed mainly as desk-
top applications. Optimization of the calculation engines includes multithread
support when using multi-core computers with the PCSP (Program Controlled
Segmented Processing) technique for distributed calculation. PCSP can also use
multiple computers distributed in a network. To handle such a calculation task
with PCSP, the entire project has to be first divided into rectangular sub-regions
that match each other and, then, saved to a specific folder. The program loads
independently a part of the project limited by a sub-region and an additional
borderline. After completion of the calculation, the result for each sub-region
is saved and the next portion is processed. The approach taken by the authors
is different from the aforementioned. First of all, the solution proposed by the
authors was designed to be used either on Windows or Unix-like platforms and
uses a different method for parallelization of the calculations. Moreover, thanks
to the availability of specific services in the PL-Grid platform, the users have
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flexible access to many calculation methods and to computational resources of
the PL-Grid Infrastructure. A similar work, concerning noise mapping with use
of a computational grid, has been accomplished in the GDI-Grid project [23].
However, the project’s method was based on dividing the calculation area on
smaller tiles and processing them in parallel.

The contemporary methods of hearing impairment risk evaluation are mostly
based on the equal energies hypothesis [3], [36]. Such an approach focuses mainly
on the assessment of the amount of energy that has direct impact on the hu-
man hearing system. Time characteristics of signals are ignored, while the main
emphasis is put on the equivalent noise level. In many cases, such an approach
turns to be insufficient. According to many literature sources on the subject of
exposure to different noise types [7], [9], [21], both time characteristics and the
spectrum significantly contribute to hearing loss [18], [33]. Having this in mind,
the authors designed, implemented and evaluated a new method of hearing im-
pairment risk estimation [6]. The method is based on modeling the consequences
of a particular type of noise impact on hearing. The method and its effectiveness
assessment are presented in the following papers: [16], [24,25,26,27], [28,29].

3 Description of the Solution

The authors developed tools for assessment of the noise threat, which consist of
the noise map calculation and services for estimation of the noise influence on
hearing. The software for calculation of the noise maps is based on open source
programming libraries. Two kinds of services were prepared. The first can be
used to calculate a noise map of large city areas, and is called the “Noise Map”.
The second, called the “Hearing” service, enables simulations of the noise impact
on the human hearing system. The software was deployed on the supercompu-
ters running within the PL-Grid Infrastructure. To fully exploit the computer
cluster capabilities, a master-slave parallel programming paradigm was applied
in connection with the MPI (Message Passing Interface) programming standard.
The access to the services is realized by either QosCosGrid (QCG) or Unicore
client software [8], [10]. The “Noise Map” service is intended for creating maps
of noise threats for roads, railways and industrial sources. Integration of the soft-
ware service with a distributed sensors network brings a possibility of making
automatic updates to the noise maps for a specified time period. Two scenarios
of use of the “Noise Map” can be distinguished. In the first scenario, the user
has to provide input data by uploading it into the storage space available within
the infrastructure. Therefore, it is possible to investigate various configurations
of urban infrastructure and city acoustic climate. In the second scenario, a dy-
namic noise map and an estimate of influence of noise on hearing are produced
periodically. A unique feature of the “Hearing” service is an evaluation of the
auditory effects caused by exposure to an excessive noise. The main part of the
“Hearing” service is the Psychoacoustical Noise Dosimeter, which is based on
utilizing a modified psychoacoustic model of hearing. The primary function of
the dosimeter is to estimate, in quasi-real time, the auditory effects which are
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caused by exposure to the noise. Owing to that, it is possible to recognize the
character of the auditory threshold shift for a given type of noise. The user can
define detailed conditions of exposure to noise such as noise level, exposure time
and energy distribution in the frequency domain. The outcomes are presented in
form of a cumulative noise dose and characteristics of temporary threshold shift
(TTS) of hearing.

3.1 Noise Source and Propagation Model

The “Noise Map” service is devoted to calculating noise maps of an urban area.
The method of creating a noise map is based on mathematical models of noise
source and propagation. In case of a road noise, the source model consists of
vehicle and traffic models. The sound power of a single vehicle is calculated
on the basis of velocity as one of the input parameters. The traffic model is
utilized to combine noise emission of numerous single vehicles according to traffic
statistics. The output of the source model is the sound power per one meter of
the linear source [32]. The resultant sound level is calculated in a defined grid of
receiver points using the propagation model. The concept of sound propagation
paths describing schematic lines of acoustic wave traverse paths from single
point source to receiver is utilized in the model. The sound propagation paths
are obtained by employing the acoustic ray tracing method [30,31].

The propagation method describes the attenuation between each pair of point
source and the receiver [17], [31]. Point sources are introduced by segmentation of
the linear source, which is done by ray tracing. A number of factors that affect the
sound propagation in the real atmosphere has to be considered in the calculation
process. The latter includes absorption of sound in the air, non-uniformity of the
propagation medium due to meteorological conditions and interaction with an
absorbing ground and solid obstacles [19]. Total sound level in each receiver is
obtained by aggregation of the influence of sources found by ray tracing with
respect to calculated sound attenuations on the propagation paths.

The main engine of the “Noise Map” service is the software implementation
of noise source and propagation model. The developed software is highly parallel
due to the applied method of noise level calculation and utilization of a master-
slave parallel programming paradigm in connection with the MPI programming
standard [14,15], [34].

The software was deployed on all supercomputers of the PL-Grid Infrastruc-
ture [35]. The integration with PL-Grid was made through usage of the QosCos-
Grid and Unicore middleware [8], [10,11]. This integration gives users the ability
to perform complex computational tasks in a convenient way, adapted to their
experience and preferences.

The algorithm for noise mapping (NM) has a modular design, therefore, it is
used in various configurations, depending on the use case. Typically, the calcu-
lation of sound level distribution over a specified urban area is performed using
the algorithm shown in Fig. 1. In this configuration, the input data is uploaded
into the PL-Grid Infrastructure and the result is provided in form of noise level
values in the specified area.
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Fig. 1. NM algorithm for calculation of the noise map

A block diagram of another configuration is presented in Fig. 2. The inter-
mediate results of the calculations are stored separately. They contain the at-
tenuations obtained for each pair of source and receiver found by the acoustic
ray tracing method. Since the computational cost of the latter is high, inter-
mediate data can be utilized in further calculations of the noise map when the
source parameters change. The diagram showing the algorithm, which uses the
intermediate results, is presented in Fig. 3. Pre-calculated propagation path at-
tenuations can be immediately combined with source emission level obtained by
the source model.

Fig. 2. NM algorithm for dynamic noise mapping: calculation of propagation path
attenuations

Fig. 3. Updating the dynamic noise map

3.2 Psychoacoustical Noise Dosimeter

Currently, a noise dose, to which a person is exposed, is determined based on
the aggregated acoustic energy that he/she experiences in a certain acoustic
environment. The proposed method uses a very different approach. It concen-
trates on a prediction of the threat incurred to a person due to a specific noise.



268 M. Szczodrak et al.

The method takes into account the processes occurring in the inner ear. Based on
the measurement of the instantaneous acoustic pressure, the Temporary Thre-
shold Shift (TTS) is determined. In the proposed solution, a modified Johnstons
psychoacoustic model is used [22]. It enables to determine the global/maximal
basilar membrane motion. Fig. 4 depicts a general block diagram of the psy-
choacoustic model of a noise dosimeter. Its performance is based on the analysis
of the basilar membrane response to the noise in the critical bands of hearing.
In the first step, the spectrum of the signal power is determined using the Fast
Fourier Transform (FFT) (block 2). Then (in block 3), the spectrum is corrected
by the outer to inner ear transfer function. In step 3, spectral factors are grouped
into critical bands using the Bark scale. Next, signal levels in different bands are
determined, and the result reflects the excitation of the basilar membrane. Its
response is calculated through multiplexing levels of instantaneous excitation by
the characteristics of the auditory filters relevant to particular critical bands.
The obtained value of the basilar membrane deflection is then exponentially
averaged. Such operation reflects the inertia of the processes occurring in the
inner ear. The averaged values are used to resolve the Asymptotic Threshold
Shift (ATS) level.

Fig. 4. Block diagram of the psychophysiological noise dosimeter

The ATS modeling block consists of three parts (blocks 5, 6, 7). In the subse-
quent step, the instantaneous ATS values are fed to block 5, which simulates the
acoustic reflex mechanism. The algorithm used in this block averages the ATS
level locally, operating accordingly to the time of the acoustic reflex duration. In
practice, this enables to temporarily maintain the ATS level (local averaging),
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especially when the ATS level changes are abrupt. Such situations happen when
a sudden change of a signal level occurs in a sound. This way, the processed
ATS values are eventually exponentially averaged (block 6), which reflects the
process of Temporary Threshold Shift of hearing (global averaging) during the
noise exposure. Block 7 is activated right after the exposure is finished, when
the level of noise does not cause the TTS effect any more. The blocks task is to
reflect the changes in the process of TTS fading in response to mechanic strain
put to delicate cochlea structures. The block is activated by the level of TTS
existing in the moment the exposure is stopped. Block 8 produces final results,
ready to be presented and stored in a file. Thus, the model enables to determine
TTS values in critical bands, the time elapsing till the specified hearing thre-
shold occurs, and the time necessary to restore the initial value of the hearing
threshold. The proposed dosimeter has also an important feature, which is its
ability to specify the shift of the hearing threshold at the time of exposure to
a specified type of noise.

3.3 The Noise Harmfulness Indicators

The new concept of noise dosimetry uses a simple psychoacoustic model to de-
termine the effects of exposure to excessive levels of noise. Such result-based
approach to dosimetry leads to the assumption that the occurrence of the TTS
effect is an inexpedient reaction. This assumption was the basis for the definition
of two new indicators of noise-induced damages. The first links the values of the
hearing threshold shift with the length of the noise exposure. The second relates
to the time necessary for the TTS effect to fade. As already mentioned, the
TTS effect is determined independently in different critical bands. Thus, during
the exposure to noise, the characteristic of hearing threshold becomes variously
deflected for different frequencies. The indicator is expressed by formula 1

LJK =
1

N

T+TR∑
t=0

N∑
i=0

(
10

LTTS(i,t)

10 − 1
)
, (1)

where: N – the number of analysed critical bands (24 critical bands), T – expo-
sure time (expressed in minutes), TR – resting time (time required for hearing
recovery), LTTS(i, t) – instantaneous value of the TTS level for i-th critical band
and for time t.

When using indicator LJK , it is possible to determine the absolute aggregate
value of the hearing threshold shift caused by a defined exposure to noise. It
is done in conjunction with the time of the shift duration. The absolute value
does not provide any direct information about the harmfulness of the particular
exposure, neither does it show the degree of exceeding the limit of the noise
dose. For the clarity of interpretation, a new parameter was introduced to reflect
the amount of the hearing threshold shift. It is expressed by formula 2. The
parameter directly links the value of LJK for a considered exposure with the
reference value. The DJK parameter indicates the amount of hearing threshold
shift caused by the exposure:
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DJK =
LJKExp

LJK100
· 100 , (2)

where: LJKExp – absolute value of the LJK indicator for a given noise exposure,
LJK100 – value of the LJK indicator for the reference exposure.

The presented methodology was applied to the second type of the “Hearing”
services. A unique feature of the developed service is the evaluation of the
auditory effects caused by the exposure to excessive noise. The main part of
the “Hearing” service is presented above the Psychoacoustical Noise Dosimeter,
which is based on utilizing the modified psychoacoustic model of hearing. The
primary function of this dosimeter is to estimate, in real-time, the auditory ef-
fects caused by the exposure to noise. Owing to that, it is possible to recognize
the character of the auditory threshold shift for a given type of noise. The user
can define detailed conditions of the exposure to noise, such as noise level, ex-
posure time and energy distribution in the frequency domain. The calculation
by means of real sound data are also possible. The outcomes are presented in
form of a cumulative noise dose and characteristics of the temporary shift of the
hearing threshold.

4 Results

Several use case scenarios of the developed grid-based services are presented in
the paper. The “Noise Map” service use cases are twofold. The first scenario con-
cerns simulation of the acoustic climate in an urban area. The user provides the
input GIS data related to the considered area. The data contain both geomet-
rical description of the infrastructure and source parameters, i.e., traffic volume
and vehicle speed for road sources. The diagram of this use case is presented
in Fig. 5.

Fig. 5. Usage scenario of the “Noise Map” service in case of calculation of acoustic
climate

Another illustration of the application of the “Noise Map” service is urban
area noise monitoring. The map can be updated completely over a relatively
short period of time, employing the PL-Grid Infrastructure.

Fig. 6 presents the discussed scenario. The result achieved by the use of the
introduced setup is a dynamic noise map calculated with a 1-hour interval. The
creation of dynamic maps, which show the disturbances evoked, for example, by
variable road traffic, is one of the service use cases [35]. The data for modeling
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sound propagation can be provided by a system of municipal traffic sensors lo-
calized on the main transportation network. In addition, predicted maps may be
adjusted using real noise level measurements, through means commonly referred
as reverse engineering [35].

Fig. 6. “Noise Map” service architecture in case of creating dynamic maps

The “Hearing” service can be used in several different ways. The possible
applications with a short explanation were listed in Table 1. The typical usage
scenario of the service is presented in Fig. 7.

Fig. 7. Usage scenario of the “Hearing” service

Typical results obtained by means of the “Hearing” service for scenario 1 are
shown in Fig. 8.

Another use case is related to the “Hearing” service with connection to the
“Noise Map” service. In this scenario, a noise-induced temporary threshold shift
during an outdoor concert at the city square was simulated. The considered au-
ditory area, limited by the surrounding buildings, was about 100 × 130 meters,
whereas the calculation area was 230 × 242 meters. The stage width was 10 m.
Loudspeakers were modeled as two point sources located at both sides of the stage.
We assumed that no other noise sources apart from the loudspeakers existed.
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Table 1. Possible applications of the “Hearing” service on PL-Grid platform

Sc.
no.

Data needed for cal-
culation

Short explanation

1 Raw data of the noise
(48000 Sa/s, 16 bit,
mono)

In this scenario, the user should deliver the sound recor-
ding for the considered acoustic and exposure conditions.
The “Hearing” service is able to calculate the auditory
effects induced in hearing system during the exposure.
Moreover, the simulation will include the recovery phase
of the hearing system after the end of the exposure. Du-
ring this kind of analysis, the full functionality of the
Psychoacoustical Noise Dosimeter is available.

2 Properties of noise
exposure (sound level
defined in dB(A),
time of exposure,
sample of noise in
the same format as
in scenario 1)

This is a typical usage scenario of the “Hearing” services.
The user defines the properties of noise exposure such us
sound level (in dB(A)) and time (in minutes) of the expo-
sure for the previously uploaded sample of noise data. At
the beginning of the calculation, the service prepares an
averaged spectrum (the FFT algorithm with 4096 point
resolution was used for this purpose) of the noise. Subse-
quently, based on the average spectrum, the A-weighted
equivalent sound pressure level is computed. Afterwards,
a special coefficient rate is computed, which represents
the chance of obtaining a signal with the A-weighted
equivalent sound level in accordance with the value set
by the user. A spectrum of sound prepared in such a way
is utilized to perform the simulation of the noise impact
on hearing system using the PND algorithm. The results
obtained by means of this system present the changes
of the Temporary Threshold Shifts produced by sound,
which is characterized by the given average spectrum, the
equivalent level end the exposure time.

3 Matrix of immission
noise data in 1/3 oc-
tave bands

In this scenario, the “Hearing” service can be used for
calculating hearing effects on a defined area. The matrix
of immission noise data in 1/3 octave bands is required
for this purpose. The user can obtain two kinds of results:
the maximum TTS that will be evoked by the noise expo-
sure for given immission point; the second kind of data,
currently under development, is the full TTS characte-
ristics for given calculation points.

4 Data needed for noise
map

In this scenario, the “Hearing” service can be used to-
gether with the “Noise Map” service. During calculation
of the noise immission levels, the maximum TTS values
for every point are calculated.



Supercomputing Grid-Based Services for Hearing Protection 273

Fig. 8. Results obtained by means of the “Hearing” service for scenario 1. Real sound
samples of the noise give the possibility to calculate detailed changes of the TTS in
one minute time resolution.

The assumed duration of the concert was 3 hours. The spectrum distribution
of the acoustic energy and the TTS effect evoked by the exposure to music were
expressed in critical bands of hearing as a function of the distance from the stage.
The observed temporary threshold shift exceeding 20 dB extends in radius of
about 25 meters from the center of the stage. Fig. 9 presents the calculated
maximum TTS values. The hearing recovery time required for the people who
were present in this area was calculated at approx. 450 minutes.

Fig. 9. The map of the maximum TTS values that could be evoked in the considered
acoustic conditions
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An example of the energy distribution of a loudspeaker system in 1/3 oc-
tave band as a function of distance was presented in Fig. 10. In Fig. 11 the
noise-induced temporary threshold shift during outdoor concert simulation was
presented.

Fig. 10. Spectrum distribution of the acoustic energy of a noise source

Fig. 11. TTS values evoked by the exposure to noise presented in Fig. 10; data
expressed in critical bands as a function of distance from the noise source

5 Conclusions

The infrastructure and the developed software can be utilized for urban or sound
enforcement planning as well as for research and educational purposes. The de-
veloped grid-based services, especially those used for estimation of auditory ef-
fects, which are caused by exposure to an excessive sound level, are dedicated
to illustrate the harmfulness of noise. This method can be functionally inte-
grated with the noise map service, what was illustrated in the text. It allows for
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presenting the environmental noise threat not only in a classical way (as an im-
mission noise map), but also as the noise-induced hearing impairment risk. The
presented software can be applied to conduct complex calculations on a selected
number of cores. Such a flexible method of parallelization allows for achieving
a proper computing cost balance. This methodology can also be integrated with
both environmental noise monitoring system and road traffic flow sensors. The
availability of the PL-Grid Infrastructure for education and research institutions
allows for disseminating the knowledge about noise and its effect on health.
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Abstract. With the recent advent of new-generation observational in-
struments, astronomy enters the ‘data flood’ era. The growing scale and
complication of astronomical activities forces scientists to look for new
technologies and tools. A workflow environment seems to be a good
solution for many new requirements, but before scientists can use it com-
monly, it has to be suitably adapted and simplified.We have created a uni-
versal environment based on the Kepler workflow system that empowers
scientists with such capabilities. It offers three access levels depending on
the needs and skills of the user: 1) Kepler desktop application extended
by our library of domain specific modules and workflows, 2) web appli-
cation used to share workflows, 3) cloud service with on-demand Virtual
Research Environment consisting of a set of tools and applications useful
for astronomers. Our environment includes also interoperability mecha-
nisms with the Virtual Observatory and other domain-specific tools and
services.

Keywords: workflow, astronomy, data analysis, Grid, Cloud.

1 Introduction

Astronomy is a science relying greatly on observations and on numerical mode-
ling; direct experimentation is extremely limited. Historically, both fields have
their challenging aspects, which have been pushing the development of new com-
puter technologies. On the observational side these are data archiving and catalo-
ging (since even old data are valuable). On the numerical side it is the availability
of computing power for more and more complex models. Nowadays, in both fields
there is an increasing demand for automation of certain activities.

In observational astronomy, data reduction pipelines are a natural approach,
and growing data streams from modern instruments have forced their wide adop-
tion. Currently, astronomy enters the era of ‘big data flood’ – the upcoming sky
surveys are designed to generate tens of TB per night (e.g. LSST project [4]).

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 278–292, 2014.
c© Springer International Publishing Switzerland 2014



Kepler-Based Workflow Environment for Astronomy 279

For such amounts of data, majority of steps between the observation and scien-
tific result have to be automated. Since some observed phenomena are transient
and can be observed only passively, it is crucial to analyze the data as fast as
possible – if a phenomenon is detected early enough, the observational schedule
on other available instruments can be adjusted in order to follow it. Obviously,
such an early warning system has to be automated even for small data streams.
For large streams it becomes a challenging task. The next step is usually an auto-
matic dissemination of data to the remote data centers. A more detailed analysis
of large data, sometimes from multiple instruments, is carried out there. It also
involves automated or semi-automated tools. Finally, the data can be published
in the world-wide, astronomical data grid: the Virtual Observatory [6] (here-
after VObs1, see Section 4). Thanks to strict standardization of data formats
and communication protocols, VObs provides services for automatic data search
and retrieval, which enable large-scale analyses of vast amounts of observational
data.

In the field of numerical modeling, astronomy was always one of the biggest
consumers of computational resources. Magnetohydrodynamical simulations of
interstellar medium or N-body simulations of the large-scale structure of the Uni-
verse are always needed to include additional physical processes or use higher
resolutions. The growth of supercomputer power in the last decade has enabled
scientists to carry out parameter studies even with large simulations. In ad-
dition, physical models get more complicated and require complex simulations
involving more than one code. Scenarios of this type are perfect candidates for
automation. Furthermore, bigger simulations often mean bigger data sets, so the
same problems with storage and analysis arise as for observational data. Finally,
the models are compared with the observational data. In some cases, this is
implemented as the last step of complex, modeling workflows.

We have shown an increasing demand for automated services in astronomy.
In practice, the whole scientific workflow displayed above is accomplished only
in rare cases, mostly in large, international collaborations. For small groups or
individual astronomers, the setup of a workflow environment is prohibitively dif-
ficult. While there are various environments for scientific workflows, they are
not so easy to use and, what is even more important, they have to be inte-
grated with available resources like clusters, Grids, storage systems and observa-
tional instruments. The latter task requires close cooperation between scientists
and administrators of resources. The PLGrid Plus project has created a perfect
opportunity for such activities by establishing an astronomical domain grid –
AstroGrid-PL. In this article we present a universal environment built around
the Kepler workflow system [1], which facilitates integration of different tech-
nologies, in particular two other AstroGrid-PL services: Astro-data and Polish
Virtual Observatory Data Center. The Astro-data service is a domain data grid
solution based on iRODS [5], while the Polish Virtual Observatory Data Cen-
ter implements international VObs standards for sharing of astronomical data

1 A commonly used acronym for Virtual Observatory is ‘VO’, but in the context of this
book we prefer to use ‘VObs’ in order to avoid confusion with Virtual Organization.
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and utilities. Both services are described in another article within this book.
Together with the Astro-pipelines, they form a quite comprehensive ecosystem
for astronomical research in the Grid.

2 General Requirements

During the planning of our environment, the main objective was simplicity. On
the other hand, we wanted to create a universal service deployed in the PL-Grid
Infrastructure, which would be beneficial for the whole astronomical community
in Poland. In general, it is hard to reconcile both requirements, because simple
interfaces usually are possible only for well-defined problems. Since we did not
want to limit usability of the service, we finally opted for a three-component
solution with the assumption that most users will use only one of them, so they
should be independent.

As stated above, our target user group was the whole astronomical community
in Poland (which anyway is relatively small). To start with, two broad classes
of activities were identified as those benefitting most from using the workflow
services: analysis of observational data and large, parameter-study kind of simu-
lations.

Taking the above into account, we defined the following, more specific require-
ments for the service:

Interoperability with Other AstroGrid-PL Services. In a broader pers-
pective, AstroGrid-PL was designed as a platform of generic services, which
can cooperate to satisfy a user’s needs. In particular, the workflow environ-
ment should be able to access storage provided by the Astro-data service.

Interoperability with Domain Software. Whenever it is possible, the users
should be able to exploit existing domain-specific software, instead of lear-
ning new applications. Of course, the supported software has to be selected
beforehand, which is an occasion to promote better, modern applications
over old, but still popular ones.

Support for the VObs Standards. This was actually one of the most impor-
tant objectives for the AstroGrid-PL grid. The VObs is gaining momentum
world-wide and needs an extensive promotion in Poland. Standardization
includes data formats and data exchange protocols – both are crucial for
re-usable workflows. Of particular importance should be support for Simple
Application Messaging Protocol (SAMP) [7], a protocol, which allows to ex-
change information between the existing VObs-enabled applications. Access
to the vast archives of the VObs grid is also desirable for certain automated
data analyses.

Support for Collaborative Work. The service should support sharing of
workflows within working groups. Sharing should cover also auxiliary files
needed for experiment as well as any editable workflow parameters.

Scalability from Workstation to the Grid Infrastructure. Here we mean
the scalability of service and not that of workflows. It corresponds to the
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three access levels mentioned above. Users should be able to develop work-
flows or adjust parameters on their workstations while later work can be
carried out in the Grid with little changes to the workflow.

3 The Astro-pipelines Environment

3.1 Core Features

We have chosen to base our environment on the Kepler workflow system. Al-
though the defined requirements could be fulfilled in various workflow systems,
we have found Kepler favourable for a few reasons:

– strong orientation for data flow,
– ease of integration with other languages popular among astronomers: Python,

C and Java (Kepler is written in Java),
– built-in support for grid technologies: iRODS, gLite, UNICORE and Vine

Toolkit,
– existing presence and support in the PL-Grid Infrastructure,
– good documentation.

In the Kepler terminology, the basic building blocks of a workflow are called
actors while directors define the order of their execution. The ability to mix dif-
ferent execution models (directors) in a single workflow is another, quite unique
feature of Kepler, making it very flexible.

Scientific workflow environments are particularly well suited to integration of
different technologies although they are quite complicated to use. The main tech-
nical goal of our environment is to simplify the usage of Kepler by astronomers.
Thus, we have designed a flexible solution, which has powerful features, yet the
user gets simple interfaces to start with.

Our environment extends Kepler with:

– a library of domain specific actors (plus a general tool to convert C codes
into actors),

– dedicated actors for interaction with the user and with astronomical appli-
cations,

– ready-to-use workflows for typical scenarios; they can access grid resources
thanks to the Serpens suite distributed with the Kepler.

The environment is accessible in three ways depending on needs and advance-
ment of the user. They are summarized in the sections that follow.

3.2 Desktop Application

In comparison to other methods, it allows use of a desktop computer, which is
useful for running short workflows or prototyping; beginners do not have to deal
with the sophisticated Kepler interface thanks to the simplified UI built in pre-
defined workflows. There are ready-to-use sets of the packages to be installed on
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the local user workstations that include the Kepler workflow software itself, the
workflow packages, all the necessary workflows (that are described in Section 5),
the Serpens suite package that enables the submission to the Grid, and a set of
suggested astronomical packages. Since each user has a different environment,
there is also provided a general tool to convert C codes into Kepler actors.

3.3 Web Interface

A dedicated portal integrating the AstroGrid-PL services has been deployed
using the Liferay content management system. One of its elements is a pipeline
sharing portlet. The key feature of this application is to give users the ability
to collaborate on Kepler scientific workflows, to speed up the process of solving
common problems. The user can upload the workflows and then, through the web
interface, modify the workflow’s global parameters, save changes and download
a modified workflow. The user is also able to share the workflows with another
user or group of users. The group administrator can modify members’ permis-
sions, for example to restrict the rights to read-only for some group of users.
There is also the possibility of describing every workflow, adding metadata tags
to facilitate searching process, and also adding some extra files, like screenshots,
etc. Fig. 1 shows the two main features of the web portlet for managing Kepler
workflows: workflow manager and groups manager. The first one is used to up-
load/download workflows in two formats supported by Kepler: XML and kar.
After uploading, the workflow parameters are detected and can be changed from
the portlet. The user can also share the workflow and metadata within working
groups. The groups can be created and managed via the groups manager.

3.4 Virtual Research Environment

The development and deployment of advanced middleware tools over e-infrastruc-
tures allows for creation of tailored work environments. These are so called Vir-
tual Research Environments (VRE) systems helping researchers to collaborate.
VRE plays an important role being exposed directly to users, frequently one
of the preconditions of proper usage and uptake of the underlying technolo-
gies. Current networks provide new opportunities for the researchers in terms
of remote access to the resources. Such software as e.g. VNC (Virtual Network
Computing), works smoothly exporting remote desktops.

One of the common features of VRE is the use of virtualization and cloud
technologies. The basic concept is to use a remotely predefined set of the ready
to use environment on demand, without a need of local installation of software.
This is very useful when there is a demand for sharing a desktop with run-
ning applications with other scientists, and for running longer workflows (also
with usage of external grid resources), since it is not prone to local network or
workstation problems. It is also convenient for users to make use of the whole
predefined environment on demand.
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Fig. 1. Web applet for managing Kepler workflows. Upper panel: workflow manager
allows editing of workflow parameters and to share workflows. Lower panel: group
manager allows for definition of working groups, which share workflows.

A typical usage scenario consists of the following steps:

1. The administrator prepares an image with the whole demanding environ-
ment required by the scientist, including the libraries, software (e.g. scien-
tific workflow engine like Kepler), common data sets and data, a graphical
environment and a VNC server.
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2. The user requests a cloud service via the AstroGrid-PL portal, asking for
the specific image.

3. The user gets the address of the machine that has been started with details
on how to connect to it.

4. The user connects to the machine using VNC and can use the remote desk-
top, move data, run workflows, get and store results.

5. The user can share the work environment (using VNC).
6. The user can close VNC and reconnect to the service at any time.
7. The user can modify the image and export it as a new image that can be

further exposed.

Such an approach has many advantages. It is scalable, easily accessible from
different locations and users can leave long running jobs. It is reproducible –
in particular for the purpose of provenance and publication it is easy to create
a snapshot of the whole environment to archive it.

In our case, the predefined images contain the whole set of the necessary soft-
ware and repositories like the Kepler environment with preinstalled workflows,
the Reflex environment ([16,17], see also Section 6), the VObs-enabled applica-
tions, iRODS clients and popular domain applications, as shown in a schematic
plot in Fig. 2.

 
Workstation

VRE

Astro−pipelines

Astro−data

VObs

− Kepler

− Reflex

− iCommands

− iDrop

− VObs−enabled apps
  (ds9, SPLAT−VO,

  Topcat, Aladin, etc...)

VNC client

iRods client

Fig. 2. Schematic plot of the VRE. To use it, only VNC and iRODS clients have to be
installed on the user workstation.
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4 Interoperability

An important aspect of our environment is its interoperability with other tech-
nologies. Scientific work is nearly always a complex process involving many tools.
While we can help to automate certain parts of work, it is usually impossible
to cover the whole process. Instead, we strive to provide means to integrate the
workflow environment with other tools, and especially with other PLGrid Plus
services.

Obviously, the most important for the user is ability to access the data from
various storage systems or data sources. Kepler provides native support for
a wide range of services: a local filesystem, a remote filesystem (ftp), databases,
grid storage (GridFTP), web services (REST, SOAP). Of particular importance
for our environment is native support for the iRODS data grid [5], since it is the
core of other service, Astro-data. Astro-data is designed as a primary storage
system for the whole astronomical domain grid. It integrates storage resources
from astronomical institutions and supercomputing centers in Poland, thus ma-
king it easy to move data where they are used. Users operate it with a simple
desktop or web application. For basic functionality, it can also be mounted as
a fuse filesystem, what is implemented in our Virtual Research Environment.

An example of very successful solution for data sharing, driven by astronom-
ical community, is the Virtual Observatory [6] – the world-wide standard for
sharing data and related tools. The importance of using VObs standards has
been already stressed before. There are multiple points where we apply this
rule. Within the PLGrid Plus project, Polish Virtual Observatory Data Cen-
ter has been set up. VObs specifies its own abstraction layer to access storage
resources: VOSpace. In our VObs data center, iRODS is one of the backends
to the VOSpace, so the data can be accessed in both ways. Since the current
VOSpace standard defines RESTful bindings, it was easy to implement it in
Kepler by wrapping native actors for web services. Another important VObs
standard is SAMP (Simple Application Messaging Protocol), which allows to
exchange data between applications. In fact, SAMP enables creation of simple
workflows among the applications supporting it. We have implemented SAMP
message sender as a Kepler actor. It is supplemented by another actor, which im-
plements the execution of selected VObs-enabled applications [8]. The supported
applications include a message router required in the SAMP infrastructure, but
also standard data-analysis tools. Among them, an astronomical image analysis
tool, ds9, is particularly well integrated, since it implements full asynchronous
control via SAMP – it means that every operation can be done with the mouse
or via sending SAMP messages.

Interoperability in the context of a grid project also means the ability to
execute tasks in the Grid using different middleware solutions. This is fortu-
nately assured by the official Kepler suite – Serpens [2]. It provides support for
typical actions like job submission, monitoring and data handling in gLite and
UNICORE stacks as well as for Vine Toolkit.
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5 Usage Scenarios and Applications

Below we present specific details of several scenarios and applications developed
within the AstroGrid-PL. From the users point of view, there are common pre-
conditions and steps that allow them to use these services, which result from
the PL-Grid Infrastructure characteristics. As a first step, users have to register
in the PL-Grid portal and obtain their own certificate. Then, inside the portal,
they have to activate Astro-pipelines service, which automatically implies acti-
vation of other services: cloud, Astro-data and VObs. All these common steps
are described in the user guide book. PL-Grid provides also helpdesk services
for any questions and problems users might have using any of the services.

5.1 DIAPL Workflows

DIAPL [9] is an astronomical package dedicated to photometry using the diffe-
rence image analysis method. It consists of a number of command line programs
in C language, which are typically invoked from a shell script. The package pro-
grams can be used in various configurations depending on the problem, so we
have implemented them as Kepler actors and prepared ready-to-use workflows
for typical applications.

Below we present the most basic workflow, which is typically the first step in
analyses with DIAPL. The workflow takes a series of images of roughly the same
sky region, re-grids them to common coordinates and averages. The purpose of
this procedure is to increase the signal to noise ratio with respect to a single
frame and to remove bad pixels from the image. The main steps are as follow:

1. Read in config files.
2. Start VObs-enabled applications: SAMP hub and ds9 (image viewer).
3. Display the reference image and camera bad pixels mask (in ds9). The user

has an option to interactively modify the mask, before proceeding to the
next step.

4. For each input image calculate basic statistics (min, max, sky level, full-width
half maximum of star profiles).

5. Refining of the input selection of images. The user is assisted by a check box
list of image names and calculated statistics; any change in the list loads the
corresponding image into ds9 for inspection.

6. Calculate transformation between each image and the reference one. This
is an automatic step done with a sophisticated algorithm provided by the
DIAPL package.

7. Re-grid images to common coordinates and create an averaged template
image. This is actually the most complicated step where a couple of DIAPL
programs use data from previous steps (e.g. masks, statistics, transforma-
tions) to create the best image from the scientific point of view. An additional
profit is an option to remove traces of cosmic rays from the input images.

8. Display both the reference and template images for comparison.
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Fig. 3. Workflow for the averaging of a series of images. Upper panel: Kepler with
central dialog widget corresponding to step 5, at the left edge parts of SAMP hub,
image viewer ds9 and the workflow status window. Lower panel: reference image (left)
vs. averaged template (right)

Fig. 3 shows an example screenshot made at step 5. The workflow is a good
example of how we can assist the user in interactive tasks and how to exploit
VObs standards. The interactivity is important, because the whole workflow
may need to be repeated several times in order to find out best combination of
input parameters. The use of VObs standards and applications enables the user
to weave this workflow into other activities done outside of our environment.

The above workflow is the first step in other applications like: photometry of
variable stars and deep photometry of dense stellar fields.
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5.2 Spectra Analysis with Broadening Function Method

Analysis of star spectra is extremely valuable – it allows to determine parameters
like temperature, chemical composition, magnetic field, rotation velocity and
radial velocities in stellar systems.

The next workflow was designed to retrieve physical parameters from the
stellar spectra using Broadening Function (BF) method [10]. The method is
modern and superior over other methods, which are still commonly used. It
consists of singular value decomposition of the template spectra (of well-known
single star) and then calculation of the BF for analyzed spectra. The BF is
a function transforming a template spectra into an analyzed one. This workflow
is also generic – it calculates BF for a series of input spectra with respect to
a single template in the following steps:

1. Singular value decomposition of the template spectra. This is the most time
consuming part.

2. Calculate BF for the subsequent spectra file.
3. Smooth BF by convolution with the Gauss function.
4. Determine physical parameters of the object by fitting the model to the BF.
5. Go to step 2.

Fig. 4. Spectra analysis using the Broadening Function method. Kepler workflow is
in the background. The three other windows show its results being analyzed in the
SPLAT-VO application.

Fig. 4 shows the above workflow in a real application. The main benefit to
the user is the ability to run the analysis multiple times in order to adjust the
input parameters. As the results arrive, they can be displayed in another VObs-
enabled application SPLAT-VO [11]. Moreover, this application can be also used
to find the best template spectra for a given case from the vast VObs data.
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5.3 Monte Carlo Simulations of Stellar Systems Dynamics

The MOCCA code [12] (MOnte Carlo Cluster simulAtor) is one of the most
advanced codes able to simulate real size star clusters with tracking of the full
dynamical history of all stars in the system. It follows the star cluster evolution
closely to N-body codes, but is much faster [13]. Additionally, the MOCCA
code is able to follow with great details the evolution of exotic objects like blue
stragglers stars, black holes.

Results of one MOCCA simulation occupy on the average several gigabytes
of disk space. Usually, the code needs to be run many times, which induces
problems with shared storage space on the clusters. The use of a grid storage can
help to overcome the problems, but the transfers have to be somehow managed
at the runtime of the whole set of simulations. In general, handling of large-scale
simulations is complex, non-trivial task and we employ Kepler to that end. In
short, Kepler controls preparation of initial data, job execution, errors handling,
and data transfers.

In the first step, Kepler generates the whole mesh of initial conditions using
user supplied file with such a simple structure:

[StarCluster]

n = list 100000 500000 1000000

w0 = list 6.0 3.0

rbar = list 30.0 60.0 120.0

Each parameter from the file is combined with all other parameters and the re-
sult is merged with the template of a MOCCA initial conditions file. The whole
problem is validated and divided into n jobs and corresponding input files that
contain the parameters specific for each job are being generated. In the next step
of the workflow, jobs are distributed in several packages of so called parametric
jobs over the PL-Grid Infrastructure. This is implemented using a gLite mid-
dleware interface of the Serpens suite for Kepler [2]. The workflow is handling
all kinds of possible problems, trying different strategies to redo failed actions.
In general, the checkpoint-restart, retry and alternate resource failure mecha-
nisms are combined and used to ensure the successful run, and collecting all
the corresponding results. The whole procedure of failure handling in Serpens is
described in [3]. Handling of external, job execution problems is a typical task
for massive simulations. However, in the case of such a sophisticated code as
MOCCA, we should also handle internal problems in the code. This is possible
only by frequent monitoring of output files for unscientific results. Such jobs are
also specially flagged in order to be re-run later, after the code is corrected.

In the last steps, the data generated by each job are initially preprocessed,
optionally compressed and transferred to an iRODS resource in a given institute
for further, interactive analysis. Careful handling of data transfers is important
to avoid violation of local quota limits. Optionally, the results of MOCCA simu-
lations can be registered in the VObs for use in a dedicated web service, which
allows to compare the results of different codes.

Overall, the automation of MOCCA simulations minimizes their run time and
greatly reduces handling costs.
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6 Related Work

One of the ‘astronomical’ contributions to scientific workflows was the Triana
system [14], initially designed for analysis of data from gravitational wave de-
tectors. Over time Triana evolved into a general system with grid computing
oriented or web services oriented components.

Reflex [16,17] is an environment that enables automated reduction of science
data coming from the European Southern Observatory (ESO) [15] instruments
of VLT/VLTI facility. It is built on top of the Kepler environment, which was
extended with a dedicated installer, library of actors and ready-to-use scientific
pipelines. The pipelines are very user friendly and provide advanced mechanisms
of automatic data discovery and organization. The ESO instruments are very
powerful and can be also used by Polish astronomers. Since the installation
and usage of the environment requires some time and experience, we offer it
preinstalled in our Virtual Research Platform. Because the environment uses
Kepler, we are able to provide basic technical support for Polish users.

The great potential of VObs ecosystem for automation of work in astronomy
has been recognized soon after its start. The AstroGrid project was the first
VObs node in the world and it remains one of its driving forces. They have
developed a specific workflow engine and a batch execution system for it [18].
AstroGrid developed also a plugin to Taverna workflow system [19], which imple-
mented selected VObs standards. This work was further extended within wf4ever
project [21] as AstroTaverna [20]. French VObs node and CDS (Strasbourg As-
tronomical Data Center) initiated a workflow working group [22] as early as
in 2005. They have developed Astronomical Image processing Distribution Ar-
chitecture (AIDA). AIDA consists of a server, execution part and a graphical
composition part being GUI. HELIO-VO project [23] is a domain-specific VObs
branch for solar physics and workflows are within its scope. Specifically, they
have enabled Taverna workbench to run on the Grid or the Cloud. The whole
HELIO infrastructure is built on the basis of service-oriented architecture and
Taverna provides means to integrate various web services.

The future of astronomical workflows is researched within CyberSKA pro-
ject [24]. In general view, it explores and implements cyber-infrastructure that
will be required to address the evolving science needs of future radio telescopes
such as Square Kilometre Array (SKA). This instrument will generate data
streams order of magnitude higher than the whole current internet traffic and
is planned to start operation in ten years. They are developing a web based
workflow builder for image reduction and analysis. The system makes use of web
services and is able to automatically determine optimal paths of operation.

7 Summary and Future Work

We have designed a universal solution based on the Kepler workflow environ-
ment that empowers scientists with new capabilities. The whole environment
can be set up locally, or a cloud can be used to get on-demand Virtual Research
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Environment that consists of the whole set of tools and applications useful for
scientists in everyday work. Further work is foreseen mainly in deploying new
applications into the environment, and development of additional tools for im-
proving the interactive aspects of running workflows.

It should be stressed that presented work gained a lot from being part of the
PLGrid Plus project. It gave us a unique opportunity to integrate with other
domain services developed in parallel and to exploit general grid services like
the cloud infrastructure. The integration of the environment into National Grid
Infrastructure greatly enhances the available resources additionally simplifying
the access to them. Furthermore, it ensures a long term availability of the service
and technical support.

References

1. Altintas, I., Berkley, C., Jaeger, E., Jones, M., Ludascher, B., Mock, S.: Kepler: an
extensible system for design and execution of scientific workflows. In: Proceedings of
16th International Conference on Scientific and Statistical Database Management,
pp. 423–424 (2004)

2. Plociennik, M., Zok, T., Altintas, I., Wang, J., Crawl, D., Abramson, D., Imbeaux,
F., Guillerminet, B., Lopez-Caniego, M., Campos Plasencia, I., Pych, W., Cieciela̧g,
P., Palak, B., Owsiak, M., Frauel, Y.: Approaches to Distributed Execution of
Scientific Workflows in Kepler. Annales Societatis Mathematicae Polonae, Series
4: Fundamenta Informaticae 128, 281–302 (2013)

3. Plociennik, M., Owsiak, M., Zok, T., Palak, B., Gomez-Iglesias, A., Castejon, F.,
Lopez-Caniego, M., Campos Plasencia, I., Costantini, A., Yadykin, D., Strand, P.:
Application Scenarios Using Serpens Suite for Kepler Scientific Workflow System.
Procedia Computer Science 9, 1604–1613 (2012)

4. Large Synoptic Survey Telescope, http://www.lsst.org/lsst
5. iRODS – The Integrated Rule-Oriented Data System, https://www.irods.org
6. International Virtual Observatory Alliance,

http://www.ivoa.net

7. International Virtual Observatory Alliance, SAMP protocol,
http://www.ivoa.net/Documents/SAMP

8. VObs software, http://www.euro-vo.org/fc/software.html
9. Pych, W.: DIAPL, http://users.camk.edu.pl/pych/DIAPL

10. Pych, W.: BF, http://users.camk.edu.pl/pych/BF
11. Starlink SPLAT-VO, http://star-www.dur.ac.uk/~pdraper/splat/splat-vo
12. MOCCA code for star cluster simulations, http://www.moccacode.net
13. Giersz, M., Heggie, D.C., Hurley, J.R., Hypki, A.: MOCCA code for star cluster

simulations – II. Comparison with N-body simulations. Monthly Notices of the
Royal Astronomical Society 431, 2184–2199 (2013)

14. Triana workflow envirenment, http://trianacode.org
15. ESO, the European Southern Observatory, http://www.eso.org
16. Reflex, http://www.eso.org/sci/software/reflex
17. Freudling, W., Romaniello, M., Bramich, D.M., Ballester, P., Forchi, V., Garcia-

Dablo, C.E., Moehler, S., Neeser, M.J.: Automated data reduction workflows for
astronomy. The ESO Reflex environment. Astronomy & Astrophysics 559, id. A96
(2013)

http://www.lsst.org/lsst
https://www.irods.org
http://www.ivoa.net
http://www.ivoa.net/Documents/SAMP
http://www.euro-vo.org/fc/software.html
http://users.camk.edu.pl/pych/DIAPL
http://users.camk.edu.pl/pych/BF
http://star-www.dur.ac.uk/~pdraper/splat/splat-vo
http://www.moccacode.net
http://trianacode.org
http://www.eso.org
http://www.eso.org/sci/software/reflex


292 P. Cieciela̧g et al.

18. Walton, N.A., Witherwick, D.K., Oinn, T., Benson, K.M.: Taverna and Workflows
in the Virtual Observatory. In: Argyle, R.W., Bunclark, P.S., Lewis, J.R. (eds.)
Astronomical Data Analysis Software and Systems XVII. Astronomical Society of
the Pacific Conference Series, vol. 394, p. 309 (2008)

19. Wolstencroft, K., Haines, R., Fellows, D., Williams, A., Withers, D., Owen, S.,
Soiland-Reyes, S., Dunlop, I., Nenadic, A., Fisher, P., Bhagat, J., Belhajjame, K.,
Bacall, F., Hardisty, A., Nieva de la Hidalga, A., Balcazar Vargas, M., Sufi, S.,
Goble, C.: The Taverna workflow suite: designing and executing workflows of Web
Services on the desktop, web or in the cloud. Nucleic Acids Research 41(W1),
W557–W561 (2013)

20. AstroTaverna plugin to Taverna, http://wf4ever.github.io/astrotaverna
21. Belhajjame, K., Corcho, O., Garijo, D., Zhao, J., Missier, P., Newman, D.R.,

Palma, R., Bechhofer, S., Garcia-Cuesta, E., Gómez-Pérez, J.M., Klyne, G., Page,
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Abstract. With the advent of the PL-Grid Infrastructure, Polish scien-
tists have been equipped with substantial computational resources
forming favorable conditions for the development of all research areas
relying on numerical simulation techniques. To reduce the barriers in-
hibiting the start of the newcomers to the field of computational astro-
physics, we have implemented a web-based workspace for astrophysical
simulation codes based on InSilicoLab framework [19]. InSilicoLab for
Astrophysics is a solution dedicated to astrophysicists intending to con-
duct a numerical experiment using the PL-Grid Infrastructure. It serves
as an interface for the multi-purpose, magnetohydrodynamical, open-
source software PIERNIK. InSilicoLab for Astrophysics vastly softens
the learning curve of advanced astrophysical simulations, bringing new
possibilities for scientists and students.
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1 Introduction

Fast progress in technical advancement of computational infrastructure together
with increasing the availability of professional open-source astrophysical simu-
lation codes create new opportunities for scientists and students to conduct
leading-edge astrophysical numerical experiments. Successful utilisation of com-
plex astrophysical simulation codes depends, however, on availability of proper
configuration of software environment. Practically all modern hydrodynamical
simulation codes require particular compilers, numerical libraries and specialised
post-processing software for analysis of simulation results. Installation and con-
figuration of the software environment require very specific technical knowledge
that is, however, hard to gain in the community of researchers and students of
astronomy. To reduce the barriers inhibiting the start of newcomers in the field
of computational astrophysics, we implemented a web-based workspace based
on the InSilicoLab environment for astrophysical simulation codes.

InSilicoLab [14], [19] is a framework that enables integrating simulation codes
and running them in distributed infrastructures such as PL-Grid. The codes can
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be then compiled and executed from a web browser. The already accessible im-
plementations offer GAUSSIAN, GAMESS and TURBOMOLE packages within
the framework of InSilicolab for Chemistry [19], simulations of particle cascades
in the Earth atmosphere for Cherenkov Telescope Array (CTA) [1]. A similar
utility is needed to access easily the astrophysical fluid simulations on clusters
of the PL-Grid Infrastructure. In this paper we describe the integration, within
the InSilicoLab framework, of an open-source, multipurpose magnetohydrodyna-
mical (MHD) code PIERNIK while using the up-to-date standard development
tools (GIT, Jenkins [27]).

PIERNIK enables multifluid simulations of various astrophysical environ-
ments. An example of astrophysical environment that has to be investigated
as a multi fluid system is the interstellar medium of galaxies. The interstellar
medium is a composition of many interacting components: atomic and molecu-
lar gases, dust, magnetic fields, cosmic rays and electromagnetic radiation. The
interstellar gas is a building material of forming stars and planets. The capa-
bility of the code to model the complexity of physical processes occurring in
the interstellar medium is crucial for studying the cosmological evolution of the
Universe. PIERNIK is equipped with a reach set of various physical modules to
simulate multiple fluids interacting with magnetic and gravitational fields. The
code is being enhanced with new modules, such as N-body module to simulate
astrophysical system containing both particles and fluids. Examples of other
codes developed for astrophysical fluid simulations including gas, magnetic field
and a system of self gravitating particles are GADGET-2, RAMSES, FLASH,
ENZO, ATHENA and many others.

The new solution is expected to ease the overall sequence of actions starting
from preparation of necessary input data for the supported codes, submission of
jobs to the queue, job execution and preliminary analysis of simulation results.
The solution aims at popularisation of modern astrophysical fluid-dynamics and
N-body simulation techniques among astrophysicists who exploit the PL-Grid
Infrastructure.

The plan of our paper is as follows: in Section 2 we describe the functionality,
scalability and exemplary applications of PIERNIK code, in Section 3 we present
our prototype integration of PIERNIK into the InSilicoLab framework, hereafter
named InSilicoLab for Astrophysics, in Section 4 we conclude our results.

2 MHD Code

PIERNIK is a grid-based MHD code using a simple, conservative numerical
scheme, which is known as Relaxing TVD scheme (RTVD) [17]. The code relies
on a dimensionally split, second order algorithm in space and time [23], [28].
The Relaxing TVD scheme is easily extensible to account for additional fluid
components [4,5,6,7]: multiple fluids, dust, cosmic rays, and additional physical
processes, such as fluid interactions, Ohmic resistivity effects and self-gravity.
The simplicity and a small number of floating point operations of the basic
algorithm is reflected in a high serial performance. A unique feature of PIERNIK
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code relies on our original implementation of anisotropic transport of cosmic-ray
component in fluid approximation [8]. The basic explicit CR diffusion scheme
has been recently supplemented with a multigrid-diffusion scheme.

2.1 Algorithms and Scaling

PIERNIK is equipped with advanced algorithms enabling multi-scale numerical
experiments: Adaptive Mesh Refinement (AMR) and a Multigrid (MG) solver.
The AMR algorithm allows to reach much bigger effective resolutions than it was
possible with uniform grid. It dynamically adds regions of improved resolution
(fine grids) where it is required by the refinement criteria. It can also delete
grids, which are no longer needed to maintain high-quality solution. The MG,
on the other hand, is one of the fastest known methods to solve parabolic and
elliptic differential equations, which in our case are used to describe self-gravity
of the fluid and diffusion of the cosmic rays, respectively. In addition, the isolated
external boundaries for self-gravity use a multipole expansion of the potential to
determine proper boundary values in a fast and efficient manner. Combination
of AMR and multigrid algorithms make PIERNIK an ideal tool for simulations
of multiphysics phenomena in gaseous disks of galaxies, active galactic nuclei,
and planet-forming, circumstellar disks.

There are two main grid decomposition approaches in the PIERNIK code: the
uniform grid (UG) and recently developed Adaptive Mesh Refinement (AMR).
The UG algorithm divides the grid into smaller pieces, not necessarily of the
same size, and assigns one piece to each process. Decomposition is performed in
a way that minimizes the total size of internal boundaries between the pieces.
Communication between all pieces is done via non-blocking MPI communica-
tion. The current implementation of AMR algorithm uses Hybrid-Block AMR
approach, which means that at each level of refinement the grid is decomposed
into relatively small pieces of the same size and shape (typically 163 cells) and
each grid piece can be covered by some grid pieces at a finer level of refine-
ment. The finer grid pieces do not cover more than one coarse grid piece and
the coverage does not need to be complete (in contrast to standard Block AMR
approaches) in order to save computational resources. The resolution difference
between consecutive refinement levels is equal to 2. Typically there are many grid
pieces that are associated with a given process. They are kept evenly distributed
along a Morton or Hilbert fractal curves to decrease intracommunication and
improve load balance.

The gravitational potential for the gas components is obtained by solving the
Poisson equation inside the computational domain with an iterative, multi-grid
solver [13]. The multigrid algorithm is based on a quick and simple V-cycle
with some passes of a Red-Black Gauss-Seidel relaxation (smoothing) as an
approximate solver. To minimize the effect of boundaries on the gravitational
potential, a multipole expansion up to l = 16 moments is used to calculate the
potential on the external boundaries [16]. The multigrid module creates a stack
of coarse grids, each being coarsened by a factor of 2 (i.e., compatible with
the AMR assumptions) to accelerate approximate solutions of elliptic equations
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by relaxation. An extension of the multigrid solver is the recently implemented
parallel Multigrid-Preconditioned Conjugate Gradient Solver.

PIERNIK code is equipped with the cylindrical coordinate system imple-
mented with the angular momentum-conserving form of the momentum equa-
tion [22], which with respect to Cartesian geometry introduces only one addi-
tional source term, minimizing possible nonphysical evolution of a system. Addi-
tionally, a new algorithm for a fast Eulerian transport [21] has been implemented
for simulations of astrophysical disks to reduce the number of computational
steps or to increase the resolution in the azimuthal direction.

The results of scalability tests are shown in Fig. 1. The scalability of PIERNIK
code is predominantly dependent on the number of grid cells attributed to every
MPI process. For big meshes of the overall size 10243, the code scales very well
with respect to the ideal scaling curve up to 4096 CPU cores and shows further
speed-up by 50% at 8192 cores (marked with squares in Fig. 1). For smaller
meshes of the size 5123, good scaling properties are apparent up to 2048 CPU
cores.

Fig. 1. Strong scaling of PIERNIK for the Jeans problem

Data I/O of PIERNIK code relies on HDF5 [12] library used in parallel mode.
Current implementations allow for 2 scenarios of I/O: 1) one process collects data
via MPI and writes to a single hdf5 file, 2) all processes write to (or read from) a
single file using parallel HDF5 library routines. The checkpointing facility allows
PIERNIK to split long computation time into small chunks and does not require
the number of CPUs to be constant, making it very portable and flexible in uti-
lizing available resources. The output produced by PIERNIK complies to Grid
Data Format [34], which allows to utilize the yt package [29] for analysis and
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visualization purposes. The standard visualization is performed automatically,
within the InsilicoLab workflow, by means of a high-level visualization routine
‘yt plot’ to produce color maps showing 2D-slices through the 3D simulation do-
main. As a result, the scientific results obtained using PIERNIK can be directly
compared to the simulation output from other popular astrophysical codes such
as FLASH, ENZO, ATHENA, GADGET, RAMSES and many others.

2.2 Application Examples

Below we present two examples of complex multi-fluid simulations of astrophy-
sical disks: protoplanetary disks and galactic disks, resulting from PIERNIK
simulations conducted in the PL-Grid Infrastructure. The main focus of astro-
physics of those objects is their evolution. The relevant questions to address with
the technique of astrophysical fluid simulations are: how planets form in disks
consisting of dust and gas, how stars form from interstellar gas and what are
the consequences of stellar explosions on the dynamics of interstellar medium,
what is the origin of galactic magnetic fields and what is their impact on star
formation.

Protoplanetary Disks. The basic concern of planet formation theory is how to
grow dust from 1 m particles to km sized rocks and planetesimals that are basic
building blocks for planets. There is a general agreement that dust particles can
grow up to 1 m in radius due to collisions and interparticle interactions. However
both theoretical models [3] and physical experiments [2] show that coagulation
via collisional sticking is completely ineffective for large dust grains (0.1 ÷ 1 m).
Moreover, particles of sizes 10 cm ÷ 1 m start to drift very rapidly towards the
center of the disks, what results in a complete depletion of dust grains within
timescales of hundreds of years [30]. A combination of these two processes is
known as “meter barrier”.

Despite these circumstances that are unfavourable for planet formation, there
is a process that commences to dominate dust evolution when the local ratio
of dust to gas density approaches unity. This mechanism was first presented
in [33] and named the streaming instability. It appears that a combination of
dust trapping in gas pressure maxima and aerodynamic coupling of gas and
dust, enhancing the maxima even further, results in a significant dust pile-up
[15]. Even without the presence of self-gravity, dust concentration may be risen
up to the three orders of magnitude, which could possibly lead to gravitationally
bound objects [18].

In our recent paper [20] we investigated for the first time the streaming in-
stability in quasi-global protoplanetary disks (see Fig. 2). We have found that
nonlinear evolution of the streaming instability leads to suitable conditions for
the formation of gravitationally bound dust blobs. Our model extends the pre-
vious work of other authors [18] by taking into account the full dynamics of
protoplanetary disk, e.g. radial migration that leads to significant variations in
physical quantities, such as gas pressure gradient, and were previously treated
as constant. This is an important step towards understanding the mechanism
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Fig. 2. Two-fluid hydrodynamical simulation of early stages of planet formation as a re-
sult of combined action of streaming and gravitational instabilities in protoplanetary
disks. The picture shows dust condensations that emerged due to the action of strea-
ming instability from an initially smooth dust distribution. The dust condensations
are plausible progenitors of planetesimals, intermediate objects on evolutionary tracks
towards rocky planets. The 3D simulation in the highest resolution (2560× 480 × 160
consumed 1M CPUh in the PL-Grid Infrastructure).

responsible for planetary formation. In the currently ongoing project we incor-
porate self gravity, aiming to verify the hypothesis that planets can form due to
combined action of streaming and gravitational instabilities.

Galactic Disks. PIERNIK has been successfully used in computationally de-
manding simulations of cosmic ray driven galactic dynamo [10,11]. We focus
on the case of galactic disks, which involve many physical ingredients and pro-
cesses, such as magnetic field generation, cosmic-ray transport and gravitational
instability induced star formation. In such cases we need to resolve multiscale en-
vironment ranging from parsec scale, gravitationally bound star forming regions,
up to tens of kiloparsec long cosmic-ray-driven outflows.

We have shown that the contribution of cosmic rays to the dynamics of the
ISM on a global galactic scale leads to a very efficient magnetic field ampli-
fication on the timescale of galactic rotation. The model reveals a large scale
regular magnetic field with an apparent spiral structure in the face-on view and
an X-shaped structure in the edge-on view. In the presence of spiral arms in the
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Fig. 3. Magnetohydrodynamical simulation of magnetic field generation in a spiral
galaxy interacting with a companion dwarf galaxy [32]. The system resembles the fa-
mous M51 (Whirlpool) galaxy and its companion NGC5195. This is an example of
hybrid simulation that includes N-body simulation of stars and dark matter compo-
nent, performed with the VINE code [31], and MHD simulation including cosmic ray
dynamics performed with the PIERNIK code.

distribution of stars, the magnetic field reveals a well pronounced spiral com-
ponent closely corresponding to the material arms. Dynamical magnetic field
structures with opposite polarities develop within the disk and are present even
at the saturation phase of the dynamo. Moreover, during the coalescence phase
of the two galaxies shown in Fig. 3 the magnetic field structure becomes irregular
as observed in M51. An important part of the CR-driven dynamo is the galactic
wind, which reaches velocities of a few hundred km/s at galactic altitudes of
a few kpc.

Recently, we performed high-resolution simulations of the magnetized interstel-
lar medium (ISM) in gas-rich star forming disk galaxies at high-redshift [9]. In our
models, type II Supernovae locally deposit cosmic rays into the ISM. Our initial
work indicates that cosmic rays produced in supernova remnants contribute es-
sentially to the transportation of a significant fraction of gas in a wind perpen-
dicular to the disk plane. The wind speeds can exceed the escape velocity of the
galaxies and the global mass loading factor, i.e., the ratio of the gas mass leaving
the galactic disk in a wind to the star formation rate, is approximately 10. These
values are very similar to values observed for high redshift (z = 2÷3) star forming
galaxies. Therefore, cosmic ray driven galactic winds provide a natural and effi-
cient mechanism to explain the low efficiency for the conversion of gas into stars
in galaxies as well as the early enrichment of the intergalactic medium with met-
als. This mechanism can be at least equally important as the usually considered
momentum feedback from massive stars and thermal feedback from supernovae.
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The aforementioned astrophysical problems pose a serious challenge from the
computational point of view, as we deal with several nonlinear and mutually in-
teracting physical processes that happen on various time and length scales. This
implies that the undertaken numerical experiments require great spatial reso-
lution and could not be tackled without significant amount of computational
power. PIERNIK simulations, such as those presented above, require a specific
configuration of software environment that may be hard to obtain for unexpe-
rienced HPC users. Such difficulties encountered by newcomers in the field can
be successfully alleviated with tools like InSilicoLab for Astrophysics.

3 Description of the Solution and Results: Insilicolab for
Astrophysics

The InSilicoLab for Astrophysics service is available at
http://insilicolab.astro.plgrid.pl. To become a user of InSilicoLab
for Astrophysics, one should open an account in the PL-Grid portal and apply
for activation of the InSilicoLab for Astrophysics service. Activation of Global
gLite access in the Global services section is also necessary. User manuals (only
in Polish) are available at the web page [25].

Access to the service is possible with the aid of a certificate, which has to
be registered in a web-browser, or via the OpenId system of the PL-Grid In-
frastructure. Furthermore, configuration of a proxy certificate will be required
for running simulations in the PL-Grid Infrastructure and for getting access to
the data stored in the PL-Grid filesystems. After having configured the proxy
certificate, one can start a user’s experiment.

To start a new simulation, one should select PIERNIK from the menu. An
empty card of a new experiment, shown in Fig. 4, opens and the user is promoted
to fill in text fields to specify a problem name and problem description. One of
the predefined experiments can be selected from the list including the following
test problems:

1. sedov – the Sedov explosion experiment demonstrating spherical shock wave
propagating after explosion of supernova in a uniform interstellar medium,

2. otvortex – evolution of sinusoidal perturbation of gas velocity and magnetic
field, named Orszag-Tang vortex, leading to strong shock waves in a magne-
tised medium,

3. tearing – experiment demonstrating magnetic reconnection and formation
of magnetic islands in plasma.

Sedov explosion test is perhaps the most common test of astrophysics fluid
simulation codes, because its results can be confronted with a corresponding
analytical solution. To explore one of the options in more detail, we select sedov
from the list of test problems. Our choice implies that three problem-specific files,
available for optional modifications, will be checked out from the repository:

http://insilicolab.astro.plgrid.pl
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Fig. 4. An empty card of a new experiment

1. piernik.def – configuring the list of physical modules selected at the com-
pilation phase,

2. initproblem.F90 – containing FORTRAN 2003 module to construct the
initial condition,

3. problem.par – containing numerical runtime parameters, organized in
FORTRAN namelists.

The simulation starts after the Run command. A current state of the job can
be followed in the ‘Job execution status’ field. When the job is finished, the
results are accessible in the ‘Download job files’ field. With default settings,
only the last output file (hdf5 format) is stored along with a series of standard
plots (png format), generated by a python script of the yt package, displaying
the gas density and energy density slices through the computational domain.
To collect all the output files, one should select the Store all data in LFC
option before the job execution. All output files together with plot files become
available in LFC catalogue.

The described procedure depicts the beginners mode of utilisation of the code,
that offers only three simple example test problems. The full list of predefined
test problems is available in PIERNIK ‘problems’ directory available for down-
load from the repository (see [24]). Selection of USER in the Select prob-
lem list opens the possibility to upload a set of problem files (problem.par,
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piernik.def and initproblem.F90) taken from PIERNIK ‘problems’ cata-
logue, or files prepared by the user for his/her own test problem.

InSilicoLab for Astrophysics is easily extensible with the different simulation
codes as most of them follow the similar procedure of conducting the numeri-
cal experiment. Therefore, integrating a new astrophysical code is reduced to
reutilizing the infrastructure already prepared for PIERNIK.

4 Conclusions and Future Work

InSilicoLab for Astrophysics is a solution dedicated to an entry level compu-
tational astrophysicists intending to conduct a numerical experiment using the
PL-Grid Infrastructure. InSilicoLab for Astrophysics enables execution of nume-
rical simulations without complicated preparations of software environment on
the clusters of the PL-Grid Infrastructure. The current functionality of InSilico-
Lab for Astrophysics supports numerical experimenting with the multipurpose
magnetohydrodynamical (MHD) code PIERNIK, which is open-source software
accessible from the git repository [24].

Up to now, PIERNIK was successfully used in multi-fluid simulations of galac-
tic dynamos driven by cosmic rays and in studies of instabilities occurring in
circumstellar disks that may lead to planets’ formation. The broad spectrum of
included physical processes and modern algorithms allows to predict that it will
gain new users in the yet untamed areas of computational astrophysics. Further-
more, PIERNIK was chosen as a model astrophysical code for integration with
the Polish Grid Infrastructure as a web-based service that will allow to easily
run simulations across all major Polish HPC centers. We believe that the new so-
lution will help computational astrophysicists community to take full advantage
of the PL-Grid Infrastructure.

PIERNIK code grows in parallel with research activities of its developers. The
further development plan is to incorporate new algorithms and functionalities to
transform PIERNIK into a fully universal tool designated for leading-edge re-
search in computational astrophysics. New modules and functionalities planned
for integration into the main branch of the code include: the N-body module
based on particle-mesh (PM) simulation technique, a set of Riemann solvers for
MHD equations, cooling and heating module and – in further plans – also radia-
tive transport module. All these functionalities are oriented towards applications
in collaborative research projects addressing current challenges in the fields of
planet formation, star formation and galaxy evolution.

The integration of PIERNIK into InSilicoLab is a prototype solution for inte-
grating other open-source astrophysical simulation codes. Another astrophysical
simulation code GADGET-2 [26], utilising the Smoothed Particle Hydrodynam-
ics (SPH) simulation technique is being integrated into the InSilicoLab framework.
SPH technique is based on Lagrangian formulation of hydrodynamics, while grid
codes, such as PIERNIK, rely on the Eulerian formulation. Both PIERNIK and
GADGET-2, available through InSilicoLab for Astrophysics framework, will form
together a powerful astrophysical simulation toolbox useful for research experi-
ments as well as for elementary training in the field of computational astrophysics.
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Abstract. As part of the AstroGrid-PL project, we have implemented
a large scale data management system for the Polish astronomical com-
munity within the framework of the PLGrid Plus project, with built-in
metadata services, replication and distributed storage based on the well-
established iRODS middleware. In parallel, we have implemented the
Polish Virtual Observatory, which provides access, search, retrieval and
in situ processing for this data using the protocols and standards estab-
lished by the International Virtual Observatory Alliance (IVOA). These
standards are already in use at astronomical facilities across the globe,
and implementing them within the framework of AstroGrid-PL and the
PLGrid Plus project enables us not only to provide advanced data re-
trieval services to our users, but also to leverage a large body of existing
astronomical data analysis software and give our users access to external
data resources provided on the same principles.

Keywords: astronomy, data storage, data management, Grid, virtual
observatory, data archives.

1 Introduction

1.1 Data-Centric Astronomy

In recent years, astronomy has entered the era of ‘big data’, with current optical
observing programmes regularly producing tens of gigabytes of data per night per
instrument, and planned optical survey programmes such as the Large Synoptic
Survey Telescope (LSST) projected to generate tens of terabytes per night [1].
Indeed, existing radio astronomy projects using large numbers of antennas in
phased arrays, such as Low Frequency Array for Radio Astronomy (LOFAR),
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are already generating these kinds of data volumes on a regular basis [2]. This
flood of data requires new approaches to data storage and processing. It is no
longer possible for users to store and process all of the data they may wish to
use locally and neither it is possible to use simple remote storage and transfer
the files as required for local processing, even with gigabit-class networks.

Instead, intelligent centralised large-scale data stores have to be provided,
with efficient indexing and metadata tagging and search services, which enable
the user to extract and transfer only that subsection of the data, which they
actually need. Furthermore, powerful processing facilities need to be co-located
with the data so that as much initial processing as possible can be performed
without the need to transfer the data across the bottleneck of the Internet. These
types of services can only be provided efficiently within the framework of a large
infrastructure project, such as PL-Grid.

1.2 Astronomical Archives

Within astronomy, there is increasing pressure for storage and processing of
archival data, both from modern electronic instruments and from ongoing di-
gitization of analogue sources such as photographic plates. The transient and
unpredictable nature of astronomical observations makes this archival data ex-
tremely valuable, as there is frequently a need to go back and re-analyse previous
observations in light of new discoveries or with newly-developed methods, un-
available when the data was originally collected. The only reasonable way to
deal with such a large and growing body of data is by application of grid compu-
ting techniques, large databases, intelligent agents and efficient use of metadata
tagging and search methods.

1.3 Astronomical Data Standards

File Formats. Standardised file formats for digital data have been established
for some time, with the Flexible Image Transport System (FITS) file format,
being dominant for image, spectroscopy and – to some extent – tabular data for
several decades. A standard library for reading and writing FITS files called
CFITSIO [3] exists, available directly for the C and Fortran languages and
through hooks in other languages such as Python. However, not only has the
FITS standard evolved to some extent over the years; indeed, individual groups
and institutions often implement their own variants of the file format, which are
not always entirely compatible with the standard CFITSIO library, particularly
as regards keyword names and data formats. This presents a particular difficulty
with archival data, which may nominally be in the FITS format, but which may
require additional pre-processing before it can be shared.

Other data formats, which may need to be dealt with, include proprietary
binary or text data files specific to particular instruments.
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Virtual Observatory. Over the last decade, the Virtual Observatory concept
has emerged as the primary means of data sharing and access within the inter-
national astronomical community. Rather than being a single piece of software
or library, the Virtual Observatory (VObs) is essentially a set of specifications
and standards for protocols, queries, metadata, etc. for data interchange within
astronomy, including many field-specific details (such as standard vocabularies
or mechanisms for specifying bandpasses for observations). While some refe-
rence implementations exist, the idea is to provide a common framework un-
derneath, in which a variety of pre-existing databases and systems can coexist
and communicate transparently with each other and with data processing and
visualisation software (both “professional” such as NOAO IRAF [4] and “Ama-
teur/educational” such as the Microsoft World Wide Telescope). Collectively,
services presenting these common interfaces are known as virtual observatories,
and have been implemented on a national level by a number of countries. The
International Virtual Observatory Alliance (IVOA) coordinates the development
of the standard protocols and specifications.

The VObs brings with it additional file formats (or, more accurately, data
structures), which should be accounted for. These include VOtable, which is
rapidly becoming the standard interchange format for tabular data.

2 Requirements for Data Services for Polish Astronomy

The Polish astronomical community has historically been comparatively slow to
develop data management and data sharing policies and services on an institu-
tional and national level. Data has long been managed and shared on an ad-hoc
basis through personal collaborations and within small groups, hampered by the
wide variety of utilized software and storage systems. National-level software
and computing support projects for astronomy along the lines of UK StarLink
or the software projects of the National Optical Astronomy Observatory (NOAO)
or National Radio Astronomy Observatory (NRAO) did not exist prior to the
AstroGrid-PL project described in this book.

In recent years, it has become increasingly apparent to the Polish astronomical
community that the trend towards increasingly large data sets (both observa-
tional and simulated) and towards large collaborations involving many groups,
both national and international, makes this ad hoc system unsustainable.

Furthermore, it has become clear that there are large archives of data (both
digital and analog), which exist at various institutes and which are in danger
of being irretrievably lost (for example photographic plates, floppy disks, old
magnetic tapes, optical disks of various types, etc.) Conversion, replication and
management of these archives is a particularly pernicious problem for smaller
astronomy departments, which lack sufficient hardware and human resources to
prepare and publish their archival data.

Therefore, one of the primary goals of the AstroGrid-PL project has been
to design, implement and deploy data management services to the community,
capable of handling large and small data sets, old (archival) and new data,
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which will be usable across all of the astronomical institutes in Poland. These
data management services must, by design, enable data storage, tagging, search,
retrieval, and replication in a manner, which is sufficiently transparent (and
efficient) to be easily accepted by the community at all levels, and which can be
easily integrated into existing workflows.

In addition, data management services have to be integrated with those devel-
oped by other astronomical communities across the globe to allow full bilateral
participation in international collaborations. This requires adherence to existing
standards and protocols such as those prepared by the IVOA. A side benefit of
this policy is the ability to use existing software, reducing development time.

Legacy archives are being handled through a process of digitization of analog
data such as photographic plates (as described in a later section) and conver-
sion of digital data stored on obsolete media and/or in obsolete file formats to
modern form and storage within the AstroGrid-PL/PL-Grid Infrastructure data
management system.

These data services require sufficient disk space, database services (for tag-
ging and indexing), replication/archival mechanisms and access controls. The
only feasible way to implement these is within the structure and services of the
PLGrid Plus project.

Data storage requirements are difficult to determine accurately because of the
aforementioned wide variety of storage media used and their distribution across
many ad-hoc personal and institutional archives. However, user surveys carried
out within the Polish astronomical community at the beginning of the project
suggest a present requirement on the order of 100TB for existing data. This
requirement is expected to grow rapidly as new large-scale surveys come online
in the near future.

Solutions to these requirements have been designed and implemented within
the PLGrid Plus project by the AstroGrid-PL project. They are described below.

3 Implementing Astronomical Data Services within the
PLGrid Plus Project

We have implemented astronomical data services (“Astro-data”) within the
AstroGrid-PL/PL-Grid Infrastructure by deploying a data management system
(iRODS – see next section), which can be used directly by the users for their
own storage needs, but which also provides transparent data replication, dis-
tributed storage, indexing and metadata. This has enabled us to build a Virtual
Obervatory interface on top of this service, facilitating data queries, retrieval
and sharing. Creating a Polish Virtual Observatory allows all of the existing
knowledge of the VObs community to be leveraged, both on the national and
international levels.

The Polish Virtual Observatory provides:

– local access to data held within institutes through IVOA protocols, necessary
for use by local research groups and for preliminary analysis prior to wider
sharing (e.g. astrometry of scanned archival photographic plates),
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– the ability to work with large (both in terms of number and size) data sets
through the use of efficient queries and initial calculations performed at the
data storage location prior to any transfer,

– indexing, metadata and search facilities,

– uniform access to archival and new data,

– a consistent interface to varied data types (images, spectra, tables),

– access to existing data collections without the need to transfer them by
means of data registry, indexing and standard access protocols (VObs data
conversion software can “mine” an existing archive and generate a descrip-
tion and query interface),

– access controls including embargo times,

– access for remote/international collaborators.

The overall structure of the Astro-data service is shown in Fig. 1, while Fig. 2
shows the data path for larger institutes – by definition those, which have local
data archives and sufficient resources to present them for sharing without nec-
essarily having to transfer them to an external storage facility. Small institutes
are expected to make their data available by transferring it to the centralised
storage of the PL-Grid Infrastructure (labelled “KDM” in the figure).

Fig. 1. Overall structure of Astro-data (all Local Data Centers have the same internal
architecture)
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Fig. 2. Data path within large institutes. SSAP, SIAP, and TAP are data access pro-
tocols defined by IVOA. RegTAP is a registry access protocol. The indexing service is
powered by an SQL server.

As can be seen in the figures, the data collections exist in two parts: a data
server, which stores the files themselves, and an indexing server, which supports
rapid searching for data and metadata. These data collections are indexed in
regional data registries (following the IVOA registry standard [5]), which in turn
are registered with the Virtual Observatory registry, a national registry, which
is the one exposed to external queries from the global astronomical community.
Note that the registries are merely lists of data collections and access protocols,
and do not actually perform data searches themselves, thus avoiding a potential
bottleneck. The data registries redirect queries to the appropriate index servers.
Note that all registries and servers are, of course, mirrored through the resources
of the PL-Grid Infrastructure.

Within the large institute data path (see Fig. 2) local storage is used to
prepare the data for upload to Astro-data (for example initial pre-processing,
adding metadata, etc.). The data is then transfered to the Data Server (using the
iRODS middleware) and indexed by the Index Server (SQL). As described above,
the data is then catalogued in the registries and can be accessed by standard
IVOA protocols (VOQuery, ADQL, etc.).

These services have been built using software from other VObs projects (As-
trogrid UK [6], GAVO [7], CDS [8]) on top of a data management backend,
which provides the required replication, access control and metadata tagging
subsystems. This is described in the next section.

Although still under development, these data management solutions are al-
ready being used by groups such as the POLFAR [9] consortium, which manages
collaboration between the Polish scientific community and the LOFAR project.
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3.1 Data Management Systems

Efficient management of large volumes of data requires a scalable, redundant
data management system, which can provide metadata, indexing, search and
replication services alongside basic storage space.

While a number of such systems exist, usually implemented as a middle-
ware layer between the user applications and backend filesystem and relational
databases, the leading open-source implementation is probably iRODS (inte-
grated rule-oriented data system [10]), derived from the older Storage Resource
Broker (SRB) system. It is currently being developed by the Renaissance Com-
puting Institute (RENCI) [11] – the consortium of academic institutions – and
the DICE [12] research group, and is used across a large number of large-scale
scientific data management projects.

iRODS uses storage provided by an underlying filesystem combined with
a PostgreSQL database to manage data files and metadata. The underlying
storage can also include slower storage media such as optical disks or magnetic
tapes in jukebox-type systems, as well as remote storage, all transparent to the
user. iRODS has a well-developed system of rules and policies, which can be
adapted for local needs. These provide powerful tools for searching and manipu-
lating the data stored within iRODS. Side projects provide tools such as Java
and web-browser based file management tools, which make it easier for users to
take advantage of iRODS storage.

Due to its well-developed nature and widespread use, we have selected iRODS
as the underlying middleware of the AstroGrid-PL data management system.
Initial deployment involved iRODS servers located at five institutions: Jagiel-
lonian University Astronomical Observatory in Kraków, Pedagogical Univer-
sity Department of Astronomy in Kraków, Nicolaus Copernicus Astronomical
Center (NCAC) in Warszawa, NCAC in Toruń, and Academic Computer Cen-
ter Cyfronet AGH in Kraków, all federated into a common system. In addi-
tion, development work has been performed in cooperation with PSNC (Poznan
Supercomputing and Networking Center) to improve the quality of the iDrop
Java-based client software [13]. This data management system is the basis of
the Astro-data service and underlies a number of other AstroGrid-PL services,
including the Virtual Observatory.

3.2 Architecture and Layers

The architecture of the Astro-data service is based largely around existing and
established software, libraries, protocols and toolkits used for data management
services and in virtual observatories elsewhere (e.g. GAVO, CDS, Astrogrid
UK, etc.). There is, however, no standard overall architecture for these types
of systems, with every one having been implemented separately and customised
to the needs and capabilities of the local institutions. AstroGrid-PL has gone
further than most in terms of integrating both data management and virtual
observatory into one system, and providing multiple data access paths to users.
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This is a result of the very heterogeneous nature of the Polish astronomical com-
munity, much more so than in (for example) the USA or UK where integration
and collaboration projects have been ongoing for several decades. Thus users of
AstroGrid-PL largely expect to be able to “do things their own way”, perhaps
more so than elsewhere.

The software layers making up the Astro-data services are shown in Fig. 3.

Fig. 3. Software layers for client, server and external services within Astro-data. The
data server uses iRODS on top of the filesystem to manage data and metadata. The
index server provides indexing via an SQL RDBMS. Data can be accessed directly
(iRODS) or indirectly (IVOA protocols provided by VObs middleware). The client
has various options for accessing the data, from talking directly to iRODS, through
the AstroGrid-PL portal, or via VObs-enabled software such as DS9. Finally, external
servers based on the DaCHS middleware provide integrated data registry services. More
details is provided in the text.

The data server stores the data and associated metadata on the UNIX filesys-
tem, managed by the iRODS middleware. The index server indexes the data and
metadata according to various suitable keys (such as coordinates, object classifi-
cation, times, etc.), stores the results in a relational database (RDBMS, MySQL
in the figure, but PostgreSQL or any other suitable system can be used), which
allows rapid SQL queries and searches without the need to search the raw data
files themselves.

The client workstation has a wide range of options for accessing the data.
Firstly, the data can be reached directly through the iRODS middleware, using
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either command-line clients (iCommands) reminiscent of the usual UNIX filesys-
tem commands, the Java-based iDrop graphical client (see Fig. 4), which may
be installed as a standalone program or as a Java applet on the AstroGrid-PL
portal, or finally through the same portal, but using a graphical interface based
on the WebDAVIS toolkit [15], without the need for Java.

Fig. 4. iDrop Java client for iRODS

Secondly, the data can be reached indirectly through IVOA protocols and the
VObs Data Access Layer (DAL). These services are provided on the server-side
by a variety of VObs middleware such as the CDS VOSpace toolkit, GAVO
DaCHS [14], and tapserver. On the client side they are accessed by Virtual
Observatory-enabled applications such as DS9 [16] or Topcat [17], via a form in-
terface on the AstroGrid-PL portal, implemented using the DaCHS middleware,
or via a shell, which provides a command-line interface to VObs tabular data (the
TAP shell). All of these can also communicate with the data registries, which
we have built using the DaCHS toolkit, and which provide a uniform interface
for finding data services across the global Virtual Observatory.

The distributed nature of the architecture (multiple data servers, separate
index servers with offline indexing, for handling search queries, and separate
registry servers to aggregate lists of data sources) combined with the inherent
load-balancing/high-availability provided by basing the system on the underlying
PL-Grid Infrastructure, provide assurance that the design can withstand heavy
load. Furthermore, a general principle is that data servers are co-located in the
PL-Grid supercomputing centers alongside computation nodes, so that large
data sets do not need to be transferred for processing (only the results are sent
to the user).
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3.3 Digitization of Analog Archives

Prior to the widespread use of digital camera systems from about the 1990s on-
ward, imaging of astronomical objects and recording of spectra was performed
using photographic plates and film. The major astronomical observatories in
Poland (at Kraków, Poznań, Toruń, Warszawa and Wroc�law) have now been
functioning for around a century, and over this time have acquired large num-
bers (hundreds of thousands) of photographic images. While some percentage of
these have since been lost or destroyed, many remain. Experience with similar
archives around the world (e.g. at Harvard University) has shown that these
plates may still provide useful data, particularly when digitised and processed
with modern algorithms. It is therefore highly important to digitise the remai-
ning photographic archives within Poland. As part of Astro-data we have begun
a program of scanning and digitisation of plates with the ultimate goal of sharing
these through the Polish Virtual Observatory. Approximately 14,000 plates are
believed to exist in Kraków [18] and Toruń [19], which are the two institutes
chosen for the initial phase of digitization. Using an Epson 10000 XL scanner
and software written in Python (using the astropy [20] and scipy [21] libraries),
we have so far scanned 1545 plates in Kraków and 1645 in Toruń. This work is
time-consuming (scanning each plate can take several minutes) and will likely
continue for a number of years before all the plates are scanned. We also scan
the handwritten log books, which accompany the plates, and which contain im-
portant information such as exposure times, weather conditions, filters and so
on. Unfortunately, they frequently contain abbreviations and annotations, which
make transcription difficult. Transcribing this information into the form of stan-
dardised digital metadata, which can be attached to the digitised images, is
therefore another time-consuming task, which will likely continue into the fore-
seeable future.

Scanned and metadata-tagged images then undergo initial processing using
the astrometry.net software [22] to establish astrometry, plate coordinates and
object lists, which allows the images to be integrated into the digital archives and
used simultaneously with modern data. Fig. 5 shows an image of one of these pho-
tographic plates (a wide field image of the Andromeda Galaxy taken in Kraków
in the 1970s) after digitisation and tagging with coordinates. The scanned plate
has been read by the Aladin applet (a VObs tool created by CDS [23]) and
overlaid with a coordinate grid and the location of several exoplanet systems,
which have been discovered in this field in recent years (significantly post-dating
the photographic plate). Subsequently, photometry of the scanned plate images
is carried out using sextractor [24]. Finally, additional corrections for preces-
sion, background and local instrumental details are performed using in-house
software and scripts (mostly using Python and the astropy and numpy [25] li-
braries). Both astrometry.net and sextractor are software packages, which are
currently standard in the field for these types of tasks, and are used in similar
software pipelines elsewhere, for example in the Digital Sky Century at Harvard
(DASCH) project [26].
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Fig. 5. Digitised photographic plate read into Aladin and overlaid with a coordinate
grid and catalog data for exoplanets

4 Conclusions

As part of the AstroGrid-PL project to build a domain-specific grid to support
the Polish astronomical community within the framework of the PL-Grid Infras-
tructure, we have designed and implemented services to provide data manage-
ment, distributed storage, and data sharing (called “Astro-data”). We have also
set up the Polish Virtual Observatory to allow access to the data using standard
protocols used by astronomical software and other data providers. Finally, we
have begun a program of digitizing the large photographic plate archives existing
in Polish observatories. These services will provide a framework for improved na-
tional and international collaboration for the Polish astronomical community for
the foreseeable future.
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Abstract. A new calculation tool allowing the user to model and op-
timise production in underground coal mines is presented in the paper.
Hard coal plays an essential role in the world economics. Its consump-
tion in 2011 increased faster than for any other energy produced from
raw materials (excluding renewable sources). Achieving the planned out-
put levels depends, first of all, on results acquired in the mining design
process. It is now possible to support this design process with modern
tools, which can significantly increase future mine efficiency as well as
the quality of the raw material extracted. The calculation service for op-
timisation of the production in underground coal mines (OPTiCoalMine)
is one of such tools.

Keywords: coal mining, production, optimisation, calculation service.

1 Introduction

Energy produced from coal is one of the primary factors pushing the today’s
global economy. The global energy needs and consumption are currently in-
creasing more rapidly than at any time in the past. The world’s primary energy
consumption in the years 1965 to 2011 in Mtoe are presented in Fig. 1.

Coal, along with lignite, covers more than 30% of all primary energy demand,
and produces 42% of global electricity [47]. In 2011, its consumption increased
faster than any other energy source excluding renewable sources.

According to forecasts, primary global energy consumption will increase to
16,631 Mtoe in 2030 (more than twice the number from 1990). Similarly, the
consumption of coal will increase. By 2030, it should amount to more than 4,608
Mtoe, which is equivalent to more than 6 billion tonnes of coal [45].

Coal mining is conducted on all continents in nearly 70 countries around the
world. Global production of coal reached 6,637 million tonnes in 2011, and this
figure was over 420 million tonnes higher than in the previous year [47].

The main purpose of any coal mine is the extraction of coal in accordance to
the approved production plan and the ultimate economic benefits arising from
this. Achieving the planned level of production in a mine depends mainly on the
results of the design and execution of mining operations at individual mines.

In a hard coal mine, the mining operations design process can be divided into
the following stages:

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 317–334, 2014.
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Fig. 1. World’s consumption of primary energy in years 1965-2011 (source of data: [46])

1. Design problem formulation.
2. Knowledge gathering.
3. Searching for problem solution.
4. Optimisation.
5. Solution implementation.

A general mining operations design process scheme is presented in Fig. 2.
The design challenge demonstrated here is associated with the following struc-

tural components of a mine:

– areas where mining operations will be executed (excavations),
– equipment and organisational elements, which should be provided (technical

structure),
– duration of mining operations.

Knowledge gathering related to the design problem (excavation parameters,
available equipment, time dependencies between planned excavations) are neces-
sary in the modelling stage of the design process.

This stage consists of the following activities:

– constructing the mining operations model with use of network techniques,
– generating design solutions based on the developed model.

The next step in the design process is the optimisation stage, in which an eval-
uation of design solutions is carried out, and the best of them selected according
to the assumed criteria.
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Fig. 2. Mining operations design process scheme

The aim of the solution (variant of mining operations) is distribution of mining
operations in the time, which is giving the optimal value for the formulated
objective function.

Therefore, the following optimisation problem is formulated:
“Which equipment should be used to conduct mining operations under condi-
tions of designed excavations in a coal mine (or group of mines) and what should
be the advance of operations according to the adopted objective function?”

The expected result of searching is a solution, expressed in the form of a matrix
(R), where:

– columns represent equipment to be used in the designed excavations,
– rows represent designed excavations,
– the value at the intersection of a column and a row represents the estimated

value of the mining operations advance with the allocated equipment.

The chosen solution can be implemented through the mining schedule and
realisation of mining operations in the mine.

Results from the design process depend on design methods, which include
design procedures and optimisation methods as well as computational methods.
A quite detailed review of mine planning methods is presented in [30], [40],
however, many of these have been developed for open pits use only.

In the field of the underground mining, methods – which have been developed
– are related to the following issues:
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– selection of mining or exploitation method [33], [44],
– mine size, model and layout [3,4], [19], [22,23,24], [43],
– optimisation of mining production [2], [7,8], [12], [18], [20], [25], [29], [31],

[34,35], [37], [41,42],
– allocation models [11], [14], [17], [26], [28], [36], [39],
– uncertainty of the mining processes [6], [15], [21], [38].

The software used for production planning [27] is mostly designed for map cre-
ation, visualisation of deposit cut (Geovia group [50]: Surpac, GEMS, Minex,
RockWorks [55], MicroStation [48], Vulcan [51], Micromine [52]) and production
scheduling (MineSched [50], Whittle [50], MineSight 3D [54], Minemax [53], CAE
Mining [49]). Such programs do not use advanced optimisation methods (such
as the Monte Carlo method, evolutionary algorithms or simulated annealing).
In some cases, it is difficult to determine their properties due to the fact that
detailed algorithms are a property of the supplier and cannot be disclosed [30].

Among the existing methods and tools used for planning of the mining produc-
tion there is no solution, which concerns the previously formulated optimisation
problem. Thus, the calculation service (OPTiCoalMine) has been developed.
This service, which is described later in this article, further extends the range of
tools available for use in the design process of production in underground hard
coal mines.

2 Underground Mining Process of Coal Production

The underground method is based on preparing underground excavations, mi-
ning raw material there and transporting it to the surface. The production costs
of this method are much higher than with the open pit method. The under-
ground method is currently applied in coal mines giving approx. 60% of the
current world production.

Underground mining involves the following steps: providing vertical access to
the deposit, providing horizontal access to the deposit, cutting the deposit and
its exploitation. Access to the deposit, in practice, is usually achieved through
the shifts (vertical) and roadways on mining levels (horizontal). The next step
is to divide the deposit into smaller parts (exploitation areas, panels).

There are two main exploitation systems currently used in the underground
mining:

– the room-and-pillar system,
– the longwall system.

In the room-and-pillar system the coal deposit is mined by making chambers
and leaving pillars of coal at appropriate distances to support the overlying rocks.
These pillars can be mined at later, e.g., during liquidation of the mining level or
the whole mine. This method is continuously replaced by the longwall system.

The longwall system allows more efficient use of the seam resources by se-
lecting the maximum volume of coal from the longwall panel using longwall
shearers. A scheme of longwall excavation is shown in Fig. 3.
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Fig. 3. Longwall excavation scheme

Longwall excavation is characterized by the following parameters:

– longwall length, which corresponds to the length of the longwall face,
– length of the longwall panel, which corresponds to the length of the gate

roadways,
– longwall height, which corresponds to horizontal dimension between ceiling

and floor of the longwall face.

The basic technical indicator of mining operations in a longwall face is the ad-
vance of the longwall face, which corresponds to the number of meters in a unit
of time (m/day, m/month) cut along the longwall face.

The advance of the longwall face depends on the dimensions of the excavation
and the equipment used. The basic equipment used in a longwall face includes:
longwall shearer, chain conveyor and mechanised support. They form a longwall
set, which is shown in Fig. 4.

In case of a low height longwall, in place of the shearer, a coal plough is used,
which is designed for thin deposits exploitation. The main difference between
the plough’s and the shearer’s construction is the lack of rotating cutting head.

The longwall system uses two main methods of liquidation of the space left
after the longwall face passage:

– collapse of roof rocks,
– dry or hydraulic backfilling.

In Poland, the basic method of coal exploitation is the longwall system (used in
nearly 99% cases), mainly liquidated using the collapse of roof rocks method.
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Fig. 4. Longwall set (source: [56])

3 Input Data to Modelling Process of Mining Production

Modelling the mining process depends on the adopted exploitation system. The
main assumptions for any model using the longwall system are presented in this
paper.

Gross output of the longwall [Mg/d] could be calculated according to the
following formula:

Wd = h · ls · γ · pos , (1)

where:
h – the height of the longwall [m],
ls – the length of the longwall [m],
γ – the volume weight of coal [Mg/m3],
pos – the advance of the longwall face [m/d].

Net output of the longwall [Mg/d] could be calculated according to the fol-
lowing formula:

Wdn = Wd · ws , (2)

where:
ws – the coefficient of the exploitation and mineral processing losses.
The advance of the excavation depends on geological and mining conditions

and on the mining machinery (mainly longwall shearer).
The advance of the longwall face could be calculated as [5]:

pos = p · i , (3)

where:
p – the effective step of the longwall shearer [m],
i – the number of working cycles of the longwall shearer [1/d].
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In case of the mining process modelling, the variability of the longwall ad-
vance should be taken into account. For example, by determining the range of
variation (from – to) or assuming the distribution function of a random variable
with specified parameters. Normal distribution or others can be used sufficiently
describing historical data obtained about the longwall advance of similar exca-
vation performed in the past. The variability of the longwall advance is linked
to the conditions of uncertainty and risk arising primarily from the risks charac-
terizing the excavation and the actual situation (not known in 100% before the
start of works) at the place of operation.

An important element in the mining process model is the arrangement of
longwalls. The longwalls carried out in the mine are also related to certain time
dependencies. They may arise from the use of the same equipment in subsequent
excavations or from territorial affiliation of individual longwall panels (exploita-
tion area). It is, therefore, important to determine the dates for the planned
longwalls or to indicate the start of the operation arbitrarily.

Frequently, the start of operations in the first longwalls of each exploitation
area is strictly defined, due to the need to maintain continuity of production
at the mine, while other longwalls run later in sequence. In case of prospective
exploitation areas, these dates are not specified and the modelling process might
take place in terms of smaller constraints, which will positively influence the
process of finding the best solution. The dates can be determined within the
optimisation algorithm calculation stage.

When using the same equipment in subsequent longwalls, the next longwall
has to wait for the end of operation in preceding excavation.

Hence, the need arises to identify time dependencies between the longwalls.
This identification could be done by indication and definition of the so-called
production lines, within which suitable mining operations (reinforcement works,
exploitation works, liquidation works) are designed.

The production of a multi-plant mining enterprise is a derivative of the ope-
ration carried out in each coal mine. In this case, production lines must also be
defined, and then, their membership in a particular mine must be indicated.

4 Optimisation Criterion for Mining Production Planning

The most commonly used optimisation criteria in designing of mine elements
and the mining process are economic, expressed mostly in form of unit costs or
other indicators expressed in monetary units (i.e., NPV).

It should be emphasized that the development of economic values is a deriva-
tive of the intensity of mining operations in mining enterprise (involving the
costs of resource consumption) giving the product, which is a source of revenue.

The main source of production for a mine are exploitation works carried out
in the longwalls, hence, further considerations will apply to this type of work.
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The following optimisation criterion was formulated:

W =

√√√√ lo∑
i=1

(WSRi −WPLANi)2 → min , (4)

where:
WSRi – the average value of the net output in a mine (or group of mines) in

i-th month [Mg/month].
WPLANi – the planned volume of the net output in i-th month [Mg/month].
The proposed criterion allows for the best solution to be found in the conduct

of mining operations that will ensure the achievement of the production plan of
the mine or mining enterprise. This criterion can be used by those responsible
for the execution of the production plan and the persons responsible for the
implementation of long-term contracts for supply of coal, whose failure may
have certain financial implications to the economic entity (including penalties).

After determining a set of solutions (variants), the most appropriate should be
chosen using a selected technique (or techniques) of optimisation. The developed
criterion allows to select an optimal configuration of longwalls and equipment that
will ensure the planned production is achieved (with some possible deviation).

In a multi-plant mining enterprise, the planned number of longwalls and the
capabilities to equip them lead to a large number of variants (even up to tens
of millions). Hence, to find a solution, the usage of an evolutionary algorithm
presented in [5] is proposed. The algorithm that has been developed, is based on
evolutionary programming with elite selection. The main settings of the optimi-
sation algorithm include:

– size of the basic population,
– size of the parental population,
– size of the elite,
– the number of the algorithm iterations (generations).

The stop condition for the algorithm is the lack of significant improvements
in the best individual for a predetermined number of iterations.

5 OPTiCoalMine Calculation Service

The current version of the service (Java application [32]) is implemented in
the GridSpace2 Virtual Laboratory [10], [16] and shared on the server in ACC
Cyfronet AGH.

The GridSpace2 environment, developed in scope of the Polish National Grid
Initiative (PL-Grid), is a comprehensive platform, which supports all phases of
developing and sharing computational science experiments. GridSpace2 enables
a scientist to take advantage of large-scale distributed computing and storage [9].

The main element of the GridSpace2 structure is the Experiment Workbench.
The Workbench provides developers with their own research space on a dedica-
ted server (Experiment Host), where experiments can be executed in context of
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an individual user account. On this server, input files can be stored along with
computational results. If necessary, the Experiment Host can delegate the exe-
cution of computations to an underlying HPC resource using mechanism such
as PBS queues [9].

The access to the calculation service (OPTiCoalMine) is provided by a web
platform based on novel mechanism for publishing experiment results, called
Collage View (see Fig. 5).

Fig. 5. Calculation service OPTiCoalMine – Collage View implementation

The experiment consists of the following assets:

– input assets,
– code snippets,
– output assets.

The input file (.xml type) consists of the following sections (see Fig. 6):

– “sciany”, where parameters of the longwalls are given,
– “ciagi”, where production lines are defined and time dependencies are given,
– “zestawy”, where longwall sets are given,
– “mws”, where possible arrangement of equipment to the planned longwalls

is defined (probability of allocation),
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– “mps” and “mos” where the parameters of the distribution function of the
longwall advance (in each longwall with a defined longwall set) are given
(normal distribution of the longwall advance was assumed, therefore, in the
“mps” section, the average values of distribution and, in “mos” section, the
standard deviations of distribution are introduced).

Fig. 6. Structure of an .xml file with input data

The input file and the executable application (the JAR file) are stored in
a local directory of the service user group (group plgggigi). A code snippet runs
the application in the Java virtual machine. The execution of the computations
is delegated to zeus.cyfronet.pl using the PBS queues mechanism by running
an interpreter named “Bash 3.2 via PBS Interactive”. After completion of the
calculations, the output file (in the .xml format) is generated.

The main elements of the output assets are the output file (see Fig. 7) and
the chart (see Fig. 8).

Fig. 7. File structure with experiment results

The output file consists of the following sections:

– the plan index,
– list of the production lines with equipment assigned to the longwalls and the

average values of the longwalls’ advance [m/d] – calculated on the basis of
the performed simulations,

– the date of the beginning of the analysed period (the default analysed period
is 24 months),

– the estimated net output in analysed period in the coal mine (or group of
mines) [Mg/month].

zeus.cyfronet.pl
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Fig. 8. Output chart for the chosen solution

A chart (based on the output file) is generated with use of the Highcharts
library and a prepared application (so-called opener) installed on the machine
gs2.plgrid.pl. The opener can also be started from the GridSpace2 Workbench
during the experiment preparation. It can open files with an “om.xml” extension.

The current scheme of the interaction between the OPTiCoalMine service and
GridSpace2 laboratory is presented in Fig. 9.

Fig. 9. OPTiCoalMine Service interaction with GridSpace2

gs2.plgrid.pl
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To access the OPTiCoalMine calculation service, users should first log in with
their username and password. Using the Collage View, the user can view the
structure of the experiment: the input file, code snippets and the chart, which
presents results from the first calculations saved with the published version of
the experiment. On the experiment web page, the user can modify the input file,
run the experiment and switch between the original version (published) and the
one currently modified (by changing input and output files).

The preliminary results of computational experiments are presented in
Section 6.

6 Preliminary Results of Computational Experiments

For the purpose of the service testing, sample data sets (cases), which differ
in the degree of complexity of the formulated optimisation problem, have been
prepared.

One of the cases concerned a group of four mines, in which 48 excavations
were planned in 14 production lines. The possible equipment allocation for the
planned excavations is shown in Table 1.

As a result of the calculations, the best solution was found. For this solution,
the volume of production in the analysed period with a possible deviation is
shown in Fig. 10.

Fig. 10. The best solution for the analysed case

The allocation of the equipment to the planned excavations and the average
value of the longwall advance [m/d] in the chosen solution are presented in
Table 2.

The prepared data sets and the results obtained drew the author attention
to the need for further improvements in the calculation algorithm. Especially, in
terms of introducing the possibility of determining the dates of operation start in
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Table 1. Possible equipment allocation for the planned excavations

Excavation/
longwall set

Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 Z11 Z12 Z13 Z14 Z15

101 0,2 0,2 0,2 0,2 0,2
102 0,4 0,4 0,2
103 0,4 0,6
104 0,7 0,3
105 0,5 0,5
106 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
107 0,8 0,2
108 0,2 0,2 0,4 0,2
109 0,4 0,6
201 0,7 0,3
202 0,7 0,3
203 0,5 0,5
204 0,5 0,4 0,1
205 0,1 0,1 0,3 0,1 0,2 0,2
206 0,2 0,2 0,6
207 0,3 0,3 0,2 0,2
208 0,7 0,3
209 0,7 0,3
301 0,5 0,5
302 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
303 0,8 0,2
304 0,2 0,2 0,4 0,2
305 0,4 0,6
306 0,3 0,5 0,1 0,1
307 0,8 0,2
308 0,2 0,2 0,4 0,2
309 0,4 0,6
310 0,4 0,5 0,1
311 0,2 0,2 0,6
312 1
313 0,4 0,2 0,4
314 0,7 0,3
315 0,5 0,5
401 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
402 0,8 0,2
403 0,2 0,2 0,4 0,2
404 0,4 0,6
405 1
406 0,2 0,2 0,6
407 0,3 0,3 0,2 0,2
408 0,7 0,3
409 0,7 0,3
410 0,5 0,5
411 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1 0,1
412 1
413 0,7 0,3
414 0,5 0,2 0,3
415 0,2 0,2 0,2 0,4
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Table 2. Equipment allocation for the planned excavations in the best solution

Exc. Longwall
set

Longwall
advance
[m/d]

Exc. Longwall
set

Longwall
advance
[m/d]

Exc. Longwall
set

Longwall
advance
[m/d]

Exc. Longwall
set

Longwall
advance
[m/d]

101 Z3 8,96 204 Z1 2,94 307 Z13 3,31 404 Z9 3,64

102 Z4 7,15 205 Z1 6,41 308 Z13 5,54 405 Z12 4,93

103 Z10 4,37 206 Z3 3,29 309 Z12 5,91 406 Z12 3,46

104 Z15 2,6 207 Z14 3,99 310 Z4 4,32 407 Z12 4,88

105 Z7 3,19 208 Z14 6,58 311 Z12 4,75 408 Z4 4,89

106 Z4 4,87 209 Z14 5,97 312 Z6 3,32 409 Z15 4,15

107 Z6 3,09 301 Z2 6,66 313 Z6 4,19 410 Z2 4,76

108 Z13 4,52 302 Z11 6,45 314 Z15 2,77 411 Z8 3,92

109 Z9 8,47 303 Z13 3,38 315 Z6 3,28 412 Z5 3,85

201 Z11 5,41 304 Z13 4,98 401 Z11 4,58 413 Z11 5,23

202 Z8 5,49 305 Z13 7,42 402 Z11 2,43 414 Z11 2,91

203 Z8 7 306 Z7 8,36 403 Z11 3,86 415 Z9 5,41

the production lines, to avoid simultaneous execution of the reinforcement and
liquidation works in several production lines, which results in reduced production
volume.

7 Conclusions

The main purpose of the presented calculation service, OPTiCoalMine, is to
support the process of modelling and optimisation of production in a coal mine
(or group of mines) where underground mining method with longwall system
is used. The calculation service could be used for evaluation of design solutions
(including the uncertainty aspect of the mining process) in terms of:

– proposals of deposit cut,
– determining the order of the production lines,
– equipment selection for the planned excavations.

The OPTiCoalMine calculation service and its implementation on the Grid-
Space2 platform within the PLGrid Plus project, allow access to advanced mo-
dels and numerical simulations for scientists and researchers associated with
planning of mining production.

In earlier research on the formulated optimisation problem, an application
written in C# was used, which was run on a PC and the available servers.
The experiments conducted were very time-consuming, depending on settings of
the evolutionary algorithm parameters, and, in some cases, they exceeded the
available computing power – which led to the experiments proving unsuccessful.

It should be emphasized, that the tools available within the PLGrid Plus
project (calculation services, GridSpace2) and shared computing resources (much
needed for complex research problems) allow researchers (distributed in different
scientific centers) to model real, complex processes.
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The OPTiCoalMine calculation service will be available to scientists after
completion of the implementation procedure. Further works on the calculation
service development will be aimed at extending the available working scenarios
and at visualization of the results of the experiments.
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19. Kumral, M.: Optimal location of a mine facility by genetic algorithms. Mining
Technology: IMM Trans. Sect. A 113(2), 83–88 (2004)

20. Kumral, M.: Reliability-based optimisation of a mine production system using
genetic algorithms. J. Loss Prevention Process Indust. 18(3), 186–189 (2005)

21. Lemelin, B., Abdel Sabour, S.A., Poulin, R.: An integrated evaluation system for
mine planning under uncertainty. In: Magri, E. (ed.) Proc. 33rd Internat. Appl.
Comput. Oper. Res. Mineral Indust (APCOM) Sympos., Santiago, pp. 262–269
(2007)

22. Li, Z., Topuz, E.: Optimizing design capacity and field dimensions of under-ground
coal mines. In: Proc. 20th Internat. Appl. Comp. Math. Mineral Indust (APCOM)
Sympos. Mining, vol. I, pp. 115–122. SAIMM, Johannesburg (1987)

23. Lizotte, Y., Elbrond, J.: Optimal layout of underground mining levels. CIM Bul-
letin 78(873), 41–48 (1985)

24. Magda, R., Franik, T.: Planning and design of rational parameters of longwall
panels in underground hard coal mines. Mineral Resources Management 24(4),
107–117 (2008)

25. Magda, R.: Mathematical model for estimating the economic effectiveness of pro-
duction process in coal panels and an example of its practical application. Internat.
J. Prod. Econom. 34(1), 47–55 (1994)

26. McNearny, R., Nie, Z.: Simulation of a conveyor belt network at an under-ground
coal mine. Mineral Resources Engineering 9(3), 343–355 (2000)

27. Miladinovic, M., Cebasek, V., Gojkovic, N.: Computer programs for design and
modelling in mining. Underground Mining Engineering 19, 109–124 (2011)



A Modern Tool for Modelling and Optimisation 333

28. Mutagwaba, W., Hudson, J.: Use of object-oriented simulation model to assess
operating and equipment options for underground mine transport system. Mining
Technology: IMM Trans. Sect. A 102, 89–94 (1993)

29. Newman, A., Kuchta, M.: Using aggregation to optimize long-term production
planning at an underground mine. Eur. J. Oper. Res. 176(2), 1205–1218 (2007)

30. Newman, A., Rubio, E., Caro, R., Weintarub, A., Eurek, K.: A review of operations
research in mine planning. Interfaces 40(3), 222–245 (2010)

31. Pendharkar, P.C., Rodger, J.A.: Nonlinear programming and genetic search appli-
cation for production scheduling in coal mines. Ann. Oper. Res. 95(1-4), 251–267
(2000)
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{w.wojtow,indexsem}@amu.edu.pl

Abstract. Study of cyclical biological phenomena influenced by the en-
vironment, weather and climate conditions is called phenology. Source
of scientific phenological data comes from continuous observations. Per-
forming observations by scientists is often unfeasible due to time and
physical constraints. Automated Monitoring project aims at providing
users with remote access to elements installed in the observation site:
weather monitoring sensors and camera mounted on a turn-plate. User
portal allows phenology scientists to choose monitored scenes, schedule
repeatable data collection tasks and providing useful description of ob-
served plants and current phenology phase. Other portal components
allow to view charts as well as to export weather data and collected
phenology photos.

Keywords: environmental education, phenology, remote instrumenta-
tion, virtual laboratory, automatic monitoring, remote camera.

1 Introduction

Phenology is an interdisciplinary study of dynamic seasonal life processes of
organisms, which are mainly driven by changes of weather and climate condi-
tions [14]. It comprises two research fields: plant phenology, i.e., fitophenology
and animal phenology, i.e., zoophenology. Phenological research, as one of the
tools for identification of cyclical changes in the environment, is not only of inte-
rest to life sciences specialists, but it also provides practical benefits. Phenologi-
cal research records dynamics of changes occurring in plant and animal worlds,
allows to study relationships between living organisms and their habitat, con-
tributes essential information on the diversity of geographic environments and

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 335–350, 2014.
c© Springer International Publishing Switzerland 2014



336 P. Mager et al.

is useful for determination of site index (SI) of tree stands in forestry, while, in
agriculture, it allows to determine and to predict the time of successive life cycle
events of crops and to forecast harvesting dates, etc. The results of phenological
observations play an important role in climate change investigation, since, which
is worth emphasizing, plants exhibit complex response to weather conditions and
climate change, i.e., rather than triggered by a single element, e.g. temperature,
plants’ reaction is set off by all components of climate as a system.

A fundamental part of fitophenology is field research of particular plant species,
which, in further process, can be used to determine phenological dynamics of larger
plant communities, i.e., populations and biocoenosis [14]. The knowledge of the
start dates of successive phenological stages is the basis for determination of dates
of phenological seasons. Already in 1895, Egon Ihne, a German naturalist from
the Darmstadt University, proposed to distinguish seven seasons (pre-spring, early
spring, spring, early summer, summer, early autumn, autumn) in Central Europe.
The “measurement instruments”, which allowed to separate these seasons, were
living organisms (plants and animals). The basic principles of this division, which
underwent several modifications over the years, are still applied in the present-day.

In Poland, the idea to distinguish phenological seasons found its support-
ers as early as in the 1920s. In 1922, Szafer, a distinguished botanist, pub-
lished “Phenological seasons in Poland” in the Polish Naturalist Journal [34].
After the World War II, Polish botanists commenced research initially based on
�Lastowski [24,25] for the needs of agriculture. The research included recording
clearly distinguished phases, i.e., periodical recurrence of annual phenomena of
plants life cycle such as opening of leaf buds, flowering, foliation, ripening and
falling of fruit and seed, leaf coloration and falling. In the years that followed,
the selection of reference species for phenological observations was successively
modified and augmented by natural plant stands [21] hence giving the research a
more universal scope [10], [26]. For example, Adam Mickiewicz University Botan-
ical Garden in Poznań (Poland) conducted a 50-year long research [11]. In the
1940s, the Institute of Meteorology and Water Management created a relatively
dense network of over 600 phenological observatories. Their observations were
recorded, studied and published in “Phenological Annual Review” up to 1960. In
later years, the network was systematically reduced and in 1992, the observations
were suspended.

As phenological observations require long-term study of the same reference
objects in possibly unchanging environmental conditions, it is increasingly more
difficult to conduct them according to the guidelines developed several decades
ago. However, naturalists and climatologist still highly value phenology as an
important field of knowledge [32]. Indications of “sensitive measurement plant
instruments” used to describe plant development within a timeline of phenolo-
gical seasons are valuable for inferring the trends and consequences of changes
of climate conditions. In a short or long perspective, this knowledge will al-
low to forecast trends of transformations in both agriculture and natural plant
communities.
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Simultaneous analysis of climate factors and plant development provides bet-
ter understanding of directional climate changes and their impact on plants. For
this reason, in the recent years, a growing interest in phenology has been ob-
served, also due to the recognition by the Intergovernmental Panel on Climate
Change (IPCC), as one of the most responsive traits to climate change in na-
ture [6]. Recently, there have been many works of authors who studied responses
of plants to the continuing increasing trend of air temperature [1], [5], [20], [23],
[32,33].

Given the knowledge, practical values and importance of phenological obser-
vations, and considering the insufficient number of such observations, a project
has been initiated within PLGrid Plus, whose aim is to provide an automatic
monitoring system for fitophenological observations. Equipment required by the
system has been installed in the observation site in the Wielkopolska National
Park and IT system has been created, allowing for remote communication and
interaction with observation instruments (a camera, a turn-plate and a weather
station). Scientific users are able to schedule cyclic executions of data gathering
(weather parameters, photographs) by using a provided user portal customized
for phenology observations. All the gathered data can be further accessed by
the registered PL-Grid Infrastructure users ranging from biology and phenology
scientists, teachers, students to homegrown enthusiasts.

2 State of the Art

The history of phenological observation began decades, and in some regions
even hundreds years ago. One of the largest European sources concerning the
phenological observation is Plant Phenological Online Database (PPODB). It
contains over 16 million observations conducted in years 1880-2009 at over 8000
stations in Central Europe, located mostly in Germany. The majority of PPODB
material originates from the Deutsche Wetterdienst resources [8]. The creation of
this type of database requires most importantly precise daily field observations
carried out according to a standardized protocol by properly trained observers.
However, this type of observation is relatively labor intensive and costly. Another
disadvantage of this system is also its tendency to discontinuity [19].

The solution that quite successfully removes these inconveniences is the possi-
bility to use satellite products to assess plant status. Presently, the development
of satellite-based methods allows to achieve reasonably high resolution images
for large areas and at a relatively low cost. Satellite remote sensing provides spa-
tially extensive information, from which signals of green-up and senescence can
be extracted, for example. However, satellite images require validation based on
the surface measurements and the correlation between these two types of data
is very often low. Another weakness of satellite data is also a periodical lack
of data, for example, due to clouds. A considerable limitation in satellite pro-
duct use in phenology is the impossibility to gather information on particular
individual plants.
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In the recent years, an attempt to find indirect solutions has resulted in the
increasingly popular “near-surface” remote sensing, which offers a range of ap-
plications in phenological observations. Digital cameras can provide very high
spatial and temporal resolutions. Depending on the installation site (towers, plat-
forms, tripods, etc.), they enable the observation of entire plant communities as
well as selected parts of plants. One of the earliest observations of phenologi-
cal phases using this system was implemented in agriculture. The observations
performed using digital cameras allow to receive and collect low-cost images,
which can be analysed on an ongoing basis or stored for a later use. Recently,
also due to the reasonable pricing of photographic equipment, phenological ob-
servations using photography are becoming increasingly common. Most of the
projects using digital cameras for phenological observations consist of three basic
phases: 1) taking pictures at specified frequency (hourly, daily, etc.) and resolu-
tion (field, canopy or its part), 2) transferring images to database, 3) analysis of
images (type of analysis depends on particulars and aims of a given project).

System of repeat photography can deliver stream of information on emergence
of successive phenophases as noted by [6], among others. Repeat photography
combined with meteorological observations carried out at the site of phenologi-
cal photographing provides an opportunity to acquire in-depth knowledge and
to understand the intricate relationships between natural conditions and pheno-
logical phenomena. An additional advantage of this method is the fact that the
observation results include numerical data, which can be further processed math-
ematically (for example red-green-blue (RGB) color channel information can be
separately extracted from digital images as digital numbers). The authors of one
of the projects conducted observations using digital camera in Tuscon (USA).
The images were then used, e.g., to calculate the “greenness” index as the sum
of the differences between the blue and red bands from the green band. It was
pointed out that capturing phenologic events and changes by repeat photogra-
phy offers great opportunities for engaging and educating scientists as well as
the general public.

Similar conclusions were reached by Ahrends et al. [2] who identified leaf
emergence based on red, green and blue color analysis from the images of mixed
beech forest, taken by digital camera located on a flux tower at Lägeren (Switzer-
land). They concluded that digital cameras could provide spatially representative
and objective information with the required temporal resolution for phenological
studies.

Gu et al. [13] used data from the analysis of digital images as the input data
for the development of model of total VFC (Vegetation fractional coverage) for
subtropical forest in Nanjing (China). Bater et al. [3] used ground-based cameras
to monitor vegetation in western Alberta (Canada) to demonstrate that specific
understorey and overstorey species can be targeted for phenological monitoring
in a forested environment, using RGB-based vegetation indices. Sonnentag et
al. [31] studied changes of forest canopy using red-green-blue color channel in-
formation. The cameras installed in Harvard Forest allowed to collect data for
calculation of two indices: excess green (ExG) and green chromatic coordinate
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(gcc). The results showed that the choice of camera or file format is of minor im-
portance to the quality of the obtained data. Both indicators showed relatively
high degree of accordance, especially at identifying end of senescence, however
gcc index gave slightly better results.

Zhao et al. [36] introduced, beside greenness index derived from digital ca-
meras, also redness index, which, according to them, was more accurate when
estimating leaf senescence while greenness index was superior for estimating leaf
development events. However, the authors pointed out that further study was
required for the application of this index for a longer period of time and a larger
number of species.

Digital cameras are also used for broader analyses. One of the examples in-
cludes the installation of standard commercial webcam on the existing flux tower
in Bartlett Experimental Forest (USA) by Richardson and Jenkins [30]. The
instrument registered the state of canopy each day in order to determine rela-
tionships between the canopy structure and the seasonal dynamics of CO2. The
authors analysed the changes of relative brightness of the green channel (green %)
against the changes in the fraction of incident photosynthetically active radia-
tion that is absorbed by the canopy (fAPAR), a broadband normalized difference
vegetation index (NDVI), and the light-saturated rate of canopy photosynthesis
(Amax), inferred from eddy flux measurements. In 2009, Richardson and his
team [29] published the results of their further investigation based on red, green
and blue channels connecting them with the seasonal patterns of gross primary
productivity inferred from eddy covariance measurements of surface-atmosphere
CO2 exchange.

An example of the use of automated phenological observation for the needs
of agriculture was given by Yu et al. [35]. The authors note that there is only
a handful of works aimed at the observation of different growth stages of field
crops using digital cameras. Yu and his team carried out observation of crop
on two different experimental fields in Shandong Province (China) using digi-
tal cameras for automated detection of two critical growth stages of maize –
emergence and three-leaf stage. The results of the applied analysis method were
compared to the observations conducted by a human observer during the same
time period. Dates of appearance of specified growth stages determined by auto-
mated observation were similar to those indicated by the human observer. The
authors proposed that automated methods could successfully fulfill the tasks of
phenological observations for the needs of agriculture and farmers.

Ide and Oguma [17] presented results of the analysis of RGB channels used not
only for determination of vegetation index (green ratio), but also for detection
of snow-cover areas in Japanese Alps. In their earlier work [16], the authors
demonstrated the results of analyses of daily images taken by digital cameras
installed in national parks in Japan during 8-year long observation period. The
calculated vegetation green excess index showed not only phenological patterns
of each vegetation type in each year, but also enabled to identify physiological
damage caused by typhoons.
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A slightly different approach was presented by Graham et al. [12] who used
a mobile camera system for calculating leaf area during leaf flush of Rhododen-
dron occidentale in the understory along a 30 m transect. According to Graham
and his team, the images from a single viewpoint could not provide complete
information in case of a dynamic increase of leaf area. The authors noted that
the utility of mobility of sensors had been newly recognized by ecologists and
had been included in the designs of new classes of environmental observatories.

Bradley et al. [4] stated that there are many examples of working online
cameras, which produce good quality images, but there are no image archives or
support for their detailed analysis. In their paper, the authors presented a web
site, which provided an application for the archiving and analysis of images from
weather cameras. Meteorological stations, presented by the authors, were located
in the region of Santa Barbara (California) and were equipped in instruments
measuring air temperature and humidity, rainfall, wind speed and direction,
solar radiation and leaf wetness. Additionally, such a weather station was also
equipped in CC640 digital camera for use in harsh environments (operating
temperature is from -40◦C to +70◦C). The authors emphasize that dynamic web
site is an effective and useful tool for both scientific and educational purposes.

Automated phenological observations were also carried out within the IN-
CREASE project (An Integrated Network of Climate Research Activities on
Shrubland Ecosystems) realized within the FP7 [19] in 2009-2013. One of the
project tasks was to design and to start the operation of Automated Phenologi-
cal Observation System (APOS) using standard, commercially available cameras
connected to an automated robotic system. The system was tested in several lo-
cations, e.g. in Porto Conte region (Italy) dominated by Mediterranean scrubland
species and herbaceous plants.

The above literature review indicates that automated observation fulfills all
requirements of phenological observations and while being less time-consuming
and costly, it provides the necessary information on, for example, emergence of
successive phenological phases. An additional advantage of this method is the
possibility to store the images for future reference in archives, thus providing
opportunity to carry out analyses with the accuracy to answer other questions
in years to come.

An automated phenology observation project requires multidisciplinary know-
ledge. Physical components of the project (a camera, a turn-plate, microcon-
trollers) need to be assembled and modified for phenology use case, which re-
quires expertise in engineering and electronics. Implementation of a complex
system, which will allow accessing the instruments remotely and storing the
data generated by them, as well as that of a portal providing users with control
over remote components and tools for accessing phenology data, is a task for
IT specialists. The functionality of the proposed solutions must be verified by
scientists actively involved in phenology observations.

Remote instrumentation and Internet of Things (IoT) are emerging tech-
nologies in the past years as signaled in [9]. Nowadays, sensors are everywhere
around us: from home appliances, TVs, cars to sensors integrated in smartphones
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(sounds, video/photo cameras, temperature, acceleration). Attempts to provide
remote control for specialized scientific equipment and even their integration
with storage and computational services of e-Infrastructure have been made, as
described by Davoli et al. [7]. Data gathered by e.g. floats and gliders were used
to monitor and to model chemical and physical aspects of Mediterranean sea.

One of the challenges is to establish universal access to sensors and to store
data generated by them, regardless of their type. Various attempts are being
made to provide standardization in IoT and instrumentation fields. One of the
most widely used is Open Geospatial Consortium’s Sensor Web Enablement [28]
(OGC SWE). The entire framework consists of standards, which enable deve-
lopers to make all types of sensors, transducers and sensor data repositories
discoverable, accessible and useable via the Web. Among the components inte-
resting from Automatic Monitoring project’s point of view, there are: SensorML,
which allows describing sensors in a unified way and Observations & Measure-
ments (O&M), which allows for describing the capabilities and nature of gathered
data.

To provide interactions with sensors and collected data, SWE exposes two
web interfaces. The first one is a Sensor Observation Service (SOS), and is used
for querying the sensor metadata and representations of observed features. It
also defines means to register new sensors and to remove existing ones. Further-
more, SOS standard is used to insert and query sensor observations. The second
interface, a Sensor Planning Service (SPS), allows for querying about the capa-
bilities of a sensor and how to task the sensor. Moreover, it allows interaction
with the sensors: submitting sensor tasks, query about task status, update and
cancel tasks. Implementation of the task execution is up to developers, and can
range from a simple measurement reading to executing a set of operations with
specific configuration parameters.

3 Description of Automatic Monitoring Platform

Plants, compared with animals, are more affected by habitat and weather con-
ditions, therefore they are most commonly chosen for phenology observations.
Until now, observations were done in-situ by qualified scientists who describe ve-
getative and reproductive phases of monitored species. The nature of this kind
of approach is more local and requires systematic measurements done by human.
Our motivation for the Automatic Monitoring project was to provide scientists
with a set of tools and equipment allowing not only to schedule remote, auto-
matic observation tasks, but also provide a platform where all the data can be
gathered and accessed by all interested users. Our first task was to choose a lo-
cation surrounded by various species of plants, relevant from the phenological
point of view, and installation of the physical equipment. In a next step a portal
has been built, allowing remote control over equipment and providing storage
and access capabilities to the users. Detailed solutions are described below.
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3.1 Location of Phenological Observation

The site of phenological observations has been located in the central part of
the Wielkopolska National Park, 20 km to the south-west from Poznan, a city
located on the Warta River in the central west of Poland. The choice of this
particular site was determined by the necessity to provide appropriate measures
for the protection and operation of the installed equipment (see Fig. 1) as well
as the possibility to carry out phenological observations. The location of the
observation site is at the edge of a sparsely populated plain area bordering with
an agricultural field. The plants selected for the observation grow on a typical soil
in the region. The observation location features typical hydrographic conditions
for the area. The location of the observed plants is not secluded or shaded,
which is an important factor for the maintenance of appropriate conditions for
phenological monitoring.

Fig. 1. Installation diagram – represents all components installed at the observation
site and monitored parameters

The observed plants grow in a direct vicinity of the observation site. The
selected plants are: horse-chestnut (Aesculus hippocastanum), black locust (Ro-
binia pseudoacacia), small-leaved lime (Tilia cordata), dog rose (Rosa canina),
European larch (Larix decidua), common lilac (Syringa vulgaris) and a field of
crops.
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In Poland, modern fitophenological observations are conducted according to
the detailed methodology developed by Szennikow and modified by �Lukasiewicz
[27]. Based on this methodology, the project involves observation of the follo-
wing plant development stages: beginning of leaf bud opening, beginning of leaf
blade emergence, emergence of the first flower or inflorescence buds, emergence
of the first flowers, flowering, termination of flowering, beginning of fruit and
seed development, beginning of fruit (seed) ripening, termination of fruit (seed)
ripening, beginning of fruit (seed) release, termination of fruit (seed) release, the
beginning and termination of leaf-fall.

The dynamics of phenological changes in a given area is affected by the total
conditions of the environment in the region, however, the most changeable factor
is the pattern of weather conditions in a year. For this reason, the analysis and
interpretation of the results of fitophenological observation need to include the
results of meteorological observations.

3.2 Station Equipment

While considering the equipment of the station, the idea was to select such a set
of sensors that would, within the available means, register all those weather ele-
ments that affect plant development, i.e., solar radiation, temperature, humidity
and rainfall. Therefore, an automatic weather station DAVIS VANTAGE PRO2
has been selected and installed on the site. The station measures the following
meteorological elements: barometric pressure (1 m above the ground level), wind
speed and wind direction (10 m), solar radiation (9 m), rainfall (1 m), air tem-
perature and relative humidity (1 and 2 m), soil temperature (at depths 5, 20,
50 cm) and soil moisture (5, 20, 50 and 100 cm). In a distance of 80 m from
the station, an additional site of precipitation measurements has been installed,
i.e., Hellmann rain gauge. At this site, snow cover is also measured during winter.

The analysis of weather conditions of plant growth will also use evapotran-
spiration values calculated by the meteorological station. Evaporation values are
calculated using the Penman-Monteith formula as implemented by California
Irrigation Management Information System. Daily precipitation totals (P) and
evapotranspiration totals (E) are then used to determine climatic water balance
(CWB = P-E).

The species selected for the observation are distributed around the installation
site, in various distances. This feature required to use a high quality DSLR
camera set on a pan/tilt mount, equipped with telephoto lens, which allows
adjusting the zoom and focus settings remotely. A decision has been made to
use Nikon D5100 body with Nikkor AF-S 70-300 mm f/4.5-5.6G IF-ED VR lens
inside a custom made case (see Fig. 2). To provide zoom and manual focus
functionality, a servo mechanism has been added and customized. The contents
of the case also include condition sensors (temperature, humidity, dew point),
heater as well as controllers and AC. Everything is mounted on a GL-402 pan/tilt
turn-plate and, along with weather station components, attached to a 10 m pole.



344 P. Mager et al.

Fig. 2. Contents of a camera casing: digital camera, servo mechanisms, heater, con-
troller and power cords. Everything is enclosed in weather resistant case.

3.3 Architecture of IT Services and End-User Interfaces

Communication on site is feasible thanks to WiFi coverage. Weather station
components connect directly to the network while camera and turn-plate are
connected to control computer with internet access. Interaction with compo-
nents is provided through REST Web Services deployed on a control computer,
accessible only from within a secure VPN network. The services are consumed in
the next layer of the project architecture – a standardized access to instruments,
sensors and observations provided by Open Geospatial Consortium’s Sensor Web
Enablement. Sensor Planning Service implementation allows describing possible
interactions with sensors, scheduling task execution, submitting and modifying
tasks as well as checking task status. Data collection tasks (weather parameters
or taking photo by a camera) automatically utilize Sensor Observation Service
components of access layer, which allows storing and retrieving observation data
from the underlying database. For the phenology use case, a special extension of
the SOS service has been created, integrating an external data repository with
SOS observation data. A special model describing the scene, species, phenology
phase and status of photos has also been provided.

Users are not exposed to the access layer directly. A special Liferay [22] por-
tal has been created, extended with phenology-specific portlets, which hides the
complexity and OGC communication specific language by providing a graphical
user interface with all functionalities. The first group of portlets,
operable only by administrators, serve configuration options for the installation
(service addresses, settings, etc.). The next group consists of automatic pheno-
logy observation settings. Authorized users are able to connect remotely to the
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Fig. 3. Scene settings portlet – it allows scientists to manage the existing scenes and
add new ones

infrastructure on-site and operate the camera (move to a specified position, move
by steps in a selected direction, change the zoom and focus settings) to choose
the parameters of the scene. To start periodic observations, the user needs to
choose the execution time, specific order and configuration of each scene (see
Fig. 3) as well as the period between reading the values from a weather station.

The execution of instrument tasks is handled by the Workflow Manager. At
the execution time specified by the user the manager creates an SPS task for
a specific instrument (a camera in case of phenology photos or a weather station
in case of meteorological readings) with parameters set by the user (e.g. camera
position, zoom and focus settings). The task is then submitted to SPS. This
service is responsible for the scheduling and running of tasks and makes sure that
only one task can be executed by the sensor at any given time. The execution is
realised by the sensor-specific implementation.

All the data generated by automatic processes can be displayed using end-user
portlets. Weather conditions are displayed in a chart form, representing a chosen
characteristic (air temperature, air humidity, wind speed and direction, etc.)
in a specified time range. The diagram is displayed using the Highcharts JS
library [15] and allows for interaction – zoom in/out, displaying point values in
a tooltip on the value line, dynamic changing of the displayed characteristics.
The retrieved data can be further exported to a spreadsheet format and easily
used in scientific articles and reports.

The measured values of meteorological elements are recorded in the database.
Users of the project web site can both follow weather conditions through direct
measurements and perform their own calculations of characteristics of interest.
This is possible due to the module calculating daily, decadal, monthly, seasonal
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values as well as growing period and annual values. Depending on the meteoro-
logical element, it is possible to analyze total, mean, maximum and minimum
values, variability, number of days with given values, wind rose plot, etc. Pre-
sentation of meteorological conditions pattern is available in both graphic form
and tables according to the users’ preferences.

The results of phenology observations can be accessed in a similar manner.
User specifies a time period, which scenes he or she is interested in and status of
the photographs. The SOS service is queried for the observations that fulfil the
specified filter parameters and the related phenology photos are returned and
displayed. Interaction with observations is possible – the user is able to download
them locally or use a built-in graphical tool to analyze them. To accommodate
new users, unexperienced in phenology observations, a group of scientists is
responsible for tagging photos with relevant information. Technical operators
check the generated photos and data if the information is valid and can be
further analyzed (see Fig. 4).

Fig. 4. Technical operator view – it displays all phenology photos fulfilling criteria and
allows operators to accept or reject photos

They are also responsible for monitoring if the scenes for periodic observation
need to be adjusted (changing zoom/focus setting, changing execution times
during short days in winter, etc.), and if the generated photos are in-focus and
the observed species are clearly visible. The next step for all validated pho-
tos is to receive a scientific description. Phenology operators are responsible for
the identification of phenological phase of the observed species. Any additional
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comments can also be added, informing of peculiar occurrences on the
photograph (e.g. anomalies, start of plant disease).

4 Results of Phenology Observations

Within the project, the monitoring system of fitophenological changes in the
ecosystem (a camera mounted on a turn-plate and an automated weather sta-
tion), data storage and data processing center allowing for remote access and
ability to change parameters of devices located at the observation site has been
activated. A portal, open for public access, has been created, allowing users to
take advantage of data (photographs of phenological objects and weather con-
ditions) and the possibility to carry out an analysis of the collected research
material.

The activation of instruments (weather station since May 2013 and camera
since October 2013) has also started the storage of photographs and values of
measured meteorological parameters. The first period has been used for testing
purposes, thus a lot of data has been collected. Currently, the installation is
working on a daily, production basis and cycle. The number of the total data
collected from the beginning of the observation is presented in Table 1.

Table 1. Total amount of data gathered in year 2013

Month Meteorology reading Phenology photos

May 32107 N/A

June 110263 N/A

July 121770 N/A

August 118552 N/A

September 121229 N/A

October 154544 4087

November 124597 2701

December 120039 1451

Total 903101 8239

The observation repository and the tools enabling the analysis of its contents
create possibilities to conduct research projects by a wide spectrum of specia-
lists, particularly phenologists, biologists, agrometeorologists or foresters. The
scientific program is also carried out by the project authors who provide portal
users with instant access to the results. The scientific program is conducted in
three time horizons. The information concerning the dates of appearance and
duration of successive phenophases of the observed objects are uploaded on an
ongoing basis. The analyses of weather patterns, including both the growing
seasons and winter rest period, are made accessible. On an ongoing basis, the
impact of extreme weather conditions on the status and development of plants
is monitored. Over a 1-2 year period since the activation of the weather station,
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a preliminary characteristic of topoclimatic conditions at the observation site
will be developed through the comparison of meteorological data with the long
term meteorological time series from the closest, representative for the analyzed
region weather station. In a long time perspective, after a few years of observa-
tion, research of relationships between weather conditions and the appearance
dates and duration of phenophases of the observed objects will be examined.

5 Conclusion and Future Work

The project involving the development of a system comprising IT services and
infrastructure enabling fitophenological monitoring is one of the first endeavors
of this type attempted in Poland. The Automatic Monitoring platform also
presented unique requirements for the PLGrid Plus project, extending its IT
infrastructure with physical sensors and instruments. Long-term phenological
observation generates a large quantity of data, which is stored in the PL-Grid
Infrastructure resources. Automatic Monitoring is also integrated into PL-Grid
portal: users are able to apply for access and log in using their PL-Grid OpenID
credentials. Deployment of the pilot installation in the Wielkopolski National
Park provided invaluable experience in solving a number of technical problems
as well as creating the procedures in the activation of observations systems
of similar type in the future. It will allow for extending the current platform
by a reference observation site, which would allow to observe the same species
in two different environments, comparing the influence of local conditions on
fitophenological lifecycle.

While using the system and conducting scientific research, the project authors
collect information concerning the system functionality and the scope of available
information. The daily routine of both technical and phenological operators con-
sists of monitoring and tagging observations with a current phenological stage
of the species. The Automatic Monitoring application is available to PL-Grid
Infrastructure users who can use this basic information and meteorological data
as an entry point for further scientific work. This data attracts the attention not
only of scientific researchers, but also of practitioners, especially in the fields of
agriculture and forestry. The project has also an educational value – it is the
basis for an e-learning system supporting the environmental education in schools
at all levels and the development of amateurs interested in life sciences.

Additionally, the data and observations as well as proposals submitted by
users, scientists, practitioners and teachers are and will be used for further im-
provement of the research platform. The project authors are also working on
popularization of the platform among the potential users.
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w przebiegu fenologicznych pór roku w Poznaniu w latach 1958–2009 (Effects of
climate changes on phenological seasons in Poznań in 1958-2009). Annales Univer-
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Skrypty Uczelniane nr 729, 1–61 (1995) (in Polish)

15. Highcharts (2013), http://www.highcharts.com/
16. Ide, R., Oguma, H.: Use of digital cameras for phenological observations. Ecological

Informatics 5, 339–347 (2010)
17. Ide, R., Oguma, H.: A cost-effective monitoring method using digital time-lapse

cameras for detecting temporal and spatial variations of snowmelt and vegetation
phenology in alpine ecosystems. Ecological Informatics 16, 25–34 (2013)
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Abstract. Preliminary classification of Monte Carlo data in the high
energy physics experiments can significantly reduce the computational
cost needed for simulation and reconstruction. The commonly used me-
thod of rectangular cuts has a limited efficiency in many cases. In this
work, an attempt has been made to address the problem by using the
multilayer perceptron neural network. In order to speed up the tests and
further processing of the data, the network has been developed in a pa-
rallel environment using Proof on Demand on the grid resources. The
results show that the usage of a neural network can significantly improve
the efficiency of the classification.

Keywords: neural networks, artificial intelligence, high energy physics,
grid computing.

1 Introduction

1.1 Goals of the Experiment

The COMPASS experiment, commissioned in 2001 at the SPS at CERN, was
designed to investigate hadron structure and spectroscopy. COMPASS was ori-
ginally planned as two separate experiments (HMC and CHEOPS), therefore it
consists of two independent parts. One of them, utilizing a high-intensity polari-
zed muon beam, is focused on how the proton spin is carried by its constituents.
The other one is based on various nuclear targets and hadron beams – this
setup is aimed to study exotic baryons, such as pentaquarks. The classification
problem presented in this paper is based on the data from the muon beam run,
therefore only that part of the experiment is described in detail here. Deep in-
elastic scattering (DIS) experiments have contributed to better understanding
of particle physics ever since the discovery of the inner structure of nucleon. The
COMPASS experiment uses lepton-nucleon scattering to determine the contri-
bution of nucleon constituents to its overall spin. It is known that nucleon spin
is composed of helicity contributions from quarks (ΔΣ =

∑
Δq + Δq), gluons

(ΔG) and orbital angular momentum of quarks (Lq) and gluons (Lg). All these
contributions sum up to the overall nucleon spin which equals 1

2 [1]

Sn =
1

2
=

1

2
ΔΣ + ΔG + Lq + Lg . (1)
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Meanwhile, other experiments have established the contribution from the quarks
(ΔΣ) to be 20-30%, which is well below theoretical predictions. In order to
further investigate this issue, named the “Spin Crisis of the nucleon”, it is needed
to measure the gluon spin and the orbital angular momentum of the partons.
In the COMPASS experiment, a process called Photon Gluon Fusion (PGF)
is used for direct measurement of gluon helicity. In the PGF process, the high
energy muon from the beam interacts, by the virtual photon, with a quark
(or an antiquark) from the pair created from the gluon. The struck quark is
removed from the initial nucleon by creation of another quark-antiquark pair
(to retain color singlet state), so a meson is created as an output particle. The
problem with PGF events is that they occur rarely, among other background
processes. The most common is the leading order DIS (γq → q) and another
is QCD-Compton process (γq → qg). In these processes, the muon from the
beam interacts with one of the quarks of the nucleon, and not one of the gluons.
Another such process are so-called resolved photon events, in which the hadronic
contents of the photon react with a parton of the nucleon. These resolved photon
events, however, can be easily screened by selecting only the events with high
photon virtuality (Q2 > 1 GeV 2).

Two methods are used to extract PGF events from the data. The first one,
called open-charm method, is based on the selection of events where the fu-
sion process was mediated by a charm quark. The cc̄ quark pair hadronises into
mesons and baryons, usually resulting in the production of D0 meson. The decay
of the D0 meson into pion and kaon allows the selection of these events experi-
mentally. The main advantage of open-charm production is the fact that because
the intrinsic charm content in the target nucleon is virtually nonexistent, such
events are the certain result of the PGF process and the method is relatively
free of background. However, because of the high mass of the c quark, these
events are extremely rare. Another method is selecting PGF events comprising
the production of light quark pairs. In this case, due to the light quark content
in the nucleon, the contributions from other processes cannot be neglected and
they have to be taken into account during Monte Carlo simulations. This ap-
proach is called high-pt hadron pairs method, because only the events with two
outgoing hadrons are considered, and also there are constrains on the transverse
momentum of these hadrons. The requirement of high transverse momentum of
outgoing hadrons allows to filter much of the LO-DIS events. The classification
problem presented in this paper is based only on the high-pt events data [2,3].

1.2 The Experiment Setup

The COMPASS experiment uses the beam from the SPS accelerator to create
a secondary beam. The SPS proton beam hits the beryllium production tar-
get, creating pions and kaons that further decay into muons and neutrinos. The
parity violation decay of hadrons produces polarized muons. Through a series
of bending magnets, muons of 160GeV momentum are selected and guided to
COMPASS experimental hall. This procedure provides 80% (with relative er-
ror 5%) polarized beam with momentum spread of 160 GeV±5% and intensity
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of 2 ∗ 108μ+/spill. Because of that high momentum spread, the exact momen-
tum of incoming particles is measured by the detectors of the beam momentum
station (BMS). The target consists of three cylinders (two 30 cm long and one
60 cm long), 4 cm in diameter, made of 6LiD and separated by 5 cm gaps.
The two shorter cylinders are polarised in the same direction and the longest
one in the middle has reverse polarisation. To achieve the state called “frozen
spin”, in which the polarisation decay is very slow, the target is cooled to a very
low temperature of 50 mK and kept in a homogenous magnetic field of 2.5 T.
To detect the outgoing particles, a two stage spectrometer has been set up. The
whole COMPASS spectrometer is about 4x5 m2 in size and 50 m long. Each part
consists of a spectrometer magnet, tracking detectors and particle identification
detectors. The first part, directly after the target, covers a range of ±180 rad, so
it is referred to as the Large Angle Spectrometer (LAS). Further away, after the
stronger SM2 magnet, there is a small angle spectrometer (SAS), which covers
the inner 30 mrad angle. In both parts of the spectrometer there are different
types of detectors:

Tracking Detectors:

– Scintillating Fibre Detectors (SciFi). They have the best time resolution
(400 ps), however, their active area is very small (5 × 5 or 12 × 12 cm2).
They can also handle high intensity of the beam, therefore they are used for
tracking of particles very close to the beam axis. These detectors are also
used for so called Beam Telescope (BT) to measure kinematic parameters of
scattered and unscattered muons from the beam.

– Silicon Strip Detectors. Due to their small active area and good performance
in high intensity of the beam, they are used in the same areas as SciFi
detectors.

– Micromesh Gaseous Structure Detectors (Micromegas) and Gas Electron
Multiplier (GEM). Gas detectors that use high voltage to provide ampli-
fication of the number of ionized particle in the gas. Micromega detectors
can measure particles up to 40 cm from the beam axis, and with cutting off
the high voltage in the central part of the detector, they can handle the high
intensity of the beam. Therefore, they are used for tracking the particles be-
tween the target and the first magnet. GEM detectors are used for tracking
in all segments of the spectrometer.

– Multi-Wire Proportional Chamber (MWPC). A layer of wires, approximately
1 m long, is used to gather charge from ionized gas. The resolution of these
detectors is 500 μm, but they have large active surface, therefore they are
used to track particles scattered at bigger angles.

– Drift Chambers. Multi-wire gas detectors measuring time of flight of the
ionised gas to the electrodes, which results in a better resolution than MW-
PCs. In the COMPASS experiment, drift chambers have approximate di-
mensions of 140x120 cm and their spatial resolution is around 180 μm.

– Straw Tube Chambers. Multi-wire gas detectors, in which each wire is en-
closed in Kapton-aluminum tube, which works also as the cathode of the
detector. In COMPASS, there are two sizes of the straw tubes, 6 mm in the
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Fig. 1. The COMPASS spectrometer [4]

area closer to the beam axis and 9 mm in the outer regions. Straw chamber
planes in COMPASS measure about 3x3 m and have spatial resolution about
220 μm.

Particle identification:

– The RICH Detector. To identify the particles passing through the spectro-
meter, besides the reconstructed tracks, additional parameters are needed.
The momentum of a particle can be determined from its track in the mag-
netic field of the bending magnets. However, to distinguish between different
types of particles, either their velocity or energy is needed. The RICH (Ring
Imaging Cherenkov) employs Cherenkov effect in a pressurized cavity sur-
rounded by multiple photon detectors to measure particles’ velocity.

– Muon detection. The part of the spectrometer designed for muon detection
consists of detectors placed behind so-called muon filters. These filters are
basically blocks of iron or concrete that absorb incoming hadrons, so only
muons reach the detectors behind them. The detectors (Iarocci tubes and
aluminum drift tubes) have relatively low spatial resolution, but they can
determine whether a muon has passed or not.

– Calorimetry. There are two types of calorimeters in the COMPASS spectro-
meter. Hadronic calorimeters are used for discrimination between hadrons
and muons. They are also used to trigger events if hadrons are detected in
the final state. Electromagnetic calorimeters are used to detect electrons and
photons.
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The spectrometer has also a trigger system, which performs preliminary se-
lection of the events. Within 500 ns it decides whether a potentially interesting
event has occurred and then triggers the readout from the detectors. The pur-
pose of this system is to store only the valuable events candidates on the tapes
and reduce the data flow so that Data Acquisition System can handle it [5].

Even with the readout of events selected by the trigger only, with the trigger
rate of 5-10 kHz and event size of approximately 40 kByte, the data collected
by the experiment add up to 300 TByte per year1. The data is then processed,
first online and later offline. The online part has to be done in real time. First,
the readouts from all detectors are combined into one event. The events in this
stage go through preliminary filtering, monitoring and are copied to the tapes
for long-term storage.

1.3 Data Analysis

Events in the form described in the previous section are called “raw data”. They
contain digitized signals from the detectors and calibration information. Further
processing of these events, due to the complexity of the process, is done offline.
In the COMPASS experiment, offline processing is performed by the package
named CORAL (COmpass Reconstruction and anALysis). The first stage of the
reconstruction of each event is called decoding. It converts raw signals from the
detectors to the information about activated channels in the detectors. The next
step is called clustering, at which the channels activated by the same particle are
grouped together. The resulting information contains the positions where tracks
of the particles cross the detector planes. These positions are called hits. The next
stage is called segment reconstruction, because it tries to find straight segments
of the tracks by grouping hits coming from different detectors in the same section.
The segments from different sections are then extrapolated to the areas, in which
there are no detectors (e.g. in the magnet section) and linked together. This
process is called bridging. After that, the software tries to calculate the charge
and the momentum of the particles (by measuring the curvature of the track in
the magnetic field). The last stage of the reconstruction is grouping the tracks
belonging to one event and calculating the coordinates of the primary interaction
vertex by extrapolating them into the target area.

The reconstruction process, due to its complexity, is controlled by many
parameters. These include geometrical and time tolerances, number of planes
required to accept the track segments, etc. In order to calibrate all these pa-
rameters, a detailed simulation of all the physical processes in the detector is
needed. The simulation uses Monte Carlo method and it is done in two steps:

– event generation,

– tracking of the particles through the detector.

1 The data taking time is limited, due to the non-continuous muon beam and also the
fact that data is not produced on every day of the year. Therefore, the final amount
taken per year is lower than 5kHz ∗ 40kB ∗ 60s ∗ 60 ∗ 24 ∗ 356.
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Fig. 2. Data flow in COMPASS experimental and Monte Carlo events

The first step simulates an interaction of a muon from the beam with a nucleon
from either of the parts of the target. It is done in several stages, each of them
controlled by a separate program. LEPTO is responsible for the scattering of
the muon, AROMA for the creation of heavy quarks in photon-gluon fusion
and POLDIS for the effect of the spin asymmetries. This is supplemented by
the background simulation done by PYTHIA. The result of the whole event
generation process is the list of the particles created in the event, together with
their kinematic parameters.

This list is passed to the second step of the simulation, in which the particles
are tracked through the detector. This step is performed by the COMGEANT
program, which is built on the basis of the popular GEANT 3 simulation package.
For this step, the detector is described by detailed material and field maps.
The secondary particles that appear as products of the simulated reactions are
added to the event and simulated as well. As a result of this recursive procedure,
a data file is created, similar to the real data coming from the detectors, but
supplemented with the reference parameters of the simulated particles. This
data is called Monte Carlo (MC) data. Having the original information about
the particles, it is possible to compare it with the reconstructed data and check
the efficiency and accuracy of the reconstruction. This is done automatically by
CORAL when working on MC data.
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However, the reconstruction process, even though the algorithm itself is sim-
ple, encounters a number of difficulties. The main problem is the high noise
level during data acquisition. The reconstruction algorithm in each detector has
to check each hit several times, even though vast majority of hits come from
the background radiation or particles created by interactions in the material of
the spectrometer itself. Another problem is the limited detectors efficiency, when
high-energy particles coming from the PGF process might not be detected at all.
Limited time resolution of the detectors creates so called pile-ups, where parti-
cles coming from the two separate events are detected in the same time frame.
Because of the limited space resolution of the detectors, the reconstruction algo-
rithm repeats the procedure several times, increasing the spatial tolerance with
each step. Even if the event can be reconstructed successfully, it often cannot
be used in the analysis, because some essential particles cannot be identified. In
such cases, the computing time devoted to the simulation and reconstruction of
the event is wasted. Therefore, pre-selection of the events to eliminate unrecon-
structable events before the simulation stage, would greatly reduce the need for
computational resources.

2 Description of the Problem’s Solution

2.1 Neural Networks Approach

Artificial neural networks are one of the modern methods of multivariate ana-
lysis, used especially in classification and parametrization problems [6]. Their
design is inspired by biological nervous systems, particularly by the structure of
the brain. The neural networks approach has many advantages. Firstly, neu-
ral networks are capable of adaptive learning, which enables them to solve
problems where instructions needed to create a conventional program are not
known a priori. Neural networks extract essential characteristic of the data from
the training examples given to the network. Secondly, neural networks enable
the processing of different input vectors in parallel, which allows for good per-
formance in parallel environment, such as computing grid. It also allows the
application to run normally even if it fails on one particular piece of data.
Finally, multi-layer neural networks are capable of modeling non-linear, com-
plex functions in problems where linear approximation fails. The most simple
neural network example, called perceptron, consists of only one neuron and di-
vides the space of input variables with one n − 1 dimensional hyperplane. The
perceptron has n + 1 inputs (where n is the number of input variables) and
each input has a weight wi associated with it. The extra input (x0) is always
set to 1 and is called bias or threshold. For each input vector, the products of
input variables and their corresponding weights are summed up and the neuron
activation function determines the output value

yk(x) = ϕ(
∑

wkixi + wk0) . (2)

The activation function ϕ(a) in the McCulloch-Pitts perceptron model was
originally a binary step function, however, presently differentiable, asymptotic
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functions, such as the sigmoid function, are often used. An example of such
function is

ϕ(a) = tanh a =
1 − e−βa

1 + e−βa
. (3)

The weights wi are in the beginning set up with random values. Then, in the
process of training of the network, for each input vector the output value is
computed. The calculated output values are then subtracted from the desired
output value for that vector (in signal-background separation problems usually 1
for the signal and 0 for the background) to determine the error value. The error
is then used to modify the weights:

wi(k + 1) = wi(k) + αϕ′(a(k))xi(k)(t(k) − y(k)) , (4)

where α ∈ (0, 1) is the learning rate parameter.
Of course, the applications of perceptron are very limited, because it divides

the variable space with just one n−1 dimensional hyperplane and most problems
cannot be solved that way. However, by creating a layer of d neurons, the variable
space can be divided into 2d linearly independent sections. The performance of
such 2-layered network is limited to convex regions, however, by adding another
layer of neurons, a neural network with 3 layers is capable of approximating
regions of any shape, with precision limited only by the number of neurons in
hidden layers. Such networks called multilayer perceptron (MLP) are commonly
used in classification tasks and that type of network is also used in this analysis.
The layers of multilayer network are sets of parallel neurons. The neurons are
connected in such a way that the output vector of each layer is the input of
the next layer, with no feedback loops. The weight modification algorithm for
multilayer network in the training phase is called the error back-propagation
algorithm, because after computing the error value for each training vector,
starting from the output layer, the error is propagated backwards through the
network. The weight modification algorithm for input i of neuron n in layer l is:

w
(l)
n,i(k + 1) = w

(l)
n,i(k) + αxi(k)δ(l)n (k) , (5)
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where δ
(l)
n is the error value for the output of the neuron n:

δ(l)n (k) =

⎧⎪⎨
⎪⎩
tn(k) − yn(k) for output layer

ϕ′(an(k))
Nl+1∑
m=1

δ
(l+1)
m (k)w

(l+1)
mn (k) for hidden layers .

(6)

The weights can be updated either after each training vector or the weight
corrections can be summed up for all vectors (without updating after each one),
and the weights are updated once with cumulative Δw. The training of the
network requires a large set of sample vectors, with a desired output value for
each vector. This set is divided into two parts: the training set and the testing
set. The training set is used to train the network, while the testing set is used
to monitor the training process.

2.2 Kinematic Variables

In this classification task, a large amount of training data has been obtained
from the Monte Carlo simulation in the form of training vectors consisting of 20
kinematic variables for one event and the information whether the event had
been successfully reconstructed or not.

Table 1. Kinematic variables used as neural network inputs

vX, vY, vZ position of the primary vertex

xBj fraction of the nucleon momentum
carried by the struck quark

Q2 momentum transferred from the
lepton to the nucleon

kY fraction of the lepton momentum
carried by the virtual photon

mP, mPx, mPy momentum of the scattered muon

bP initial momentum of the muon

hPt0, hPt1 transverse momentum of the two
fastest hadrons

hP0, hP1 momentum of the hadrons

hQ0, hQ1 charges of the hadrons

hθ scattering angles of the hadrons,
measured from the beam axis

hϕ scattering angles of the hadrons,
measured in the plane perpendicu-
lar to the beam axis

2.3 ROOT and TMVA

The neural network was implemented using the TMVA toolkit, which is a part of
ROOT framework [7]. TMVA provides C++/ROOT classes for several methods
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of multivariate analysis, but it also provides tools for pre-processing the data,
evaluation of the algorithms and support of ROOT tree files [8]. As part of the
ROOT framework, TMVA can be run in the PoD (Proof on Demand) parallel
environment [9].

3 Results

Each of the input variables has been normalised to distribution in <-1,1>. After
testing various network architectures, a network with 10 neurons in the first
layer and 5 neurons in the second layer provided the best performance. The best
S/

√
S + B ratio was 25.37 with the cut at network output of 0.32.
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Fig. 4. Signal efficiency vs background rejection for 20 input variables case
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Fig. 5. Output distribution of the network for training and testing samples for 20 input
variables case

However, by examining the correlations between the input variables and the
network response, it turned out that some variables had little influence on the
network’s performance.
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Table 2. Ranking of the variables after training and testing the network

Rank Variable Importance

1 hPt1 33.27

2 hPt0 32.66

3 hTheta1 12.31

4 kQ2 11.37

5 hP0 9.442

6 hP1 9.199

7 hTheta0 7.803

8 kXbj 7.745

9 kY 617.3 ∗ 10−3

10 vZ 193.8 ∗ 10−3

11 bP 33.66 ∗ 10−3

12 vX 24.75 ∗ 10−3

13 hQ1 23.41 ∗ 10−3

14 hQ0 20.75 ∗ 10−3

15 mP 8.903 ∗ 10−3

16 mPx 3.697 ∗ 10−3

17 mPy 1.131 ∗ 10−3

18 hPhi0 126.4 ∗ 10−6

19 hPhi1 66.11 ∗ 10−6

20 vY 3.156 ∗ 10−6

Some variables have been therefore removed from further analysis:

– vX and vY: Because the target is symmetrical with respect to the beam axis,
the exact point of the interaction in the given cross-section of the target does
not influence the result.

– mP: It has 99% anti-correlation with kY, therefore only one of these variables
is needed.

– bP: The beam momentum itself does not determine the fraction of the mo-
mentum transferred by the virtual photon, therefore it is not relevant.

– hQ: The charges of the hadrons (that have only discrete values: -1 or 1) do
not influence the probability of detection or the reconstruction process.

– hϕ, mPx, mPy: The spectrometer is virtually symmetrical with respect to
the beam axis, therefore the scattering angles hϕ as well as the components
x and y of mP do not influence the result.

After reducing the number of the input variables by ten, the best performance
has been achieved for a network with 8 neurons in the first layer and 4 neurons
in the second layer.

The best S/
√
S + B ratio of 25.68 has been achieved for cut of the output

signal at 0.29.
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4 Conclusions and Future Work

The achieved efficiency of the method, shown in Fig. 6, proves that the neu-
ral network approach can be very useful for the preliminary classification of
the Monte Carlo data. Even though the method requires some manual work
in picking the network input variables, as well as the network architecture, the
results can be much better than the simple kinematic cuts method, which has
been commonly used for this task so far. Although the processing of a single
vector is computationally inexpensive, the amount of the input data makes the
parallelization of the task very useful. Usage of the ROOT framework in the pa-
rallel environment of HEP-oriented services developed in PLGrid Plus makes the
processing much faster [10]. It also helps considerably during the design phase,
because many different architectures of the network can be tested at the same
time. Despite the good overall efficiency of the proposed method, there is a room
for improvement in changing the network training algorithm. The method used
in the presented experiments was the simple gradient descent, which in many
cases can be outperformed by more sophisticated methods such as Levenberg-
Marquadt procedure or evolutionary algorithms. Some more effort can also be
put in the selection and further decorrelation of the input variables, although
the preliminary tests with the PCA method were rather discouraging.

References

1. van der Steenhoven, G.: Polarized structure functions. In: Proc. Baryons 2002,
Newport News, USA (2002)

2. Hedicke, S.: Determination of the gluon polarisation in the nucleon using hadron
pairs with high transverse momentum at COMPASS. Albert-Ludwigs-Universität
Freiburg (2005)

3. Klimaszewski, K.: Determination of gluon polarisation in the nucleon from events
with high-pT hadron pairs in COMPASS experiment. Soltan Institute for Nuclear
Studies, Warsaw (2010)

4. COMPASS site, http://wwwcompass.cern.ch/compass/
5. Abbon, P., Albrecht, E., Alexakhin, V.Y., et al.: The COMPASS Experiment at

CERN. CERN-PH-EP/2007-001 (2007)
6. Bishop, C.M.: Neural Networks for Pattern Recognition. Clarendon Press, Oxford

(1995)
7. TMVA Toolkit, http://tmva.sourceforge.net/
8. The ROOT System Home Page, http://root.cern.ch
9. Malzacher, P., Manafov, A.: PROOF on Demand. In: CHEP 2009 (2010)

10. Binczewski, A., et al.: Polish Contribution to the Worldwide LHC Computing. In:
Bubak, M., Szepieniec, T., Wiatr, K. (eds.) PL-Grid 2011. LNCS, vol. 7136, pp.
285–300. Springer, Heidelberg (2012)

11. Brona, G.: Hadron production and polarisation of gluons in the nucleon in the
μ− N interactions in the COMPASS experiment at CERN (2007)

http://wwwcompass.cern.ch/compass/
http://tmva.sourceforge.net/
http://root.cern.ch


Application of Sensitivity Analysis
to Grid-Based Procedure Dedicated

to Creation of SSRVE

Łukasz Rauch, Danuta Szeliga, Daniel Bachniak,
Krzysztof Bzowski, and Maciej Pietrzyk

AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Kraków, Poland

{lukasz.rauch,danuta.szeliga,daniel.bachniak,kbzowski,
maciej.pietrzyk}@agh.edu.pl

Abstract. The methods of sensitivity analysis allow to reduce compu-
tational cost of multi-iterative optimization procedures by finding the
most influential parameters of the particular model. The article presents
details of implementation of the numerical library, which is dedicated to
sensitivity analysis and can be used by middleware in e-infrastructures.
Then, the application of implemented methods to parallel and distributed
models is presented on the example of Statistically Similar Representa-
tive Volume Element (SSRVE) in the field of metal forming. The in-
fluence of parameters, used in the SSRVE methodology, on accuracy of
obtained results and performance of calculations is analyzed. The results
of sensitivity analysis are presented in the article as well.

Keywords: HPC computing, sensitivity analysis, SSRVE.

1 Introduction

The most of numerical models applied in simulations of real phenomena, e.g. eco-
nomical processes, biological species habits or material behavior under loading
conditions, are used in computational costly optimization procedures. Such pro-
cedures have multiple objectives. In the case of metallurgical aspects, they are
performed to design production processes and cycles. Growing complexity of
models used in these simulations is usually related to a large number of input
parameters, which not necessarily influence the results in the same way. Reduc-
tion of computational complexity can be obtained by fixing constant values of
less important parameters in a set of optimization variables. This approach re-
duces not only computational cost, but also increases the reliability of applied
optimization method by decrease of input space dimensionality. Such aim can
be obtained by application of sensitivity analysis (SA) methods, allowing to list
input parameters of the model in descending order by their influence on model
output. Nevertheless, SA still requires multiple performance of investigated mo-
dels with different input parameters, which have to be determined according
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to selected SA method. However, capabilities of currently available middleware
are not sufficient to achieve this aim, due to the complexity of rules allowing
determination of proper set of input parameters. Therefore, the main objective
of this work is to design and implement the numerical library containing SA
procedures. The functionality of the library allows to generate a set of input pa-
rameters for different SA methods, which can be passed further to middleware
dedicated to submit and monitor numerical models in a grid infrastructure. The
Scalarm platform [1] is an example of such middleware, which is used as the
development platform for this purpose.

The proposed SA numerical library will be applied to SSRVE analysis to
determine the influence of SSRVE procedure parameters on its computational
performance and the accuracy of rheological model estimation. From the sen-
sitivity analysis point of view, the SSRVE is treated as a model. Input of this
model is composed of three parameters, i.e., number of inclusions in SSRVE,
degree of interpolation polynomial function and number of Non-uniform Rela-
tional B-Splines (NURBS) control points. Output of the model is represented
by two coefficients, i.e., number of SSRVE procedure iterations, which influences
computing time, and Mean Square Error of equivalent stress estimation showing
accuracy of the model.

The article contains five sections. The second section describes sensitivity
analysis methods, their advantages and disadvantages as well as their require-
ments and functional assumptions. Afterwards, the implementation details of
the SA numerical library are presented. The fourth section contains information
about SSRVE idea and realization of this procedure as a grid service. Then, the
results of the analysis performed by application of Morris Design approach and
Sobol’s method to SSRVE, are presented. The article ends with conclusions and
the description of further work.

2 Sensitivity Analysis

Sensitivity Analysis (SA) is the field of knowledge investigating the model beha-
vior for various input data and model parameters [2]. It determines how the va-
riations of input data and parameters are distributed on the variations of model
outputs and influence them. In this article, global sensitivity methods were ap-
plied, which calculate one (global) value expressing the sensitivity of a parameter
for the whole parameter domain; these methods are derived from statistics and
the probability theory. Global SA requires a definition of the following terms:

– expression, which characterizes the measure of model output/outputs (it
should be a scalar value),

– definition of the variation interval for each input parameter,
– selection of the points in the parameters domain (a design of experiment

techniques is applied),
– sensitivity measure – the sensitivities are estimated based on the model

outputs measure variations, caused by changes in the model parameters.
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Two algorithms were selected in the work: Morris Design, which is a screening
method, and Sobol’s algorithm based on analysis of variance.

2.1 An Algorithm Based on the Morris Design

The term “screening design” characterizes the method of the input parameters
domain processing. The methods of this group calculate the parameter sensiti-
vities as the global indices and they search systematically the whole parameters
domain, thus, they are called screening methods. The main idea of these algo-
rithms is to investigate the model parameters, which have the biggest influence
on variability of the model output, and to keep computational costs as low as
possible. The methods deal with the question, which model parameters are really
important. The assumption of not high calculation costs makes these procedures
estimate the importance of the input parameters qualitatively, not quantita-
tively, i.e., they state that one parameter is more important than another one.
The One-At-a-Time (OAT) approach, originally developed by Morris [3], was
selected. This technique investigates the impact of the variation of each parame-
ter in turn. The OAT design is called a global sensitivity analysis, because the
algorithm explores the entire space, over which the parameters vary. In the al-
gorithm, the term of “parameter main effect” is introduced and it is determined
by computing a number of local measures at different points in the input space
and next estimated by mean value and standard deviation. The key definitions
and steps of Morris design are presented below.

Assumptions and Definitions. Let X be a n-dimensional vector of model pa-
rameters xi. The primary assumption of the algorithm is that all xi components
are defined on [0,1] interval. In most practical problems, xi components are of
various physical units and the parameters have to be rescaled to the mentioned
range. Linear or logarithmic transformation can be applied. The conversion is
necessary to compare the results obtained for various parameters. It is feasible
only if estimated elementary effects are expressed with the same units for all
parameters.

Let the components xi, i=1,..,n, accept k values in the set {0, 1/(k−1), 2/(k−
1), ..., 1}. Then, the parameters domain Ω ⊆ R forms an n-dimensional k-level
grid. The elementary effect xi of the ith parameter at a given point x calculated
for y model output is defined as:

ξi(x) := ỹ(x1, ..., xi−1, xi + ˜Δi, Xi+1, ..., xn) − ỹ(x)
Δ

, (1)

where x is any value in the Ω domain such that the perturbed point x+Δ is also
in Ω, ˜Δi = Δ(xi,s − xi,e) and xi,s, xi,e are start and end points of parameter xi

variation interval, respectively, Δ depends on k and describes the side length of
the grid element. A finite distribution Fi for each parameter xi is obtained by
sampling x in Ω. The number of elements of Fi is equal to (k − 1)kn−1.
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Distribution Fi of elementary effects is described by mean μ and standard de-
viation σ. A mean characterizes the sensitivity of the model output with respect
to ith parameter. A high mean indicates that the parameter is important and it
substantially influences the output. A high standard deviation implies that the
parameter interacts with other parameters or its effect to the model is nonlinear.

The naive algorithm calculates in sequence r values from distribution Fi of
each parameter xi and in summary there are 2rn solver runs to determine el-
ementary effects. Another, more effective procedure with the orientation ma-
trix B∗ introduced to the algorithm was proposed by Morris [3]. The rows of
the matrix B∗ represent input vectors x and n corresponding model runs provi-
ding n elementary effects ξi, one for each parameter xi, are computed for them.
Thus, the dimension of the matrix B∗ is (n + 1) × n. The orientation matrix B∗

is randomly and independently selected r times. As a result, r(n+1) model out-
puts are obtained, forming an rn-elements set of Fi distribution for elementary
effects ξi.

The mean of elementary effects will be incorrect (underestimated) for the ef-
fects obtained simultaneously with positive and negative signs, therefore, instead
of the elementary effect defined as 1, the absolute value of ξi is taken:

ξi(x) :=

∣

∣

∣

∣

∣

ỹ(x1, ..., xi−1, xi + ˜Δi, Xi+1, ..., xn) − ỹ(x)
Δ

∣

∣

∣

∣

∣

. (2)

The results of the sensitivity of the model output with respect to the input model
parameters expressed as the estimated mean of elementary effects are dependent
on Δ value, which is selected arbitrarily. This dependence rises with the non-
linearity of the model and the sensitivity calculations may be not reliable. Thus,
the calculations with the Morris design algorithm are performed for various Δ
and next the results are compared. The comparison is feasible for normalized
quantities:

μ̃i = μi

||μ|| σ̃i = σi

||σ|| , (3)

where μ = (μ1, ..., μn), σ = (σ1, ..., σn) are vectors of means and standard de-
viations calculated for all the input parameters xi, i = 1, ..., n. If means and
standard deviations computed for various Δ are close to each other, the sensi-
tivities are properly estimated. If not, the value of Δ should be narrowed down
and the procedure is repeated. Another solution is to define Δ for each input pa-
rameter separately, keeping in mind that the whole interval for each parameter
should be screened (the value of r should be carefully examined).

2.2 Sobol’s Method

Sobol in [4] developed the method of the global SA based on the variance analysis
and the Monte Carlo algorithm. Let us assume that the domain of the input
model parameters xi, i = 1, ..., n, is defined as an n-dimensional cube Ω:

Ω = {x : 0 ≤ xi ≤ 1 ∀i = 1, ..., n} . (4)



368 Ł. Rauch et al.

Let the function y = y(x) represents a model. Sobol defined the decomposition
of y(x) as the sum of the increasing dimensionality addends:

y(x1, ..., xn) = y0+
n

∑

i=1
yi(xi)+

∑

1≤i<j≤n

yij(xi, xj)+...+y1,2,...,n(x1, ..., xn) . (5)

The decomposition (5) is held if y0 is constant and the integrals of every addend
over its own variables is zero:

∫ 1

0
yi1,...,is(xi1 , ..., xis )dxik

= 0 ∀k : 1 ≤ k ≤ s . (6)

From (5) and (6) it is concluded that all the addends in (5) are orthogonal:
∫ 1

0
yi1,...,is(xi1 , ..., xis )yj1,...,jk

(xj1 , ..., xjk
)dx = 0 ∀(i1, ..., is) � (j1, ..., jk)

(7)
and

y0 =
∫

Ω

y(x)dx . (8)

Sobol in [5] proved that the decomposition (5) is unique and all the decomposi-
tion addends can be evaluated as multidimensional integrals:

yi(xi) = −y0 +
∫ 1

0
...

∫ 1

0
y(x)dx∼i

yij(xi, xj) = −y0 − yi(xi) − yj(xj) +
∫ 1

0
...

∫ 1

0
y(x)dx∼(ij) ,

(9)

where dx∼i and dx∼(ij) denote integration over all the variables except xi and
xi, xj , respectively. Following that, the total variance Var is of the form:

V ar =
∫

Ω

y2(x)dx − y2
0 (10)

and partial variances are estimated based on the terms in equation (5):

V ari1...is =
∫ 1

0
...

∫ 1

0
y2

i1...is
(xi1 ...xis )dxi1 ...xis , (11)

where 1 ≤ i1 < ... < is ≤ n, s = 1, ..., n. Squared and integrated over Ω
equation (5) gives:

V ar =
n

∑

i=1
V ari +

∑

1≤i<j≤n

V arij + ... + V ar1,2,...,n . (12)

Thus, the sensitivity measures Si1...is are defined by:

Si1...is = V ari1...is

V ar
. (13)
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Si is called the first order sensitivity index for the parameter xi and it measures
the main effect of xi on the model output. Sij , i � j, is the second order sensi-
tivity index and it measures the interacted effect of the two parameters xi and
xj on the model output. The higher order sensitivity indices can be defined in
the same way.

The multidimensional integration in calculations of variances (11) and (12) is
performed with the Monte Carlo method, hence the efficiency of Sobol’s algo-
rithm depends mostly of efficiency of the Monte Carlo procedure.

3 SA Numerical Library

The proposed library has two fundamental functionalities:

– it prepares the input data for grid-based applications by sampling the space
of application parameters,

– it calculates input-output dependencies on the basis of data received from
a grid-based application.

The interface between the library and the grid side is covered by Scalarm plat-
form used to submit and monitor distributed computational tasks. The sequence
diagram of the solution is presented in Fig. 1.

Fig. 1. Sequence diagram of numerical library and dependent software

The methods mentioned in the previous section were implemented as a part
of the SA numerical library. The library is composed of:

– core classes – elements responsible for the main functionality of particular
methods,

– supporting classes – elements allowing flexible management of SA methods
and offering functionality of randomization, file management or statistical
calculations.
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The core part of the library is divided into classes dedicated to configuration,
sampling, statistical investigation of model output and sensitivity analysis. The
library is flexible and open for newly developed SA methods included by inhe-
ritance of the base classes. Moreover, the presented solution contains commu-
nication interfaces, which facilitate usage of the core functionality by external
computer applications like grid middleware used for authorization, job schedu-
ling and monitoring. Data generated by the SA library is submitted as input to
a grid-based SSRVE service, and the functionality of this MPI-based application
allows to calculate SSRVEs for different parameters. The results are returned
to the specific SA method, executed by the library. The main class diagram is
presented in Fig. 2. The classes cover the functionality described in the following
paragraphs of this section.

Fig. 2. Class diagram of the SA library

Sampling of the Parameters Space. Implemented methods of sensitivity
analysis require to make multi-iterative calculations of the model for different
inputs. The results of the calculations are used to investigate influence of inputs
on the model outputs. All methods require a specific input data set, therefore the
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library is equipped with algorithms to generate input records and to save this set
to a file afterwards. The simplest way is to use main classes for Morris Design or
Sobol’s method, which are presented in Fig. 2. To create objects of mentioned
classes, paths of input and output files have to be set. Values of input model
parameters are specified by ranges of parameters or by the set of acceptable
values for each parameter.

Input/Output Management. Generated and saved input sets are read from
a file of XML format by using the GetAllInputs method. Each of inputs has
a unique identifier and values of parameters set as a vector, parsed to an ob-
ject by MorrisDesignInput or MethodOfSobolInput. The methods return a list of
objects. The format of XML input files is similar for both methods, therefore,
one procedure dedicated to read inputs was implemented. The similar procedures
were defined for saving inputs to files. The basic methods for reading and writing
data are located in the static helper class called XmlFileReadWriteHelper.

Model Execution. The subsequent step is execution of model calculations for
all inputs generated by the library. The SaveOutput function was implemented
for Morris Design and Sobol’s method to save results of the model to a file of
XML format. The function saves data to a file specified as the second argument
of the main classes of the sensitivity analysis library. The model has MPI-based
implementation, which allows to execute calculations on many computing nodes
in a grid environment. Data management methods are thread safe, preventing
from many operations on files in the same time by different threads.

Calculations Management and Collection of Results. The calculations
can be stopped after execution of the model covering only a part of inputs.
Afterwards, it can be resumed at any time. The restart of calculations requires
to deliver the files containing inputs and outputs saved before stopping. The
library provides GetNotCalculatedInputs method to check the input parameters,
which were not used in the calculations. The method analyzes two files delivered
to resume calculations. Their structures are presented in Fig. 3 (a – input set,
b – output set). The approach allows to properly react in the case of unexpected
failures of a computer system, while the results are stored immediately after
each execution of the model.

Sensitivity Analysis Performance. When all the results are gathered, the
sensitivity analysis is started. The GetNotCalculatedInputs method is run first
to check whether all necessary data was obtained. Afterwards, the Calculate-
Sensitivity method, provided by the main classes of the library, is executed.
The Morris Design method delivers many useful results, from which the most
important is contained in MorrisDesignNormalizedAbsoluteMean objects. The
number of the objects is equal to a number of output variables of the model.
Morris Design also delivers model information (see Fig. 4) crucial for detailed



372 Ł. Rauch et al.

Fig. 3. A part of data files for Morris Design

Fig. 4. Information delivered as the results of the library for Morris Design and Sobol’s
method

interpretation of the results. The Sobol’s algorithm provides information about
impact of input parameters on the model output. All obtained results are stored
in a file of text format to facilitate visualization of the data with charts by using
external software.

4 SSRVE Methodology

The SSRVE grid-based computational service is treated as the model for sensi-
tivity analysis calculations in this work. The section describes the main idea of
SSRVE and the optimization procedure dedicated to SSRVE creation in detail.
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4.1 The Idea of SSRVE

In the micro-macro modelling approach, an RVE representing the underlying
micro-structure is attached at each Gauss point of the macroscopic solution.
The constitutive law describing material behavior in the macro scale is obtained
by averaging the first Piola-Kirchoff stresses with respect to the RVE. The the-
oretical basis of the micro-macro modelling is well described in the scientific li-
terature, see e.g. [6]. Considering micro-heterogeneous materials, the continuum
mechanical properties at the macro scale are characterized by the morphology
and by the properties of the particular constituents in the micro scale. In the
present work, the DP microstructures composed of soft ferrite (70-80%) and
hard martensite (20-30%) are considered. In the analysis, we concentrate on the
measures characterizing the hard martensite islands only. The material models
of the individual constituents are assumed to be known. The description of the
microstructure is based on statistical considerations [7].

A usual RVE is determined by the smallest possible sub domain, which is still
able to represent the macroscopic behavior of the material. Although these RVEs
are the smallest as possible by the definition, they can be too complex for the
efficient calculations. Therefore, the construction of statistically similar RVEs,
characterized by a lower complexity than the smallest possible substructure,
was proposed in [6]. The basic idea is to replace an RVE with an arbitrary
complex inclusion morphology by a periodic one composed of optimal unit cells,
see Fig. 5. This idea is applied in the present work to the analysis of the DP
steel microstructures.

Fig. 5. Schematic illustration of the basic concept of the SSRVE [8]: a) RVE, b) perio-
dically arranged SSRVE

4.2 The Procedure of SSRVE Generation

The scheme of the procedure dedicated to the SSRVE creation is presented in
Fig. 6. It starts with analysis of original micrographs [9] to obtain binary ima-
ges with separated martensitic inclusions. In case of 2D procedure, the shape
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coefficients of inclusions in original images are estimated. In case of 3D proce-
dure, the reconstruction of three dimensional microstructure on the basis of 2D
images has to be performed [10]. Then, the shape coefficients of 3D inclusions
are estimated. Additionally, statistical coefficients and rheological coefficients
are calculated to obtain the full set of reference coefficients used further in an
optimization procedure.

Fig. 6. Procedure of SSRVE generation

The optimization procedure is based on the approach proposed in [6]. Origi-
nally, a method for the construction of simple periodic structures for the special
case of randomly distributed circular inclusions with constant equal diameters
was proposed by Povirk [11]. The positions of circular inclusions of a given
diameter were found by minimizing the objective function, defined as a square
root error between spectral density of the periodic RVE and non-periodic real
microstructure. This idea inspired Schroeder [6] to formulate the objective func-
tion accounting for several parameters, which characterize the microstructure.
In this work, the function was adapted in the following form:

Φ =

√

√

√

√

n
∑

i=1

[

wi(
ςi − ςiSSRV E

ςi
)2

]

, (14)

where: wi – weights, n – number of coefficients, a sum of all wi = 1, ςi − ith refe-
rence coefficient obtained from the original microstructure, ςiSSRV E − ith coef-
ficient obtained from SSRVE. The calculations are performed with assumption
that inside SSRVE there is only one inclusion. The implementation of the op-
timization procedure uses a genetic algorithm (GA), where a chromosome is
composed of m elements representing coordinates of control points determining
the SSRVE shape. These points are connected with spline functions forming the
smooth shape of the SSRVE inclusion. Calculation of the objective function is
performed iteratively for each proposition of the new SSRVE shape.

5 Results
Two experiments of sensitivity analysis were performed, i.e., by using Morris
Design and Sobol’s method. The influence of three input parameters on output
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was analyzed. The number of inclusions per cell, the degree of NURBS basic
functions and number of control points were selected for that purpose. The
output parameters of the model were represented by the number of iterations
and mean square error between reference equivalent tensile stress and SSRVE
equivalent tensile stress. The reference stress value was calculated from the rule
of mixture for the original microstructure, while equivalent tensile stress for
SSRVE was calculated from results of virtual uniaxial compression, tensile and
shear deformation tests. The selected output parameters reflect the quantitative
and qualitative character of the model, respectively.

The results obtained for Morris Design are presented in Fig. 7a and Fig. 7b.
The former figure presents standard deviation of both output parameters for all
the input coefficients. The latter plot shows sensitivity index calculated for the
same configurations.

Fig. 7. Results of sensitivity analysis by using Morris Design: a) normalized standard
deviation, b) sensitivity index

The second experiment was performed with the Sobol’s method. The obtained
results are presented in Fig. 8. They are characterized by the similar trend as
in the case of Morris Design, however, the final values of sensitivity index are
slightly different.

Fig. 8. Results of sensitivity analysis by using Sobol’s method
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6 Conclusions and Future Work

The paper presents the application of sensitivity analysis methods to support
the procedure of SSRVE generation. The SA numerical library, containing two
different methods, was designed and implemented for this purpose. As a model
for sensitivity analysis, the grid-based optimization procedure for construction
of SSRVE was used. The analysis was performed to determine the influence of
three input model parameters on qualitative and quantitative model output. The
results obtained for Morris Design and Sobol’s method proved that the highest
influence on both output parameters is provided by the number of control points
used to describe shapes of inclusions. This parameter is also very unstable, what
is shown by the highest value of standard deviations of outputs. On the other
hand the lowest influence on the qualitative and quantitative SSRVE results
has the number of inclusions. Therefore, to increase computational performance
of the whole procedure, this parameter should be set to 1 in the case of mi-
crostructures, which are not characterized by clearly visible two different shapes
of the martensitic phase. Calculated SSRVEs were already applied in industrial
practice [12], which proved their high reliability and usefulness in sophisticated
numerical calculations. The main objective of the future work will be focused
on integration of the developed approach with software solutions dedicated to
design of multiscale simulations on modern e-infrastructures, e.g. Multiscale Ap-
plication Designer [13].
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Abstract. This paper is dedicated to the development of a FEM model
of the extrusion process of tubes and profiles made from Mg alloys. Mg
alloys are characterized by low technological plasticity during extrusion.
The model is designed to optimize the parameters of extrusion tubes on
mandrel and profiles using the ductility of alloy as an objective func-
tion and the maximum value of temperature in the deformation zone
as a limitation condition. Optimization of extrusion parameters requires
a large number of FEM simulations that is why the solution based on
distributed computing capabilities was used. The developed software ge-
nerates a vector of simulation variants and runs them on a computer
cluster in parallel mode in the PL-Grid Infrastructure. In this work,
an example of optimization process and a procedure for obtaining the
needed materials data for simulation using the case of Mg alloy were
shown.

Keywords: extrusion, optimization, FEM, distributed computing.

1 Introduction

As shown in the papers [1,2,3], the metallurgical community has a high demand
for modeling and optimization of extrusion profiles problems. This resulted in the
widespread use of FEM in the development of numerical tools for the extrusion
and also causes the evolution of appropriate numerical techniques [4,5,6].

Extrusion processes of tubes and profiles from low plastic materials (for exam-
ple biocompatible magnesium alloys) have their peculiarities. In addition to the
well-known optimization criteria, based on the geometric dimensions of the pro-
file, limitations must be fulfilled, related to the limited technological ductility
of alloys. The addition of such restrictions is possible after development and
implementation of appropriate material models to FEM code [7,8].

Because the extrusion is a process of deep plastic deformation, the related
numerical calculations are time consuming. Optimization of extrusion processes
requires the run several instances of codes with different initial conditions. There-
fore, it seems sensible to launch another instance of the program on separate
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processors in parallel mode. This solution is possible using the PL-Grid Infras-
tructure.

The aim of this work is to develop and verify a parallel FEM code for the
modeling and optimization of extrusion of magnesium tubes and profiles.

2 State of the Art

One of FEM-based software for the simulation and optimization of extrusion pro-
files is Extrusion3d [9,10], which was developed in cooperation with the company
Quantor [11,12] and was a commercial prototype of the Qform-Extrusion [12].
The sequential version of the program has been developed [9], [11]. That com-
puter program was used for the optimization of extrusion profiles of aluminum
alloys [11], [13,14,15]. In this software, a user has to prepare simulation data,
analyze the results and also has to decide what would be the next step of the
optimization. Another modern FEM software (FEM Qform-Extrusion, Forge3,
Deform) designed for modeling the extrusion processes is working analogously.
Specific features of FEM tasks related to the modeling of extrusion profiles in
comparison with most of the three-dimensional modeling tasks for forming pro-
cesses are:

– high number of degrees of freedom of the task (because the high gradients
of strain rate require the use of a dense FEM mesh),

– high sensitivity of the solutions to the quality and density of the FE mesh
and also to the geometric dimensions of the matrix.

These factors caused that the optimization based on sequential calculations
is significantly limited by the computing power. On the other hand, the opti-
mization process in this case involves a large amount of conventional simulations
independent of each other (for example, a simulation of the extrusion process at
different positions of channel on the die). This opens a wide range of possibilities
for the use of parallel and distributed computation to perform the optimization
of the extrusion process (for example “inverse” analysis). Using supercompu-
ters network (the PL-Grid Infrastructure) and the parallel run of the multiple
task simulation, optimization results can be obtained over one simulation. Un-
fortunately, performing the calculations using the resources of PL-Grid requires
a significant modification of the sequential FEM code [9,10,11].

3 Description of the Solution

3.1 Formulation of the Boundary Value Problem and the Finite
Element Implementation

The solution of the boundary problem of extrusion tubes and profiles involves
a mechanical model, which is based on the theories of the plastic flow and heat
transfer problem. We will present the basic mathematical formulation of the
thermo-mechanical solver. The basic differential equation contains the following
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equations:
equilibrium equations:

σij,i = 0 , (1)

compatibility condition:

ξ =
1

2
(vi,j + vj,i) , (2)

constitutive equations:

σ
′
ij =

2σ̄

3ξ̄
ξij , (3)

incompressibility equation:

vij = 0 , (4)

energy balance equation:

k(t,i),i + βσ̄ξ̄ = 0 , (5)

yield stress model:
σ̄ = σ̄(ε̄, ξ̄, t) , (6)

where: σij – stress tensor, ξij – strain rate tensor, vi – components of flow

vector, σ
′
ij – deviator of stress tensor, σ̄,ε̄,ξ̄ – effective stress, effective strain and

effective strain rate, t – temperature, β – heat generation ratio that is commonly
accepted within the limits, β = 0.9 - 0.95 (0.9 value was used [16]) k – thermal
conductivity.

Yield stress model is a function of strain, strain intensity and temperature.
The model that is used for numerical calculation is presented in Section 4. Equa-
tions (1) – (4) are converted using the principle of virtual work and techniques
for the nonlinear FEM algebraic equation. They contain the flow velocities and
average tension as unknown parameters. To solve the system of equations, the
frontal method and iterative calculations of the distribution of parameters is
used. The algorithm used to solve the system of nonlinear equations is presented
in detail in the work [17].

The finite element, which is used in the extrusion code, is shown in Fig. 1.
For the interpolation of the metal flow rate and temperature, a 15-node element
was used, while the interpolation of mean stress was done using a 6-node linear
element. This interpolation results in the stability of the solution [18]. In the
existing FEM programs [12], [14] for the modeling of hot extrusion process,
solutions of thermal and mechanical boundary problems usually are obtained
on different FEM grids, which was caused by different areas of grid density.
For example, there may be deformation zones of high temperature gradients,
requiring to thicken FEM mesh to solve the heat transfer problem (T-grid),
while not requiring a dens fine mesh for mechanical solution (M-grid). A reverse
situation is also possible. This approach allows for minimizing the simulation
time of thermo-mechanical problem. Therefore, in this code two different grids T
and M are used. They exchange data during calculations. In sequential programs,
mechanical and thermal parts are solved one after another (on a single processor)
and the exchange of data takes place immediately after the end of each solution.
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Fig. 1. Prismatic finite element with 15(6) nodes

A modification of the program code for parallel mode was done by a distribution
of the thermal and mechanical problems on two different processors. So in the
parallel mode, the heat transfer problem and mechanical problem are solved on
separate processors and the exchange of data between T and M grids is possible
after completion of both tasks. That is why the parallel solutions of thermal and
mechanical part significantly (almost twice as much) accelerate the solution of
a single thermo-mechanical task.

The optimization process in the developed service is based on the parallel exe-
cution of the generated task variants vector obtained by the factorial experiment
algorithm. In this case, also a modification of the program code was carried out
being aimed at parallel execution of program variants (the number of variants
is dependent of the size of task variants vector). In the optimization mode the
user must select the parameters of the extrusion, which will be changed during
the process, and set the range and the number of intervals of each parameter
change. Examples of the parameters are: extrusion velocity, billet temperature,
die temperature, pre chamber temperature, etc. and the geometric parameters
of the matrix. In the latter case, the user must prepare several variants of the
geometry of the matrix channel in form of files in a special format that is com-
patible with the format of the graphic files in Qform [12]. Because the FEM mesh
generation for each variant of the calculation is performed in parallel mode, the
interference of the user with this process is impossible.

3.2 Automatic Generation of FE Mesh for Variants of the
Optimization Process

The developed code for generating the volume FEM mesh is based on the idea
of extracting a 2d mesh to obtain the appropriate dimensions in 3d space. This
approach requires the development of an automatic and effective program for 2d
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mesh generation for complex cross-sections. To solve this problem, the following
algorithm was used:

1. The contours of the die channels, pre chamber and container geometry are
analyzed in order to determine the points, which separate them into closed
areas to generate the 2d grid independently (see Fig. 2a).

2. 2d mesh generation is performed in each of the closed area as shown in
(see Fig. 2b). Grids are built in subdomains in such a way that they have
common nodes at the border of areas.

3. 2d grids obtained in step 2 are combined to obtain a 2d mesh for the container
sections, extruded profiles or pre chamber.

4. 2d mesh quality analysis is performed based on the following criteria:

k2d = max(
Lmax

Lmin
) , (7)

where: Lmax and Lmin are maximum and minimum side length of the finite
element. Parameter k2d is calculated for each element of FEM grid.

5. If the value k2d is above the limit (empirical data indicates a value of 20),
the grid is generated again by modification of contours and by setting more
nodes in order to obtain a more uniform grid. As the 2d mesh generator, the
program from the sequential version of Extrusion3d is used [11], [13,14].

6. 2d grids are “extruded” to the appropriate dimensions in 3d for different
variants of extrusion (see Fig. 2c). If needed, grids are modified to obtain
roundings, fillets or to change surface of matrix.

Fig. 2. Diagram of FE mesh generation for the matrix with prechamber: (a) the results
of the algorithm search of the geometry split at the closed domains, (b) the result of
2d mesh generation for the domains, (c) generated 3d mesh

The separate categories of matrices are those, which are used for extrusion
tubes and profiles on mandrel. Such a process needs more contours to charac-
terize the geometry of the process.
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For each variant of simulation two different grids are generated – for me-
chanical solution (M) and thermal (T) problem. For a sequential program, the
exchange of data between grids takes place after completion of a single task.
Once a solution of the boundary problem for current temperature distribution
(on M-grid) is obtained, the following data: velocity, strain rate tensor and stress
tensor are transferred to T-grid, where the heat transfer problem is solved. Be-
cause solving the stationary thermal problem with convection is difficult, T-grid
is more dens than M-grid. The procedure described above is working differently
in parallel mode. The data exchange between T and M grids is done at the end
of each task (T and M tasks are solved in the same time – parallel mode).

The algorithm used for automatic control of mesh quality was tested with an
example of profiles of complex shape. Fig. 3 shows the optimization process of
the position of a profile channel at the mirror of die (a real profile to the window
system) [15].

Fig. 3. Automatic generation of FEM grid during optimizing in parallel mode. Different
positions of profile channel on die (a) – (d)
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3.3 Test Simulations

Test simulations are performed to determine the influence of geometric para-
meters on the non-isothermal flow of material. As an example of optimization
height of pre chamber for profile made from AD31 alloy was analyzed (see Fig. 4).
Three variants of pre chamber height are considered – 5, 10 and 15 mm. The
simulation results (see Fig. 4b–d) allow to conclude that the smallest bend of
profile after extrusion is obtained at a height of 10 mm (see Fig. 4c).

The data presented in Fig. 4 also shows that the change in the geometry of
the pre chamber has influence on the temperature in the process. The reason is
the change of material flow velocity, which results in a different distribution of
generation of the heat deformation.

Fig. 4. Cross section of the matrix channel (WPIECE) and the pre chamber
(TOOL1): (a) the results of optimization of height of pre chamber in parallel mode
for (b) h = 5 mm, (c) h = 10 mm, (d) h = 15 mm

4 Extrusion3d Service

The Extrusion3d service has been developed within the PLGrid Plus project.
This service consists of a computational engine, which was written in Fortran
language and a preprocessor, which was developed using Excel software and
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VBA (Visual Basic for Applications) language. The service has been installed in
the PL-Grid Infrastructure.

The user generates batch files with geometry and boundary conditions using
Excel preprocessor. This task is performed on the user’s computer. To submit
a calculation task, QCG-Icon (QosCosGrid-Icon) is used [19]. Based on the boun-
dary conditions file and the file(s) (dependent on simulation type) with geometry,
a vector of extrusion tasks is generated. Then, each task is run on a separate
processor in the PL-Grid Infrastructure. Such a solution caused that the op-
timization time is comparable with the time needed to perform one numerical
simulation of the extrusion process. The results of numerical calculations are
returned to the user’s computer as a vtk format file(s). The results can be read
using ParaView software, which is an open source code and allows for visualiza-
tion and analysis of simulation results [20].

5 Methods of Obtaining Material Models

The flow stress model for MgCa08 magnesium alloy is introduced using Hansel-
Spittel equation:

σs = Aexp(−m1t)ε̄
m2 ξ̄m3exp(

m4

ε̄
)(1 + ε̄)m5texp(m7ε̄)ξ̄

m8ttm9 . (8)

The proposed ductility model states that only a limited amount of strain,
called critical deformation, can be introduced to the material without damaging
it. The fracture is not observed as long as the effective strain is smaller than the
critical deformation:

Ψ =
ε̄

εp(kσ, t, ξ̄)
< 1 , (9)

where: Ψ – ductility function, εp – critical deformation function.

Critical deformation was proposed [21] as a function of stress triaxiality kσ =
σ0/σs, temperature t and effective strain rate ξ̄:

εp(kσ,t, ξ̄) = d1exp(−d2kσ)exp(d3t) ¯ξd4 , (10)

where: d1 - d2 – empirical coefficients.

It was assumed that two conditions must be satisfied to avoid material damage
during processing. The maximum value of ductility function (9) is less than
one and the maximum calculated temperature is less than the incipient melting
temperature of MgCa08 alloy, which is 516◦C.

5.1 Flow Stress Model

The compression tests results were used to identify parameters of the flow stress
model. The Hooke-Jeeves algorithm was used to minimize the objective function,
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defined as the root mean square error between the load curves obtained from
experiment and predicted by FEM simulation [7], [21]. Friction factor in the
simulation was equal to 0.1. The coefficients of the equation (8), determined
using the optimization method, are as follows: A=405.85; m1=-0.00826428;
m2=-0.0281807; m3=0.020492; m4=-0.0114059; m5=0.00521939; m7=-0.69316;
m8=0.0001636; m9=0.192958.

5.2 Ductility Model

The generalized reduced gradient algorithm for nonlinear problems implemented
in MS Excel Solver was used to determine the empirical coefficients of the cri-
tical deformation function. According to equation (9), the ductility function in
a fracture initiation zone should be equal to or greater than one to correctly pre-
dict the material damage. Therefore, the objective function was defined using
the following equation:

Θ =
1

n

n∑
i=1

(1 − Ψi)
2 , (11)

where: – Ψi value of ductility function in fracture initiation zone obtained from
FEM simulation, n – number of measurements.

The empirical coefficients of equation (10) are as follows: d1=0.04611;
d2=0.4759; d3=0.01265; d4=-0.07009. The total percentage error between real
and calculated values was 7.8%.

Fig. 5 shows the comparison between the results obtained from FEM simula-
tion and tensile test carried out at 300◦C with tool velocity 1 mm/s. The model
predicted that the ductility function value is greater than one when the total
tool displacement reached 22 mm (see Fig. 5a). During the experimental testing,
the sample fractured at displacement 22.5 mm (see Fig. 5b).

5.3 Results of Optimization of Extrusion Process of MgCa08 Tube

Based on the developed code, an optimization of the extrusion process of tubes
made from MgCa08 alloy was done. The experimental part was made in IMN in
Skawina, Poland. The extruded tube had a diameter of 5 mm (internal diameter
4 mm). The size of rod was 20 mm and the extrusion velocity was 1 mm/s.

The reason for optimizing the thermal conditions in extrusion process is for-
mation of defects (cracks) in the final tube (see Fig. 6). Therefore, the optimiza-
tion of billet temperature was performed. Some example results obtained for the
billet temperature of 400◦C, 300◦C and 200◦C are shown in Fig. 7,8,9.

The simulation results for the billet temperature 400◦C allow to conclude
that the ductility function reaches a value less than one (see Fig. 7). It is worth
noting of the nonlinear dependence of the temperature of tube after extrusion
of the billet temperature. By lowering the billet temperature, heat generation is
increasing and a more intense temperature rising can be observed. Based on the
accepted variant of the extrusion process, tubes without defects were obtained.
An example of the obtained tubes is shown in Fig. 10.
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Fig. 5. Tensile test at 300◦C with tool velocity equal to 1 mm/s: (a) ductility function;
(b) fractured specimen

Fig. 6. An example of the formation of defects during the extrusion of the tube

Fig. 7. The temperature distribution (a) and ductility function distribution (b) for the
billet temperature of 400◦C (Option 1)



388 A. Milenin and P. Kustra

Fig. 8. The temperature distribution (a) distribution of ductility function (b) for the
billet temperature of 300◦C (Option 2)

Fig. 9. The temperature distribution (a) distribution of ductility function (b) for the
billet temperature of 200◦C (Option 3)

Fig. 10. Tube made from MgCa08 alloy obtained experimentally in the extrusion pro-
cess for the conditions corresponding to numerical calculations (Option 1)
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6 Conclusions and Future Work

6.1 Conclusions

1. The proposed concept of optimization of the extrusion process of Mg alloys
is based on solving in parallel mode the simulations task generated in the
space factor. This allowed to solve the optimization task over one simulation.

2. The verification of the program was made on the basis of the experimental
extrusion process of biocompatible tubes made of MgCa08 alloy.

3. The developed program is available in the PL-Grid Infrastructure as the
Grid-Extrusion service.

6.2 Future Work

The authors plan to extend the service to other deformation processes of mag-
nesium alloys, e.g., the drawing process of thin magnesium wires with a low
diameter ca. 0.1mm.
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gȩstości dyslokacji jako zmiennej wewnȩtrznej w modelu reologicznym materialu.
Informatyka w Technologii Materia�lów 1(2), 26–33 (2002) (in Polish)

14. Milenin, A., Biba, N., Stebunow, S.: Modelowania procesów wyciskania
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Abstract. We describe the ModFEM met service within the PL-Grid
Infrastructure, designed to model welding processes using adaptive finite
element method (FEM). The code aims at utilizing modern computing
environments to produce high quality results for large scale problems. It
exploits different forms of parallelism to improve the performance of si-
mulations. The program uses a three-dimensional model of laser welding
for materials with different chemical compositions.

Keywords: finite element method, adaptivity, parallel computations,
laser welding, weld pool.

1 Introduction

The ModFEM met service within the PL-Grid Infrastructure described below
belongs to the family of parallel adaptive finite element codes, used for simula-
tions in various domains of science and engineering. The main efforts related to
the development of the service are twofold: first, the service tries to incorporate
advanced numerical models related to its domain of application, second, it is
designed to be easily adapted to new computer architectures and to exploit the
related opportunities for high performance execution.

The subject of high performance parallel finite element simulations has al-
ways been an active area of research. We mention here the investigations of two
kinds. First, there is a problem of code design that combines advanced numerical
methods with the ease of maintenance, modification and extension. Recent, in-
teresting developments in that field include, among others, the FENICS project,
the Dune framework and the Deal.II library.

The FENICS project [15] emphasizes component architecture with the com-
mon goal of enabling an automated solution of differential equations. The
proposed components provide scientific computing tools for working with com-
putational meshes, finite element variational formulations of ordinary and partial
differential equations as well as numerical linear algebra. The FENICS project
takes advantage of many available HPC libraries, like MPI, PETSC, Trilinos,
uBlas, UMFPACK, ParMetis, and others. In the Dune framework [6] the leading

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 391–406, 2014.
c© Springer International Publishing Switzerland 2014
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design principle was one-to-one correspondence between the mathematical ob-
jects within grid-based discretization schemes for stationary and non-stationary
partial differential equations and C++ interface classes. The goal has been ac-
complished thanks to advanced C++ programming techniques and the reported
experiments demonstrated both the efficiency of the created code and its ap-
plicability to a very large class of problems. A similar approach to avoiding
computational overhead, while still taking advantage of OO-programming, is
presented in the Deal.II library [5]. The design of the library tries to achieve
a proper separation of FEM concepts such as meshes, finite element spaces and
degrees of freedom, as well as the possibility to arbitrarily combine finite element
spaces, numerical quadratures, and mapping information.

The second important field of research is the use of modern computer ar-
chitectures for simulation software. Within this field main efforts are concerned
with providing the optimal implementations for computational kernels – the key
components from the point of view of the performance of codes. Traditionally,
such investigations include the problem of proper mapping of numerical linear
algebra routines to computer architectures [17], [28]. Also, the implementation
of algorithms typical for finite elements, such as procedures for element matrix
creation and assembly have been investigated for different architectures [8,9].
Recently, the issue of heterogeneous computing, with the use of accelerators, has
gained importance, both for linear algebra (see e.g. [27]), as well as for finite
element computing in general [11], [22].

2 Finite Element Modelling of Welding Processes

The process of joining materials by laser welding has been used in industry for
many years. The development of this joining method depends on the increasing
knowledge of the physical phenomena that occur during welding. Mathematical
models of welding try to describe these processes and to predict the structure
of the weld. Numerical simulations based on mathematical models give insight
into the details of welding processes impossible to obtain by experimental me-
thods [23], [25]. The accuracy of numerical models depends on the involved phy-
sical and chemical phenomena specific to the welding process, assumed boundary
conditions, energy source characteristics and material models.

The ModFEM met service was created to simulate formation of a weld pool
during the laser beam welding. Moving laser beam illuminates the surface of
welded materials (see Fig. 1) that are locally melted into a weld pool. The
pool, after cooling for some time, when the laser beam moves further, forms
a solid weld. The phenomena inside the weld pool can be described using many
mathematical descriptions. In the model selected for the ModFEM met service,
the following assumptions have been made [26]:

– flow in the weld pool is laminar and incompressible
– weld pool surface is flat
– thermophysical properties of the materials used in the model are piecewise

linear or constant
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Fig. 1. A schematic illustration of the modelled welding process

– such physical phenomena are taken into account as: Marangoni effect [12],
mushy zone formation [24], buoyancy force (the last using the Boussinesq
approximation)

– different forms of power density distribution of the laser beam (such as single-
mode TEM00 or multi-mode TEM01, TEM10, TEM11) can be assumed ac-
cording to the classification proposed in [13].

The mathematical model used by the ModFEM met service consists of un-
steady Fourier and Navier-Stokes equations, approximated by the adaptive finite
element method. The system of Navier-Stokes equations for the unknown fluid
velocities u(x, t) and pressures p(x, t) has the form:

ρ0

(
∂u

∂t
+ (u ·∇)u − ν∇2u

)
+ ∇p + Ku = f in Ω (1)

∇ · u = 0 in Ω

with boundary conditions:

u = û0 on ΓD

(ν∇u)n− pn = g on ΓN .

In Equation (1) ν denotes kinematic viscosity of fluid, K is related to momen-
tum changes in the mushy zone, f is a source term that includes gravity forces
and forces resulting from Boussinesq approximation. The vector fields û0 and g
are given on disjoint parts of the computational domain Ω, ΓD for velocities and
ΓN for pressures, respectively. As a separate type of boundary condition, a free
surface is specified, with several complex phenomena, such as surface tension
and Marangoni effects, taken into account.

Heat conduction equation for the unknown temperature field T (x, t) has the
form:

ρ0c

(
∂T

∂t
+ u ·∇T

)
−∇ · (λ∇T ) = s in Ω (2)



394 K. Banaś et al.

with classical Dirichlet, Neumann and Robin boundary conditions, adapted to
the case of welding (through considering, e.g., heat sources, radiation, etc). Pa-
rameters of density ρ0, specific heat c, heat conductivity λ, source s (that takes
into account, e.g., the latent heat of fusion) are given as functions of materials
and temperature (and possibly some other parameters, such as chemical com-
position). The vector of conductive velocity, u, is supplied by the system of
Navier-Stokes equations coupled with (2).

The coupled system of equations (1) and (2) is transformed using the stan-
dard finite element procedures of multiplying by test functions and integrating
over the computational domain. The system (1) is transformed into a single
weak statement (with test functions w for momentum balance and q for diver-
gence condition), while (2) is treated as a separate system coupled by a solution
procedure that provides the field u to (2) and the field T to (1).

For both systems, the same triangulation of the domain Ω into elements Ωe

is introduced, and the same approximation based on linear shape functions as-
sumed. For the Navier-Stokes equations, the spaces V h

u and V h
p of continuous

piecewise linear polynomials satisfying Dirichlet boundary conditions for veloci-
ties and pressure, together with the corresponding function spaces V h

w and V h
q

with zero values on respective parts of the boundary are defined. Similar spaces
are defined for the heat equation.

Both systems (1) and (2) in a standard Galerkin form are unstable, so both
are stabilized using the SUPG method [10]. Using the index notation and the
summation convention for repeated indices, together with ”,i” denoting space
differentiation with respect to i-th space coordinate, the final weak formulation
for the system of the Navier-Stokes equations is given as:

Find approximate functions uh
i ∈ V h

u and ph ∈ V h
p such that the following

statement:

ρ0

∫
Ω

∂uh
j

∂t
wh

j dΩ +

∫
Ω

{
ρ0u

h
j,ku

h
kw

h
j + ρ0νu

h
j,kw

h
j,k − phwh

j,j + Kuh
jw

h
j

}
dΩ

+

∫
Ω

uh
j,jq

hdΩ +
∑
e

∫
Ωe

{
Rj(u

h, ph)τjkRk(wh, qh) + uh
j,kδw

h
j,k

}
dΩ (3)

=

∫
Ω

fjwjdΩ −
∫
ΓN

gjwjdΓ

holds for every function wh
i ∈ V h

w and qh ∈ V h
q .

Above, Rj(u
h, ph) and Rk(wh, qh) denote the residuals of Navier-Stokes equa-

tions computed for respective arguments, while τjk and δ are coefficients of the
SUPG stabilization [10].

In a similar fashion, the statement for the heat equation is obtained, with the
same stabilization and its own specific boundary terms.

The resulting weak statements are non-linear and time dependent. The stan-
dard α-method of time integration is used for both of them and the procedure
of simple (Picard’s) iterations is used for solving the system of non-linear equa-
tions [16].
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Fig. 2. Structure of FEM applications created by the ModFEM framework

3 ModFEM Framework for Parallel Adaptive Finite
Element Simulations

ModFEM (from Modular Finite Element Method) is a framework for creating ap-
plications that perform adaptive finite element approximations of various prob-
lems in science and engineering. Its design principles have been described in
several papers [1,2], [18], [19] and are briefly summarized below.

The main assumption of ModFEM is that every code created within the frame-
work is composed of several modules of different types. The structure of such
a code is shown in Fig. 2, with rectangular boxes representing an instance of a
module of particular type. For each module type, a specifically designed, narrow
but extensive interface is defined, and interactions between modules are limited
to procedure calls exclusively. As an obvious consequence of such a design, the
modules of the same kind are fully interchangeable, which makes it possible
to create many applications with different combinations of modules’ instances.
From the technical point of view, the idea behind the design is that each module
operates on its own, possibly large, data structure that is fully independent of
the data structures of other modules.

3.1 Finite Element Core Modules

The modules forming an application are grouped into several levels. The most
fundamental modules constitute a finite element core level. There are three such
modules:

– mesh manipulation module
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– approximation field module

– linear solver interface module.

The directions of possible interactions between modules are indicated in Fig. 2.
For example, a mesh manipulation module does not depend on any other module,
it does not call any routines from other modules (although we allow for inter-
facing mesh manipulation modules with external geometry and mesh providing
components [3]).

A mesh manipulation module provides all other modules with data concerning
the finite element meshes, for which simulations are performed. It is assumed
that the module can handle one or several meshes (each of module’s routines
accepts as an argument an identifier of a mesh). There are interfaces for proce-
dures that return data on the whole mesh (the number of elements, the type of
mesh, the number of vertices, etc.), as well as data on particular mesh entities,
such as vertices, edges, faces and elements (element interiors). This latter group
of routines includes the procedures that return the connectivity information for
mesh entities of different types. Adaptivity is assumed and, hence, procedures
exist for refining and de-refining meshes, as well as for returning family informa-
tion for mesh entities (assuming that from the division of one father mesh entity
there emerge several child entities).

An approximation module performs operations related to the degrees of free-
dom associated with mesh entities (higher order approximations are allowed and
degrees of freedom can be associated with mesh entities of any kind). Different
approximation modules are usually related to different approximation spaces (the
sets of shape functions and degrees of freedom), with the ModFEM interface al-
lowing for such techniques as hp-adaptivity and discontinuous Galerkin methods.
Approximation module routines use extensively mesh manipulation procedures,
and, due to this strong dependence, there are usually specific instances of appro-
ximation modules for particular types of meshes (although there may be several
different approximation modules properly interacting with a single mesh ma-
nipulation module). The main role of an approximation module in the finite
element solution process is to perform numerical integration of terms in a finite
element weak formulation, an essential ingredient of the creation of the finite
element system of linear equations. There exist also important procedures for
projecting the values of degrees of freedom between mesh entities of different
types and generations.

The main purpose of linear solver interface routines is to provide solvers with
properly structured element matrices and vectors, from which the global system
matrix and the global right hand side vector are created. Moreover, the inter-
face module often has to interact with solvers during the linear system solution
process (these interactions depend on the type of the solver, e.g., for frontal
solvers, local matrices are supplied during the solution procedure, while for it-
erative solvers with geometric multigrid preconditioning, additional restriction
and prolongation operators are provided by the FEM part of the code). To keep
the design of ModFEM codes clean and limit the number of modules’ interac-
tions, a linear solver interface module does not call the mesh manipulation and
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approximation procedures. All the necessary data for solvers are provided by
problem dependent routines, being often only wrappers for particular mesh
manipulation and approximation routines.

3.2 Problem Dependent Modules

The procedures from within the modules forming the finite element core level are
used by problem dependent modules to form the whole finite element specific part
of simulation applications. The procedures from within the problem dependent
modules control and manage the processes of:

– reading input files and writing output files

– time integration and solution of nonlinear equations (if they are required in
simulations)

– creation and solution of systems of linear equations

– mesh adaptations.

Apart from steering and control procedures, each problem dependent module
contains procedures used for creating local element matrices and vectors, accor-
ding to the particular weak formulation associated with the module. This design
allows to use the problem dependent modules related to different problems to
create a simulation code for coupled problems. What is necessary, is to create a so
called “super-module”, with steering and control procedures, but without proce-
dures related to the weak formulation. The weak formulation related part of the
application is composed of the proper weak formulation routines from coupled
sub-problems using additional procedures that perform suitable coupling.

A super-module must provide all the control and steering procedures for its
sub-problems, taking into account such implementation details as whether the
sub-problems use the same mesh or different meshes, whether they are approxi-
mated using the same spaces or different ones, what are the strategies for time
integration and solution of nonlinear equations (if they are required), what adap-
tation strategy should be employed for the coupled problems.

Some control and management procedures at this level of the code may be
used for different problems without modifications. Several such procedures are
gathered in the special utilities module, the same for all problems, and – due to
this – differentiated from the problem dependent module, visible in Fig. 2. The
procedures from within the utilities module may be used for:

– initialization of meshes and approximation fields

– exporting output data in different formats (e.g. for graphics)

– performing mesh adaptations according to one of common strategies (like,
e.g., equidistribution of errors)

– estimation of a posteriori global and local errors by derivative recovery
(Zienkiewicz-Zhu method).
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3.3 External Software Level

There is only one external module required to complete a basic version of each
application – a solver of linear equations. The FEM part of ModFEM codes is de-
signed to work with sequential and parallel solvers, within shared and distributed
memory environments. Both direct (e.g. multi-frontal) and iterative (e.g. Krylov
space with different preconditioning) solvers are supported. The codes can inter-
act with multigrid solvers and preconditioners by providing prolongation and re-
striction operators for particular finite element meshes and approximation spaces
used in simulations.

3.4 Parallel Execution

ModFEM codes can run on different types of parallel computers and are designed
to efficiently exploit the opportunities for high performance execution offered by
the hardware. It is assumed that all finite element core modules utilize shared
memory multithreading at proper places (e.g. loops over mesh entities). OpenMP
is considered as the standard programming environment, but different modules
employ multithreading independently (hence, they can use other parallelization
models, like OpenACC or Pthreads).

At the same level, but with more effort, low level programming techniques
to access massively multicore accelerators are employed. For architectures like
GPUs or Xeon Phi coprocessors, OpenCL and CUDA programming models are
used for the main computational task of finite element codes, i.e., global linear
system creation (assuming that system solution is performed by external soft-
ware) [4], [14].

Special care is taken to allow for flexible adaptation of finite element core mo-
dules to execution on machines with distributed memory. The standard modules
are required only to provide several additional procedures used in distributed
memory environment. Main tasks are performed by special modules, designed
to support the selected standard parallelization strategy – the domain decom-
position approach.

There are two types of domain decomposition modules (see Fig. 2), one for
mesh modules and the second one for approximation modules. These domain
decomposition modules can be described as suitable overlays that adapt different
core modules to the execution in distributed memory environments. A domain
decomposition module for meshes provides global (inter-subdomain) identifiers
for mesh entities, controls mesh partition and repartition, performs the exchange
of mesh entities between sub-domains for load balancing, provides parallel solvers
with necessary data on the mesh entities belonging to neighbouring subdomains.
A domain decomposition module for fields provides global identifiers to degrees
of freedom, allows for the exchange of degrees of freedom between subdomains
and performs simple operations on global vectors of degrees of freedom, such as
norm or scalar product. As indicated in Fig. 2, the module for fields can use
the information provided by the module for meshes, i.e., it can base its global
identifiers for degrees of freedom on global identifiers for mesh entities.
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Domain decomposition modules may use external software for particular tasks,
such as mesh partition and repartition. The message passing calls in ModFEM
are abstracted to special message passing library interface. Different implemen-
tations of interface procedures can therefore exist, including different variations
of MPI implementations (blocking or non-blocking, buffered, synchronous, etc.).
Thanks to this, the separation of concerns between the algorithmic and compu-
tational sides of the distributed memory version of the code is achieved.

ModFEM codes can utilize special adapters for parallel, distributed memory
solvers of linear equations, to interact according to the model defined by the
ModFEM interfaces. The interfaces, for example, specify the way for performing
some global operations (ranging from simple vector product and norm to re-
striction and prolongation for the whole mesh in geometric multigrid), as well
as the exchange of degrees of freedom associated with ghost mesh entities for
subdomains.

The two modes of parallelization, for the shared memory and distributed
memory environments, are designed as orthogonal concepts. Shared memory
parallelism is implemented for core modules. In principle, each module can use
an independent parallelization model. There are, however, special mechanisms
(in form of special procedures in the utilities module) that allow for sharing
a common platform for parallelization within several modules. This way, several
versions or extensions of core modules for different parallel architectures can
be implemented and employed, once again using a mechanism of compile time
selection, typical for ModFEM.

All these variations of core modules can be used without changes in shared
memory and distributed memory environments. Each variant of core modules
must conform to the specification that allows for domain decomposition over-
lays to interact with the modules. In such a way, a particular application created
within the ModFEM framework can be flexibly adapted to different computer
architectures and parallel programming environments. In particular, such com-
binations as OpenMP/OpenCL/MPI or OpenMP/CUDA/MPI are possible for
heterogeneous clusters with accelerators in form of graphics processors or Xeon
Phi coprocessors.

4 ModFEM met Service within the PLGrid Plus Project

The structure of the ModFEM computational framework described in the pre-
vious section, allows for the use of ModFEM ready-made modules for the Mod-
FEM met service. Due to the nature of the welding process, some of the modules
have been partially modified or extended for the deployment in the service. The
functionality of the modified modules has not been changed and the modules
can still be used in other services. The ModFEM met service uses the following
modules provided by the ModFEM computational framework:

– the part of the stabilized Streamline Upwind Petrov-Galerkin (SUPG) prob-
lem dependent module supplying a weak formulation for the approximation
of incompressible fluid flows
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– the part of the convection-diffusion problem dependent module supplying
a weak formulation for the approximation of the temperature field

– a super-module coupling the above two modules to model the welding pro-
cesses

– a hybrid mesh management module for meshes composed of tetrahedral and
prismatic elements

– an iterative solver module for linear equations implementing the GMRES
(Generalized Minimal Residuals) method with different forms of precondi-
tioning

– an interface module for the external direct solver PARDISO and the solver
itself.

For the purpose of deploying the service in the PL-Grid Infrastructure, a spe-
cial procedure for running the code using the QosCosGrid middleware for job
management [7] has been created. The procedure allows for preparing input
data files, sending them to computational infrastructure, running the service
and transferring the results back to the user.

The files required for the execution of the code include:

– a single file with a scenario of the service usage
– two files with control data, one for each subproblem – incompressible fluid

flow and thermal convection-diffusion
– a file with mesh data (the same mesh is used for all approximation fields)
– a file with material data, again, only one file with the characteristics of the

media necessary for approximating all the fields
– two files describing the boundary conditions to be imposed on the boundary

of computational domain, a separate file for incompressible fluid flow and
thermal convection-diffusion

– solver configuration files (one or several, depending on how many parameter
sets are specified in problem control files).

When the service starts, the super module reads the data from input files
and initializes proper data structures. The basic data structures used by the
ModFEM met service include:

– physico-chemical data structure for the materials used in the model – part
of the properties are stored as constant; other, temperature dependent data,
are linearly approximated in the successive temperature ranges

– mesh data structure – depending on the shape of the model, the calculations
can be performed on prismatic, tetrahedral or hybrid meshes

– data structure for velocity, pressure and temperature approximation fields.

After initializing the data structures, the ModFEM met super module pro-
ceeds to integration in time, performing the following actions at each time step:

– Courant-Friedrichs-Lewy (CFL) condition is tested and the length of time
step possibly modified; thanks to the use of implicit methods for time in-
tegration, the length of time step can be set to be a multiple of the length
determined by the CFL condition
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– time dependent boundary conditions are updated
– iterative GMRES solver module or external direct solver PARDISO is called
– mesh adaptation and de-adaptation conditions are tested; when the condi-

tions are fulfilled, division or merging of mesh elements are performed
– condition of recording the results in an internal ModFEM format or VTK

format is checked and suitable data are written to output files when required.

At each time step, the most time consuming part of the calculations is the
solution of two systems of linear equations – one for each subproblem (due
to the use of adaptive meshes, implicit time integration methods are used to
allow for larger time steps). In the case of using the direct solver, only shared
memory computations can be performed. For distributed memory environments
the service is equipped with the GMRES iterative solver that can operate in
both sequential and parallel modes.

The effectiveness of the iterative solver is largely determined by the precon-
ditioner employed, the method of improving condition number for the matrix
of the system of equations. Block Jacobi (additive Schwarz) preconditioner is
used globally and block Gauss-Seidel (multiplicative Schwarz) preconditioner is
applied locally for each MPI process/subdomain. Several variants of block-GS
preconditioning with different algorithms for block construction are available in
ModFEM met [20,21]. Parallel execution of the solver is accomplished by only
several small changes in the sequential code. In each GMRES iteration the solver
delegates to the FEM part of the code three operations whose implementation
vary depending on the operating mode. The problem module, which has the
knowledge of the operating mode – sequential or parallel – is responsible for
providing appropriate implementation. These operations are:

– exchange of the updated values of the current residual, after preconditioned
residual calculations in each GMRES iteration

– calculations of vector scalar products and norms, for global vectors of un-
knowns that correspond to the whole computational domain.

When the calculations are completed, the user has a range of files with results:

– text files with data for successive steps of calculations (data read from confi-
guration files, mesh information data, solution error values for Navier-Stokes
and heat module for each iteration, mesh adaptation data) – in the case of
distributed memory calculations each node can produce its own file

– field dump files in ModFEM or VTK format.

The files are transferred back to the user and can be further post-processed
or visualised, using the modules provided by the ModFEM framework or some
external programs (e.g. ParaView visualisation software).

5 ModFEM met Service – A Case Study

To show the capabilities of the code, we present a case study of welding of two
plates made of steel (HS625). For applying a heat source, the model proposed
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Fig. 3. The adapted mesh at time t=0.06s for the example case of two plates welding

Fig. 4. The pressure field on the cross-section of the mesh from Fig. 3 in the neigh-
bourhood of the welding pool

in [13] was used with the laser mode of Gaussian intensity profile TEM00. The
same adaptive mesh is used for the approximation of all fields: temperature, pres-
sure and velocity. Computations are performed for several thousands of variable
length time steps, with adaptations of the mesh after each ten steps. Fig. 3
shows the mesh obtained at time instant t=0.06s. The next two figures present
the pressure field (see Fig. 4) and the velocity field (see Fig. 5) on the cross
section of the mesh from Fig. 3, in the neighbourhood of the welding pool.



Adaptive Finite Element Modelling of Welding Processes 403

Fig. 5. The velocity field on the cross-section of the mesh from Fig. 3 in the neigh-
bourhood of the welding pool

6 Scalability Study

We present a strong scalability study to show the performance of the Mod-
FEM met code in cluster environments. For the purpose of the study, we solve
a sequence of test problems using a growing number of processors. Test problems
consist in performing the creation of a system of linear equations and several
(10) iterations of the GMRES solvers. By doing this, we consider only computa-
tional performance of the code, neglecting the problem of numerical performance
(i.e., solver convergence) that may depend on the physical problem solved.

We use the meshes with the growing number of nodes (proportional to the
number of unknowns in the solved linear systems) from 20,000 up to 1,280,000.
We use the number of MPI processes from 1 (the code employed was the parallel
code) to 128 (32 cluster nodes, 4 processes per node). Fig. 6 presents the speed-
up obtained for test cases. The code presents a typical behaviour. For small
problems, the communication cost early starts to dominate the solution time and
the speed-up curve becomes flat. For large problems, we obtain speed-ups close
to the perfect one. In fact, for large problems and small numbers of processors
we get super-linear speed-up. This can be associated with the performance of
sparse matrix-vector product, the essential ingredient of the solver from the
performance point of view. For large problems, there is little spatial locality when
accessing the main memory and the local performance is relatively low. With the
number of processes growing, the problem size per process decreases, the locality
of references in sparse matrix-vector product increases and the performance of
the solver grows. For large problems and large numbers of processes, the local
performance becomes constant, the communication time is outweighed by the
computation time and we obtain the speed-up curves parallel to the perfect
speed-up line.
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Fig. 6. The speed-up of the ModFEM met solver for several different meshes (strong
scaling)

7 Conclusions

The purpose of the ModFEM met service is to help students, engineers and
scientists to simulate and design welding processes. The model currently em-
ployed by the service should be understood as the first step towards accurate
simulations of these complex phenomena. Further steps should take into account
the modelling of electromagnetic field, moving free surface and several additional
processes such as turbulence and multi-scale interactions, not yet accounted for
in our models. New numerical techniques, e.g. discontinuous approximations,
variational turbulence models, moving mesh formulations, provide opportunities
for improvement of modelling capabilities and are also planned for future exten-
sions of the framework. Last but not least, another direction of development will
be aimed at increasing the computational capabilities of the code, by utilizing
the progress in hardware and programming models. Not yet included into the
ModFEM met service are the ModFEM extensions allowing for the use of acce-
lerators, such as GPUs or Xeon Phi coprocessors. The list of modifications is not
closed, different programming models and hardware solutions are considered for
the future, in order to adapt to the quickly changing landscape of contemporary
computer architectures.
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23. Rońda, J., Siwek, A.: Modelling of laser welding process in the phase of keyhole
formation. Archives of Civil and Mechanical Engineering 3, 739–752 (2011)

24. Roy, G., Elmer, J., DebRoy, T.: Mathematical modeling of heat transfer, fluid
flow, and solidification during linear welding with a pulsed laser beam. Journal of
Applied Physics 100 (2006)

25. Siwek, A.: Model of surface tension in the keyhole formation area during laser
welding. Computer Methods in Material Science 13(1), 166–172 (2013)

26. Siwek, A., Banaś, K., Rońda, J., Ch�loń, K., Cybu�lka, P., Michalik, K., P�laszewski,
P.: Modelowanie procesu spawania z wykorzystaniem programu adaptacyjnej
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Abstract. The process of continuous casting of steel is a modern and
the most effective method of obtaining steel cast strands due to its stan-
dardization, automation and production process continuity, which brings
about high quality and very high yield. The presented paper shows the
Procast service, a distributed solver that is explicitly designed for the
simulation of the continuous casting of steel on a grid platform. This
service calculates temperature and solid fraction distributions for the se-
lected machine geometry and user-specified material data and boundary
conditions. This article presents a continuous casting simulation for the
S235 steel cast with an industrial continuous casting machine. In ad-
dition, the speed-up and efficiency of calculations for various numbers
of calculation nodes and sizes of finite element mesh is presented. We
characterize some commercial programs for parallel computing of the
continuous casting model as well.

Keywords: continuous casting of steel, Grid, speed-up, FEM,ProCAST.

1 Introduction

Computing grid is a distributed system that supports a virtual research envi-
ronment across different institutions [1]. Grid computing is an emergent field in
computer science that focuses, in part, on the aggregation of geographically dis-
tributed and federated computational resources [2]. These resource aggregations
can be harnessed by grid applications to solve problems in science and engi-
neering, which require considerable computing power. Solving such challenging
problems, and subsequently, obtaining new scientific results, is an integral part
of the grid computing vision.

In recent years, the possibilities surrounding numerical modelling of metal-
lurgical processes have been very important for creating new technologies, along
with modifying those already existing. Modelling of the continuous process of
steel casting (CCS) is generally acknowledged in literature as this subject has
been addressed by many authors [3,4]. In the continuous casting process, molten
metal is poured from the ladle into the tundish and then through a submerged
entry nozzle into a mould cavity. The mould is water-cooled so that enough

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 407–418, 2014.
© Springer International Publishing Switzerland 2014
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heat is extracted to solidify a shell of sufficient thickness. The shell is withdrawn
from the bottom of the mould at a casting speed that matches the inflow of
metal so that the process ideally operates at a steady state. Below the mould,
water is sprayed to further extract heat from the strand surface, and the strand
eventually becomes fully solid when it reaches the metallurgical length.

Continuous casting of steel is a prevailing and progressive casting method that
is applied in the steel industry. It is amongst new and continually developing
casting processes, their purpose being to improve the steel cast strand quality.
Due to the global scale of steel production, any studies that can improve the
effectiveness of the casting process are vital from the business point of view.

The presented paper shows the Procast Service, a distributed and complete
satisfiability solver that is explicitly designed for simulating continuous casting
of steel. The purpose of this paper is to show the use of the developed service
for temperature field and the solid fraction calculation for selected CC machine.
An additional aim of this paper is to determine the speed-up and efficiency of
this service for various numbers of processors.

2 State of the Art

The method of continuous casting of steel – due to its ability to maximize the uti-
lization of the equipment capacity, along with the possibility of mechanization,
automation and computer control of the process – has become the fundamental
and prevailing method for obtaining steel semi-products. In order to obtain the
correct course of the continuous casting process, steel with a specific chemical
composition and an adequate temperature should be supplied to the continuous
casting machine [4], [6,7]. The formulation of a numerical model of the conti-
nuous casting process requires knowledge of a number of process parameters, i.e.,
the casting speed, the amount of heat taken away in individual cooling zones,
the technical parameters of the continuous casting machine. In addition, it is
necessary to be aware of the material-related parameters for the selected steel
grade [8]. The key material-related parameters are: specific heat, heat of solidifi-
cation, thermal conductivity, density, and liquidus and solidus temperatures [9].

At present, the numerical modelling also includes the prediction of cast strand
defects such as cracks, porosity or element segregation.

Nowadays, the advanced computer programs are used for the numerical mo-
delling of the continuous casting of steel. The commercially available computer
applications for the modelling of crystallization processes are mostly based on
the Finite Element Method [5]. There are a few systems on the market for mo-
delling the continuous casting of steel:

– ProCAST (ESI) for Windows and Linux OS [10],
– THERCAST (Transvalor) for Windows and Linux OS [11,12],
– FLOW-3D Cast (Flow Science Inc.) for Windows OS [13],
– CC Master (Expresslab) [14].

Only the first two packages enable calculations to be performed on a number of
processors/machines.
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THERCAST of Transvalor is software for three-dimensional modelling of in-
got casting and continuous casting of steel and other metals, using the finite
element method. It contains a database of thermal and mechanical parameters,
and therefore it is a comprehensive solution that does not require any exter-
nal sources of thermo-mechanical data. This package models the process of heat
transfer through metal in contact with ladles, nozzles, tundishes, rolls, sprays
and by air, with great accuracy. The software also enables metal bulging be-
tween rollers and hot tearing effects to be modelled. These capabilities enable
the package to optimize the continuous casting process by selecting the proper
casting speed and the strand cooling conditions. This software is supported on
x86 and x86-64 platforms (Intel or AMD) from a simple workstation up to an
HPC cluster. The Windows operating system, as well as Red Hat Enterprise
Linux (RHEL) and SUSE Linux Enterprise Server (SLES), are fully supported.

ProCAST provides a complete program solution enabling the progress of the
whole casting process to be traced, including the mould filling, solidification,
forming of the microstructure, and simulating the thermo-mechanical proper-
ties [15]. The ProCAST software enables the distribution of temperature, pres-
sure and speed vectors to be modelled along the whole strand length, along with
the strand metallurgical length (the length of the liquid core), and the shell
thickness to be modelled both for the straight and curved geometry of the con-
tinuous casting machine. Furthermore, the influence of the casting speed and
the submerged entry nozzle design on the temperature distribution, in addi-
tion to the vector speed field distribution, may be analysed. This software may
also use methods utilizing simultaneously the Euler’s and Lagrange’s approaches
(MiLE) [16]. The purpose of such a solution is simultaneous modelling of a num-
ber of other effects, for example the thermal shrinkage, the shrinkage related to
a phase transition, the distribution of stresses in the strand in the zone under
the mould, or the formation of a gap between the mould and the strand. The
ProCAST software operates in both Windows and Linux systems.

Due to the ability to run the solver on the PL-Grid environment and configu-
ration options, the ProCAST software was selected for the further development
of the service. The result of the simulation of CCS (by ProCAST software) is the
distribution of temperature and pressure. In addition, the result of modelling is
a liquid core length and thickness of the shell in the mould.

3 Procast Service

The calculation solver included in the ProCAST package has been used in the
implemented service. The ProCAST software allows the user to conduct cal-
culations with the use of a DMP and combined SMP/DMP architecture. The
user may also use the solver on a platform with an SMP architecture – the
calculations will be performed by a few processes running in parallel. The com-
munication is performed with the MPI protocol that is supplied together with
the package. In order to perform calculations on N-processors, the finite element
mesh is divided into N parts. The division of the geometry is executed directly
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Fig. 1. Partitioning of FE mesh into three parts

by the solver, and one of the criteria taken into account is the minimization of
the number of elements shared by individual parts. This approach enables to mi-
nimize the demand for communication between the individual solver processes.
Fig. 1 shows an example of FE mesh partitioning.

The Procast service in the grid environment uses only the numerical solver of
the ProCAST software. The preprocessor that was used for the creation of the
continuous casting process model has been implemented by the Authors of the
service. However, for the visualisation of the simulation results, the Paraview
open-source tool has been used, for which the input data was generated by the
solver, and is based on a script prepared by the Authors of the Procast service.

In order to allow the users to use the ProCAST software in the grid environ-
ment, a tool for preparing the continuous casting process model had to be intro-
duced. Using the geometric model (created in SolidWorks) and CompuTherm
LLC thermodynamic databases, a preliminary model of continuous casting pro-
cess was created, including initial conditions, boundary and material properties.
The initial and boundary conditions have been calculated on the basis of indus-
trial data coming from two CC machines, which are presented in Table 1. In
the preprocessor of the Procast service, the user can select the continuous cast-
ing machine geometry and the steel grade cast, or independently, determine the
material-related parameters in the function of the temperature of the material
cast:

– conductivity, density, specific heat, solid fraction, viscosity as a function of
temperature,

– latent heat, liquidus and solidus temperature as a value.

Additionally, the user may set the following boundary conditions:

– heat transfer coefficients between steel and water in the secondary cooling
zone,
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Table 1. Geometric parameters of CC machines

Parameter First machine Second machine

Strand dimensions 220 x 1100 mm 160 x 160 mm
Mould height 900 mm 900 mm
Mould wall thickness 40 mm 14 mm
Machine/strand arc radius 10500 mm 10000 mm
Number of spray zones within
the secondary cooling zone 7 4

– heat transfer coefficients between steel and mould in the primary cooling
zone,

– external heat transfer coefficients of mould,

and initial conditions:

– temperature of steel,
– temperature of mould,
– casting speed.

In addition, the number of iterations should be specified, after which the steady
state will be achieved in the simulation and the calculations will be terminated.

The preprocessor module has been implemented with the GridSpace2 plat-
form, which is available in the PL-Grid Infrastructure. GridSpace2 is a virtual
laboratory framework, enabling researchers to conduct virtual experiments on
Grid-based resources. GridSpace2 facilitates the exploratory development of ex-
periments by means of scripts, which can be expressed in a number of popular
languages, including bash, Ruby, Python and Perl [17,18,19]. The preproces-
sor module of the service enabling the continuous casting model to be prepared
from the Internet browser level was completed with this platform. Fig. 2 presents
examples of HTML sites, which allow the user to enter the input data to the
continuous steel casting process modelling.

The part of the Procast service concerning the input data entry has been im-
plemented in the Ruby language. Based on the data entered by the user, which
has been described above, the subsequent preprocessor script implemented in the
Perl language prepares the input files for the ProCast calculation solver, which is
then called by the final component of the preprocessor written as a bash script.
Launching the ProCast solver and interaction with the PL-Grid Infrastructure
is based on Portable Batch System (PBS). PBS provides a functionality of job
scheduling and control. A dedicated algorithm (wrapper) was implemented by
the authors of the ProCAST service to provide appropriate communication be-
tween the user interface (written in Ruby language) and the PBS on PL-Grid.
The wrapper accepts several parameters (e.g. mytasks, submit, status) and re-
turns data provided by the PBS. The data provided by PBS are filtered in order
to remove headers, etc. The wrapper also provides a functionality of reporting
current progress of selected calculation – the current step and the walltime used
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Fig. 2. Examples of HTML sites of the Procast service

by each of solver’s processes. These two parameters are obtained from output
files generated by the ProCAST solver. The wrapper is implemented in bash
language and is executed on behalf of the user of the service. After the com-
pletion of calculations, the ProCast solver executes the script developed by the
Authors, which saves the calculation results to a file. The results can be read
by the Paraview software, which is an open-source, multi-platform data analysis
and visualization application [20].

Fig. 3 presents a sequence flow chart that shows individual preprocessing
stages, calculation start-up, and creating the simulation results. In conclusion,
preprocessor and postprocessor scripts were implemented by the Authors, while
the solver calculation stays part of the ProCast software.

4 Results

The Procast service allows the calculation of parameters such as temperature
and solid fraction distribution of a strand. This data can be used to calculate
the metallurgical length and thickness of the shell. The above parameters are
important technological parameters in the continuous casting of steel.

For the following conditions, the temperature and solid fraction distributions
have been calculated across the whole volume of the solidifying continuously
cast strand, and these distributions are presented in Figs. 4-6. Table 2 shows the
values of the heat transfer coefficient in a mould.

In the secondary cooling zone, different values of the heat transfer coefficient
for each cooling area had been set up, according to Table 3.

Another set of boundary conditions was assumed:

– geometric parameters – first CC machine (see Table 1),
– material – steel grade S235 (chemical composition in Table 4),
– casting speed – 1m/min,
– inlet temperature – 1550℃.
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Fig. 3. The Procast service sequence flow chart

Table 2. Values of the heat transfer coefficient in a mould

Temperature, ℃ Heat transfer coefficient, W/(m²K )

860 856
870 891
880 926
890 960
900 994
910 1027
920 1600
1600 1600

The numerical calculations were verified based on the analysis of:

– the thickness of the shell leaving the mould equal to 2.51 cm,
– the metallurgical length equal to 17 m.
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Table 3. Values of the heat transfer coefficient in the secondary cooling zone

Area distance from the meniscus of steel heat transfer coefficient W/(m²K )

Area 1 900 mm - 1095 mm 600
Area 2 1095 mm - 3060 mm 500
Area 3 3060 mm - 6715 mm 350
Area 4 6715 mm - 10915 mm 280
Area 5 10915 mm - 15090 mm 250
Area 6 15090 mm - 18270 mm 220

Air cooling 18270 mm - 23300 mm 86

Table 4. Chemical composition of steel

C Mn Si P S Cr Ni Cu Al V Mo

0.07 0.6 0.03 0.02 0.018 0.15 0.15 0.15 0.045 0.02 0.05

These values are very close to industrial data.
In order to determine the efficiency of algorithms for parallel calculations, the

tests were conducted, in which the calculation time for a specific simulation was
determined for the various numbers of nodes taking part in the calculations. The
calculations were performed for two types of FE meshes for the first CC machine
(see Table 1):

– a big mesh with 930,000 tetrahedral elements,
– a small mesh with 273,000 tetrahedral elements.

Fig. 4. Visualisation of the cast strand temperature distribution
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Fig. 5. Visualisation of the solid fraction distribution

Fig. 6. The temperature distribution on the strand’s surface
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Fig. 7. Efficiency of the Procast service

Fig. 7 presents the time efficiency of the ProCAST solver for multiple cores.
FE mesh size has little effect on the acceleration of calculations along with more
computing nodes. The computation time for the two CC machine geometry is
practically the same, assuming the number of finite elements is identical. In other
words, the calculation time increases with the number of finite elements, and is
independent of the geometrical dimensions of the model.

5 Conclusions and Future Work

The Procast service allows for simulation of the continuous casting of steel for
different geometries of the strand of steels, different steel grade and various heat
exchange coefficients. It allows users from different research centers to determine
the temperature distribution and its derivatives in the continuous casting of steel.

At a further stage, the functionality of the service will be extended with
modelling the thermal stresses and strains in the strand.

The calculation time of continuous casting simulation depends on the number
of processors that at the same time are solving the problem set by the user.
When this number is minimal, the calculation time is higher than for a PC-
type machine that has a more efficient processor and RAM memory. However, if
more processors are used in the grid environment for calculating the continuous
casting process simulation, the time needed for these calculations is reduced, and
in this configuration the grid environment – despite the additional time overheads
needed to exchange information due to the division of the finite element mesh –
proves more effective than a sequential environment.
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Based on the results concerning the effectiveness, one can conclude that the
ProCAST software, in particular its solver, has low communication and synchro-
nization overhead as its efficiency for 8 calculation nodes falls down to about 70%.
This efficiency is further increased when more finite elements are involved in the
process model. Nevertheless, the use of the grid environment enables to obtain
the results faster than in the case of sequential calculations.

The main advantage of the presented service and running it in the PL-Grid
environment is enabling a broad community of scientists – dealing with the con-
tinuous casting issues – to conduct simulations of this process with the software
dedicated to the continuous casting process.

This service is restricted by the number of available licences for a calculation
solver, which in turn limits the number of nodes that can be used for such
calculations. The second disadvantage of the presented solution is the constraint
of the preprocessor module, which enables the continuous steel casting process
conditions to be modified only for the machine geometry that was previously
implemented in the service. In order to expand the service capabilities by a new
geometry, a continuous caster geometrical model should be prepared and a finite
element mesh should be applied to this model.
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Abstract. One of the achievements of the PLGrid Plus project is the
development of a new web service called “Projects’ Database” (pol.
Baza Danych Projektowych “BDP”) located at https://bdp.plgrid.pl
within the PL-Grid Infrastructure. The service is designed as a unique
medium for sharing the experimental and numerical results obtained
during European research projects related to shock wave-boundary layer
interaction and its control in transonic/supersonic flows. User access to
valuable data is granted and managed through PL-Grid mechanisms and
Open ID authorization allowing for an extensive validation of new physi-
cal models, advanced numerical methods and Computational Fluid Dy-
namics (CFD) codes applied to shock wave-boundary layer interaction
phenomenon.

Keywords: database, transonic and supersonic flow, shock wave-
boundary layer interaction.

1 Introduction

The shock wave-boundary layer interaction (SWBLI) phenomenon inherent in
high-speed transonic/supersonic conditions is commonly encountered in various
aeronautical applications, both in external and internal aerodynamics, leading to
the boundary layer separation, which downgrades the efficiency of the aircraft or
propulsion system, or even causes structural damage. A development of new flow
control strategies would limit the physical risks for the aircraft, therefore a phy-
sical mechanism of the interaction of the shock wave with the boundary layer
developing at the surface/wall is of a major concern in terms of the aerodynamic
performance and is still under extensive research in Europe.

The Projects’ Database (pol. Baza Danych Projektowych “BDP”) – the web
service located at https://bdp.plgrid.pl within the PL-Grid Infrastructure
and developed during the PLGrid Plus project – delivers a unique opportunity
for researchers dealing with SWBLI to access necessary experimental and nume-
rical data for validation of physical models, numerical methods and CFD codes
introducing not only academic value, but also strong research quality. Due to

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 419–428, 2014.
c© Springer International Publishing Switzerland 2014
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a limited public availability of the data, access to BDP is restricted and granted
only through a secure mechanism of the PL-Grid platform. The contents shared
by BDP is a result of the coordination of European research projects and deli-
vers a raw and first-hand set of complete experimental and CFD data focused
on investigation of steady/unsteady SWBLI and its control (SWBLIC).

2 State of the Art

The shock wave generated by flow of air past the aircraft wing/profile, in the inlet
of a jet-engine or in a supersonic nozzle (all important basic flow cases governed
by normal and oblique shocks) has been investigated extensively within Euro-
pean projects in the past. Just to mention a few: Efficient Turbulence Models for
Aeronautics (ETMA, 1992–1995) [1], Drag Reduction by Passive Shock Control
(Euroshock, 1993–1995) [2], Drag Reduction by Shock and Boundary Layer Con-
trol (Euroshock II, 1996–1999) [3] and Unsteady Viscous Flow in the Context
of Fluid-Structure Interaction (UNSI, 1998–2000) [4]. None of these project’s
consortia has built an easily accessible and complete database of results. So far,
only the recently coordinated by IMP PAN1 UFAST project (Unsteady Effects
of Shock Wave Induced Separation, 2005–2009) [5,6] made an effort to create
a database of the experimental data related to all investigated cases/problems.
This database supplied with the results of the numerical simulations is currently
a main content of the Projects’ Database (BDP) and is described in more detail
below. The follow-up TFAST project (Transition Location Effect on Shock Wave
Boundary Layer Interaction, 2012–2015) [7], also coordinated by IMP PAN, will
be added to BDP in the future as well.

3 UFAST Project (Unsteady Effects of Shock Wave
Induced Separation, 2005–2009)

3.1 UFAST Project Overview

Aligned with the needs of the aeronautics industry, the general aim of the UFAST
project was to foster experimental and theoretical work in the highly non-linear
area of unsteady shock wave-boundary layer interaction. Although previous EU
projects concentrated on transonic/supersonic flows, they did not examine un-
steady shock wave-boundary layer interaction. Important developments in ex-
perimental and numerical methods in recent years have now made such research
possible.

The main cases of study, shock waves on wings/profiles, nozzle flows and in-
let flows, provided a sound basis for open questions posed by the aeronautics
industry and can easily be exploited to enable more complex applications to
be tackled. In addition to basic flow configurations, control methods (synthetic
jets, electro-hydrodynamic actuators, stream-wise vortex generators and transpi-
ration flow) have been investigated for controlling both interaction and inherent

1 Institute of Fluid-Flow Machinery, Poland.
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flow unsteadiness. The interaction unsteadiness is initiated and/or generated by
SWBLI itself, but it is often destabilized by the outer/downstream flow-field.
Therefore, the response of shock wave and separation to periodic excitations
was of utmost importance and has been included in the research program.

Before UFAST, not enough had been done to accurately predict and control
flows dominated by unsteady shock wave-boundary layer interaction. Even where
advanced CFD techniques were applied to predict the flow around full aircraft
configurations, they only dealt with the steady flow features and often only
extrapolated from incompressible/subsonic domains to transonic/supersonic flow
regimes. It is obvious that there was a lack of understanding of the flow-physics
involved in unsteady SWBLI phenomena. There was also clearly a need for
appropriate modelling and – even more importantly – for a control of the flows
in order to limit the physical risks for an aircraft.

There was a pertinent need to improve the predictive capability of CFD
methodologies, such as URANS (Unsteady Reynolds Averaged Navier-Stokes),
LES (Large-Eddy Simulation), and hybrid RANS-LES approaches. Using RANS,
URANS and hybrid RANS-LES methods, UFAST has cast new light on turbu-
lence modelling in unsteady, shock dominated flows. Moreover, LES methods
were applied to resolve the large coherent structures that govern SWBLI. This
way, UFAST provided the “range of applicability” between RANS, URANS and
LES. The UFAST project has delivered a deeper insight into the physics gover-
ning the unsteadiness of the shock, the shock/boundary layer interaction, the
development of buffeting, together with a study on efficient methods for control-
ling these phenomena.

One of the main objectives of the UFAST project was to provide a compre-
hensive experimental Data Bank, documenting both low frequency events and
the properties of the large scale coherent structures in the context of SWBLI. It
should again be stressed that before the project almost no experimental informa-
tion had been available, especially in industrially relevant flow cases. Therefore,
flows in the important Mach number range going from transonic conditions to
Mach number 2.25 were investigated. The measured flow configurations corre-
spond to generic geometries that can be easily exploited in more complex ge-
ometries, such as airfoils/wings, nozzles, curved ducts/inlets. This wide shock
configuration platform was necessary to identify general interaction unsteady fea-
tures. And it should be repeated that the realisation of this objective in a short
space of time could only be achieved by involving a sufficiently large number of
laboratories sharing an enormous amount of crucial experimental work.

3.2 Project Structure

The UFAST project divided its funds and research work into two main areas. The
one concerned experiments, which delivered the Data Bank on SWBLI and its
control. The other area concerned numerical simulations, including the modelling
of SWBLI, using URANS, hybrid RANS-LES and LES methods, and delivered
an assessment of their applicability to the problem. To consider the general fea-
tures of unsteady SWBLI, most of the typical flow configurations with shock
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waves had to be included in the investigation. Three flow configurations were
selected, as shown in Fig. 1. The selection of three configurations implied a high
number of flow cases. Three different experiments were designed for each confi-
guration (see Table 1).

a b c

Fig. 1. UFAST configurations of flow with shock waves: a) transonic interaction, b) noz-
zle flow, c) oblique shock reflection

In order to manage this in a three-year project, a number of experimental faci-
lities were engaged and various theoretical methods, e.g. CFD codes, were used.

Table 1. UFAST experiments

Transonic interaction

bump at the wall (QUB2)
biconvex airfoil (INCAS3)
NACA 0012 with aileron (IoA4)

Nozzle flow

nozzle with a bump, forced shock oscill. (ONERA5)
nozzle with rectilinear wall, forced shock oscill. (UCAM6)
nozzle with flat wall, curved duct (IMP PAN)

Oblique shock reflection

Ma = 1.7 (TUD7)
Ma = 2.0 (ITAM8)
Ma = 2.25 (IUSTI9)

2 Queens University of Belfast, United Kingdom.
3 Romanian Institute for Aeronautics.
4 Institute of Aviation, Poland.
5 Office National d’Études et de Recherches Aérospatiales, France.
6 University of Cambridge, United Kingdom.
7 Delft University of Technology, The Netherlands.
8 Russian Academy of Science.
9 Centre National de la Recherche Scientifique, France.
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That was the main reason why as many as 18 partners participated in the re-
alisation of the ambitious goals of the UFAST project. For the present article,
only exemplary experimental and numerical results are presented for a transonic
interaction (buffet) at the biconvex airfoil obtained by INCAS and IMFT10.

3.3 Transonic Interaction at Biconvex Airfoil

Buffeting is a severe problem in airplane service, which can lead to reduced
comfort, life cycle limitations or even structural fatigue. Therefore, it is very
important during design to predict accurately and control the buffet onset. The
present test case is that of a biconvex symmetric airfoil in a wind tunnel at
buffeting flow conditions. Three partners: EADS11, IMFT and INCAS have par-
ticipated in this task. All of them have performed flow simulations while INCAS
was also responsible for the new experiments. Structured and unstructured grids
and codes were used as well as URANS, DES and LES models were applied.

The experiments were performed by INCAS in their 1.2 m × 1.2 m Trisonic
Wind Tunnel at shock induced buffeting conditions. The flow field configuration
was based on a classical biconvex aerofoil (18%) at transonic speeds in the range
of Mach 0.7–0.9. The experiments were designed in order to enable buffeting.
The photograph of the model is given in Fig. 2. The rectangular model having an
800 mm span, a 400 mm chord and a biconvex profile of 18% relative thickness
was attached on its lower side to a rigid 72 mm diameter sting. The sting was
installed in the model support pitch system so that its angle of attack could
be varied during the run. The model was designed to accommodate pressure
scanning devices, Kulite pressure transducers and Synthetic Jet (SJ) actuators.

Fig. 2. Biconvex airfoil model inside the INCAS test section

In order to identify the buffeting on the model, the detailed global schlieren
images were recorded. The schlieren pictures provided qualitative information on

10 Institut de Mécanique des Fluides de Toulouse, France.
11 European Aeronautic Defence and Space Company, Germany.
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the flow field configuration and proper identification of buffeting phenomenon.
The buffeting conditions were established for Ma = 0.76, Re = 6.78 ·106 and 1◦

of incidence (see Fig. 3) and this was defined as the reference test case for the
biconvex symmetric profile.

A strong shock in the rear part of the profile leads to shock induced boundary
layer separation. The increasing boundary layer thickness and separation force
the shock to move upstream and it becomes weaker till the separation vanishes
and the flow reattaches. Then, the movement starts from the beginning again.
As a result, the shock location on the model was varying from 55% to 85% of
the chord length on both upper and lower surfaces, alternating in the buffeting
phenomena. A series of tests were devoted to measurements of static pressure at
transducers placed on the top surface of the model at 40%, 50%, 60%, 70% and
80% of the profile chord at Ma = 0.76 in buffeting conditions (see Fig. 4). The
frequency of the shock wave oscillation was found to be 78 Hz.

In an attempt to control the SWBLI, a number of 5 Synthetic Jet (SJ) ac-
tuators were installed on the biconvex symmetric airfoil at 65% of the chord
on the top surface of the model. The model was equipped with piezoelectric SJ
actuators having a body diameter of 25 mm, a diaphragm diameter of 20 mm,
a 1 mm hole diameter and 1.1 mm hole height. The effects of the flow control
by SJ actuators were expected to be seen as alterations in the amplitude and
frequency of the unsteady pressure signals recorded by the Kulite transducers.
At all runs with Ma = 0.76 the Kulite transducers indicated the presence of the
buffeting. However, there were changes in the amplitude and frequency of the
signals recorded by the Kulite sensors, depending on the excitation of the SJ
actuators.

IMFT performed CFD simulations for this test case with the URANS (Spalart-
Allmaras) model, and especially devoted a special attention to take into account
the exact 3d wind tunnel geometry. The computations have been performed
using the NSMB (Navier-Stokes Multi-Block) software [8], which is a structured
multi-block code created and upgraded by means of a European consortium since
early 90’s, including IMFT since 2002. The final 3d geometry taken into account
by IMFT was the full wind tunnel with curved nozzle and diffuser. The diffe-
rence between this computational domain and the real geometry was the absence
of the sting for the computation, because this would require a high increase in
the number of grid points in respect of the structured grid configuration. The
IMFT’s grid contained about 5 · 106 nodes and is presented in Fig. 5.

The IMFT results obtained using the URANS/Spalart-Almaras model for α =
1◦, Ma = 0.762, Re = 6.78 ·106 efficiently capture the buffet phenomenon and
compare quite well with the physical experiment in respect of the predominant
frequency and of the amplitude of oscillations due to the shock wave motion.
It can be seen in example Fig. 6, presenting pressure fluctuations in time at
the spanwise station of 150 mm and the chordwise location of x/c = 0.6 on
the suction side of the airfoil obtained by IMFT (URANS) and by EADS using
URANS (SA URANS) and DDES (SA DDES). The calculated buffet frequency
of 78 Hz is in good agreement with the experimental data.
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Fig. 3. Schlieren pictures for biconvex airfoil (experiment, α = 1◦, Ma = 0.762, Re =
6.78 · 106)

Fig. 4. Instantaneous value of local Mach number at biconvex airfoil (experiment,
α = 1◦, Ma = 0.762, Re = 6.78 · 106)

The results efficiently capture the buffet phenomenon and compare quite well
with the physical experiment, not only in respect of the predominant frequency
and of the amplitude of oscillations due to the shock motion, but for the mean
value and extrema of the shock motion as well presented in Fig. 7 – for the
spanwise station of 100 mm located on the suction side of the airfoil.

The BDP database contains a comprehensive set of data files regarding the
flow conditions and recorded flow parameters during the experiment, while the
CFD results are presented in the form of figures and tables (due to large amount
of simulation output data). For the first series of basic tests, the measured pa-
rameters for each run are given in ASCII format in files identified by the run
number “XXXX” and the extension “TAB”, including schlieren visualisation of
the flow (see example in Fig. 3). The values represent averages of readings taken
for each pitch angle or convenient time intervals. For the tests for profile pressure
distributions, the maximum, minimum and mean cp and p/p inf values at each
pressure hole of the respective section are given in the database as TECPLOT
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Fig. 5. Computational grid for biconvex airfoil

Fig. 6. Comparison between calculated and measured pressure fluctuations at biconvex
airfoil (α = 1◦, Ma = 0.762, Re = 6.78 · 106)

ASCII data files, identified by the run number “XXXX” and suffix “ Cp” or
“ ppinf” followed by the extension “.DAT” (see example data plotted in Fig. 7).
For the unsteady pressure measurements, the data from the Kulite transducers
was reduced to pressure coefficients and “p/p inf” values, and recorded into the
ASCII TECPLOT data files “XXXX Cp time.dat” and “XXXX ppinf time.dat”
(see example data plotted in Fig. 4 and Fig. 6). The data collected during the SJ
flow control experiments are included as ASCII files with the extension “.CSV”,
which can be opened, used and saved with Microsoft Excel. For each run, there
is a “pretare” file (Run number followed by the suffix “ 0”) containing 8 000
readings of all channels a few seconds before the run, and a “runtime” file (Run
number followed by the suffix “ 1”) containing 32 000 readings of all channels
at 32 microseconds intervals. The first row of each CSV file contains the name
of the parameter in the respective column.

A more complete set of the experimental data obtained for the transonic
interaction and its control at the biconvex airfoil has been published in the
UFAST Data Bank [5] and Springer book [6], with raw data files included in
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Fig. 7. Comparison between calculated and measured pressure coefficient distributions
at biconvex airfoil (α = 1◦, Ma = 0.762, Re = 6.78 · 106)

the Projects’ Database (BDP) of the PLGrid Plus project. The extended results
of the numerical simulations of IMFT, supplemented by two additional sets of
data from INCAS and EADS are included in the BDP as well. Apart from the
biconvex airfoil test case, two other configurations of transonic interaction with
flow control present at the wall mounted bump and on the NACA 0012 airfoil
equipped with aileron were investigated during the UFAST project and are fully
represented in [5,6] and in the Projects’ Database (BDP).

4 Conclusions

Thanks to the PLGrid Plus project and the PL-Grid Infrastructure, an extensive
database of results of the European research projects related to SWBLI and
SWBLIC has been developed and is shared among PL-Grid users (scientists)
dealing with shock wave dominated flows. The included, complete results of
the UFAST project currently build a basis of a new service, awaiting for future
research projects (e. g. TFAST) to join the platform. The presented experimental
and numerical exemplary data obtained within the UFAST project for the buffet
phenomenon at the biconvex airfoil constitute only a fraction of the full material,
available in the Projects’ Database (BDP), concerning SWBLI and its control.
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Abstract. One of the achievements of the PLGrid Plus project is de-
velopment of new services and tools designed for numerical prediction of
aerodynamic performance and aero-acoustic signature of helicopter ro-
tor blades. A novel approach is based on the integration and automation
of all stages of a numerical simulation (pre-processing, processing and
post-processing) within a single tool available in the HPC environment
of the PL-Grid Infrastructure. A well-established set of professional com-
mercial software packages (developed by Numeca Int. and Tecplot Inc.),
combined with knowledge and experience, ensure high quality of the
overall service. Two initial “demonstrators” are designed to deliver aero-
dynamic performance (Aero-H) and aero-acoustic data (Aku-H) for the
High-Speed Impulsive (HSI) noise generated by the two-bladed model
of a helicopter rotor in high-speed, transonic hover conditions. An Euler
or RANS structured approach to numerical simulation of the flow past
a hovering rotor poses many challenges for Computational Fluid Dyna-
mics (CFD). Still, the predictions of Aero-H and Aku-H correspond well
with the experimental databases of Caradonna-Tung and Purcell.

Keywords: shockwave, helicopter rotor, transonic hover, high-speed
impulsive noise.

1 Introduction

The article presents details of the implementation and application of a new
set of tools named Aero-H and Aku-H (based on the commercial software pa-
ckages) designed for integration of all stages of a numerical simulation of flow
and acoustic near-field generated by hovering helicopter blades within the HPC
environment of the PL-Grid Infrastructure. The accurate Aero-H prediction of
the aerodynamic performance of the rotor (flow-field) is a key element for the
Aku-H solution of the generated High-Speed Impulsive (HSI) noise (acoustic
pressure), hence both tools are interlinked.

Two new and unique numerical tools: Aero-H and Aku-H developed in the
PLGrid Plus project and designed for integrating and automating all stages of
the numerical simulation of a hovering helicopter rotor aerodynamics and aero-
acoustics using commercial CFD software and PL-Grid supercomputers intro-
duce not only academic value, but also strong engineering and research quality.

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 429–444, 2014.
c© Springer International Publishing Switzerland 2014
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2 State of the Art

It is known that the RANS (Reynolds-Averaged Navier-Stokes) numerical si-
mulation of flow past a helicopter rotor in lifting hover poses many difficulties.
A rotating blade induces high down-wash of air below the rotor, while the spiral
tip vortex and trailing edge vortex sheets interact with the preceding blades. As a
result, both the local flow in the vicinity of the blades and the far wake of the ro-
tor have to be resolved by CFD. Additionally, a normal shock wave, terminating
a local supersonic area near the blade tip, not only limits aerodynamic perfor-
mance, but also becomes a significant source of HSI noise. A combination of a
helicopter rotor flow-field with the presence of a shock wave and boundary layer
separation leads to large numerical models (in terms of memory consumption)
and long parallel computing times even when using the most efficient super-
computers of the PL-Grid Consortium. A literature survey of the RANS results
obtained for a transonic lifting hover (tip Mach number of 0.88 and collective
of 8◦) of the Caradonna and Tung (1981) [1] model helicopter rotor reveals sig-
nificant scatter according to experimental data [2,3,4,5,6]. However, the Aero-H
prediction of this transonic flow-field is acceptable as one of the best RANS
solutions that can be found in the literature thus far.

The shock wave induced HSI noise phenomenon is very often studied experi-
mentally in “non-lifting” hover conditions (zero collective). When the acoustic
signal is measured in the rotor plane, it is independent of the blade loading [7].
However, during operation, a low collective angle (e.g. 1.5◦) is set for the rotor
blades in order to avoid room recirculation and to redirect the rotor wake out-
side of the test stand. The “low-lifting” conditions provoke generation of regular
tip vortices and weak rotor wake degrading the performance of the numerical
scheme leading to even longer computing times. The shock wave induced HSI
noise may be directly resolved in the near-field of the rotor by using the Eu-
ler (inviscid) method. Acoustic pressure impulses are less dissipated and tend
to be detectable over longer distances in the flow-field compared to RANS so-
lutions. Unfortunately, the Euler method has a slight negative impact on the
aerodynamic performance of the rotor – negligible from the point of view of the
HSI noise study. A literature survey of the Euler results obtained for HSI noise
emitted by the tip of the blade of the Purcell (1988) [8] model helicopter rotor
(tip Mach number of 0.9) reveals good agreement with experimental data at the
location of r/R = 1.11 [9,10,11]. The Aku-H prediction of this phenomenon is
satisfactory and gives confidence for future applications.

The Caradonna-Tung experimental database, which was used for verification
of the Aero-H flow prediction in hover conditions, is extensively utilized within
the helicopter community in process of the validation of CFD codes applied
to rotorcraft problems. The blade shape of the model rotor is based on the
NACA0012 cross-section – the most comprehensively tested aerodynamic profile
in the history of aviation. On the other hand, the experimental data published
by Purcell, which was used for verification of the Aku-H predictions, is equally
popular among scientists developing and validating CFD codes focused on the
simulation of the HSI noise emitted by the helicopter rotor in high-speed hover.
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It is worth mentioning that the model rotor (based again on the NACA0012
profile) is a 1/7th scale main rotor of the U. S. Army UH-1H version of the
Bell UH-1 Iroquois (Huey) – one of the most popular helicopters ever produced.
Two separate test cases of Caradonna-Tung and Purcell are used for validation
of the Aero-H and Aku-H numerical result, since the combined measurements
of the aerodynamic performance (thrust, blade pressure distributions and tip
vortex trajectories) and the HSI noise (acoustic pressure) in high-speed hover
are not freely available. Moreover, cross-validation of the Aero-H and Aku-H
simulation results (based on Fine/Turbo package from Numeca Int.) against
CFD results obtained using the academic general purpose SPARC code [12]
from the University of Karlsruhe and the aviation oriented FLOWer solver [13]
from DLR is presented.

3 Aero-H and Aku-H Numerical Tools for Simulating
Helicopter Rotors in Hover

3.1 What Are Aero-H and Aku-H?

The Aero-H and Aku-H tools consist of a set of Linux shell and python scripts
designed to control commercial CFD software in order to semi-automatically
complete a numerical simulation of a flow and acoustic field generated by a he-
licopter rotor in hover. These demonstrators are not conceived as separate ap-
plications, but constitute supplements of the Fine/Turbo package from Numeca
Int. (pre-processing and flow solution) and Tecplot 360 software from Tecplot
Inc. (post-processing). Currently, direct functionality of Aero-H and Aku-H is
limited to the helicopter rotors having two untwisted and untapered blades
with the NACA0012 cross-section. This type of rotor was extensively tested
by Caradonna-Tung [1], Purcell [8] and Caradonna-Laub-Tung [14] in hover and
forward flight conditions. Other rotors may be implemented with variable ef-
fort from the user depending on the actual shape of the blade (e.g. rotor of the
Bell AH-1G Huey Cobra helicopter [15]). Still, some flexibility is explicitly hard-
coded allowing for manipulation of the dimensions of the rotor and computa-
tional domain, grid size, operating conditions, numerical and physical modeling.
Additionally, all features of Aero-H and Aku-H implemented in the scripts and
macros are available as plain text, allowing for even more accurate adaptation
to user needs.

A simulation process by Aero-H or Aku-H is initiated by building of a nu-
merical model of the geometry of the rotor, creation of a computational domain
limited by a set of boundary conditions and generation of a grid. This pre-
processing phase is based on a set of parameterised python scripts developed
exclusively for IGG (Interactive Grid Generator) from the Fine/Turbo package.
Depending on the user-supplied rotor operating conditions, a new project is set
up for the flow solver and the test case is sent to PL-Grid supercomputers for
efficient parallel execution. This processing phase is controlled by another set of
parameterised python scripts developed exclusively for Euranus flow solver from
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Fine/Turbo package. Finally, the post-processing of the output data obtained
for the aerodynamic performance and acoustic prediction of the HSI noise for
a hovering helicopter rotor is based on a set of macros developed exclusively for
Tecplot 360 visualisation software.

One of the main advantages of the Aero-H and Aku-H tools is the possibility to
accelerate a numerical simulation process by automating pre-processing, solution
and post-processing phases, thus minimizing the necessary user effort. The usage
of Aero-H and Aku-H instead of the manual (interactive) preparation of the
numerical model, solution on a desktop computer and local post-processing of
the results ensures significant speed-up. A single run is reduced from 6 weeks to
approximately 1 week of pure calculation using an HPC cluster with very limited
user effort (see Tab. 1). Taking into account that complete prediction of the
aerodynamic performance and HSI noise signature of the rotor in hover requires
more than one simulation, the expected savings are even more significant.

Table 1. Approximate runtime of Aero-H and Aku-H vs. interactive work

interactive run1 automated run2

by user by Aero-H and Aku-H

pre-processing 3 weeks 5 minutes
parallel solution 2 weeks 1 week
post-processing 1 week 1 minute

The pre-processing and solution functionality of the Aero-H and Aku-H ser-
vices are analogous. The preparation of the rotor geometry and computational
domain, setting of boundary conditions, grid generation and project setup for
the flow solver are based on a similar engine and are described together. Only
the final stage of the post-processing of the simulation data is unique and differs
between Aero-H and Aku-H.

3.2 Experimental Set-Ups

The validation of Aero-H is performed against the experimental data obtained
by F. X. Caradonna and C. Tung in 1981 [1]. The model rotor consists of 2 rec-
tangular, untwisted and untapered NACA0012 rigid blades mounted on a tall
column containing a drive shaft located in a large chamber with special ducting
designed to eliminate room recirculation (see Fig. 1). The aspect ratio of the
rotor AR = 6, the chord length of the blade c = 0.1905 m and the diameter
2R = 2.286 m. A large set of test conditions has been applied with tip Mach
number MaT ranging from 0.23 to 0.89 and the collective pitch θ ranging from
0◦ to 12◦ at atmospheric conditions. The pressure distributions were measured

1 Using a modern desktop computer equipped with a single 4-core processor.
2 Using one node of the PL-Grid supercomputer equipped with two 6-core processors.
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Fig. 1. Experimental set-up of the Caradonna-Tung two-bladed model rotor [1]

at 5 cross-sections of the blade and the tip vortex trajectory was extracted using
a hot-wire technique. For a detailed validation a transonic test-case was chosen
with the experimental tip Mach number equal to MaT = 0.877, the tip Reynolds
number of ReT = 3.931 ·106, the rotation speed of 2500 RPM and the collective
pitch of θ = 8◦.

The validation of Aku-H is performed against the experimental data obtained
by T. Purcell in 1988 [8]. The 1/7th scale model of the UH-1H helicopter main
rotor consists of 2 rectangular, untwisted NACA0012 blades. The aspect ratio
of the rotor AR = 13.71, the chord length of the blade c = 0.0762 m and the
radius R = 1.045 m. A large set of test conditions has been applied with tip Mach
number MaT ranging from 0.85 to 0.95 and a low collective pitch θ at atmospheric
conditions. The acoustic pressure was measured at 4 radial locations off the tip
of the blade (r/R = 1.11, 1.78, 2.18 and 3.09) at the rotor plane. For a detailed
validation a transonic, delocalized test-case was chosen with the experimental tip
Mach number equal to MaT = 0.9, the tip Reynolds number of ReT = 1.7 ·106

and the collective pitch of θ = 1.5◦.

3.3 Geometrical Model of a Helicopter Rotor in Hover

The currently available geometrical model of the rotor implemented in Aero-H
and Aku-H using IGG (Interactive Grid Generator) scripts consists of 2 rec-
tangular, untwisted and untapered NACA0012 rigid blades (see Fig. 2). As an
example, the modeled geometry of the Caradonna-Tung rotor is presented ha-
ving a radius R = 6 · c, a chord length c = 1 and a collective θ = 8◦. The original,
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Fig. 2. Caradonna-Tung rotor dimensions

experimental chord length of c = 0.1905 m and the rotor radius of R = 1.143 m
are re-scaled to a chord c = 1. The computational model utilizes flat tip surfaces
and sharp trailing edges for all blades. The artificial hub cylindrical surface of
a radius of 0.5 · c replaces the shaft real shape. It is assumed that the inner radius
of the rotor is equal to c.

The flexibility of the scripting approach allows for direct modification of the
rotor radius R (or aspect ratio), blade chord length c and collective angle θ.
The inner rotor radius and the artificial hub dimensions may be modified as
well. This kind of approach may be used to generate the geometry of a popular
class of rotors based on the NACA0012 profile. Setting a certain value of the
aspect ratio provides the Caradonna-Tung [1] rotor (AR = 6), the Caradonna-
Laub-Tung [14] rotor (AR = 7) and finally the UH-1H model rotor of Purcell [8]
(AR = 13.71). Additionally, by linearly twisting the blade (from the root to the
tip by −10 degrees) the main rotor of the AH-1G [15] helicopter (AR = 9.8)
may be modeled.

3.4 Computational Domain and Boundary Conditions

A computational domain implemented in Aero-H and Aku-H using IGG scripts
consists of a half-cylinder enclosing a single blade of the 2-bladed rotor (see Fig. 3).
The flow field of the hovering rotor is quasi steady with respect to the blade and
periodic in nature – only one blade needs to be accounted for, decreasing time re-
quirements for the simulation. The location of the outer surface, being a parameter
of the scripts, is based on the choice of the radius of the rotor, thus adapting itself
automatically. As an example, the computational domain designed for a numer-
ical simulation of the Caradonna-Tung hovering rotor is presented. The distance
between the rotor plane and the location of the outer surfaces is fixed to 3 ·R.

For small computational domains, Froude-type [16] boundary conditions are
usually applied away from the rotor. In Aero-H and Aku-H a different approach
is implemented. The computational domain is surrounded by the boundary con-
ditions of 4 types: viscous and inviscid walls, rotational periodicity and pres-
sure inlet/outlet. The surface of the blade is modeled using a non-slip adiabatic
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Fig. 3. Caradonna-Tung rotor computational domain and boundary conditions

wall condition. Due to natural periodicity of the flow, a rotational periodicity
boundary condition is applied. To save computational resources, a surface of the
artificial hub is modeled as an inviscid wall. The outer surface is approximated
by a pressure inlet/outlet boundary condition. It is based on the assumption of
a constant inlet/outlet total/static pressure and temperature far from the blades.
Pressure inlet/outlet boundary conditions allow for an induced flow through the
outer boundaries being a part of the solution with intensity dependent on the
flow-field generated by the rotating blades.

3.5 Grid Topology

The computational domain of the hovering rotor setup by Aero-H and Aku-H
(again using IGG parameterised scripts) is divided into 80 structured blocks with
a C-topology in streamwise and H-topology in normal and spanwise directions
(see Fig. 4). The C-H-H topology proves able to capture the rotor wake system
with sufficient accuracy. A computational body-fitted structured grid is genera-
ted automatically with grid clustering enforced at the locations of the boundary
layer development, along the path of the tip and root vortices and the exhaust
wake of the rotor (see Fig. 5). As an example, the computational grid generated
for the Caradonna-Tung rotor is presented. It consists of 5.7 million of volumes
per blade. The distance of the first grid point away from a solid wall is constant
and set to be below y+ = 3 for a turbulent RANS simulation.

There are many features of the numerical grid that may be explicitly modified
by the user, for example the type of the mesh in terms of the physical modeling
(Euler vs RANS), the number of cells in each direction, cell size distribution along
block edges, y+ of the first layer of cells above the non-slip walls, etc. The same
grid, having a sufficiently high boundary layer resolution for a RANS simulation,
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Fig. 4. Caradonna-Tung rotor multi-block grid topology

is generated for the Aero-H aerodynamic predictions as for the inviscid Euler
solutions implemented in Aku-H. Hence, results obtained from both tools are
complementary and may be directly confronted without any need for a mesh
difference study.

3.6 Aerodynamic and Aero-acoustic Solutions

The Aero-H or Aku-H test case is created and set up based on the outcome
of the previous preprocessing stages (geometry modeling and grid generation)
for a cell-centered, block-structured, parallel CFD code Euranus developed as
a part of the Fine/Turbo package from Numeca International. The code solves
numerically the Euler or the compressible, mass-weighted, Reynolds-Averaged
Navier-Stokes (RANS) equations closed by a one-equation, low-Reynolds num-
ber turbulence model of Spalart-Allmaras. The algorithm incorporates a semi-
discrete approach, utilizing a finite volume method for the spatial discretisation
(central scheme, 2nd order of accuracy) and the steady-state multistage Runge-
Kutta type integration in time. In order to increase the convergence rate, the
local time stepping, the implicit residual averaging and the full multigrid tech-
niques are included in the explicit approach. The only difference in physical
modeling between Aero-H and Aku-H is the choice of equations describing the
fluid motion. The aerodynamic predictions of Aero-H are based on the RANS
equations (including turbulence modeling), while the acoustic pressure simu-
lations of Aku-H are obtained using the Euler equations (inviscid). All other
physical parameters are kept as similar as possible.

The rotor modeled by Aero-H and Aku-H is placed in a quiescent environment
described by the atmospheric pressure and temperature (patm and Tatm). When
the blades start to rotate with a positive collective pitch θ, a non-zero velocity is
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Fig. 5. Caradonna-Tung rotor C-H-H grid

induced at the boundaries. At locations where air is entering the computational
domain (inlet) the atmospheric conditions patm and Tatm become stagnation
parameters. At the outlet (below the rotor) where the air is exiting the compu-
tational domain the static pressure is equal to the atmospheric pressure patm.
The example flow conditions set for the Caradonna-Tung hovering rotor simu-
lation are presented in Tab. 2. The difference between the experimental and the
actual value of the atmospheric pressure patm set for the computation is related
to the scaling of the geometry of the rotor to assure a chord length equal to 1.

Table 2. Flow conditions for the Caradonna-Tung rotor simulation

experiment Aero-H

tip Mach number MaT 0.877 0.877
tip Reynolds number ReT 3.93 · 106 3.93 · 106
atmospheric pressure patm 103 027 Pa 19 627 Pa
atmospheric temperature Tatm 289.75K 289.75K

By properly adjusting the atmospheric conditions (patm and Tatm) and ro-
tation speed (RPM) the tip Reynolds and Mach numbers may be controlled
explicitly by the user. The collective angle has already been built into the rotor
geometry. A basic computation steering is based on the control of the conver-
gence criteria of reaching the steady-state (number of iterations and order of
magnitude reduction of the density residual), the full multigrid parameters and
the CFL number of the scheme. A fully prepared Aero-H or Aku-H test-case
is submitted to a queuing system of the PL-Grid supercomputer for a parallel
solution. After approximately one week of a simulation the output data files are
written for automatic post-processing of results.
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3.7 Post-processing of Results

The aerodynamic (flow-field) Aero-H output is post-processed differently from
the aero-acoustic (acoustic pressure) Aku-H data. The evaluation of the aerody-
namic results of the simulation is based on the total thrust CT and torque CQ

coefficients of the rotor, pressure coefficient cP distribution at certain cross-
sections of the blade, spanwise loading CL of the blade, tip vortex descent and
contraction rates supplemented by the tip vortices and wake visualisation. More
details are presented in Section 4 related to the specific Aero-H results obtained
for the hovering rotor of Caradonna-Tung.

The evaluation of the aero-acoustic Aku-H results of the HSI noise simulation
is based on the extraction of the quasi time-dependent pressure impulse, genera-
ted by the presence of the shock wave at the tip of the blade and emitted in the
rotor plane. A visualization of the surface of the relative Mach number equal to 1
allows for detection of transonic flow delocalization. More details are presented
in Section 5 related to the specific Aku-H results obtained for the hovering rotor
of Purcell.

4 Aero-H Results of a Numerical Simulation of Flow
past the Caradonna-Tung (1981) Model Helicopter
Rotor in Hover

4.1 SPARC and FLOWer Flow Solvers

The multi-code cross-validation of Aero-H (Fine/Turbo, Numeca Int.) is based
on a comparison with the numerical results obtained using two additional flow
solvers: Structured Parallel Research Code SPARC from the University of Karl-
sruhe (Germany), maintained by F. Magagnato [12] and FLOWer solver from
DLR (Germany) developed during the MEGAFLOW project [13].

The SPARC setup incorporates identical rotor and artificial hub geometry,
computational domain, grid topology and boundary conditions [17]. The simu-
lation is based on the RANS equations, Spalart-Allmaras turbulence model and
a central numerical scheme of a 2nd order accuracy in space as well. The pre-
sented material is a direct extension of the 1st order accurate numerical results
published in [18,19,20]. A slightly better resolved shock wave is the effect of lo-
cal grid refinement of 2 blocks located at the suction side of the tip (enclosing
the transonic flow and shock wave – boundary layer interaction) increasing the
number of cells from 5.7 to 7.0 million. SPARC adopts a time-accurate, implicit
dual-time-stepping scheme of a 2nd order accuracy, which has no noticeable
effect (when limited to small time-steps) on the results compared to a steady
solution implemented in Aero-H.

The FLOWer setup is based on the chimera overlapping grids technique in-
corporating identical rotor geometry, but without the artificial hub surfaces [21].
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Inclusion of a slightly larger computational domain, a chimera grid topology with
a total of 112 blocks (for 2 blades) and the Froude-type far-field boundary condi-
tions resulted in an increase of the number of cells to 12.7 million. As in Aero-H
and SPARC, the simulation is based on the RANS equations, Spalart-Allmaras
turbulence model and a central numerical scheme of a 2nd order accuracy in
space.

4.2 Aerodynamic Wake and Tip Vortex Trajectory

A fully turbulent, steady numerical simulation of the flow-field of the Caradonna-
Tung rotor in high-speed hover requires approximately 250 000 iterations on the
finest grid to reach a steady state (Aero-H). One of the most important aspects
of this simulation is to properly capture the rotor wake including the path and
strength of the tip vortices shed from the blade tip. It is worth noticing that
when using Aero-H the wake of the rotor is not externally set, but is part of the
global solution. The surface of a constant vorticity reveals the tip vortices that
follow a helical path by slowly contracting and descending in close proximity of
the blades (see Fig. 6). A strong induced velocity field associated with the tip
vortex significantly alters the effective angle of attack seen by the rotor blades.
This interference directly affects the rotor performance.

Fig. 6. Aerodynamic wake

The RANS method is known to be very dissipative, causing vorticity to be
quickly diffused. Approximately 450◦ of a tip vortex age is resolved in the current
simulation, which is sufficient to capture the interaction of the shed vortex with
the following blade at 180◦. Below 180◦ the tip vortex descent and contraction
rates (based on the location of the vorticity maximum) are accurately predicted
by Aero-H, SPARC and FLOWer (see Fig. 7).

After 180◦ the FLOWer solution deviates slightly compared to the Aero-H
and SPARC solutions and the measured tip vortex trajectory, possibly due to
insufficient background chimera component grid refinement.



440 P. Doerffer et al.

Fig. 7. Tip vortex descent and contraction

4.3 Blade Loading

The experimental value of the thrust coefficient CT = 0.00473 of the rotor is
overpredicted by the CFD utilizing: Aero-H by 16% (CT = 0.00548), FLOWer
by 14% (CT = 0.00538) and SPARC by 10% (CT = 0.00521). To compare
the sectional lift coefficient CL, it was necessary to integrate the experimental
and numerical data using the same numerical method. The resulting loading
distribution along the span of the blade exhibits a slight constant shift from the
experimental data in the direction of higher CL values (see Fig. 8).

A detailed insight into the flow behaviour may be obtained by comparing the
predicted pressure coefficient cP distribution with the experimental data at 5
cross-sections along the span of the blade (r/R = 0.5, 0.68, 0.80, 0.89 and 0.96)
(see Fig. 9). At r/R = 0.5 and 0.68 the flow is fully subsonic, while a shock
system builds up at the outer 20% of the blade (at r/R = 0.80, 0.89 and 0.96).
The shock location is predicted correctly in accordance with the measurements
for all transonic radial locations and for all numerical flow solvers. Only a slight
downstream shift of the shock wave is observed in the Aero-H and FLOWer
results compared to the SPARC solution and the experimental data. These barely
visible deviations between different flow solutions and the test data integrated
over the whole surface of the blade cause significant differences in the total thrust
of the rotor and the spanwise loading distribution presented in Fig. 8. It is worth
to emphasize that the rotor wake (vertical inflow) affects mainly the inner part
of the blade radius, where only small velocities are induced by the rotation. At
the outer part of the blade the rotational velocity dominates.
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Fig. 8. Blade sectional lift coefficient

Fig. 9. Blade pressure coefficient distributions

5 Aku-H Results of a Numerical Simulation of
High-Speed Impulsive (HSI) Noise of the Purcell
(1988) UH-1H Model Helicopter Rotor in Hover

5.1 SPARC Flow Solver

Multi-code cross-validation of Aku-H (Fine/Turbo, Numeca Int.) is based on
a comparison with the numerical results obtained using the academic flow solver
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SPARC. The SPARC setup incorporates identical rotor and artificial hub geo-
metry, computational domain, grid topology and boundary conditions [17]. The
simulation is based on the Euler equations and a central numerical scheme of
a 2nd order accuracy in space as well. A slightly better resolved acoustic pressure
peak is an effect of a massive local grid refinement of all mesh blocks located
not only at both sides of the tip (enclosing the transonic flow and shock wave-
boundary layer interaction), but also off the tip, reaching the outer boundary of
the computational domain and increasing the number of cells from 5.7 to 18.2
million.

5.2 Near-Field Acoustics

The main functionality of Aku-H is a numerical prediction of the acoustic pres-
sure impulse caused by a tip of the helicopter blade rotating with a sufficiently
high tip Mach number to initiate the HSI noise. For MaT = 0.9 the Purcell ex-
perimental data is well reproduced by the numerical simulations of Aku-H and
SPARC in the near-field of the blade at r/R = 1.11 (see Fig. 10).

Fig. 10. Acoustic pressure at r/R = 1.11 at the rotor plane

For this delocalized case, a very intensive HSI phenomenon generates an
acoustic pressure peak of approximately 6 kPa appearing two times per rotor
revolution (with the blade passing frequency BPF). The recorded overall sound
pressure level (OASPL) of 149.3 dB is underpredicted by numerics using: SPARC
by 0.9 dB (148.4 dB) and Aku-H by 1.2 dB (148.1 dB). The slightly better SPARC
solution results from extensive grid refinement.
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5.3 Sonic Cylinder

Delocalization of the shock wave may be readily detected by visualizing the iso-
surface of a relative Mach number. When the local, supersonic pocket generated
above the tip of the rotating blade is connected with an imaginary surface of
Ma = 1 (in a relative frame of reference), the HSI noise becomes extremely loud,
annoying and easily detectable over long distances dominating all other sources
of noise associated with a flying helicopter. The flow over the tip of the Purcell
rotor operating with a tip Mach number of MaT = 0.9 is delocalized, i.e., the
local supersonic area (1) is connected with the sonic cylinder (2) and the shock
wave extends off the tip of the blade (see Fig. 11).

Fig. 11. Shock wave delocalization

6 Conclusions

The Aero-H and Aku-H tools proved capable of capturing the aerodynamics
and aero-acoustics of two-bladed model rotors under high-speed transonic hover
conditions. Comparison of simulation results with experimental data is accep-
table, hence the described methodology and tools might be used with confi-
dence in future numerical studies of helicopter rotor blades. The main objective
of this article, i.e., validation of Aero-H and Aku-H results against the avail-
able experimental data using the PL-Grid Infrastructure, has been successfully
accomplished.

References

1. Caradonna, F.X., Tung, C.: Experimental and analytical studies of a model heli-
copter rotor in hover. NASA Technical Memorandum, 81232 (1981)



444 P. Doerffer et al.

2. Kang, H.J., Kwon, O.J.: Unstructured mesh Navier-Stokes calculations of the flow
field of a helicopter rotor in hover. J. of the American Helicopter Society 47(2),
90–99 (2002)

3. Sun, H., Lee, S.: Response surface approach to aerodynamic optimization design
of helicopter rotor blade. J. Numer. Meth. Engng. 64, 125–142 (2005)

4. Song, W.P., Han, Z.H., Qiao, Z.D.: Computational aeroacoustic prediction of tran-
sonic rotor noise based on Reynolds-Averaged Navier-Stokes flow simulation. In:
25th Congress of the International Council of the Aeronautical Sciences, Paper
ICAS 2006-2.10.3, Hamburg (2006)

5. Xu, J.H., Song, W.P., Xie, F.T.: Application of high-resolution scheme in rotor
flow simulation. In: 27th Congress of the International Council of the Aeronautical
Sciences, Paper ICAS 2010-2.1.3, Nice (2010)

6. Sheng, C.: A preconditioned method for rotating flows at arbitrary Mach number.
Modelling and Simulation in Engineering 2011, Article ID 537464 (2011)

7. Schmitz, F.H., Yu, Y.H.: Helicopter impulsive noise: theoretical and experimental
status. NASA Technical Memorandum, 84390 (1983)

8. Purcell, T.W.: CFD and transonic helicopter sound. In: 14th European Rotorcraft
Forum, Paper No. 2, Milano (1988)

9. Baeder, J.D.: Euler solutions to nonlinear acoustics of non-lifting hovering rotor
blades. NASA Technical Memorandum, 103837 (1991)

10. Strawn, R., Garceau, M., Biswas, R.: Unstructured adaptive mesh computations
of rotorcraft high-speed impulsive noise. NASA Contractor Report, 195090 (1993)

11. Usta, E., Wake, B.E., Egolf, T.A., Sankar, L.N.: Application of a symmetric total
variation diminishing scheme to aerodynamics and aeroacoustics of rotors. In: 57th
American Helicopter Society Annual Forum, Washington, pp. 1712–1722 (2001)

12. Magagnato, F.: KAPPA – Karlsruhe parallel program for aerodynamics. TASK
Quarterly 2(2), 215–270 (1998)

13. Rossow, C.-C., Kroll, N., Schwamborn, D.: The MEGAFLOW project – numerical
flow simulation for aircraft. In: Di Bucchianico, A., Mattheij, R.M.M., Peletier,
M.A. (eds.) Progress in Industrial Mathematics at ECMI 2004, vol. 8, pp. 3–33.
Springer, Heidelberg (2006)

14. Caradonna, F.X., Laub, G.H., Tung, C.: An experimental investigation of the pa-
rallel blade-vortex interaction. NASA Technical Memorandum, 86005 (1984)

15. Cross, J.L., Watts, M.E.: Tip aerodynamics and acoustics test. NASA Reference
Publication, 1179 (1988)

16. Srinivasan, G.R.: A free-wake Euler and Navier-Stokes CFD method and its ap-
plication to helicopter rotors including dynamic stall. JAI Associates, Technical
Report, 93-01 (1993)

17. Szulc, O.: Passive control of shock wave – boundary layer interaction. Ph.D. thesis,
Institute of Fluid-Flow Machinery, Poland (2014)

18. Doerffer, P., Szulc, O.: Numerical simulation of model helicopter rotor in hover.
TASK Quarterly 12(3-4), 227–236 (2008)

19. Doerffer, P., Szulc, O.: Passive control of shock wave applied to helicopter rotor
high-speed impulsive noise reduction. TASK Quarterly 14(3), 297–305 (2010)

20. Doerffer, P., Szulc, O.: Application of the passive control of shock wave to the
reduction of high-speed impulsive noise. J. of Engineering Systems Modelling and
Simulation 3(1-2), 64–73 (2011)

21. Doerffer, P., Tejero Embuena, F., Szulc, O.: Numerical simulation of model he-
licopter rotor in hover using chimera overlapping grids technique. Report No.
29/2014, Institute of Fluid-Flow Machinery, Poland (2014)



Parallelization of the Monte Carlo Static

Recrystallization Model

�Lukasz Madej and Mateusz Sitko

AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Kraków, Poland

{lmadej,msitko}@agh.edu.pl

Abstract. Implementation of parallel version of the Monte Carlo (MC)
static recrystallization algorithm for application in the PL-Grid Infras-
tructure is presented in this work. General assumptions of the algorithm
are described first. This is followed by presentation of modifications that
were introduced and are required for the parallel execution. Monte Carlo
space division schemes between subsequent computing nodes are par-
ticularly addressed. Implementation details are also presented. Finally,
influence of size and geometry of the MC space on calculations efficiency
is discussed.
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1 Introduction

Metallic polycrystalline materials are commonly used in many practical engi-
neering applications, because of their variety and possibility to obtain final
products characterized by required behavior under processing and exploitation
conditions. In this case, the microstructure of investigated material plays cru-
cial role in controlling its final mechanical properties. Controlling of the mi-
crostructure evolution during processing conditions is possible mainly due to
phase transformation and recrystallization processes. The latter phenomena are
temperature activated that leads to restoration of the deformed microstructure,
reduction of the effect of strain hardening and allows to obtain desirable grain
size. Unfortunately, finding the correlation between recrystallization parameters
and the material properties is not an easy task. It can be done mainly by means
of the experimental investigation, but it is rather expensive and time consum-
ing procedure. The solution is to support costly experimental investigation by
a series of numerical simulations. The increasing computing power of comput-
ers and the economic aspects make the simulation a powerful investigation tool,
which recently is often used in the steel industry. The simulation of the re-
crystallization (e.g. static recrystallization SRX) can be performed with various
numerical approaches based on the conventional continuum as well as discrete
models. The most popular discrete models used for SRX modelling are cellular
automata (CA) and Monte Carlo techniques, described in detail in [1]. Unfortu-
nately, the drawback of these approaches is excessive computing time, especially
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in 3D space. That is why, this paper is focused on the possibility of paralleliza-
tion of the Monte Carlo static recrystallization algorithm, to take advantages of
the PL-Grid Infrastructure and make computing time acceptable from industrial
point of view.

2 Description of the MC Static Recrystallization
Algorithm

The model for SRX operates in the specific domain called MC space that includes
geometry of the microstructure as well as properties of the analyzed material.
Explicit combination of these two elements is called the digital material rep-
resentation (DMR) [2,3]. The MC is a general name for a group of algorithms
based on a completely random sampling of a solution space for an application
in mathematical and physical simulations. The algorithm is composed of several
major steps (for details please refer to [4]):

– Preparation of input data that describe an initial state of the material in the
form of two or three-dimensional matrix of cells. A random state Qi – that
belongs to Ω = {Q0, . . . , Qn−1} – is assigned to each cell in the investigated
space.

– Random sampling of the entire space is performed in order to calculate the
energy change of the subsequent cells. Sampling can be performed according
to the Metropolis algorithm until all cells are analyzed.

– Random change in the cells state from the n available states is another step
of the algorithm. After the change of the state, the energy of the system is
again calculated.

– Calculation of the probability of the change in the cell state is performed. If
the calculated difference of energy takes a negative value, a new value of the
cell state is accepted, otherwise the state is accepted with a probability p.

These principles were adapted within the research to requirements of static re-
crystallization. Implemented algorithm of the SRX is presented in Fig. 1.

As seen in Fig. 1, the first stage in the static recrystallization model is a nu-
cleation process. As reported in the literature [5], there is no single model that
can describe this phenomenon. This is due to the fact that nucleation is very
complex and it is hard to measure and investigate it experimentally. As a result,
several nucleation models are widely used. In order to give a deeper insight into
this process, four nucleation models have been implemented within the present
work. Generally, nucleation can be described by two approaches. The first is
a function of the nucleation time and the second takes into account the nucle-
ation sites:

– site saturated nucleation – the Nss number of nuclei is introduced at the
beginning of the simulation,

– constant rate nucleation – the constant number of nuclei (Nconst) is intro-
duced in the same time intervals,
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– continuous ascending nucleation – the ascending number of nuclei is intro-
duced in the same time intervals until the number of Nmax nuclei is reached:

N = sMCS , (1)

where: s – scaling factor, MCS – the actual number of Monte Carlo step.

– continuous descending nucleation – the descending number of nuclei is in-
troduced in the same time intervals:

N = Ninit − sMCS , (2)

where: Ninit – the initial number of the nuclei.
In the case of site dependent algorithm two options are possible:

– homogeneous nucleation – nuclei are located in the random lattice sites,
– heterogeneous nucleation – nuclei are placed in the sites with the highest

amount of stored energy.

Fig. 1. The Monte Carlo static recrystallization algorithm schema

The second stage of static recrystallization is the grain growth phenomenon.
The nuclei grow into the deformed matrix. The energy stored in the material
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due to deformation is the main driving force of that process. Implemented MC
model is based on the arbitrary units of the energy as similar approaches that are
reported in the literature [7,8,9,10]. The simulation procedure follows presented
above several subsequent steps. At the beginning, the particular lattice site is
selected randomly. Once the lattice site is selected, it cannot be selected again in
the same simulation Monte Carlo step (MCS). This modification of the classical
MC approach is implemented to reduce computing time. Then, the energy for
that lattice site is computed using the formula:

EpreSRX
i = −J

Z∑
j=1

(δSiSj − 1) + Hi , (3)

where: J – grain boundary energy, Z – the number of neighbours, δSiSj – Kro-
necker delta, Hi – value of the energy stored in the lattice site. Selected lattice
site is then set to the temporary state Qi. It is reoriented to the crystallographic
orientation chosen randomly from within its recrystallized neighbors orienta-
tions and its state is marked as recrystallized. Then, the energy is computed
once again:

EpostSRX
i = −J

Z∑
j=1

(δSiSj − 1) . (4)

The Hi is omitted, because the energy is released due to the recrystallization
process. The change in the energy is computed as:

�Ei = EpostSRX
i − EpreSRX

i . (5)

New crystallographic orientation and recrystallized state are accepted with
some probability when the condition is satisfied. The probability is determined by
the equation, which correlates the misorientation angle and the grain boundary
mobility. It can be found in [8] that there is the dependency between them:

M (θ) = Mm

[
1 − exp

(
−B

θ

θm

)n]
, (6)

where: Mm – high angle grain boundary mobility (the value of 1 is assumed [7,8]),
B, n – equation parameters (the values of 1 and 3 are assumed respectively [5,6]),
θ – misorientation angle between two lattice sites, θm – misorientation angle of
a high angle grain boundary (the value of 15◦ is assumed [6]).
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The values generated by equation (6) are within the [0; 1] range for the as-
sumed values of parameters. Then, the random value is generated from within
the same range and compared with the value from equation (6). If generated
value is lower than the value from the equation, then the recrystallized state
and the new site orientation are accepted. The whole procedure is repeated until
all of the lattice sites are recrystallized. Examples of application of the described
algorithm to SRX simulations are presented in the next section.

3 Results of the MC SRX Model

The first step in creation of the required DMR is to obtain an appropriate
morphology and size of the investigated grains. In that stage, also the Monte
Carlo grain growth algorithm is used to meet that requirement. All simulations
were performed in the two-dimensional (300×300 sites) and three-dimensional
(100×100×100 sites) MC spaces. Initial microstructure morphology is presented
in Fig. 2.

Fig. 2. Initial microstructure morphology generated by the Monte Carlo grain growth
algorithm

In the Monte Carlo static recrystallization simulations, the parameter, which
has a crucial influence on the recrystallization kinetics, is H/J ratio (where H is
the energy stored in the lattice site and J is the grain boundary energy). That
ratio is used to describe the deformation and the annealing temperature. Higher
values indicate higher level of deformation and higher annealing temperature.
For the first simulation the following values were assumed: H/J = 3.5 for the 2D
model and H/J = 10 for the 3D model. The nucleation was homogeneous with
the energy distributed uniformly in the lattice and the grain boundary mobility
was independent from the misorientation angle. Remaining parameters, which
were used in the simulation, are presented in Table 1.

The recrystallization kinetics (MC model) and Avrami’s exponent plots (con-
ventional JMAK model) are presented for the 2D and 3D simulations in Fig.
3a and Fig. 3b, respectively. Corresponding results of obtained microstructure
morphologies are presented in Fig. 4–7.
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Table 1. The parameters of the nucleation in 2D and 3D models

The nucleation type: The parameters values:

site saturated nucleation Nss= 200
constant rate nucleation

interval: 10 MCS
Nconst= 10

continuous ascending nucleation
s = 1

Nmax=100
continuous descending nucleation Ninit=100

Fig. 3. The static recrystallization kinetics in: a) the 2D model, b) the 3D model;
homogeneously stored energy

As presented in Fig. 3a and Fig. 3b, the recrystallization kinetics curves have
characteristic sigmoidal shape. There is a good qualitative agreement between
the JMAK and MC models. However, some distortions are also observed. On the
other hand, there are inhomogeneities in the real deformed materials [11] and
they have a big influence on the recrystallization kinetics. This is due to the fact
that the MC method has probabilistic character.

Another approach to modeling SRX with the MC method can take into account
heterogeneous distribution of the stored energy and influence of the misorientation
angle on grain boundary mobility (for details see [1]). As seen, developed model can
provide wide range of results that are of interest when designing real manufactur-
ing operation in industrial condition. However, as mentioned, the limiting factor
of wider application of the model is excessive computing time. Thus, authors pro-
posed the use of modern computer infrastructure developed within the PL-Grid
project to speed up calculations. The process of parallelization of the SRX model,
to meets PL-Grid requirements, is presented next.
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Fig. 4.Microstructure morphology after SRX with side saturated nucleation rate, after:
a) 30MCS, b) 60MCS, c) 90MCS

Fig. 5. Microstructure morphology after SRX with constant nucleation rate, after:
a) 30MCS, b) 60MCS, c) 90MCS

Fig. 6. Microstructure morphology after SRX with continuous ascending nucleation
rate, after: a) 30MCS, b) 60MCS, c) 90MCS

Fig. 7. Microstructure morphology after SRX with continuous descending nucleation
rate, after: a) 30MCS, b) 60MCS, c) 90MCS
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4 Parallelization of MC Algorithm

When parallelization of the MC SRX algorithm is discussed, a problem of effi-
cient division of the MC space has to be addressed. The master-slave approach
and MPI standards are adapted in the present work. Adapting recrystallization
model to parallel use on grid platform required certain modifications of algo-
rithm described in Section 2. Due to the fact that simulations are executed on
multi-node infrastructure with distributed-memory, the first step is division of
the MC space into equal layers between computing nodes (see Fig. 8). In this
case, each computing node receives the same size of the MC space for further
processing. After that, the new MPIdatatype is created (see Listing 1.1) and
additional memory (buffer send – cellsSendSrx and receive – cellsReceiveSrx
arrays), that stores information about sent and received node boundary infor-
mation, is allocated.

Listing 1.1. MPI data type creation

MPI Datatype m p i c e l l s r x t y p e ;
const int CellSrxElementsNumber = 6 ;
const int nitemsSrx=CellSrxElementsNumber ;
int b lo ck l eng thsSr x [ CellSrxElementsNumber ]
= {1 ,1 , 1 , 1 , 1 , 1} ;
MPI Datatype typesSrx [ CellSrxElementsNumber ]
= {MPI INT , MPI INT , MPI INT , MPI INT , MPI DOUBLE,
MPI DOUBLE} ;

// MPI Datatype m p i c e l l s r x t y p e ;
MPI Aint o f f s e t s S r x [ CellSrxElementsNumber ] ;
o f f s e t s S r x [ 0 ] = o f f s e t o f ( CellSendSrx , id ) ;
o f f s e t s S r x [ 1 ] = o f f s e t o f ( CellSendSrx , o r i e n t a t i o n ) ;
o f f s e t s S r x [ 2 ] = o f f s e t o f ( CellSendSrx , r e c r y s t a l l i z e d ) ;
o f f s e t s S r x [ 3 ] = o f f s e t o f ( CellSendSrx , nucleon ) ;
o f f s e t s S r x [ 4 ] = o f f s e t o f ( CellSendSrx , storedEnergy ) ;
o f f s e t s S r x [ 5 ] = o f f s e t o f ( CellSendSrx , rxFract ion ) ;
MPI Type create s t ruct ( nitemsSrx , b lock lengthsSrx ,
o f f s e t s S r x , typesSrx , &m p i c e l l s r x t y p e ) ;
MPI Type commit(& m p i c e l l s r x t y p e ) ;

Crucial element in the modified version of the algorithm is introducing changes
to the nucleation models. At the beginning of simulation, initial nucleation pa-
rameter s is modified according to (7):

s = s/n (7)

where n – number of nodes.
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Fig. 8. MPI space division concept

Then, at the beginning of each MCS, nuclei number for particular node is recal-
culated from modified nucleation formulas (1) and (2):

Nn = �sMCS� + counter (8)

Nn = Ninit − �sMcs� + counter , (9)

where counter in formulas (8) and (9) is calculated by (10):{
counter = 1 if �N ∗ 100�%100 ≥ random integer%100

counter = 0 if �N ∗ 100�%100 < random integer%100 .
(10)

In subsequent MC steps, arrays that store boundary information for each node
are updated and sent to the neighboring nodes (see Listing 1.2).

Listing 1.2. Non-blocking information updated and sent to neighboring nodes

void MPIElements : : BoundarySendSrx (
CellSendSrx ∗∗ ce l l sS endSrx , int boundarySize ){
int l e f t S end ;
i f (mpi node num==0)
l e f t S end = mpi num of nodes −1;
else
l e f t S end = mpi node num−1;

MPI Isend ( ce l l sS endSrx [ 0 ] , boundarySize , mp i c e l l s r x t yp e ,
l e f tSend , tag2 , MPICOMMWORLD,
&mpi send boundary request [ 0 ] ) ;
MPI Isend ( ce l l sS endSrx [ 1 ] , boundarySize , mp i c e l l s r x t yp e ,
(mpi node num+1)%mpi num of nodes , tag1 , MPICOMMWORLD,
&mpi send boundary request [ 1 ] ) ;
}
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Then, each of nodes awaits to receive appropriate feedback from neighbouring
nodes (see Listing 1.3).

Listing 1.3. Blocking information received from neighboring nodes

void MPIElements : : BoundaryReceiveSrx (
Cel lSendSrx ∗∗ c e l l s R e c e i v e S r x , int boundarySize ){
int l e f t R e c e i v e ;
i f ( mpi node num==0)
l e f t R e c e i v e = mpi num of nodes −1;
else
l e f t R e c e i v e = mpi node num−1;

MPI Recv ( c e l l s R e c e i v e S r x [ 1 ] , boundarySize ,
m p i c e l l s r x t y p e , ( mpi node num+1)%mpi num of nodes , tag2 ,
MPI COMM WORLD, &mpi status boundary [ 1 ] ) ;
MPI Recv ( c e l l s R e c e i v e S r x [ 0 ] , boundarySize ,
m p i c e l l s r x t y p e , l e f t R e c e i v e , tag1 ,
MPI COMM WORLD, &mpi status boundary [ 0 ] ) ;
}

When all nodes got the boundary information (blocking received), the particular
MC step is finished, the MC space is updated and the algorithm goes to the next
MCS. Illustration of the message passing algorithm used in the present work is
presented in Fig. 8. The modified MC static recrystallization algorithm is shown
in Fig 9.

Moreover, within a single computing node, simulation can be executed on
multiple treads, using the OpenMP technology. The approach with different
MC space division schemes was implemented and presented in earlier authors’
work [12].

As mentioned, the developed algorithm is designed to work at the PL-Grid
platform in a user friendly manner. To use the provided functionality of the
developed SRX model, several steps are required:

– Generation of the input file → dedicated application.
– Transferring of the input file to the server → QCG-Icon.
– Calculation of the SRX on the Zeus supercomputer.
– Automatic download of the obtained result to a user computer → QCG-Icon.
– Visualization of obtained results (microstructure morphology, kinetics and

energy distribution) → dedicated application.

The flow chart of this procedure is schematically presented in Fig. 10.
As seen, modified SRX model is compatible with the PL-Grid Infrastructure

and can provide results in significantly lower time that makes it interesting
for practical applications even in industrial conditions. Detailed discussion of
obtained reduction in computing time is presented next.
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Fig. 9. The Parallel Monte Carlo static recrystallization algorithm schema

Fig. 10. Flow chart of the SRX model execution at the PL-Grid Infrastructure

4.1 Results

To evaluate efficiency of parallelization, different MC space sizes (9 and 20 mil-
lion cells) and geometries (3000×3000, 9000×1000, 1000×9000 and 20000×1000,
1000×20000, 2000×100×100) were considered during static recrystallization mo-
deling (see Fig. 12). Influence of queuing time was omitted in order not to dis-
rupt final results. During simulation, constant nucleation rate (Nconst= 100) and
Moore neighborhood were used.
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Fig. 11. Initial geometries used to compare static recrystallization execution
times: a) 3000x3000, b) 9000x1000, c) 20000x1000, d) 2000x100x100, e)1000x9000,
f) 1000x20000

Fig. 12. Efficiency for different space size: a) 9m., b) 20m. MC cells space

Computations with different numbers of nodes were performed to evaluate
possible decrease in computing time. Obtained results in the form of efficiency
as a function of number of nodes are shown in Fig. 12.

As presented in Fig. 12, with increasing number of nodes, efficiency of cal-
culations decreases, because the application needs to send more data packages
and spends less time on the pure calculations. Moreover, the best efficiency is
observed in spaces with dimension x > y and x > z.
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5 Conclusions and Future Work

Based on the presented investigation, it can be concluded that:

– Various types of nucleation model provide a possibility to replicate different
material behavior under thermo-mechanical processing conditions.

– Parallelization of the code based on MPI and OpenMP standards provides
significant decrease in computing time.

– When the number of computing nodes increases, the computing time de-
creases to some extent. This is associated with the efficiency of the calcu-
lations, and strictly depends on the number of nodes and the geometry of
space. Computing time reduction for more than 10–12 nodes is insignificant.
Such behavior is not beneficial from the practical point of view. However,
running several different calculations at the same time for various processsing
conditions may be a solution to this issue.

– With increasing number of nodes the efficiency decreases. This is related to
the increasing number of messages passing between nodes.

– The applied client-server architecture easily allows to prepare the input files
and starts simulation in the grid environment.
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Abstract. Results of high precision quantum-chemical calculations on
selected diatomic molecular systems are reported. The wave function is
expanded in the basis of exponentially correlated Gaussian functions. For
each of the systems the Schrödinger equation is solved variationally with
several lengths of this expansion, which enables the energy convergence
to be studied as well as an extrapolation to infinite basis set size and
an error estimation to be performed. The algorithms applied to evaluate
matrix elements and the matrix diagonalization are analyzed for their
scalability, and their strong and weak points are revealed.
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1 Introduction

In the last half of the 20th century, quantum chemistry became a widespread tool
for experimental chemists. Its role has been appreciated by awarding J. Pople
“for his development of computational methods in quantum chemistry” and
W. Kohn “for his development of the density-functional theory” with the Nobel
Prize in 1998. Last year, three other quantum and computational chemists have
been distinguished with the Prize “for the development of multiscale models
for complex chemical systems”. The software created on the basis of the Prize
winners’ ideas enabled modelling of huge biomolecular systems. Another, com-
plementary trend in theoretical methods focuses on high accuracy description
of small diatomic molecules. Such an approach to the interaction between par-
ticles often involves a theory more fundamental than quantum chemistry – the
quantum electrodynamics (QED). The high precision theory enables studying
tiny effects resulting, e.g., from coupling between the movement of electrons and
the nuclei, from relativistic behaviour of electrons, or even from interactions of
the particles with the vacuum. Apart from testing the fundamental theory, such
accurate calculations supply data for molecular spectroscopy – a very deman-
ding experimental discipline, which has recently made an enormous progress in
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increasing the accuracy of acquired information. The theoretical data is used to
interpret and complement the measurements [1,2]. Quantum-mechanical calcula-
tions, when sufficiently accurate, enable determination of fundamental physical
constants and many vital parameters of nuclei, atoms, and molecules. Moreover,
the knowledge of accurate interaction between atoms can be translated onto the
properties of bulk matter or even utilized to calibrate the measuring devices [3].
Quite recently, the results of high accuracy calculations on H2 were employed
to study so-called ‘fifth-force’, a new hypothetical weak interaction between ele-
mentary particles [4].

An essential question, which accompanies high accuracy quantum-chemical
calculations, is: How to determine the accuracy? A prompt answer, which comes
to mind, is: By comparison with an experiment. Unfortunately, this seemingly
obvious answer solves the problem only occasionally. It is not so rare, when the
experiment is less accurate than the theory. Quite often too, one deals with
quantities unavailable from a measurement. In such cases, some kind of inter-
nal means of the accuracy assessment is needed. In many theoretical models
it is possible to formulate the problem in such a way that the target quantity
converges regularly to the exact value with a parameter of the model. The ex-
trapolation allows reaching beyond what is directly calculable and, additionally,
an estimation of the error.

In this contribution, we present the results of our study on the energy con-
vergence in selected diatomic molecules built of 2-6 electrons. In several cases,
the results presented here are the most accurate ones available to date. Apart
from the quantum-chemical observables, we also discuss some numerical issues
related to these particular calculations.

2 Quantum-mechanical Model and Formulation of the
Convergence Problem

In quantum mechanics, the system under investigation is described by its wave
function, Ψ , which is a solution to the Schrödinger equation H Ψ = E Ψ . The
Hamiltonian H represents an energy as a physical property of the system and E
is its numerical value. In our study, we use the so-called clamped nuclei Hamil-
tonian

H = −1

2

n∑
i=1

∇2
i + V , (1)

which describes the kinetic energy of n electrons and the Coulomb interaction
V between all the particles comprising the molecule: resting nuclei and moving
electrons. Since, in general, exact solutions to the Schrödinger equation are un-
known, one has to rely on some approximate methods of solving the equation.
The approximate wave function is commonly assumed as a linear combination
of some known basis functions

Ψ =

K∑
k=1

ck φk . (2)
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As the basis functions φk we employ multielectron, exponentially correlated
Gaussian (ECG) functions [5]

φk = exp [−(r − sk)Ak(r − sk)] . (3)

They have proven in many studies their applicability in high accuracy calcula-
tions [6,7] and form a basis set of choice for the few-electron systems considered
here. The size of the expansion, K, plays an important role in our study of con-
vergence. We expect that with growing K the approximate solutions (EK , ΨK)
to the Schrödinger equation become more and more accurate. This intuitive ex-
pectation is confirmed by a mathematically strict theorem called the variational
principle [8]. This principle is also employed to determine optimal values of the
linear parameters ck of Eq. (2) and the non-linear parameters collected in the
matrices Ak and vectors sk of Eq. (3). Details of the optimization algorithm can
be found in [9].

Although we have the guarantee that the energy error ΔEK = EK − E∞
tends to zero with increasing K, the real issue is how fast this convergence is.
From the experience gained over the years [10] it is known that the energy error
converges with the size of the ECG basis according to the inverse power law

ΔEK = AK−B . (4)

The purpose of our work was to verify this convergence pattern and subsequently
to employ it to estimate: firstly, the energy E∞ in the limit of the infinite basis
set size; and secondly, the threshold K0 of the basis set size, above which the
convergence pattern ceases to obey the power law of Eq. (4), which indicates,
in turn, that the optimization of the variational parameters defining the basis
becomes ineffective. Achieving this goal required a very time consuming opti-
mization of the energy with respect to the variational parameters c, Ak, and sk
of the wave function and was possible owing to the access to PL-Grid resources
and services.

The basis set size and the number of electrons of the molecule determine the
computational complexity of the optimization. The complexity of a matrix ele-
ment evaluation increases exponentially with the number of electrons, while the
basis set size determines the size of the matrix. The matrix diagonalization is
the main part of the optimization process. Thus, the optimization scalability is
limited by the characteristics of the two aforementioned steps. Since the matrix
elements are independent of each other, they can be computed in parallel, with
almost linear scalability. On the other hand, the matrix-vector multiplication
along with solving the triangular system of equations – the main parts of the
diagonalization algorithm, do not scale very well. The lack of an alternative di-
agonalization algorithm is the ‘bottleneck’ of the entire optimization scalability.

3 Extrapolation Procedure and Results

The computations were performed for several diatomic molecules of growing size.
The smallest, two-electron systems, for which very accurate solutions are already
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known [11,12], were used as benchmarks to validate our extrapolation procedure.
Then, the procedure was applied to larger, three-, four- and six-electron systems.
The energy was evaluated starting with a small basis set, which was being suc-
cessively doubled reaching the largest size, for which the calculations were still
feasible in reasonable time.

For a particular molecule, members of the energy series EK differ very little
from each other. Extrapolation from such a set of very similar data would be
contaminated with a relatively large error. To avoid this, we converted the raw
energies EK (expressed in units of hartree, Eh) to a new series εK with the
meaningful digits exposed – first the energies were shifted by η to the vicinity
of the scale origin, then were scaled by a factor γ according to the following
formula

εK = γ (EK + η) . (5)

The results of such a series of calculations were then fitted to a linearized form
of Eq. (4) obtained by taking the logarithm of both sides

ln(εK − ε∞) = −B lnK + lnA . (6)

The unknown parameter ε∞ was adjusted to maximize the squared correlation
factor r2 and finally converted back to E∞ using Eq. (5).

While increasing the expansion length K, we noticed that at a certain size the
fit distinctly deteriorated, which indicated that the threshold value K0, defined
in previous section, has been exceeded. Such values were rejected from the fit
and the procedure was finished.

In the following subsections, we shall present some results obtained for six
distinct diatomic molecules. The first two systems (H2, HeH+) will be treated as
a testing ground for the extrapolation procedure described above. For these sys-
tems there is extremely accurate data available in literature, which was obtained
with the wave functions dedicated to two-electron diatomic molecules only. The
ECG functions employed in our study are not limited with respect to the number
of electrons or nuclei. Therefore, they could have been applied to larger diatomic
systems built of three (He+2 ), four (He2, LiH), or six (CH+) electrons. Atomic
units are used in referring to the length (bohr) and energy (hartree, Eh).

3.1 H2

Hydrogen molecule is the simplest neutral molecule. It is built of only two elec-
trons and for its relative simplicity is very often used to test new computational
methods. Not long ago Pachucki developed a new method of treating two-center
two-electron integrals over exponential functions [13,14]. This new methodology
allowed him to push the accuracy of molecular energy calculations to an un-
precedented level of 16 significant digits [11]. The calculations based on the ECG
functions [15] cannot compete with these results. Nevertheless, energy accurate
to a fraction of nanohartree (nEh) has been obtained (see E∞ in Table 1). Such
an accuracy is often more than sufficient to most needs. The extrapolation was
performed from just four energies with an absolute error given in the last column
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of Table 1. The quality of the fit is measured by the squared correlation factor
r2 = 0.9953 and can be assessed visually from Fig. 1.

Table 1. Convergence of the energy EK of H2 at R = 1.4 bohr. The conversion
formula (5) reads εK = −109(EK + 1.17447571).

K εK lnK lnΔεK ΔEK/nEh

75 −1200.944 4.32 7.09 1205.16

150 −73.483 5.01 4.35 77.70

300 2.797 5.70 0.34 1.42

600 4.146 6.40 −2.88 0.07

Regression parameters:

r2 = 0.9953

lnA = 28.5

B = 4.9

Extrapolated energy:

E∞ = −1.174 475 714 2(4) Eh

Reference energy from [11]:

Eref = −1.174 475 714 220 443 4(5) Eh

3.2 HeH+

The hydrohelium is a heteronuclear molecular cation, which is isoelectronic
with H2 and the calculations for both molecules seem to be analogous. How-
ever, there are also some differences, which are significant from the computa-
tional point of view. The concentration of the electronic charge distribution
close to helium nucleus and the lack of inversion symmetry in HeH+ make the
wave function Ψ more complicated than in the case of H2. As a consequence,
longer expansions (2) have to be used in order to preserve accuracy similar to
that obtained for H2. The large permanent dipole moment of this cation enables
acquisition of highly accurate spectra, which stimulates interest in high accuracy
theoretical studies [16].

As in previous subsection, we refer to the benchmark results published by
Pachucki [12] who used exponential functions and obtained the energy with 12
exact digits. The parameters of our extrapolation procedure are collected in
Table 2 and shown graphically in Fig. 1. As we can see from this Table, our
extrapolated energy recovers 8 figures of the exact value.

We have shown that for both two-electron systems the energy series obey
the inverse power law of Eq. (4), which opens up the possibility of reasonable
extrapolation using the procedure described in the previous section. In the fol-
lowing subsections we shall supply the results of such an extrapolation for larger
systems, for which no reference calculations of a significantly better quality exist.
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Fig. 1. Graphical representation of the linear regression for all six molecular systems
(at their equilibrium internuclear distance) described in this section. r2 is the squared
correlation factor. Please, refer to text for description of the axes. The dot (if present)
separated from the regression line locates the entries rejected from the fit.
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Table 2. Convergence of the energy EK of HeH+ at R = 1.46 bohr. The conversion
formula (5) reads εK = −106(EK + 2.978705).

K εK lnK lnΔεK ΔEK/mEh

150 0.28097 5.01 0.24 1.32
300 1.35367 5.70 −1.59 0.25
600 1.51566 6.40 −3.19 0.08

1200 1.54993 7.09 −4.95 0.05

Regression parameters:
r2 = 0.9993

lnA = 12.6
B = 2.5

Extrapolated energy:
E∞ = −2.978 706 56(7)

Reference energy from [12]:
Eref = −2.978 706 600 341(1)

3.3 He+2

The helium dimer cation, according to the standard Big Bang model, is one of
the first molecules formed in the Universe. Astronomical observations though are
hindered by a low abundance of He+2 in space. Therefore, a theoretically predicted
spectrum of high quality would be of great value for astronomers. The first step
towards obtaining such a spectrum is a high precision interaction energy curve
with well-established error bars. Among the most accurate calculations reported
to date there are those by Cencek and Rychlewski [17] and by Tung et al. [18]. As
can be inferred from Table 3, in comparison with their results, the extrapolated
energy is an order of magnitude more accurate.

Our energy obtained from the largest 4800-term expansion was excluded from
the fit as it was illustrated by a red dot in Fig. 1. Adding this value to the fitted
series lowered significantly the quality of the regression. This is an indication
of deviation from the inverse power low. Of course, such energy E4800 is still
a valuable one as the most accurate variational estimation of the energy to date.
From this observation we can locate the threshold K0 in the range (2400,4800).

3.4 He2

Despite having only four electrons, helium dimer, for its unusually small binding
energy and extremely large spatial extent, is one of the most interesting and
difficult to accurately model molecules. To be more specific, common equilibrium
distance in a diatomic molecule is less than 3 bohrs whereas in He2 it amounts to
5.6 bohr; the average internuclear distance is as large as 89 bohrs and the nuclear
wave function has significant values as far as 2000 bohrs from the middle of the
molecule. Moreover, the binding energy of the only bound state of He2 is 104

times smaller than the interaction well depth, which means that the rovibrational
level is located just below the dissociation threshold. This short characteristics
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Table 3. Convergence of the energy EK of He+2 at R = 2.042 bohr. The conversion
formula (5) reads εK = −103(EK + 4.994).

K εK lnK lnΔεK ΔEK/mEh

150 568.038 5.01 4.33 76.020
300 634.359 5.70 2.27 9.699
600 643.050 6.40 0.01 1.008

1200 643.942 7.09 −2.15 0.116
2400 644.045 7.78 −4.34 0.013
4800 644.048 8.48 −4.61 0.010

Regression parameters:
r2 = 0.9998

lnA = 20.1
B = 3.1

Extrapolated energy:
E∞ = −4.994 644 06(5)

References:
Cencek and Rychlewski [17] E∞ = −4.994 644 2(2)

shows how sensitive the molecular parameters are to the quality of the wave
function. Therefore, this system is very demanding from the point of view of the
accuracy of the quantum-mechanical calculations.

To date, the most accurate prediction of the energy has been published by
Cencek and Szalewicz [15] using ECG wave functions. The comparison of the ex-
trapolation method used by Cencek and Szalewicz (see Table 4) with the method
investigated here shows that their computations are an order of magnitude more
accurate. In this case we have also rejected the E4800 contribution from the fit-
ting procedure as shown in Fig. 1 and the estimation of K0 threshold is the same
as in the case of He+2 .

3.5 LiH

Lithium hydride is the smallest heteronuclear neutral diatomic molecule. It is
willingly studied both theoretically and experimentally. One of the reasons for
the wide spread interest in LiH is a discovery of the role it plays in astroche-
mistry of the recombination era and in the formation of the first cosmological
objects [19]. There exists rich spectroscopic data, see e.g. [20] and [21], concer-
ning the most abundant isotopomers of LiH.

The most accurate previous calculations on the energy of LiH at the equilib-
rium distance come from Cencek and Rychlewski [17] and from Tung et al. [22],
but only the first reference contains an extrapolated value together with the
error estimation. When compared, our extrapolated value seems to be one order
of magnitude more accurate than that of Ref. [17] (see Table 5). The quality of
our fit can be assessed visually in Fig. 1. The energy E3200 obtained from our
largest expansion fits well to our regression model and was not excluded, hence
we can conclude that the threshold K0 > 3200.
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Table 4. Convergence of the energy EK of He2 at R = 5.6 bohr. The conversion
formula (5) reads εK = −107(EK + 5.807483).

K εK lnK lnΔεK ΔEK/mEh

300 4.861 5.70 0.05 1.052
600 5.608 6.40 −1.19 0.305

1200 5.844 7.09 −2.67 0.069
2400 5.894 7.78 −3.97 0.019
4800 5.901 8.48 −4.46 0.012

Regression parameters:
r2 = 0.9989

lnA = 11.2
B = 2.0

Extrapolated energy:
E∞ = −5.807 483 591(7)

References:
Cencek and Szalewicz [15] E∞ = −5.807 483 590 9(6)

Table 5. Convergence of the energy EK of LiH at R = 3.015 bohr. The conversion
formula (5) reads εK = −103(EK + 8.070).

K εK lnK lnΔεK ΔEK/mEh

200 109.719 5.30 6.09 439.411
400 435.878 5.99 4.73 113.252
800 526.652 6.68 3.11 22.478

1600 542.016 7.38 1.96 7.114
3200 547.600 8.07 0.43 1.530

Regression parameters:
r2 = 0.9981

lnA = 16.8
B = 2.0

Extrapolated energy:
E∞ = −8.070 549 1(2)

References:
Cencek and Rychlewski [17] E∞ = −8.070 553(5)

3.6 CH+

The methylidyne cation was discovered in 1937 by Dunham who recorded an
electronic spectrum of the interstellar space. Only recently, after intensive la-
boratory studies on its infrared spectrum, CH+ fundamental rotational line has
been detected by Herschel Space Observatory. To date, the presence of methyli-
dyne cation has also been confirmed in the Large Magellanic Clouds and in many
other interstellar and cometary species. According to modern astrochemistry,
CH+ plays a central role in the formation of hydrocarbons in the interstellar
medium. Intensive studies on this cation are propelled by a significant disagree-
ment between the theoretically predicted and observed rate of association in
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Table 6. Convergence of the energy EK of CH+ at R = 2.1 bohr. The conversion
formula (5) reads εK = −103(EK + 38.0).

K εK lnK lnΔεK ΔEK/mEh

64 8.34 4.16 4.38 79.660
128 48.68 4.85 3.67 39.320
256 68.66 5.55 2.96 19.344
512 78.72 6.24 2.23 9.281

1024 83.71 6.93 1.46 4.294
2048 85.85 7.62 0.77 2.149
4096 86.98 8.32 0.02 1.025
8192 87.05 9.01 −0.05 0.950

Regression parameters:
r2 = 0.9999

lnA = 8.8
B = 1.0

Extrapolated energy:
E∞ = −38.088 00(2)

formation of CH+. Unexpectedly large abundance of this cation observed in the
interstellar medium is another puzzle, which remains to be explained.

CH+ is the smallest “organic” molecular system, which can be currently stu-
died using accurate, explicitly correlated quantum chemical methods. We present
here the first approach to a high precision (of a fraction of millihartre) study of
this 6-electron system. For this reason, we have no reference data of comparable
accuracy and the estimation given in Table 6 is the most accurate available. The
energy from the largest basis set (K = 8192) was rejected from the fit yielding
4096 < K0 < 8192 and the remaining 7 entries fits perfectly (r2 = 0.9999) to
the linearized inverse power model of Eq. (6).

4 Numerical Aspects of the Computations

Each energy value used in this work was a result of time consuming calculations,
in which the variational parameters ck, Ak,ij and sk,i, defining the wave function
Ψ (see Eq. (2) and (3)), were optimized to variationally minimize the energy. The
optimization was performed under control of the Powell’s conjugate direction al-
gorithm [23]. The computationally most time consuming case we encountered
here, was the optimization of the energy of CH+ with 8192-term expansion (see
ε8192 in Table 6). This task required the energy to be evaluated about 20 million
times. From the numerical point of view, a single energy evaluation, the so-called
energy shot, comprises two distinct phases: 1) the evaluation of matrix elements
– a scalar process, which due to the mutual independence of particular matrix
elements, ideally undergoes parallelization; and 2) the diagonalization, or more
strictly speaking, solution of a general symmetric eigenvalue problem, using the
inverse iteration method – a linear algebra task built of several distinct steps
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discussed below in detail. The computations were performed in the PL-Grid
Infrastructure with a support from QCG services newly developed for the quan-
tum chemistry and molecular physics domain grid. These services significantly
simplified job submission and flow control. In particular, the QCG-Monitoring
service enabled tracing the task progress in real time. In this section we shall
present our experience, strong and weak sides of our algorithm, and efficiency
tests on available platforms.

With this kind of time consuming calculations every source of improvement
translates immediately to a significant lowering of the computational costs. One
of the most crucial savings was obtained by implementing an updating of the
diagonalization. If the wave function is optimized term by term, then only one
row and column of the 8192× 8192 matrices vary in the course of the optimiza-
tion. As a consequence, the whole matrices have to be evaluated just once at the
beginning and in the following steps the selected row and column are updated.
The same concerns the diagonalization phase as the updating scales as K2 in
contrast to K3 for full diagonalization.

4.1 Evaluation of Matrix Elements

We consider two symmetric matrices, S and H, whose elements are defined by
integrals over the ECG basis functions of Eq. (3)

Sij =
∫
φiφj dr , (7)

Hij =
∫
φiHφj dr . (8)

For the case introduced above, a single computation of 8192(8192 + 1) ≈ 67 ·106

integrals is needed at the very beginning of the optimization, then, at each
energy shot, 2 ·8192 integrals is evaluated. Approximately 200 shots are required
to optimize a single basis function out of total 8192. Such a cycle over all the basis
function was repeated several tens of times. In summary, the overall optimization
procedure required ca. 1012 evaluations of the integrals Sij and Hij . As mentioned
above, this time consuming task can be very efficiently performed in parallel and,
indeed, we observed nearly linear scalability.

In Table 7 we present an efficiency for a thousand of pairs of the matrix
elements measured for several hardware platforms. The efficiency is defined as
a ratio of the evaluation time using all available cores to a single core divided by
the number of cores. The higher the ‘Efficiency’ is, the better is the scalability
offered by the platform. Another parameter characterising the core usage in these
platforms is the ‘Efficiency per core’ expressed in core-hours. This parameter
says how many hours are needed to evaluate the number of matrix elements
(full symmetric matrices S and H in this case) with a given number of cores and
the smaller is its value the more efficient a single core is.

4.2 Diagonalization

The second phase of the energy evaluation is a typical linear algebra problem.
The Schrödinger equation (1) written in the matrix notation has a form of well-
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Table 7. Efficiency of evaluation of 6-electron molecular integrals on selected platforms

AMD AMD Intel Intel
CPU type Opteron 2435 Opteron 6272 Xeon L5640 Xeon E5-2670

Clock speed 2600 MHz 2100 MHz 2260 MHz 2600 MHz
Last level cache 6 MB 16 MB 12 MB 20 MB

No. of CPUs 2 4 2 2
No. of cores 2 x 6 4 x 16 2 x 6 2 x 8

Memory 16 GB 512 GB 16 GB 128 GB

Efficiency 0.97 0.78 0.86 0.92

Efficiency per core 55 89 53 34
(in core-hour)

known general symmetric eigenvalue problem

H c = E S c , (9)

which can be solved using one of the standard procedures available, e.g. in LA-
PACK library. In order to make use of the updating mentioned above, we have
selected the inverse iteration algorithm [24] to solve Eq. (9). It relies on iterative
searching of the vector c according to the following scheme:

(H− E0 S) ck+1 = S ck . (10)

The iterative process converges quickly (in 3-5 iterations) provided that rea-
sonable starting values of E0 and c0 are supplied. The left hand side matrix
H− E0 S remains constant during the iteration – it is Cholesky decomposed

H− E0 S = LL
T (11)

at the beginning of the process and the triangular factor L is further employed
in solving successively two sets of linear equations

Ly = S ck , (12)

L
T ck+1 = y . (13)

The whole inverse algorithm iterations are realized by three most time-consu-
ming base operations: the Cholesky decomposition, symmetric matrix-vector
multiplication (symv) and triangular system solution (trsv). The former one
features O(K3) compute complexity, where the other two – O(K2). Due to the
applied algorithmic optimizations, the number of O(K3) Cholesky decomposi-
tion calls was reduced to only one for about 60-400 inverse iteration method
requests (energy shots). In summary, the number of the most time-consuming
operations can be estimated as follows: Cholesky decomposition – one for 60-400
energy shots (i.e., for a single basis function optimization); symmetric matrix-
vector multiplication – twice per energy shot; triangular system solution – three
times per energy shot.
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The computing complexity of all the other operations is linear. Due to the
iterative property of the algorithm, the only possible way of parallelization of the
inverse iteration method is parallelization of particular steps of the algorithm.
To reach this goal and to achieve an optimal efficiency, we employed parallel
implementations of linear algebra BLAS and LAPACK libraries.

Cholesky Decomposition. To perform this algorithm, we used the dpotrf

function from LAPACK library. We assumed the amount K3/3 for the number
of floating point operations (FLOPS) for Cholesky decomposition algorithm. As
it operates only on half of the matrix, its space complexity is [K(K+1)]/2 words.

Table 8. Estimated number of floating point operations (FLOPS) and memory space
complexity of basic procedures comprising the inverse iteration method algorithm

Procedure FLOPS Memory FLOPS / words

dpotrf 171 GFlops 256 MB 5461

backsub 64 MFlops 256 MB 2

dsymv 64 MFlops 256 MB 2

dtrsv 64 MFlops 256 MB 2

Cholesky Decomposition Update. This algorithm is employed in order to
update the previously calculated matrix decomposition at the point when one
row and one column of a source matrix change. It is performed with the use of
three operations: vector updates, triangular systems solutions and scalar product
of two vectors. For this reason, as the number of operations (FLOPS), K2 + 4K
value was assumed. We assume that the space complexity equals to [K(K +
1)]/2 + 2K.

Multiplying Matrices by Vectors. In order to perform this algorithm, the
dsymv subroutine from BLAS library was employed. We assumed the amount
of K(K + 1) for the number of operations for the multiplying triangular matrix
algorithm. This method operates on half of the matrix and two vectors, hence
we assume that space complexity equals to [K(K + 1)]/2 + 2K.

Triangular Systems Solutions. To perform this algorithm we employed the
dtrsv routine from BLAS library. We assumed the amount K2 for the number
of operations for backward substitution triangular systems solution algorithm.
We assume that space complexity equals to [K(K + 1)]/2 + 2K.
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Analysis. Cholesky decomposition algorithm exhibits a good scalability, rea-
ching on one node (2 x CPU) acceleration from x8 (for 2 x 6 cores L5640, 2435)
to x13 (2 x 8 cores E5). Only on machines with AMD 6272 processors its sca-
lability breaks after 16 threads, which may be caused by a specific construction
of AMD Bulldozer processors, in which two physical cores share one FPU unit.

Unfortunately, the two other algorithms, i.e., the back substitution (triangular
system) and multiplication of a symmetric matrix by a vector do not scale well.
In some cases, optimal efficiency is achieved for two threads. Both the afore-
mentioned algorithms can be characterized by a low FLOPS/words ratio (see
Table 8), which in connection with relatively small matrices result in a poor sca-
lability. It is worth noticing that the platforms based on Intel processors achieve
much better scalability.

When comparing the efficiency of BLAS library implementations, it is worth
noticing that for multiplication of a symmetric matrix by a vector the efficiency is
higher for OpenBLAS library than that for MKL. It has to be borne in mind that
the tested OpenBLAS library employed a multithreading standard – pthreads
and not OpenMP, which may be beneficial in the cases of applications frequently
employing the synchronizing operations.

Scalability of the Inverse Iteration Method. Assuming that for optimiza-
tion of a single basis function one hundred of executions of the inverse iteration
algorithm are required, we can estimate the number of runs of the basic subrou-
tines as follows:

C + 5(2S + 2T) + 99(T + 3(2S + 2T)) = C + 703T+ 604S , (14)

where C stands for a number Cholesky decomposition executions, S – for sym-
metric matrix-vector multiplications, and T – triangular system solutions. Filling
the variables in the above equation with the best results obtained for all of the
algorithms, a share of particular algorithms in the total time of optimizing the
basis function may be assessed: Cholesky – 6%, trsv – 71%, and symv – 22%.
We can conclude that the most computationally complex and time-consuming
algorithm is responsible for only 6% of computing time, therefore if its runtime
could be cut by half, it will result in a 3% reduction of computing time. The
most influential factor on the optimization time is the number of backsub and
symv executions. Due to their very limited scalability, they are the bottleneck
of the whole optimization process. Without improvements in their time execu-
tion, the current implementation of inverse iteration method cannot be further
accelerated.

Constraints of the Algorithm. The biggest constraint of scalability of the
diagonalization algorithm run on state-of-the-art processors is in the algorithm
optimization. Owing to the reduction in the amount of runs of the most time-
consuming algorithm, that is Cholesky decomposition (O(K3)) and replacing
it by less computationally complex algorithms (O(K2)), the complexity of the
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whole process was reduced to such an extent that the characteristics of the whole
algorithm became more “memory bound”. In order to achieve the maximal effi-
ciency, processors require at least 5 operations per byte (Intel Xeon E5), which
in the case of computations on double precision numbers gives 40 operations
per word. The most time-consuming operations of our inverse iteration method,
are characterized by value 2 (about 20 times less), making them highly memory
bandwidth dependent. An increase in the diagonalization algorithm scalability
may be achieved only by employing the computing architectures with a signifi-
cantly bigger memory bandwidth, such as GPU or Intel Xeon Phi.
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Abstract. The paper presents a computable model of the Polish power
generation sector implemented as a Mixed Integer Linear Programming
problem. As the optimisation process of power generation systems needs
substantial computing resources and normally both specialised knowledge
on modelling and expensive modelling systems are required, we decided to
make the tool available to the scientific community via the PL-Grid Infras-
tructure. Consequently, users are allowed to transfer their tasks to com-
puting clusters, hence all of the key numerical calculations are done on the
computing clusters of ACC Cyfronet AGH. For interfacing with users we
selected the QosCosGrid middleware, which is an efficient programming
and execution tool. We present exemplary results based on designed sce-
nario simulations carried out using the developed tool. Some potential im-
provements, such as transposition to a non-linear model, are also proposed
for the future.

Keywords: power generation, computable model, GAMS, MILP,
mathematical programming.

1 Introduction

The power sector continues to be considered a key sector in contemporary society
owing to the fact that electricity is now treated as a public good without which
it would be difficult to imagine a developed economy functioning. It is obvious
that development of the power sector (the energy sector, if taken in a broader
context) is directly related to the economic development of any country. Due to
its features, the power sector needs long-term planning, yet such analyses are
often complex to carry out since the numbers of elements in the power system
and relations between them are both enormous.

One of the options considered when demand for electricity is under discussion
is the contribution of renewables to the fuel mix for power generation. Regard-
less of the pros and cons of the deployment of renewable energy sources, one of
the consequences that comes from the use of renewables is a general difficulty in
managing and operating a power system, a difficulty which results from the in-
termittent production of power by renewable technologies. Due to the impact of
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weather conditions, power generation facilities need to be more elastic to be able
to respond to rapid changes in availability of wind or sunlight. Thus, simulations
are needed that allow one to tackle such issues in order to foresee whether the
stability of the power system is ensured or needs improvement. Such issues are
of key importance when we consider the prospects for the long-run development
of the power sector. Consequently, appropriate tools are required to simulate
the functioning of the power system with sufficiently high resolution. Normally
the testing of long term models is based on the input of representative loads.
However, when variable weather conditions are considered, it is absolutely ne-
cessary to get down to an hourly resolution. This directly leads to computational
problems, since the number of variables and interlinked constraints soars when
the number of time slices grows.

Another important issue that very often needs to be analysed, and where
application of computable models is highly recommended, is the impact of the
deployment of new power generation units from the perspective of the whole
power generation system. Usually it is not known in advance what would be
the consequence of the development of a new gas-fired or coal-fired unit. Also
the impact on the costs of electricity generation or emission levels expressed
in quantitative terms, which are of utmost importance to scientists who deal
with energy and the environment nowadays, is very complex to estimate. Ul-
timately, it is not known whether a unit being deployed would be competitive
when compared with the existing units. In this case simulations carried out using
the computable models are to be highly recommended in order to analyse the
consequences of the introduction of new units into the system.

On the other hand, when there are power generation units that need to be de-
commissioned, analyses of the impact of such activities on the ability of the power
generation system to meet the demand for power are required. Also, the economic
and environmental consequences of such decommissioning need to be assessed in
advance, so that one is able to point out in advance potential problems with the
adequacy of power generation. Moreover, as virtually all companies consume elec-
tricity for their own economic activities (and the energy-intensive sectors in par-
ticular are very exposed to price risk), the prices of electricity are also of significant
importance. And since they are very often based on costs, analyses of the costs of
power generation under certain scenario assumptions are highly appreciated.

If we look at the power sector from another perspective, it has to be empha-
sized that it is responsible for a substantial quantity of emissions. Therefore,
considerations and discussions about power generation-related emissions of SO2,
NOx, PM, and CO2 are also of particular interest to the scientific community.
The application of a computable model gives the scientific community a huge
opportunity to test the outcomes of certain environmental policies prior to their
implementation. Thus, it can be quantitatively estimated in advance what would
be the effects of: (i) changes to the price of a CO2 emission permit, (ii) a reduc-
tion in emissions factors or (iii) obligatory phase-out of certain technologies (or
particular units) on the basis of their emissions levels, both at national level and
at company level.
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The aforementioned problems faced by researchers that investigate the deve-
lopment of the power generation sector require appropriate methods and tools,
in particular when numerical results rather than general replies and discussions
are required. One of the so far identified key obstacles to using such tools was the
fact that the process of development of a computable model is usually a time-
consuming and complex task that is almost never undertaken by non-modellers.
Taking into account the circumstances outlined, no model has yet been made
available to the scientific community that would enable non-modellers to carry
out scenario analyses of the Polish power generation sector. The main scientific
objective of this paper is to present the key assumptions and the framework of
such a tool, together with characteristic results and possible applications. As re-
gards the methods, we applied the Mixed Integer Linear Programming (MILP)
approach, which will be discussed later on.

The remainder of this article is structured as follows. In Section 2 the most
important relevant work is presented and briefly discussed. Section 3 describes
the solution that was applied in order to develop a computable model of the Po-
lish power generation sector with hourly resolution and in addition the method
adopted for making this service available to final users (the scientific commu-
nity) is discussed. Section 4 presents some typical results of scenario-based anal-
yses. Finally, Section 5 concludes the findings and sets out the scope of further
research.

2 State of the Art

There have been several examples of the implementation of the MILP approach
cited in the literature, as described hereinafter. However, to the best of our
knowledge none have addressed this issue for a power generation sector like the
Polish one (there are also other approaches such as the agent-based approach,
presented by Kaleta et al. – please see [7] as an example).

In 2000, Arroyo and Conejo proposed using the MILP approach for solving
a problem of the optimal bidding strategy for a thermal unit on the spot mar-
ket [4]. They also reported that the MILP approach can be useful for model-
ling the unit commitment problem, in particular in representing the specific
constraints such as start-up costs, ramp rate limitations or available spinning
reserve. Such a research was conducted by Gollmer et al. [5], who formulated
a simplified model of the power generation unit commitment problem.

Carrion and Arroyo [2] used the MILP approach for the formulation of the
unit commitment problem. Their approach was quite innovative as the num-
ber of binary variables and constraints was decreased and thus both time and
computable problems were reduced. In addition, through the MILP approach,
time-dependent variables such as start-up costs, ramping rates (up and down)
or minimum on and off times were more accurately implemented. The authors
also tested their algorithm on a realistic case study, which consisted of one hun-
dred thermal units. The quality of the results obtained was evaluated through
a comparison with other widely used approaches and the Carrion and Arroyo
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algorithm proved to produce better optimal solutions in a much shorter time. To
a certain extent, the above mentioned formulation of the problem was developed
by Frangioni et al. [3].

A new MILP approach for solving the unit commitment problem was proposed
by Viana and Pedroso [6]. They presented a quadratic formulation of the problem
and also a MILP algorithm based on a piecewise linear approximation of the
fuel cost function. The calculation of the optimal solution is an iterative process
where the precision of the result increases with each step. This new approach
was tested on several benchmark examples, giving an optimal solution in a short
time.

The MILP approach can be applied to large-scale unit commitment problems
considered from the perspective of the whole power system (like in previous
examples). At the same time, it can be used for a self-scheduling problem of
a single power unit or power plant. Such an approach was presented by Martens
et al. [1], who built a MILP model of an ultra-supercritical coal plant with post
combustion carbon capture. Likewise, in this formulation of the model the focus
was put on the different power modes of the plant, namely normal work, start-
up, off-state and stand-by. In addition, the carbon capture part of the power
plant can be turned off or on, depending on external conditions such as a low
CO2 price on the market, peak electricity demand, etc.

The self-scheduling problem of the gas-fired power plant under various price
scenarios was the subject of research conducted by Jiri S̆umbera [10]. The MILP
was used and several approaches to formulation of constraints were presented.
The technical characteristics of the power plant, including the minimum up and
down times, ramp rates or start-up costs (from hot, warm and cold start) were
described in detail.

A comprehensive source of knowledge on the power generation and electri-
city industry modelling, including the application of the MILP approach, was
provided by Christoph Weber in a book on decision support tools in power in-
dustry [11].

Although the above mentioned publications do not fully cover the issue of
MILP approach in solving unit commitment or self-scheduling problems, they
can serve as a useful basis to develop a model of the Polish power generation
sector. This sector consists of over 100 power generation units, which are different
in terms of age, technology, used fuel, emission factors, related costs, etc. In the
sections that follow, we present the application of the MILP modelling approach
to the development of a model tailored to the conditions of the Polish power
sector.

3 Description of the Solution

In the current organisation of the power sector, electricity generation activity
is carried out by the power generation sector. Conventional power plants and
Combined Heat and Power (CHP) plants generate power using their own units
which are characterised by several technical, economic and environment-related
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parameters. Moreover, there are intermittent (renewable) technologies whose ge-
neration levels are complex to predict, and which may change significantly over
time. Therefore, in order to allow one to analyse the operation of power genera-
tion sectors with a higher deployment of renewables, it is necessary to select an
appropriate approach. In practice, the only method that allows one to carry out
quantitative analyses of the power generation sector from the perspective of the
whole system is modelling.

As regards the objectives of the model, we assumed that the model to be de-
veloped will allow the running of scenario-based analyses of the power generation
sector with hourly resolution taking into account the most important technical,
economic and environmental constraints. The literature review, together with the
authors’ own experience, resulted in the selection of the Mixed-Integer Linear
Programming (MILP) approach as the one that is the best possible option to
solve the problem of power sector operation when hourly resolution is required.
This is due to the fact that power generation units are either set On-Line (which
is logical 1) or Off-Line (which is logical 0). This means that binary variables
are required to be introduced into the model and the MILP approach allows to
define these. As regards the objective function, in our model we defined it as
the minimisation of the total variable costs of power generation over the period
analysed, which is a typical approach when addressing short-term problems of
the power generation system. It is assumed that the MILP approach allows to
adequately represent the power generation sector for the planned application of
the model. Since the domestic power sector relies heavily on hard and brown
coals (approx. 90% of power generation), technologies based on these fuels have
to be introduced with especial care taking into consideration several technical,
economic and environmental aspects of power production, such as coal prices,
ramp rates, emissions, etc. Moreover, since biomass co-combustion plays a spe-
cial role as a contributor to the fuel-mix, it needs to be explicitly considered in
the model.

In order to fulfill the objectives, it was necessary to develop a model that
would enable users to differentiate the following technical, economic and related
to environment parameters (data) of the power generation sector: installed ca-
pacity, net efficiency, PM emissions factor, SO2 emissions factor, NOx emissions
factor, CO2 emissions factor, biomass co-combustion factor, availability factor,
own power consumption factor, technical minimum, ramp up rate, ramp down
rate, minimal up time, minimal down time, start-up cost, operational and main-
tenance costs, and capacity factor. These parameters are set individually for
each particular power generation unit or for aggregates of similar units. More-
over, the following parameters are also defined by users: hourly demand for
power, hourly availability factors for wind- and solar-based power generation
technologies, monthly fuel prices (separately for hard coal, brown coal, natural
gas, oil and nuclear fuel), emission charges or emission permit prices and trans-
mission power losses. The concept of the model assumed setting the following
variable blocks (optimised in the model solution): (i) Power Generation (unit-
and hour-dependent), (ii) On-Line (unit- and hour-dependent), (iii) Off-Line
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(unit- and hour-dependent), and (iv) Total Cost. Furthermore, the following
equation blocks were introduced into the model:

– Demand for Power (hour-dependent);
– Capacity Constraint Max (unit- and hour-dependent);
– Capacity Constraint Min (unit- and hour-dependent);
– Ramping Up Constraint (unit- and hour-dependent);
– Ramping Down Constraint (unit- and hour-dependent);
– On1, (unit- and hour-dependent);
– On2 (unit- and hour-dependent);
– On3 (unit- and hour-dependent);
– Off1 (unit- and hour-dependent);
– Off2 (unit- and hour-dependent);
– Off3 (unit- and hour-dependent);
– Minimal Up Time Constraint (unit- and hour-dependent);
– Minimal Down Time Constraint (unit- and hour-dependent);
– Capacity Factor Constraint (power plant-dependent);
– Generation Cost Function – the objective function.

Based on the defined sets, parameters, variables and equation naming systems,
equations and inequalities were worked out, which constitute the formal mathe-
matical representation of the system (as the complete set of mathematical formu-
lae for the model is rather extensive, we decided not to include it in this paper).
Then, the mathematical model is implemented in the General Algebraic Mode-
ling System (GAMS). A numerical solution is reached by applying the CPLEX
solver, one of the most efficient solvers used for Linear Programming, and Mixed
Integer Linear Programming models. The tests performed when developing the
model together with the sensitivity analyses proved that the model correctly
responds to the changes enforced at the level of parameters (assumptions). This
confirmed the robustness of the model developed.

It was intended to design a system of interfacing with the user that is as
user-friendly as possible. To do this, we decided that the input data file (the
file that users fill in with their scenario assumptions – parameters) must be in
a well-known format, namely xlsx. We provide the user with a default scenario
that includes data that represent the Polish power generation system as of 2011.
The user is enabled to make changes to these parameters, thus defining their own
scenarios. As regards the results file (the output of the model – model solution),
it is also generated and saved as an xlsx file. This simplifies the process of using
and analysing the results of model runs.

As far as the process of sending tasks to the computing grid is concerned,
we selected the QosCosGrid middleware, which is an efficient programming and
execution tool allowing the user to run large scale parallel simulations [8,9].
Therefore, a desktop application called QCG-Icon with a graphical user in-
terface was involved to carry out the computing tasks. The work scheme is
depicted in Fig. 1. First, the default InputData file is downloaded and saved
in a local hard disk drive. Then, depending on the scenario designed, users
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are allowed to change the default settings of the scenario with their data se-
ries. Once done, users submit the task to the grid computing clusters and are
waiting for the results file to be sent back to their local hard disk drives via
the QCG-Icon application. The QCG-Icon application allows the following pa-
rameters to be set: task name, target cluster, wall time, queue type, memory
limit and type of solving method (sequential or parallel). When all is set up,
the task can be submitted. Firstly, the task goes to the Portable Batch System
(PBS), which is a task queuing system. When the computing resources are re-
leased, the task is performed and afterwards, the calculation process results are
sent back to users via the used middleware.

Fig. 1. Scenario for using the MILP model of the Polish power generation sector,
available to the scientific community via grid computing

4 Results

The model allows the user to obtain numerical solutions under assumed scena-
rios, hence it allows to analyse and discuss the outcomes of any configuration of
the Polish power generation sector. The results that are available for considera-
tion are listed below:

– power generation production by individual units assumed to be operating in
the power generation sector, separately for each hour in the period considered
(at an aggregated level for CHPs),

– hourly power generation fuel-mixes,
– the state of each individual unit (1: On-Line, 0: Off-Line),
– hourly SO2, NOx, PM, and CO2 emissions, by each individual power gene-

ration unit,
– total SO2, NOx, PM, and CO2 emissions in the period considered,
– costs of generating the electricity (hourly, average of the period considered,

total).
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In this section we show some examples of the results of the model’s functioning
under four different scenarios. These scenarios were developed to investigate how
the power generation system in Poland will function in the future. Particular at-
tention was paid to exploring the influence of changing the Polish fuel mix, and
more specifically – to the decreasing of the share of coal and replacing it by re-
newable sources. To a certain extent, the scenarios described herein, being based
on the assumptions adopted in the national energy and environmental policies,
predict power generation system configurations in particular years, namely:

– year 2020 – S2020;
– year 2030 – S2030;
– year 2040 – S2040;
– year 2050 – S2050.

Apart from the assumptions required regarding the decommissioning of the cur-
rently existing units and the introduction of new units together with all the
technical, economic and environmental parameters along with the list provided
in the previous section, it was necessary to assume fuel prices, CO2 emissions
permit prices, installed capacity structure and electricity demand. The assump-
tions concerning the structure of the installed capacity for each fuel type are
illustrated in Table 1, Fig. 2. While the share of hard coal in the structure of the
installed capacity decreases (from 50% under S2020 to 25% under S2050) as well
as the share of brown coal (increases in the installed capacity, but a decrease
of the share in the whole mix), the share of renewable technologies increases.
The installed capacity of wind power plants increases from 6.6 GW to 15.4 GW
whereas for solar power plants it grows from 0.003 GW to 9.6 GW.

Table 1. Installed capacity by primary fuel type in different scenarios, GW

S2020 S2030 S2040 S2050

[GW ]

Hard Coal 21.1 20.7 17.0 15.6

Brown Coal 7.4 7.4 11.6 9.6

Heavy Oil 0.5 0.5 0.5 0.5

Biomass 1.6 1.9 1.8 1.8

Biogas 0.4 0.6 0.6 0.7

Natural Gas 2.1 2.0 2.2 6.5

Wind 6.6 12.0 13.3 15.4

Hydro 2.4 2.4 2.5 2.6

PV 0.003 0.003 2.0 9.6

Total 42.1 47.6 51.5 62.2

Also the electricity demand, fuel prices and CO2 emission allowance prices
were different in each scenario. Apart from natural gas (for which a decline in
price was assumed) there are slight changes between scenarios in the prices of
the most important fuels. The increasing demand for electricity was another
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Fig. 2. Fuel-mix of installed capacity under different scenarios, %

assumption and this changed from a level of 164 TWh in S2020 to 227 TWh in
2050 (Table 2).

Table 2. CO2 emissions allowance price and annual electricity demand under different
scenarios

Unit S2020 S2030 S2040 S2050

CO2 allowance price PLN/tCO2 62 70 78 87

Electricity demand TWh 164 185 210 227

The aggregated hourly power generation fuel-mixes of each scenario (in rela-
tion to the same week) are illustrated in Figs. 3-6. Analysis of these results for
the whole period indicates that even during the high hourly volatility of power
produced in wind power plants, it is preferable to use the more flexible, hard and
brown coal-fired generating units. Pumped storage and gas-fired plants are only
used in periods of peak demand. This is particularly visible in S2040 and S2050,
in which the share of coal-fired power plants in power generation structure is
reduced. Changing the power generation fuel mix of the energy system (under-
stood as a change in the installed capacities of power plants based on different
fuels) directly affects the costs of power generation. The modelling results show
that the average weekly variable costs of electricity in the scenarios analysed are
decreasing due to the drastic increase in the share of wind and solar technologies
in the energy mix. While in scenarios S2020 and S2030 this cost equals 174.0
and 171.1 PLN/MWh, respectively, in scenarios S2040 and S2050 it is only 156.3
and 161.7 PLN/MWh (see Fig. 7). The situation illustrated in S2050 is particu-
larly interesting as despite the share of wind and solar technologies being larger,
the average weekly variable costs of electricity generation are higher than in
S2040. Even though in some hours (when favourable weather conditions occur)
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Fig. 3. Aggregated hourly power generation fuel-mix in S2020

Fig. 4. Aggregated hourly power generation fuel-mix in S2030

the variable costs of electricity generation are decreasing to negligible values,
they significantly increase during windless periods and nights. This is due to
the necessity to start up more expensive gas-fired power units, which secure the
generating work of the renewable technologies.

To describe more precisely what happens in particular hours of the power
generation system under different generation capacity mixes, two very different
scenarios (S2020 and S2050) were analysed for an hour with low power demand
(H0100, Table 3) and for one of the peak hours with high demand (H0066, Ta-
ble 4). Parameters such as average utilization rate, power generation and average
technical availability factor (AF) were included into the analysis. In S2020, for
low power demand, the model chose an optimal mix using all the units. In S2050,
with a high share of wind and solar power and favourable wind conditions (AF
equals 0.66), wind energy generation was high enough (10 132 MW) to allow the
model to exclude all the units based on brown coal.
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Fig. 5. Aggregated hourly power generation fuel-mix in S2040

Fig. 6. Aggregated hourly power generation fuel-mix in S2050

Fig. 7. Average week variable cost of electricity production in the scenarios analysed
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Table 3. Detailed analysis of the power generation fuel mix in one hour of low power
demand under scenarios S2020 and S2050 (H0100)

S2020 S2050

Average
technical

AF

Generation
in hour
H0100

Average
utilisation

rate†

Average
technical

AF

Generation
in hour
H0100

Average
utilisation

rate†

- MW % - MW %

Hard Coal 0.84 6420 67.2 0.87 11136 81.7

Brown Coal 0.82 4380 73.4 0.84 0 0.0

Heavy Oil 0.83 285 70.1 0.8 3 222 54.5

Biomass 0.84 807 76.3 0.83 815 51.9

Biogas 0.83 184 74.4 0.83 321 57.1

Natural Gas 0.94 669 49.8 0.95 32 22.5

Wind 0.66 4345 100.0 0.66 10132 100.0

Hydro 0.84 313 41.4 0.86 289 55.2

PV 0.10 0.37 100.0 0.00 0 0.0
†e.g for wind 100% utilisation rate means maximum use of installed capacity under certain weather conditions
(it is NOT 100% of installed capacity)

The analysis for the hour of peak demand shows that the utilisation rates
of particular units are high and, even despite low wind availability, the power
generated satisfies power demand, as proved in S2020. The power demand is
also satisfied in S2050, however, due to the relatively low wind production, hard
and brown coal energy units work intensively and additional power generation in
gas-fired power plants is high. The average generation costs in S2050 are lower
than in S2020 (see Fig. 7), but still higher than in S2040, where power generation
in gas-fired power plants was less intense.

With the employment of the PL-Grid Infrastructure users can transfer their
optimisation tasks to computing clusters, which offer many advantages, such as
the ability to conduct advanced numerical computation without purchasing spe-
cialised software or very efficient (hence usually expensive) computers. The size
of the model might be depicted by the number of variables and equations. In
our case, for a weekly analysis (168 hours) the model has over 34 thousand of
equations and almost 13 thousand variables. All of the key numerical calcula-
tions are done in the computing clusters of Cyfronet, the only thing users need
to do is to load their own input data (prepared in MS Excel format) through
a middleware application to the grid infrastructure. The optimisation process
itself, especially for a power generation system with a large number of working
hours, needs substantial computing resources, in particular in the form of inter-
nal memory (RAM). Furthermore, launching complex calculations on a personal
computer causes a full CPU load and RAM usage, and thus makes it impossi-
ble to carry out any other work on this computer. Insufficient amount of RAM
memory can significantly increase the computation time or even (for large scale
problems) make finding the optimal solution impossible. Such limitations do not
occur when the PL-Grid Infrastructure is used.
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Table 4. Detailed analysis of the power generation fuel mix in one hour of peak power
demand under scenarios S2020 and S2050 (H0066)

S2020 S2050

Average
technical

AF

Generation
in hour
H0066

Average
utilisation

rate†

Average
technical

AF

Generation
in hour
H0066

Average
utilisation

rate†

- MW % - MW %

Hard Coal 0.84 13030 92.3 0.88 14418 93.7

Brown Coal 0.82 6642 100.0 0.85 7399 100.0

Heavy Oil 0.83 285 70.1 0.83 222 54.5

Biomass 0.84 807 76.3 0.83 815 51.9

Biogas 0.83 267 87.2 0.83 562 100.0

Natural Gas 0.94 669 49.8 0.95 2304 30.2

Wind 0.16 1103 100.0 0.16 2572 100.0

Hydro 0.84 313 41.4 0.87 690 80.8

PV 0.10 0 100.0 0.12 1148 100.0
†e.g for wind 100% utilisation rate means maximum use of installed capacity under certain weather conditions
(it is NOT 100% of installed capacity)

5 Conclusions and Future Work

Development of the MILP approach-based model of the power generation sector
allows one to analyse the functioning of the domestic power generation sector
represented at a disaggregated level (each unit as an individual item reflected
in the model) with hourly resolution. There are several technical, economic and
environmental constraints reflected in the model and the model mimics the real
Polish power generation sector in a way that enables the scientific community
(in particular non-modellers) to run and analyse scenarios of power generation
system development. One of the biggest advantages of using this service is the
fact that users do not need to know how to develop computable models or how
to use complicated tools. They simply design a scenario, then on this basis
they fill in input datasets with the required figures in a well-known xlsx file
and after submitting a task to the grid space they receive results in an xlsx
file. The results are ready for comparisons, analyses, or interpretations. Another
advantage is that users do not have to purchase expensive licenses for modelling
systems and/or solvers as model computation and solution is carried out in the
grid space. Summarizing, the service and the model itself are recommended for
quantitative analyses of user-defined scenarios of power generation systems, and
to the best of our knowledge this is the first tool of that type made available to
the scientific community via grid computing systems.

As is usual in such cases, there are certain technical particularities that could
be considered for introduction to the current version of the model, yet it may
lead to further complicating of the process of numerical solution and therefore
a significant increase to the computation time. One of them that could be identi-
fied at this stage is differentiation into cold-, warm-, and hot-startup. Also when
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dealing with very large MILP tasks, tasks for periods exceeding half a year,
namely 4380 hours, could be tackled. However, this is not a key problem at
this stage, as the whole year could be split and run in two half-year sessions.
Another challenging issue that needs further study is the potential transforma-
tion to a Mixed Integer Non-Linear Programming model, which would be worth
considering in the future, as the relationship between load and the efficiency of
power generation is nonlinear and linear approximations are usually applied due
to the problems that occur in obtaining numerical solutions to the model.
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Capabilities in QosCosGrid Middleware for Advanced Job Management, Advance
Reservation and Co-allocation of Computing Resources – Quantum Chemistry Ap-
plication Use Case. In: Bubak, M., Szepieniec, T., Wiatr, K. (eds.) PL-Grid 2011.
LNCS, vol. 7136, pp. 40–55. Springer, Heidelberg (2012)
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10. Šumbera, J.: Modelling generator constraints for the self-scheduling prob-
lem (2012), http://energyexemplar.com/wp-content/uploads/publications/

Modelling-generator-constraints-for-the-self-scheduling-problem.pdf

11. Weber, C.: Uncertainty in the Electric Power Industry: Methods and Models for
Decision Support. International Series in Operations Research & Management
Science, vol. 77. Springer (2005)

http://energyexemplar.com/wp-content/uploads/publications/Modelling-generator-constraints-for-the-self-scheduling-problem.pdf
http://energyexemplar.com/wp-content/uploads/publications/Modelling-generator-constraints-for-the-self-scheduling-problem.pdf


Modelling the Long-Term Development

of an Energy System with the Use
of a Technology Explicit Partial

Equilibrium Model

Artur Wyrwa1,2, Marcin Pluta1,2,
Szymon Skoneczny2, and Tomasz Mirowski1,2

1 AGH University of Science and Technology,
al. Mickiewicza 30, 30-059 Kraków, Poland
{awyrwa,mpluta,mirowski}@agh.edu.pl

2 AGH University of Science and Technology, ACC Cyfronet AGH,
ul. Nawojki 11, 30-950 Kraków, Poland

skoneczny@gmail.com

Abstract. The paper presents the results of a study on the modelling
of the development of the power system in Poland in the long-term time
horizon. Four scenarios were considered, differentiated according to four
parameters, notably price evolution of CO2 emission allowances, targets
for renewable energy technologies, limits on new nuclear capacity addi-
tions and availability of carbon capture and storage technology. The ana-
lysis was conducted with the πESA service developed within the Energy
Sector domain grid within the PLGrid Plus project. The main analytical
tool used was the TIMES energy model generator. The results of the
analysis show that the Polish power sector is very vulnerable to the EU
climate policy. The changes in the fuel and technology structure, total
CO2 emissions and the electricity generation costs for each scenario were
presented.

Keywords: energy system, energy mix, modelling, bottom-up approach.

1 Introduction

In recent years, the development of energy systems has been receiving conside-
rable and increasing attention by scientists and policy makers. Often, there is
a lack of a general consensus on what would be the best mix of fuels and energy
generation technologies in the coming decades. This ongoing debate should be
supported by analytical tools, which are able to thoroughly analyse the mul-
tidimensional problems related to energy systems. An analytical tool, called
Platform for an Integrated Energy System Analysis (πESA), developed within
the Energy Sector domain grid [1], is dedicated to the modelling of mid-term
development of the energy system. It provides quantitative results in the 4E
dimensions (Energy, Engineering, Environment, Economy) that can be used to
support the decision making process.

M. Bubak et al. (Eds.): PLGrid Plus, LNCS 8500, pp. 489–503, 2014.
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The main element of πESA in the area of energy system evolution is TIMES,
an economic model generator for local, national or multi-regional energy sys-
tems. It provides a technology-rich basis for estimating energy dynamics over
a long-term, multi-period time horizon [2]. In this paper, we demonstrate the
capabilities of πESA for optimizing the energy mix of the power sector in Poland
for different scenarios in the time perspective up to 2050.

2 Related Work

The issue of the modelling of the development of energy systems has been present
in multi-disciplinary research since the first energy crisis in the early 1970’s.
Many countries and international organizations have taken part in the construc-
tion of tools for forecasting and optimization of energy systems development.

A variety of models have been developed, ranging from simple simulation mo-
dels for individual sectors by country-level, regional and global models. These
include, i.a., the bottom-up dynamic Linear Programming energy models, e.g.
MARKAL [3], Mixed Integer Programming models such as MESSAGE [4] and
Non-linear Programing models like e.g. PRIMES [5]. Depending on the inclu-
sion of market mechanisms they can be further split into Partial-Equilibrium,
e.g. POLES [6], TIMES [7] or Computable General Equilibrium models, which
construct the behaviour of economic agents based on the micro-economic princi-
ple, such as GEM-E3 [8]. These models were often used to estimate the impacts
of different policies related to the development of renewables, energy efficiency
and climate change mitigation [9–12].

In Poland, research on the mid- and long-term development of the energy
system was the subject of the [13], in which the MESSAGE model was used to
analyse the investments plans for coal fired power plants. Preliminary study on
the long-term development of the power system in Poland was the subject of [14].
In [15] the MARKAL model was used to analyse the mechanisms to promote
renewable energy sources and high-efficiency cogeneration. The role of hard coal
and brown coal in the power sector in the time perspective up to 2050 was the
subject of the study done with the use of the TIMES-PL model in [16]. It should
be emphasized that in Poland there is still a lack of comprehensive energy tool,
which could be easily accessible for conducting the integrated energy system
analysis.

3 Description of the Solution

3.1 πESA Service in the PL-Grid Infrastructure

πESA can be used to solve problems related to the optimization of the fuel and
technological structures of energy systems twofold:

– for users experienced in the energy system modelling, who use TIMES with
the VEDA data handling system [17], it offers solving the VEDA-generated
models in the Zeus cluster of the PL-Grid Infrastructure [18],
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– for users unexperienced in VEDA it offers an in-built model of the Reference
Energy System (RES), which can be used to analyse the impacts of changes
to the different techno-economic parameters of fuels and energy technologies,
political and environmental constraints, etc.

Both user groups operate πESA through a web interface created by the use
of Java Server Pages and Ajax technology.

Fig. 1. Schema of πESA implementation in the PL-Grid Infrastructure

The created application has three tiers. The presentation tier is a web page
(see Fig. 1). Using this web page, the user is able to send the files of a model
to the Zeus cluster or change the data of an existing model. For the purpose
of changing the data of an existing model, the user makes use of HTML forms.
Each page has its own description in English. Connection between web page
and middleware is secure. The second tier (middleware) prepares HTML forms
for the user, and processes the data obtained from them. The changes made
by the user through the web page are translated into a TIMES language code.
The third tier, i.e. the computational resources one, is used for running the
simulations. Every job is started using Portable Batch System (PBS), a queuing
system running on the PL-Grid servers.

3.2 General Methodology

Research on the perspectives for the development of energy systems requires to
use appropriate tools. The complexity and extent of the problems make ma-
thematical models the only tools capable to adequately address them. TIMES,
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which is the main element of πESA, is a bottom-up, technology-explicit energy
system model generator, which assumes competitive markets for all commodi-
ties. TIMES optimizes system performance across the entire modelling hori-
zon with the complete knowledge of the present and future market parameters,
i.e., with a perfect foresight. Producers are represented by energy technologies
while consumers by demand (or energy end-use devices, etc.). TIMES allows
self-adjustment of demand in reaction to the changes in price of a given energy
service. In order to compute a supply-demand equilibrium, the user has to spe-
cify the price elasticity of a demand in a given time period (in fact the demand
curve is approximated by staircase functions). The change in demand in reac-
tion to a change in price is found by running two contrasting simulations. First
preliminary run is performed with inelastic exogenous demand to determine the
reference price. In a second run the marginal values of the provision of the energy
service change (e.g. due to imposing some political constraints, a different as-
sumption on the costs of new technologies, etc.) what results in adjustment of
the demand in accordance to its price elasticity. The analysis performed in this
study is focused on the power sector. It should be noted that the demand for
electricity can be characterized by low price elasticity. Therefore, inclusion of
the price elasticity of demand for electricity will have a very little, if any, im-
pact on the results. Therefore, all model runs in this study have been performed
with an inelastic demand. In this condition the objective function represents the
total discounted power system costs, which are minimized by the model. The
mathematical formula of the objective function is as follows:

NPV =
∑

y∈years

(1 + d)
REFYR−y · ANNCOST (y) , (1)

where:

NPV – the net present value of the total system cost,
ANNCOST (y) – total annual cost in year y,
d – discount rate,
REFYR – the reference year for discounting,
years – the set of years for which there are costs.

The total annual cost includes:

ANNCOST (y) = INVCOST (y) + FIXCOST (y)

+VARCOST (y) + DECOM (y) , (2)
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where:

INVCOST – investment costs including the capital costs incurred
during construction,

FIXCOST – fixed costs (independent of the production rate, e.g.
administration),

VARCOST – variable costs (dependent on the production, e.g. fuel costs),
DECOM – decommissioning costs.

Investment costs incurred in the year y are transformed into streams of annual
payments with the use of the Capital Recovery Factor. When the technical lives
of the investments exceed the modelling time horizon, the unused portion of their
lifetime (the sum of streams of annual payments after the end of the modelling)
forms the salvage value, which is deducted from the total cost. This is particularly
important in the case of investment decisions at the end of the modelling horizon
that would otherwise be heavily distorted. The model takes into account also
the time of construction and capital costs incurred during the construction.

The main equations of the model include: an efficiency relationship for power
plants, commodity balances (energy, pollutants), capacity-activity constraints
(e.g. available capacity limits in certain time periods), peaking capacity con-
straints (guaranteeing reserve capacity at peak load). There are also scenario
specific constraints such as the emission reduction targets, required quota for
renewables, etc. The main decision variables include: activity variables (e.g. pro-
duction of electricity and heat in given technologies), energy flows, investments
in the new capacities. Detailed descriptions of equations, variables and model
parameters that describe the processes can be found in [2], [19].

All the energy technologies in the model are characterized by a number of
technical and economic parameters, which are presented in more detail in Sec-
tion 4.2. It should be noted that the results of TIMES, which include emissions of
SO2, NOx and PMs, are further processed with the πESA environmental impacts
assessment module [20].

3.3 Description of the Reference Energy System

In this study the model of the national energy system, which has been deve-
loped at AGH-UST, was used. The structure of the model that represents the
subsystem of centralized power and heat generation is presented in Fig. 2.

This subsystem covers all the existing power plants (PP) with the net electric
capacity equal to 23.5 GW in 2011. These are mainly hard and brown coal
fired units. In some of them coal was co-fired with biomass. Investments in new
units in Pa̧tnów 2, �Lagisza and Be�lchatów 2 have been taken into account. Each
power plant is represented in the model separately. Also, each gas fired combined
heat and power plant is represented individually. All other existing CHPs were
aggregated into four main types according to the fuel used (hard coal, natural
gas, biomass or biogas) and the type of installed turbine (condensing or back
pressure). Their total installed net electric capacity in 2011 exceeded 7 GW.
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Fig. 2. Structure of the model representing the subsystem of centralized power and
heat generation

The model includes existing renewable energy technologies such as photovoltaic
cells, wind turbines and hydro plants.

The total power of these technologies in the base year was about 4 GWe.
New energy technologies are also available, which are discussed in more detail
in Section 4.2.

4 Simulation Settings

πESA service for advanced users (see Section 3.1) was used to model the deve-
lopment of the energy system in Poland. The qualitative and quantitative input
data were generated with the use of VEDA 4.3.45. TIMES V334 was used to
generate the LP mathematical model in GAMS 23.9. Finally, CPLEX solver, set
up for parallel computing on 12 threads using the barrier algorithm, was used
to solve the model on the Zeus cluster.

The modelling horizon in this study covered the period from 2011 to 2050.
The temporal resolution covering five-year periods was used, and the results
were given for the central, so called modelling year. The selected base year for
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calibration was 2011. Each modelling year was split into 224 time slices in order
to improve the temporal characteristics of demand and supply sides (in the latter
case this is particularly related to the increasing share of intermittent renewable
technologies) [21]. For instance, a time slice named W MON 01 covered the total
demand for electricity in all Mondays of the year y during winter in the time
period: 00:00-03:00.

The variability of electricity generation in wind turbines and solar photo-
voltaic in each time slice was taken into account. Electricity generation in wind
turbines was based on the meteorological data for 2008 provided by the Euro-
pean Centre for Medium-range Weather Forecasting [22] for the location in West
Pomeranian Voivodeship (16.0◦ E and 54.1◦ N). Electricity generation in PV was
calculated for the same location based on the data provided by Photovoltaic Ge-
ographical Information System [23]. The reserve capacity was set to 25% of the
peak demand. A rate of 8% is used for discounting.

4.1 Scenario Definition

This study considered four energy scenarios: REF, NUC, NO-CCS and RES,
which were differentiated according to four parameters, notably the evolution
pathway of prices of EU CO2 Emission Allowances (EUAs), targets for renewable
energy technologies, limits on new nuclear capacity additions, and the availability
of carbon capture and storage technology (CCS). The first two parameters, which
could have the reference or high value, are discussed in more detail in the next
paragraph. In the case of nuclear capacity extension, a constraint was applied
in all of the scenarios but NUC that 1.5 GW of net electric capacity can be
built every five years starting from 2025 to 2035. In NUC scenario, nuclear
capacity could be added till the end of the modelling time horizon. In NO-CCS
scenario, it was assumed that CCS technology will not be available commercially
in the period under consideration, whereas in other scenarios it could be applied
starting from 2030. The summary of parameter settings is presented in Table 1.

Table 1. Summary of the scenarios settings

Scenario EUAs price RES target NUC limit CCS
REF REF REF YES YES

NUC HIGH REF NO YES

NO-CCS HIGH REF YES NO

RES HIGH HIGH YES YES

4.2 Assumptions

The key assumptions of this study concern the potential of domestic fuel supply,
fuel prices, technology data (specific investments and efficiencies), electricity and
heat demand, mandatory RES quotas in the electricity mix and prices of CO2

allowances.
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Potential of the Domestic Fuel Supply. The present analysis assumes that
the supply of domestic steam coal will be reduced from around 64 Mt in 2011 to
approximately 44 Mt in 2050. The supply of domestic brown coal will decrease
from 63 Mt in 2011 to 50 in 2050. The values presented in Table 2 are based
on [16] and assume a production growth stemming from the exploitation of new
levels of opened mines and the opening of new coal mines. The potential of
renewable energy sources is adopted based on the document [24] prepared at the
request of the Polish Ministry of Economy. There is no constraint on import of
natural gas and crude oil. Due to large uncertainties related to the potential of
shale gas in Poland, and to the costs of its extraction, the current analysis does
not include the possibility of using this fuel in the modelling period considered.

Table 2. Potentials of hard coal and brown coal

Fuel/year 2015 2020 2025 2030 2035 2040 2045 2050
Hard coal [Mt] 73 74 79 73 70 65 48 44

Hard coal [PJ]† 1679 1702 1817 1679 1610 1495 1104 1012

Brown coal [Mt] 62 66 79 83 86 62 52 50

Brown coal[PJ]† 527 561 671.5 705.5 731 527 442 425
†Conversion assuming the LHV of: 23 and 8.5 GJ/t for hard and brown coal, respectively.

Fuel Prices. The price of crude oil, natural gas, hard coal and uranium is
based on the study published in [16]. The price of uranium includes the cost of
enrichment and the cost of storage of the spent fuel. The price of brown coal is
differentiated between the existing and new coal mines and equals to 65% and
85% of the hard coal price, respectively. The price of biomass and biogas is based
on [25].

Table 3. Forecast of fuel prices expressed in terms of energy content [e’ 11/GJ]

Fuel/year 2011 2015 2020 2025 2030 2035 2040 2045 2050
Oil crude 13.48 14.83 16.07 17.00 17.67 18.16 18.98 19.63 20.78

Natural gas 7.26 8.47 9.15 9.76 10.14 10.36 10.87 11.63 12.39

Hard coal 3.55 3.16 3.30 3.43 3.52 3.59 3.39 3.39 3.49
Brown coal –

existing
2.30 2.05 2.15 2.23 2.29 2.33 2.20 2.20 2.27

Brown coal –
new

3.01 2.69 2.81 2.91 2.99 3.05 2.88 2.88 2.97

Uranium 0.47 0.47 0.47 0.49 0.51 0.52 0.54 0.60 0.73

Biomass 6.75 6.55 6.07 6.19 6.07 6.17 6.29 6.38 6.51

Biogas 10.44 10.44 10.44 10.44 10.44 10.44 10.44 10.44 10.44
† Exchange rate: 1.3920 USD’2011/1EUR’2011.

Exchange NBP rate: 4.1198 PLN’2011/1EUR’2011.

Technology Data. Technical and economic parameters for energy technolo-
gies are among the most important factors determining the structure of gene-
rating capacity and electricity production. The main parameters used in this
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Table 4. Technical and economic parameters of new thermal power plants

Fuel/Technology
Electric
capacity†

Inves-
tment
costs

Fixed
O&M

Variable
O&M

Electric
efficiency

2010/30/50
Lifetime

CO2

emission
factor††

MW kEUR
MWnet

kEUR
MWnet

kEUR
MWhnet

% years kg/GJ

HC/PC 800 1432 29 2 45/46.5/47 40 94.19

HC/PC+CCS 800 2437 50 8 n.a./36.5/38 40 11.30

HC/IGCC 600 1942 51 3 44/51/52 40 94.19

HC/IGCC+CCS 600 3000 71 8 n.a./43/45 40 11.30

BC/PC 800 1723 33 2 44/45/46.6 40 109.08

BC/PC+CCS 800 2961 56 9 33/36 40 13.09

BC/IGCC 600 1942 51 3 43/49/51 40 109.08

BC/IGCC+CCS 600 3068 71 9 n.a./41/44 40 13.09

NG/GT 150 388 15 1 38/39.5/40.5 25 55.82

NG/CCGT 450 728 19 1 60/62/62 25 55.82

NG CCTG+CCS 450 1536 39 6 n.a./53/54 25 6.70

NUC/PWR 1500 4491 76 2 36/37/37 50 -

Wind onshore 2 1456 39 - - 25 -

Wind offshore 3 3277 78 - - 25 -

PV (Open space) 0.5 1796 32 - - 25 -

Biomass/CHP 20-50 2354 51 4 30/80 25 0.00

Biogas/CHP 2-5 1966 30 2 38/85 25 0.00
† Approximate installed electric power.

†† The CO2 emission factors depend on the calorific value of the fuel and are based
on the data available on http://www.kobize.pl/. Only direct emissions are included.

study – based on [16] and [26] – include: unit investment costs, operation and
maintenance costs (fixed & variable), efficiency and the economic lifetime of
a technology, and are represented in Table 4.

Electricity Demand. In order to determine the future electricity demand,
a method proposed in [29] was used. This method assumed convergence of the
electricity intensity of the Polish economy (i.e. a ratio of the total final electricity
consumption to Gross Domestic Product, which was equal to 0.08 kWh/PLN in
2011) to the level determined by the least energy-intensive Western economies,
according to the following formula:

Et+1 = αEt + (1 − α)Ē , (3)

where:

Et – electricity intensity of the economy in year t,
Ē – target electricity intensity assumed to be equal to two fifths of the value

in 2011,
α – correction coefficient equal to 0.965.
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Such an evolution pathway will enable Poland to reach the present electricity
intensity of United Kingdom in 2050. Next, the final electricity demand was
estimated based on the equation:

Dt = GDPt · Et , (4)

where:

Dt – final electricity demand in year t,
GDPt – GDP in year t (long-term forecast of the Polish Ministry

of Finance, May 2013).

The final electricity demand in 2050 increases by approximately 50% com-
pared to 2011, reaching the level of ca. 181 TWh, as presented in Table 5.

Table 5. Final electricity demand [TWh]

Item 2011 2015 2020 2025 2030 2035 2040 2045 2050

Final electricity
demand

121.9 129.4 139.4 151.9 161.0 163.7 169.0 175.1 181.1

Conversion sector 11.5 10.2 10.6 11.1 11.7 9.1 9.6 10.2 10.9

Line losses 12.1 12.4 12.9 13.2 13.0 12.6 12.0 11.4 11.2

The annual demand for electricity in each modelling year was distributed into
time slices based on the historical data provided by the transmission system
operator – PSE (http://www.pse-operator.pl).

Mandatory Quotas of Electricity Produced from Renewable Energy
Sources. The targets for RES in the period 2015-2050 were expressed as the
share of the electricity generated from renewable sources in the total final elec-
tricity consumption. Until 2020 these targets were in line with the National
Renewable Energy Action Plan, which has been drawn up to meet a commit-
ment of Directive 2009/28/EC. After 2020, two pathways for RES development
were assumed, i.e. REF and HIGH with the final RES target for 2050, equal to
35% and 50%, respectively as presented in Table 6.

Table 6. Required share of electricity generated from renewable energy sources in final
electricity consumption [%]

RES Pathway 2015 2020 2025 2030 2035 2040 2045 2050
REF 15% 23% 25% 27% 29% 31% 33% 35%

HIGH 15% 23% 25% 30% 35% 40% 45% 50%
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Prices of CO2 Allowances. The prices of CO2 emission allowances under the
European ETS are one of the parameters, which have a significant impact on the
shape of the future fuel mix. The subject of the forecasting of the future EAUs
prices has been the center of many studies, whose summary can be found in,
e.g., [16]. Two pathways for the evolution of EUAs prices were assumed in this
study. The first one, REF, corresponds to the pathway presented in [29]. The
second one, HIGH, refers to the Current Policy Initiatives scenario presented
in [30]. These forecasts are presented in Table 7.

Table 7. Forecast of CO2 emission allowances under the EU ETS [e’ 11/tCO2]

Scenario 2015 2020 2025 2030 2035 2040 2045 2050
REF 10.0 15.0 15.0 17.0 18.0 18.9 19.9 21.1

HIGH 10.0 15.0 23.1 32.0 40.1 49.0 50.0 51.0

5 Results

With the decommission of the existing capacities and growth of energy demand,
new electric capacities are needed. Fig. 3 presents new capacity additions for
different scenarios.

In all the scenarios but NO-CCS there are investments in new coal power
plants. In NO-CCS, high prices of EUAs and lack of CCS make natural gas to
substitute coal in base-load power plants. Renewable energy technologies, mainly
wind and in the later period also solar, have a significant share in new capacity
additions. In the scenarios assuming high EUAs prices there are investments in
new nuclear units, particularly in NUC, in which the total capacity installed
over the entire period equals to 6 GW.

Hard and brown coal is most widely used for electricity generation in the
REF scenario, providing ca. 134 TWh of electricity in 2050 (see Fig. 4). In this
scenario, low EUAs prices do not provide incentive for installation of CCS. On
the contrary, in NUC and RES new coal based units are being equipped with
CCS. In NO-CCS coal based generation is gradually substituted for natural
gas, which in 2050 has the highest share in the total electricity generation, i.e.,
76 TWh. The high share of RES in new capacity additions does not translate
directly to the level of electricity generation. The main reason is the low capacity
factor of RES-based technologies in the Polish geographical conditions. The total
amount of electricity generated from renewables in 2050 exceeds 63 TWh in all
the scenarios, as required by the imposed RES constraint.

The emission of CO2 is dropping in the period from 2011 to 2050 for all the
scenarios (see Fig. 5). This decrease follows a similar reduction pathway for RES
and NUC, reaching ca. 74%. The REF, which relies strongly on coal, has the
highest CO2 emissions of 135 Tg in 2050. The CO2 emissions for NO-CCS are
in between. It should be noted, however, that the emissions of other pollutants,
i.e. SO2, NOx and PMs, are the lowest in NO-CCS, as presented in [20].
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Fig. 3. New net electric capacity additions (GW) split into technologies and fuels

Fig. 4. Net electricity generation [TWh] split into technologies and fuels
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Fig. 5. CO2 emissions by scenario in [Tg CO2]

Fig. 6. Total electricity generation cost (including power plants and CHPs) in
[EUR/MWh]

Finally, as presented in Fig. 6, the lowest electricity generation costs are in the
REF scenario. One should bear in mind, however, that this scenario assumes low
prices of EUAs. For other three scenarios with high EAUs prices the electricity
generation costs were the lowest ones in NUC, followed by NO-CCS and RES.
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6 Conclusions and Future Work

The results of our analysis lead to the conclusion that the Polish coal-based
power sector is very vulnerable to the EU climate policy and the resulting prices
of CO2 emission allowances. Increasing the EUAs prices implies a shift towards
a less carbon intensive electricity generation. With the stringent decarbonisation
target, the use of domestic coal in the future depends on the commercial availa-
bility of carbon capture and storage technology. The study performed demon-
strates that the πESA service can be used for modelling the development of
energy systems. It enables the users to efficiently solve the complex energy mo-
dels developed in TIMES with use of the PL-Grid Infrastructure. Future work
will be focused on further development of the structure of the in-built model of
the reference energy system.
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Abstract. The πESA service developed within the Energy Sector do-
main grid of the PLGrid Plus project with its main element – a full
air quality modelling system Polyphemus – was used to analyse changes
in ambient concentration and deposition of pollutants for four energy
scenarios. The simulations of atmospheric transport of pollutants were
run for a domain centered around Poland with a horizontal resolution of
0.25◦. Changes in annual concentrations and depositions of SO2, NOx,
PMs for different years as well as energy scenarios were presented. The
scenarios were compared as regards to the total deposition of sulphur in
the modelling domain. A grid cell, in which the highest hourly concen-
tration of a given pollutant occurred during a year, could be identified.
The results show that due to the improvement of emission controls in
large combustion plants, which is required to fulfill future EU regula-
tions, they will have much lower negative impact on the environment.
The study has shown that establishing a hard link between Polyphe-
mus and TIMES energy model makes it possible to take into account
environmental dimension in decisions making for energy policy.

Keywords: energy system, environmental impact, modelling, air quality.

1 Introduction

The energy demand is growing worldwide and in the absence of new policies it
will double by 2050 [1]. The current pattern of exploitation of energy resources
places considerable pressure on the environment. Emissions released from fuel
consumption have a negative impact on air quality and lead to significant da-
mage to the environment, health and materials [2]. These negative impacts are to
a large extent the result of human activity and, thus, can be subject to change.
The problem is multidisciplinary and complex. Therefore, the decision makers
need scientific support in the preparation of energy development strategies, which
also take into account the environmental aspects. Responding to those needs, an
analytical tool – the so called Platform for an Integrated Energy System Ana-
lysis (πESA) has been developed within the Energy Sector domain grid [3]. Its
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concept is based on the Driver-Pressure-State-Impact-Response (DPSIR) frame-
work. Based on the chain of causality, πESA links human-caused drivers (use of
primary energy sources) to pressures on the environment (emissions), changes of
environmental states (air quality) and eventually responses to correct the situ-
ation (constraints imposed on energy scenarios). πESA is performing real time
computations of atmospheric dispersion of air pollutants with the use of the
full air quality modeling system Polyphemus. Employing the Zeus cluster of the
PL-Grid Infrastructure [4] makes it possible to have almost instant results on
changes of environmental states related to ambient concentration and deposition
of pollutants for each energy scenario elaborated by the user.

2 Related Work

πESA belongs to the category of integrated assessment modelling tools. Integrated
assessment models have been developed to support energy and environment policy
development [5]. They are able to assess the environmental impacts of energy (and
resulting emission) scenarios. They have been used at the global [6], regional [7],
national [8] and local level [9]. They can work either in a simulation, e.g. EcoSense
[10], or optimization mode [11].

The atmospheric dispersion of air pollutants within integrated assessment
models is commonly performed with the use of emission transfer matrices (ETM)
that represent source-receptor relationships. ETMs are derived from hundreds
of runs of the full atmospheric dispersion models with systematically changed
emissions of the individual sources around a reference level.

Dispersion models are typically based on one or two frameworks: (i) Eulerian,
e.g. EMEP [12], DEHM [13], CMAQ [14], Lotos-Euros [15] or (ii) Lagrangian,
e.g. HYSPLIT [16]. In the Eulerian approach, the frame of reference is fixed to
the Earth whereas in the Lagrangian approach, the frame of reference is moving
with the air parcel. Additionally, models based on the Gaussian equitation are
widely used for near-field calculations [17]. At present, many air quality model-
ling systems often combine both type of models. Near source emission dispersion
is tackled with the Gaussian plum or puff models and, subsequently, in larger
distances from the source, the Eulerian type models are used [18].

Works on modelling of air pollution have been widely undertaken in Poland.
The results can be found e.g. in [19,20,21]. Several research groups have been in-
volved in integrated assessment modelling (http://www.niam.scarp.se/). The
Warsaw University of Technology developed a single-pollutant regional model
ROSE [22]. The integrated assessment model focused on environmental impact
of emissions from power sector was developed by [23]. Recently, a study was
conducted by [24] on adverse health effects caused by fine particulate matter air
pollution. However, there is lack of an integrated assessment framework consis-
ting of an energy-economic and full dispersion models coupled with a hard-link,
which could be easily accessible for conducting assessment of environmental im-
pacts of the exploitation of energy resources for different energy scenarios for
Poland.
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3 Description of the Problem Solution

3.1 Environmental Impacts Assessment in πESA

The assessment of environmental impacts of energy scenarios in relation to
the changes in ambient concentrations and deposition of pollutants in πESA
is conducted with the use of the full air quality modelling system Polyphemus.
A hard-link has been created between Polyphemus and the TIMES energy model.
TIMES is a technology-rich, bottom-up model generator used for constrained
optimization of the development of energy systems over mid- to long-term time
horizons. It served as a tool for preparation of the energy emission scenarios.
More information on TIMES can be found in [25]. The Polyphemus software
was installed as a module on the Zeus cluster. Bash scripts were prepared, which
automate intermediate tasks performed in computations. The data flow and
computational steps are presented in Fig. 1.

Fig. 1. Data flow and computational steps of πESA for the assessment of impacts of
energy scenarios on air quality

3.2 General Methodology

Polyphemus is a complex modelling system for air quality [26]. Its main ele-
ment is an Eulerian chemistry-transport-model: Polair3D, used for both gaseous
and aerosol species. Polair3D tracks multiphase chemistry: (i) gas, (ii) water
and (iii) aerosols. The gas-phase chemical scheme is RACM and aerosol che-
mistry is treated differently depending on the cloud liquid water content [27].
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Inside clouds, aqueous-phase chemical reactions are modelled using the Variable
Size-Resolution Model (VSRM) [28]. Otherwise, a size-resolved aerosol model
(SIREAM) treats the effects of condensation/evaporation (including the in-
organic aerosol thermodynamics, ISORROPIA), coagulation and nucleation upon
the particle size distribution [29]. Polyphemus is also composed of a library of
physical parameterizations called AtmoData and a set of programs using Atmo-
Data designed to generate data required by Polair3D, e.g. deposition velocities,
vertical diffusion coefficients, emissions, etc. [30,31]. Polair3D is a numerical
solver for the chemistry transport equation 1:

∂ci
∂t

= − div (V ci)︸ ︷︷ ︸
advection

+ div

(
ρK∇ci

ρ

)
︸ ︷︷ ︸

diffusion

+ ℵi (c)︸ ︷︷ ︸
chemistry

+Si − Li . (1)

The concentration of the i− th species is ci. The transport driven by wind V

is the advection term. The diffusion term div
(
ρK∇ ci

ρ

)
essentially accounts for

turbulent mixing in the vertical. Chemical production and losses of the i − th
species are introduced with ℵi (c). Additional sources (Si, emissions) and losses
(Li, wet and dry deposition) are included.

The operational evaluation of Polyphemus results for runs performed over
Poland showed that the correlation coefficients between simulated and observed
data from EMEP and AirBase are 47% for NO2, 46% for SO2, 30% for PM10 [20].
These results are in agreement with the results of the operational evaluation for 9
years air quality simulation conducted over Europe with the use of Polyphemus,
presented in [32] (only in the case of PM10 the correlation is significantly lower).
The modelling results for the Kraków area showed a slight overestimation in the
case of SO2 (26.7 μg/m3 simulated against 24.7 μg/m3 in the measurements)
and NO2 (37.8 μg/m3 simulated against 34.3 μg/m3 in the measurements). By
contrast, results were much underestimated for PM10 (33.6 μg/m3 simulated
against 74.3 μg/m3 in the measurements), what can be explained by significant
uncertainty regarding PMs emissions from fuel combustion for heating in the
domestic sector.

4 Simulation Settings

4.1 Domain of Simulation

The simulations were run for a domain centered around Poland on a grid con-
sisting of 61 x 41 cells starting from 12.175◦ E longitude and 46.7750◦ N latitude
with a horizontal resolution of 0.25◦. Five vertical layers were used with the
following limits [in meters above the surface]: 0; 50; 600; 1200; 2000; 3000.

4.2 Input Data

Land Use Coverage. For the disaggregation of emissions and the calculation
of the dry deposition velocities, the data on land use coverage [33], which includes
24 categories of LUC provided by [34], was used.
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Meteorological Data. In all simulations, the meteorological data for the year
2008 of the European Centre for Medium-range Weather Forecasting [35] was
used. The ECMWF data is provided with a resolution of 0.25◦ on 54 vertical
hybrid levels every 3 hours. The parameters for vertical diffusion were taken
from [36] and [37].

Initial Condition. The results for the year 2000 of the global model MOZART
were used as the initial concentrations [38].

Boundary Condition. A nesting approach was used to generate the boundary
conditions. A mother domain consisted of 40 x 25 cells starting from 5.0◦ W lon-
gitude and 38.0◦ N latitude with a horizontal resolution of 1.0◦. As the boundary
conditions in these simulations, results for 2000 of the global model MOZART [38]
for gaseous species and for 2001 of GOCART for aerosol species [39] were used.
Other input data was generated in the same way as for the simulation over Poland.
The simulations ran utilizing emission for 2010, 2030, 2040 and 2050 from the
study of [40]. The results of simulations were stored every 3 hours.

Dry Deposition Velocity. Dry deposition velocity was generated with a time
step of 3 hours based on models and parameters of [41] for gases and [42] for
aerosols. It was calculated in each cell for each LU category with separate resis-
tance components. Subsequently, the final dry deposition velocity was calculated
taking into account the share of different LU categories in a given cell.

Natural Emission. The emission of terpenes and isoprenes are estimated based
on the parameters provided by [43]. The emission of the sea salt was generated
based on [44].

Anthropogenic Emission Data. As the main goal of this study was to analyse
the impacts of energy scenarios, emissions from the Polish power sector played
the central role. Four energy-emissions scenarios elaborated with the use of the
πESA energy module were considered: REF, NUC, NO-CCS and RES [25]. The
analysis of scenarios in terms of their impact on the concentration and deposition
of pollutants was conducted for the energy mix in 2030, 2040 and 2050. It was
assumed that all energy technologies will fulfill emission limit values specified in
Part II of Annex V of the IED Directive [45]. In order to convert the IED emission
limits value expressed as a mass of pollutant per unit volume of exhaust gas
[mg/m3] for the mass of pollutant per unit of chemical energy of consumed fuel
[kg/GJ ], conversion coefficients presented in [46] were used. As the IED emission
limits value depends on the magnitude of the thermal input of combustion plants,
a breakdown of the total nominal thermal input into the size categories presented
in Table 1 was used.

The obtained total national emissions of SO2, NOx and PMTSP for different
energy scenarios are presented in Fig. 2–4.



Assessment of Environmental Impacts of Energy Scenarios 509

Table 1. Assignment of plants into thermal input classes [%]

Type of plant
Thermal input [MW]

50− 100 100 − 300 > 300
Power plant 0% 14% 86%

CHP 13% 39% 48%

Heating plant 63% 36% 2%

Fig. 2. Annual emissions of SO2 from power sector for different energy scenarios [Gg]

Subsequently, the annual emissions from the power sector were spatially disag-
gregated into the Polyphemus grid with the assumption that 62.7% and 37.3% of
them were released in vertical layers with the height 50–600 and 600–1200 meters,
respectively. Emissions from other sectors in Poland that are not represented in
πESA, and for other countries belonging to the model domain, were taken from
the Baseline Scenario presented in [40]. The gridding process was, at first, based
on the EMEP (Co-operative Programme for Monitoring and Evaluation of the
Long-range Transmission of Air Pollutants in Europe, http://www.emep.int)
emission inventory. The EMEP dataset includes anthropogenic emissions for
countries in Europe with a spatial resolution of 50 km split into the SNAP
(Standardized Nomenclature for Air Pollutants) categories. Similar allocation
of national emissions into the gridded emissions was assumed to one existing
in 2010. In the second step, the emissions from the 50 km x 50 km grid were
further disaggregated into the Polyphemus modelling grid with the use of land
use coverage data. As the EMEP temporal resolution is 1 year, the temporal
distribution into months, days of the week and hours of the day was done based
on the sector emission profiles presented in [47].
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Fig. 3. Annual emissions of NOx from power sector for different energy scenarios [Gg]

Fig. 4.Annual emissions of PMTSP from power sector for different energy scenarios [Gg]



Assessment of Environmental Impacts of Energy Scenarios 511

5 Results

Results of πESA include i.a. information on changes in annual concentrations
and depositions of SO2, NOx, PMs for different years as well as energy scenarios.
Fig. 5 illustrates the absolute SO2 concentration in 2040 for the REF scenario
and the difference between REF and NO-CCS. The latter, as presented in Fig. 2,
was the scenario with lowest emissions. Similar results are presented for NOx

in Fig. 6.

Fig. 5. Average annual concentration of SO2 at ground level in 2040 (left) for REF
and the difference between REF and NO-CCS (right) [μg/m3]

Fig. 6. Average annual concentration of NOx at ground level in 2040 (left) for REF
and the difference between REF and NO-CCS (right) [μg/m3]

The comparison of mean concentration of pollutants over Poland at ground
level for different energy scenarios is presented in Table 2.

The model results for SO2 and NOx show that halving the Polish power sec-
tor emissions in 2040 (please compare results for REF and NO-CCS scenarios)
provides only a few percent change in their ambient ground-level concentrations.
One should bear in mind, however, that the overall emissions of SO2 and NOx

assumed for 2040 from other sectors amounted to ca. 240 and ca. 170 kt, respec-
tively. The scenarios were compared as regards to the total deposition of sulphur
in the modelling domain (see Fig. 7). The scenario with the lowest sulphur depo-
sition in years after 2030 is: NO-CCS followed by RES, NUC and REF. It could
be seen that emissions from the Polish power for all the scenarios considered
in this study have only marginal impact on the value of the total S deposition.
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Table 2. Annual mean concentration of pollutants over Poland at ground level [μg/m3]

Pollutant Scenario 2030 2040 2050

SO2

REF 1.156 1.083 1.071

NUC 1.137 1.079 1.068

NO-CCS 1.138 1.070 1.057

RES 1.137 1.078 1.067

NO2

REF 1.204 0.980 0.982

NUC 1.202 0.996 0.980

NO-CCS 1.202 0.991 0.974

RES 1.201 0.996 0.980

PM2.5

REF 2.233 2.134 2.145

NUC 2.222 2.132 2.146

NO-CCS 2.222 2.128 2.139

RES 2.221 2.132 2.144

Fig. 7. Emissions of SO2 from the Polish power sector and total annual sulphur depo-
sition in the modelling domain [Gg]

For instance, a comparison of the REF and NO-CCS scenarios for 2050 shows
a 55% difference in SO2 emissions from the power sector but only 0.4% change in
total S deposition. One should bear in mind that the total deposition is reported
for the entire modelling domain and accounts for emissions from other sectors
and countries.

Finally, πESA makes it possible to identify the grid cell, in which the highest
concentration of a given pollutant occurs. This could be particularly useful to
identify the areas where people exposure to air pollution is the highest. For
illustration, Fig. 8 presents the difference in hourly concentration of SO2 in
2040, between REF and NO-CCS as well as between REF and RES scenarios.
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Fig. 8. Difference in hourly concentration of SO2 at ground level in February 2040
between scenarios for a grid-cell with highest concentration [μg/m3]

6 Conclusions and Future Work

πESA can be used to compare changes in pollutants concentrations and deposi-
tions resulting from different energy scenarios. In this way, their environmental
dimension can be taken into account in decision making for energy policy. The
results show that due to the improvement of emission controls in large com-
bustion plants, which is required to meet future EU regulations, they will have
a much lower negative impact on the environment. The study demonstrates that
the πESA service can be applied for modelling the atmospheric dispersion of air
pollutants for the energy scenarios elaborated by the users. Future work will be
focused on integration of health impacts of people’s exposure to fine particulate
matter (PM2.5) and calculation of exceedance of critical loads for acidification
by deposition of nitrogen and sulphur compounds. The present version of πESA
uses a relatively coarse resolution for air quality modelling. This was a compro-
mise between the accuracy of results and computation time, bearing in mind
that also other πESA functionalities related to the energy system modelling are
included in simulation runs. To improve the representativeness of air quality
results, particularly for urban areas, increments in urban background air con-
centration due to local emission sources need to be taken into account. This can
be done, e.g., by increasing the spatial resolution of Polyphemus and its input
data or by applying a generalized methodology that describes these increments,
which has been elaborated within the City-Delta project [48]. It is also planned
to use temporal emission profiles provided by a coupled TIMES-PL energy model
as they are scenario-specific. Temporal emission profiles used at present were de-
veloped based on the historical activity data. In the future, when more energy
will be generated from intermittent RES technologies (e.g. wind and solar) the
emission profiles will change as the activity of thermal units will be affected.
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19. Cieślińska, J., �Lobocki, L.: Comparison of the Polish regulatory dispersion model
with AERMOD. International Journal of Environment and Pollution 40(1-3), 62–
69 (2010)
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Adaptive Finite Element Method. A method of approximating partial dif-
ferential equations used in many fields of science and engineering, where the
parameters of approximation are modified based on the current solution, in or-
der to produce a more accurate solution in the next step of the process.

Advance reservation. A DRM system concept that allows reservation of exe-
cution resources for jobs to be submitted in the future. The concept is supported
by the DRMAA 2.0 specification and the QosCosGrid middleware.

(source: GWD-R.P.194 – Distributed Resource Management Application API
Version 2.0)

Aero-H and Aku-H. Services and tools designed for numerical prediction of
aerodynamic performance and aero-acoustic near-field of the helicopter rotor
blades in high-speed hover conditions, using the PL-Grid Infrastructure and
commercial CFD package Fine/Turbo from Numeca International.

Artificial neural networks. A computational model used in multivariate anal-
ysis, inspired by biological nervous systems. It consists of a collection of intercon-
nected neurons and is capable of approximating linear and non-linear functions
by adaptive learning. Neural networks are often used in tasks such as pattern
recognition, classification problems and decision making.

Beamline. In accelerator physics, a beamline refers to the particle trajectory
and has twofold meaning: 1) the line in an accelerator, along which a beam of
particles travels, or, 2) the path leading from a cyclic accelerator to the experi-
mental end station.

Cherenkov Telescope Array (CTA). The CTA project intends to build the
next generation ground-based very-high-energy gamma-ray instrument. It will
serve as an open observatory for the general astrophysics community and will
provide deep insight into the non-thermal high-energy universe.

Cloud Computing. Distributed computing over a network. At ACC Cyfronet
AGH this concept refers to IaaS (Infrastructure as a Service) clouds, delivering
resources in the form of virtual machines.
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Computational Fluid Dynamics (CFD). A branch of fluid mechanics that
uses numerical methods and algorithms to solve and analyze problems that in-
volve fluid flows (also transonic and turbulent). Supercomputers are used to
perform the calculations required to simulate the interaction of liquids and gases
with surfaces defined by boundary conditions. The experimental validation is
performed using wind tunnel data with the final verification coming in full-scale
testing.

Computer Security Incident Response Team (CSIRT). A dedicated op-
erational IT security team, dealing with security incidents in an IT infrastruc-
ture.

Continuous casting of steel. The dominant casting technology. Due to the
scale of production of liquid steel, all work that may improve the effectiveness
of this technology is very important. This technology allows the casting process
to be performed in a continuous manner. A steel strand is formed in the mould
and then cooled in the secondary cooling zone with water and air.

CPLEX. An optimization software package developed by IBM. It implements
different mathematical algorithms (such as primal or dual simplex method, etc.)
that can solve linear programming, mixed-integer programming, quadratic pro-
gramming, and quadratically constrained programming problems. CPLEX is
a powerful and efficient tool, which can be accessible through different modeling
software platforms (e.g. GAMS).

Data management system. A system designed to manage data provided by
one or several storage systems. It is oriented towards high-level data management
rather than high-performance data access.

Digital Material Representation (DMR). The main objective of DMR is
to create the digital morphology of the microstructure with its features: grains,
grain boundaries, different phases, inclusions, etc., represented explicitly. The
digital material representation can be used during multiscale modeling of thermo-
mechanical processing.

Disk Pool Manager (DPM). A lightweight solution for disk storage manage-
ment used at many WLCG sites.

Distributed Denial of Service (DDoS). A type of attack that denies a le-
gitimate user access to a certain service and originates from numerous locations.
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Distributed Resource Management Application API (DRMAA). The
OGF specification that defines an interface for tightly coupled, portable access
to the majority of DRM systems. Its scope is limited to job submission, job
control, reservation management, and retrieval of job and machine monitoring
information.

(source: GWD-R.P.194 – Distributed Resource Management Application API
Version 2.0)

Driver-Pressure-State-Impact-Response (DPSIR). A causal framework
for describing the interactions between society and the environment that has
been initially developed by the European Environment Agency in late 90s of the
20th century.

Electronic Laboratory Notebook (ELN). A computer program designed
to replace paper laboratory notebooks. The main role of the lab notebook is to
document research, experiment and procedures performed in a laboratory. The
laboratory notebook may be used in a court of law as evidence. It is also often
referred to in patent prosecution and intellectual property litigation. ELN can
have many different forms. It can be specifically designed to work with specific
applications, scientific instruments or data types or be more general and support
access to all data that needs to be gathered in the laboratory notebook. ELN
offers many benefits to the user. For example: it improves searchability, simplifies
backup as well as supports collaboration amongst many users, access control and
more security than paper records. There are also some examples of automatic
data acquisition from an instrument to the ELN.

European Plate Observing System (EPOS). The integrated solid Earth
Sciences research infrastructure approved by the European Strategy Forum on
Research Infrastructures (ESFRI) and included in the ESFRI Roadmap in De-
cember 2008. EPOS is a long-term integration plan of national existing Research
Infrastructures.

Extrusion process. A manufacturing process used to create objects with a fixed
cross-sectional profile. A material is pushed through a die with the desired cross-
section. The advantage of this process is the ability to create very complex cross-
sections profiles.

Finite Element Method (FEM). A numerical model of the process of contin-
uous steel casting based on the finite element method (FEM), which is currently
deemed the most suitable for such problems. The finite element method is one of
numerical methods for solving differential equations. These equations describe
the most common phenomena and processes known in nature, physics and tech-
nology.
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FitSM. A lightweight standards family aimed at facilitating service manage-
ment in IT service provision, including federated scenarios. FitSM is designed to
be compatible with the International Standard ISO/IEC 20000-1 (requirements
for a service management system) and the IT Infrastructure Library R© (ITIL).

FLoating-point Operations Per Second (FLOPS). In computing, FLOPS
is a measure of computer performance, useful in fields of scientific calculations
that make heavy use of floating-point calculations. For such cases it is a more
accurate measure than the generic instructions per second.

General Algebraic Modelling System (GAMS). A modelling system that
has been specially designed to solve optimization problems (linear, nonlinear,
mixed integer, etc.). An advantage of GAMS is that it can be used both by
the personal computer or workstation, as well as machines with high computing
power in the form of mainframes and supercomputers. Another important ad-
vantage of GAMS is open architecture that allows for consistent communication,
both with built-in components (solvers) and external systems (data exchange
with the DBMS, MS Office, Matlab, etc.).

gLite. A middleware computer software project for grid computing used by the
CERN LHC experiments and other scientific domains. gLite provides a frame-
work for building applications tapping into distributed computing and storage
resources across the Internet. The gLite services were adopted by more than
250 computing centres and used by more than 15,000 researchers in Europe and
around the world.

Grid. An IT infrastructure concerned with the integration, virtualisation and
management of services and resources in a distributed, heterogeneous environ-
ment that supports collections of users and resources (Virtual Organisations)
across traditional administrative, trust and organisational boundaries (real or-
ganisations).

GridFTP. A file transfer protocol built on top of the File Transfer Protocol,
extended and optimized for large data sets and Grid usage scenarios. Additional
features include transfer parallelism, third party transfer and GSI integration.

GridSpace2. A web-oriented distributed scientific computing platform sup-
porting and fostering reproducibility, reviewability and reusability of in-silico
experiments.

GridSpace2 experiment meta-model. A metamodel of in-silico experiments
treated as workflows composed of a number of interconnected code and data
items. Code items are written in high-level programming languages, interpreted



Glossary of Terms 523

by interpreters, which are implemented as executables, executed through execu-
tors on the underlying e-infrastructures.

GridSpace2 Experiment Workbench. An environment that supports exe-
cution and result management of generated experiments on infrastructures via
interoperability layers.

Heat transfer coefficient. A quantitative characteristic of convective heat
transfer between a fluid medium and the surface, over which the fluid flows. It is
the amount of heat, which passes through a unit area of a medium or system in
unit time when the temperature difference between the boundaries of the system
is 1 degree.

Hep-Spec 2006 (HS06). The new benchmark proposed by WLCG to measure
the performance of HEP worker nodes, the successor of SPECINT 2000 bench-
mark introduced in 2006 to measure properly the throughput of the worker nodes
when running HEP applications on new hardware.

Heterogeneous Computing. Computing, which involves several different ty-
pes of processors/cores, with different types requiring different programming
models and environments.

High-performance file system. A system intended to provide access to stor-
age resources in an optimized for performance manner. It is built on top of
dedicated storage resources, e.g. RAIDs, and exposes a POSIX-compliant inter-
face.

High-Speed Impulsive (HSI) noise. HSI noise is caused by transonic flow
and shock formation on the helicopter rotor blade in high-speed forward flight
conditions. The source of HSI noise is the flow volume around the rotating ad-
vancing blade tip (high relative inflow Mach number) and is typically directed in
the rotor plane forward of the helicopter. When HSI noise appears, it dominates
all other acoustic sources associated with a flying helicopter.

InSilicoLab. A framework for creating Science Gateways tailored to a specific
domain of science, or even a class of problems in that domain. The Science Gate-
ways developed using the framework facilitate access to computational software
deployed on distributed computing infrastructures, and management of data and
processes involved in such scientific computations.

InSilicoLab for Astrophysics. A toolbox for astrophysicists intending to con-
duct numerical experiments using the PL-Grid Infrastructure. It serves as an
interface for the multi-purpose, magnetohydrodynamical, open-source software
PIERNIK and smooth particle hydrodynamics (SPH) code – GADGET-2.
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InSilicoLab for Chemistry. A part of the InSilicoLab portal collecting tools
in the chemistry domain supporting computational experiments in the PL-Grid
Infrastructure.

Integrated MARKAL-EFOM System (TIMES). Technology-rich, bottom-
up energy model generator developed as part of the IEA-ETSAP (Energy Tech-
nology Systems Analysis Program). It is used for constrained optimization of the
development of energy systems over mid- to long-term time horizons.

Internet of Things (IoT). A broad concept, in which physical objects are
seamlessly integrated into the information network. It allows objects to be active
participants in business, information and social processes by using standard and
interoperable communication protocols.

Intrusion Detection System (IDS). A type of software dedicated to moni-
toring critical parts of the IT infrastructure in order to discover intrusions and
intrusion attempts and immediately inform administrators about them.

Kepler. A general-purpose scientific workflow environment distributed freely as
a Java application. Kepler is based on the mature Ptolemy II platform, support-
ing multiple models of computation. Its strength include data-oriented workflows
and the ability to mix different models of execution in a single workflow. The
application has a GUI and comes with 350+ ready-to-use processing components
supporting e.g. math operations, R, Matlab, web services, Globus, Unicore, SRB.
Within the PLGrid Plus project, it is used in the Astro-pipelines service.

Laboratory Information Management System (LIMS). A software-based
laboratory and information management system. It offers a set of features that
support modern laboratory operations. Those key features include: workflow and
data tracking support, flexible architecture, and smart data exchange interface.
LIMS quickly evolved from simple sample tracking software to a set of enterprise
resource planning tools, which manage multiple aspects of laboratory IT. The
most important feature of this system is continuously sample management, but
modern LIMS also help in data management, data mining and data analysis,
and are often integrated with the electronic laboratory notebook (ELN).

Large Hadron Collider (LHC). The world’s largest and most powerful par-
ticle accelerator, operated by CERN.

Laser welding. A method of joining metals, where a laser beam forms a source
of heat that melts joined materials, creating a welding pool that subsequently
transforms into a weld.
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Lightweight Directory Access Protocol (LDAP). An open, vendor-neutral,
industry standard application protocol for accessing and maintaining distributed
directory information services over an Internet Protocol (IP) network.

MAPPER Memory (MaMe). A semantics-aware persistence store to record
information. The MaMe registry is meant to deliver its functionality based on
a well-defined domain model, which includes all important elements of multiscale
applications metadata.

Mixed Integer Linear Programming (MILP). A mathematical program-
ming optimization approach, in which some variables are restricted to integers
and all equations and inequalities (main objective function and constraints) must
have a linear form.

Monte Carlo (MC). MC is a general name for a group of algorithms based on
a completely random sampling of a solution space for an application in mathe-
matical and physical simulations. The main idea of the Monte Carlo technique
is to divide a specific part of the material into one-, two-, or three-dimensional
lattices of cells, where cells have clearly defined rules of interaction between each
other leading to minimization of the system energy.

Multiscale Application Designer. A user-friendly visual composition tool
transforming high level multiscale application descriptions into executable GridSpace
experiments.

Multiscale simulation. A simulation of multiscale phenomena. Such simu-
lations are typically built from separate modules, each simulating single-scale
phenomena.

Network Address Translation (NAT). A mechanism in the third layer
of the ISO/OSI model, which allows source or destination IP addresses to be
changed inline in firewall rules. In the Linux operating system, NAT rules are
defined in the iptables firewall.

Noise map. A map of an area, which is colored according to the noise levels
in the area. Sometimes, the noise levels may be shown by contour lines, which
depict the boundaries between different noise levels in an area. The noise levels
over an area may vary over time. For example, noise levels may rise as a vehicle
approaches, and drop again after it has passed. This would cause short-term
variations in the noise level. In the slightly longer term, noise levels may be
higher in peak periods when the roads are busy, and lower in off-peak periods.
There is also a greater volume of traffic during daylight hours than in the evening
or at night. In the longer term, wind, weather and seasons all affect noise levels.

(source: http://www.noisemap.ltd.uk/home/what is noise mapping.html)
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OpenNebula. Open source Computing Cloud platform, licensed under the
Apache license, second version. It allows users to create private IaaS clouds
running under KVM or XEN.

OPTiCoalMine. A domain-specific service developed during the PLGrid Plus
project, within the Energy Sector domain grid. The main purpose of this service
is to support the process of modelling and optimisation of production in a coal
mine (or group of mines), where underground mining method with longwall
system is used.

πESA. The Platform for an Integrated Energy System Analysis developed dur-
ing the PLGrid Plus project, within the Energy Sector domain grid. It is based on
the DPSIR framework and belongs to the integrated assessment modelling tools,
which are used to support preparation of energy and environmental policies. Its
main components are: (i) TIMES, an energy economic model generator, which
enables one to elaborate energy-emission scenarios, and, (ii) Polyphemus, a full
air quality modelling system, in which environmental impacts of energy-emission
scenarios are assessed.

PaaS Platform. A solution providing Platform as a Service style of services.
It should not be confused with the service itself – rather, it is deployed on
given hardware and provides services to consumers. Examples of PaaS platforms
include CloudFoundry and OpenShift.

Penetration test. A method of evaluating the security of a computer system
or network by simulating an attack by malicious outsiders (who do not pos-

sess authorized means of accessing the organizationâĂŹs systems) and malicious
insiders (who have some level of authorized access).

Phenology. An interdisciplinary study of dynamic seasonal life processes of or-
ganisms, which are mainly driven by changes of weather and climate conditions.
It has been principally concerned with the dates of first occurrence of biolog-
ical events in their annual cycle. It comprises two fields of research: 1) plant
phenology, i.e., fitophenology and, 2) animal phenology, i.e., zoophenology. Phe-
nological research contributes essential information on diversity of geographic
environment and plays an important role in climate change investigation, since
– which is worth emphasizing – plants exhibit complex response to weather con-
ditions and climate change.

PL-Grid Infrastructure. A federated infrastructure built and maintained by
the PL-Grid Consortium. Services include various grid tools and other IT services
related to computing and storage resources. PL-Grid plays the role of the Polish
National Grid Initiative in EGI.
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Polyphemus. A simulation platform for research in air quality. It covers the
scope and the abilities of modern air quality systems. It deals with applications
from local to continental scale using i.a. the Eulerian chemistry transport model
– POLAIR 3D. It manages passive tracers, radioactive decay, photochemistry
and aerosol dynamics.

Projects’ Database. A PLGrid Plus web service designed for dissemination of
the experimental and numerical results of European research projects, investigat-
ing shock wave-boundary layer interaction (SWBLI) and its control (SWBLIC)
in transonic/supersonic flows.

Proof on Demand (PoD). A set of utilities that enables setting up a PROOF
cluster at the user’s request. It allows interactive analysis of large sets of files in
parallel and can work with any resource management system.

Psychoacoustical Noise Dosimeter. A software tool that can be used to
estimate auditory effects, which are caused by exposure to noise. It is based on
utilizing modified psychoacoustic model of hearing and on the results of research
on impact of noise on hearing performed with participation of volunteers. Thanks
to this, it is possible to recognize a character of the auditory threshold shift for
the particular type of noise. What is very important, a time, which is necessary
to restore original auditory threshold, is also being defined. With these functions
it is possible to define precisely hearing danger in any acoustic conditions. Special
procedures included in the system make it also possible to specify frequencies
possessing the main threat to hearing.

(source: Kostek, B., Kotus, J., Czyzewski, A.: Noise monitoring system em-
ploying psychoacoustic noise dosimetry. In: Audio Engineering Society Confer-
ence: 47th International Conference: Music Induced Hearing Disorders (June
2012))

QC Advisor. A service providing researchers with information about imple-
mentation of various quantum-chemical methods in software and assisting in
preparation of input files.

QCG-Monitoring. A service that helps monitor the status and progress of
long-running computational tasks. It facilitates tracking the current status of
computations via a graphical representation with graphs and images. When used
in connection with quantum-chemical applications, it enables e.g. tracking the
progress of energy convergence while optimizing the geometrical structure of
molecules.

QCG-Simple. A default job description format, which is supported by QCG-
SimpleClient – the basic QosCosGrid access tool. QCG-Simple format is easy
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to understand by a majority of users as its syntax, based on simple #QCG
directives, resembles descriptions known from queuing systems.

QosCosGrid. A set of middleware services, tools and client-applications devel-
oped in the PL-Grid/PLGrid Plus projects and delivering a scientific e-infrastruc-
ture capable of dealing with computationally intensive simulations, including
parameter sweep studies, workflows and large-scale parallel simulations. Among
others, the QosCosGrid middleware provides support for such aspects of grid
computing as interactive tasks, cross cluster runs of jobs, advance reservations
and efficient monitoring of the application’s execution.

Representational State Transfer (REST). A communication standard sim-
ilar to the http protocol. Most significant differences include new methods, e.g. PUT
and DELETE, used to manage resources on the server side.

ROOT. A popular object-oriented framework designed for high energy physics
data processing and analysis, developed by CERN. It supports both processing
of large quantities of data from LHC experiments and local analysis for single
users. ROOT features include data containers specifically designed for fast ac-
cess to huge amounts of data, statistical and mathematical tools and various
visualization tools.

RUS service. The main part of the UNICORE accounting system. It maintains
a database of usage records and provides a Web Service management interface.
The RUS service merges records provided by the rus-job-processor (grid part)
and rus-bssadapter (local batch scheduler parts).

Science Gateway. A web-based solution for researchers integrating user tools,
applications and data. A Science Gateway is tailored to the needs of a specific
science community, providing a unique entry point to the knowledge and tooling
useful for this community members.

Sensor Web Enablement. Open Geospatial Consortium‘s Sensor Web En-
ablement is a set of standards, which enables developers to make all types of
sensors, transducers and sensor data repositories discoverable, accessible and
useable via the Web. Main components include two web services: Sensor Obser-
vation Service (SOS), which allows storing and fetching observation data, and
Sensor Planning Service (SPS), which makes possible submitting collection and
action requests for sensors.
(source: http://www.opengeospatial.org/ogc/markets-technologies/swe)

Service. Means of delivering value to users by facilitating the outcomes they
wish to achieve without requiring ownership of specific resources.

(source: ITIL V3, adapted)
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Service Level Agreement (SLA). An agreement between an IT service provider
and a customer. The SLA describes the IT service, documents service level tar-
gets and specifies the responsibilities of the IT service provider and the customer.

(source: ITIL, adapted)

Shock Wave-Boundary Layer Interaction (SWBLI). An inherent phe-
nomenon in high-speed transonic/supersonic conditions commonly encountered
in various aeronautical applications, both in external and internal aerodynam-
ics. It may lead to boundary layer separation and increase of aerodynamic drag
downgrading the efficiency of an aircraft or propulsion system or even causing
structural damage.

SLURM. An open-source resource manager designed for Linux clusters of all
sizes. It provides three key functions. First, it allocates exclusive and/or non-
exclusive access to resources (computer nodes) to users for some duration of
time, so they can perform work. Second, it provides a framework for starting,
executing, and monitoring work (typically a parallel job) on a set of allocated
nodes. Finally, it arbitrates contention for resources by managing a queue of
pending work.

(source: https://computing.llnl.gov/linux/slurm/slurm.html)

Standard Model (SM). The theory of fundamental particles and their inter-
actions, formulated in 1970.

Static Recrystallization (SRX). The SRX is a thermally activated process
leading to restoration of deformed microstructure. Deformed grains are replaced
by new undeformed grains during nucleation and subsequent grain growth pro-
cesses, respectively.

Synchrotron. A type of particle accelerator, in which the guiding magnetic
field (bending the particles into closed paths) is time-dependent and synchro-
nized with a particle beam, which has variable kinetic energy. A storage ring is
a particular type of synchrotron where beam energy is kept at a constant level.
An electron synchrotron is commonly used as a light source where a photon beam
generated by circulating electrons is used for various experiments deployed along
the so-called beamlines.

Temporary Threshold Shift (TTS). Reversible hearing loss that results
from exposure to intense impulse or continuous sound, as opposed to the ir-
reversible permanent threshold shift that may result from such exposure.

(source: http://www.medilexicon.com/medicaldictionary.php?t=81528)

Tokamak. A device using a magnetic field to confine a plasma in the shape of
a torus produced by electromagnets that surround the torus.
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Trajectory Sculptor. A tool of the InSilicoLab for Chemistry service designed
for sequential Molecular Dynamics/Quantum Chemistry computational model-
ing. It performs preparation of input files for the QC program from the MD
trajectory, monitors job execution in the grid infrastructure and gathers the
results.

Transition Location Effect on Shock Wave Boundary Layer Interaction
(TFAST). A European research project (2012-2015) focused on experimental
and theoretical study of the effect of laminar-turbulent transition location on
structure of shock wave-boundary layer interaction (SWBLI).

UNICORE (UNiform Interface to COmputing REsources). A grid com-
puting technology for resources such as supercomputers or cluster systems and
information stored in databases. UNICORE makes distributed computing and
data resources available in a seamless and secure way through intranets and Inter-
net. UNICORE was developed in two projects funded by the German ministry
for education and research (BMBF). In European-funded projects UNICORE
evolved to a middleware system used at several supercomputer centers.

Unsteady Effects of Shock Wave Induced Separation (UFAST). A Eu-
ropean research project (2005-2009) focused on experimental and theoretical
work in the highly non-linear area of unsteady shock wave-boundary layer inter-
action (SWBLI).

VeilFS. A system operating in the user space (e.g. FUSE), which virtualizes
organizationally distributed, heterogeneous storage systems to obtain uniform
and efficient access to data.

VErsatile Data Analyst (VEDA). A set of tools geared to facilitate the cre-
ation, maintenance, browsing, and modification of the large databases required
by complex mathematical and economic models. VEDA constitutes the data
handling system for the TIMES energy model generator.

Virtual Research Environment (VRE). A set of online tools and interlinked
technologies, which facilitate research. Two key characteristics of VRE are: ac-
cessibility from any location and support for collaboration among researchers.
Within the PLGrid Plus project, VRE is a part of the Astro-pipelines service –
it is a virtual machine (deployed in the cloud) with pre-installed tools such as
Kepler, iRODS clients and popular astronomy software.

Workflow Management System. A software system, which allows creation,
execution and monitoring of a sequence of tasks arranged as a workflow. In IoT
(see Internet of Things) workflows are used to interact and execute a set of tasks
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on physical sensors and instruments, often resulting in measurement data, which
can be further used by software components of the workflow.

Worldwide LHC Computing Grid (WLCG). A global collaboration, which
provides a data storage and analysis infrastructure for the high energy physics
community operating the Large Hadron Collider at CERN.
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Nabożny, Maciej 54
Nawrocki, Krzysztof 226
Noga, Klemens 250
Nowak, Marcin 238
Nowak, Micha�l 61

Olszewski, Andrzej 226
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Różańska, Roksana 94
Rycerz, Katarzyna 195

Samson, Marcin 16
Siejkowski, Hubert 130
Sitko, Mateusz 445
Siwek, Aleksander 391
Skoneczny, Szymon 489
S�lota, Renata 178
Smutnicki, Adam 61
Spyra, Piotr 278
Stachowski, Greg 305
Stankiewicz, Marek 238

Sterzel, Mariusz 1, 130, 250
Stok�losa, Dominik 335
Stolarek, Marcin 16, 106
Szczodrak, Maciej 263
Szejnfeld, Dawid 147
Szeliga, Danuta 364
Szepieniec, Tomasz 1, 54, 94, 130, 250
Szkoda, Sebastian 211
Szulc, Oskar 419, 429
Szymocha, Tadeusz 80, 94, 238

Tejero Embuena, Fernando 429
Teodorczyk, Marcin 211
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