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Preface

PolTAL 2014 was the 9th International Conference on Natural Language Pro-
cessing (NLP) in the *TAL series, following JapTAL 2012 (Kanazawa, Japan),
IceTAL 2010 (Reykjavik, Iceland), GoTAL 2008 (Gothenburg, Sweden), FinTAL
2006 (Turku, Finland), EsTAL 2004 (Alicante, Spain), PorTAL 2002 (Faro, Por-
tugal), VexTAL 1999 (Venice, Italy), and FracTAL 1997 (Besangon, France). The
main purpose of the *TAL conference series is to bring together scientists rep-
resenting linguistics, computer science, and related fields, who share a common
interest in the advancement of computational linguistics and natural language
processing. This purpose was amply fulfilled at PolTAL 2014: The topics of the
47 articles in these proceedings range from theoretical linguistic considerations
in computational linguistics to hardcore machine learning approaches to NLP,
with some papers combining the two. 27 of these papers were accepted as long
papers (talks, including three alternates), with additional 20 accepted as short
papers (posters). In total, we received 83 submissions.

Additionally, three distinguished keynote speakers accepted invitations to
PolTAL 2014: Johan Bos (University of Groningen, The Netherlands), Ann
Copestake (University of Cambridge, UK), and Mark Steedman (University of
Edinburgh, UK). This is not reflected in these proceedings, as their presentations
are based on material already published or submitted elsewhere.

The papers in these proceedings are grouped into six general areas: (1) mor-
phology, named entity recognition, term extraction; (2) lexical semantics; (3)
sentence-level syntax, semantics, and machine translation; (4) discourse, coref-
erence resolution, automatic summarization, and question answering; (5) text
classification, information extraction and information retrieval; and (6) speech
processing, language modelling, and spell- and grammar-checking. Like many
such classifications, this one also overtly simplifies a much more complex reality:
Many papers touch on a number of these areas, and some could be equally well
assigned to two classes. For example, the paper on “Semantic Clustering of Re-
lations Between Named Entities” in area 5 also fits area 1, and “Cross-Lingual
Semantic Similarity Measure for Comparable Articles” in area 2 could have been
classified into area 5.

When editing the proceedings, we insisted on reasonable typographic and
linguistic quality of all papers, which often required intensive interaction with
authors. The eight papers submitted as Word documents were edited — by Maciej
Ogrodniczuk, and the other I¥TEX submissions by Adam Przepidrkowski. We
made some effort to normalize various conventions within each format and — to
the extent possible — across formats, but at the point of sending the files to the
publisher some differences between the two formats remained.



VI Preface

We would like to use this occasion to thank: Sylviane Cardey and the rest
of the *TAL Steering Committee for selecting us as the organizers of this *TAL
event; the Institute of Computer Science of the Polish Academy of Sciences and
the PolTAL 2014 Organizing Committee for their help in making this conference
a success; and, last but not least, the Program Committee — which had to be
substantially extended as more submissions were received than anticipated — for
their hard work that resulted in the high quality of this volume.

July 2014 Adam Przepiérkowski
Maciej Ogrodniczuk
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Development of Amharic Morphological
Analyzer Using Memory-Based Learning

Mesfin Abate and Yaregal Assabie

Department of Computer Science, Addis Ababa University, Ethiopia
mesfin.abatey@gmail.com, yaregal.assabie@aau.edu.et

Abstract. Morphological analysis of highly inflected languages like Am-
haric is a non-trivial task because of the complexity of the morphology. In
this paper, we propose a supervised data-driven experimental approach
to develop Amharic morphological analyzer. We use a memory-based su-
pervised machine learning method which extrapolates new unseen classes
based on previous examples in memory. We treat morphological analysis
as a classification task which retrieves the grammatical functions and
properties of morphologically inflected words. As the task is geared to-
wards analyzing the vowelled inflected Amharic words with their gram-
matical functions of morphemes, the morphological structure of words
and the way how they are represented in memory-based learning is ex-
haustively investigated. The performance of the model is evaluated using
10-fold cross-validation with IB1 and IGtree algorithms resulting in the
over all accuracy of 93.6% and 82.3%, respectively.

Keywords: Ambharic morphology, memory-based learning, morpholog-
ical analysis.

1 Introduction

Morphological analysis helps to find the minimal units of a word which holds lin-
guistic information for further processing. Morphological analysis plays a critical
role in the development of natural language processing (NLP) applications. In
most practical language technology applications, morphological analysis is used
to perform lemmatization in which words can be segmented into its minimal
meaning [11]. In morphologically complex languages, morphological analysis is
also a core component in information retrieval, text summarization, question an-
swering, machine translation, etc. There are two broad categories of approaches
in computational morphology: rule-based and corpus-based. Currently, the most
widely applied rule-based approach to computational morphology uses the two-
level formalism. In rule-based approach, the formulation of rules for languages
makes the development of morphological analysis system costly and time con-
suming [4,11]. Because of a need of hand-crafted rules for the morphology of lan-
guages and intensive requirements of linguistic experts in rule-based approaches,
there is considerable interest in robust machine learning approaches to morphol-
ogy which extracts linguistic knowledge automatically from an annotated or

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNAI 8686, pp. 1-13, 2014.
© Springer International Publishing Switzerland 2014



2 M. Abate and Y. Assabie

unannotated corpus. Machine learning approaches have two learning paradigm:
unsupervised and supervised learning. Supervised approach learns by example
whereas unsupervised approach is learning by patterns. Machine learning ap-
proaches that use supervised learning paradigm include inductive logic program-
ming (ILP), support vector machine (SVM), hidden Markov model (HMM) and
memory-based learning (MBL). These paradigms have been used to implement
low-level linguistic analysis such as morphological analysis [2,3,7]. Among various
alternatives, the choice of the approach depends on the problem at hand. In this
work, we employed MBL to develop morphological analyzer for Amharic, partly
motivated by the limitations of previous attempts using rule-based [7] and ILP
[10] approaches. Memory-based learning has a promising feature in analyzing
NLP tasks like part-of-speech tagging, text translation, chunking and morpho-
phonology due to its capabilities of in-cremental learning from examples. Among
the MBL algorithms, IB1 and IGtree are known to be popular. Both algorithms
rely on the k nearest neighbor classifier which uses some distance metric to
measure the distance between each neighbor of features [4,5,9].

The remaining part of the paper is organized as follows. Section 2 presents the
characteristics of Amharic language with special emphasis on its morphology. In
Sect. 3, we present the proposed system for morphological analysis. Section 4
presents experimental results, and conclusion and future works are highlighted
in Sect. 5. References are provided at the end.

2 Characteristics of Amharic Language

2.1 The Amharic Language

Ambharic is an official working language of Ethiopia and it is widely spoken
throughout the country as a first and a second language. It is a Semitic language
related to Hebrew, Arabic and Aramaic. Amharic is the second most widely
spoken Semitic language, next to Arabic. It uses a unique script called ‘fidel’
which is conveniently written in a tabular format of seven columns. The first
column represents the basic form and the other orders are derived from it by more
or less regular modifications indicating the different vowels. Amharic has 34 base
characters and this leads to have a total of 238 (=34*7) Ambharic characters. In
addition, there are about two scores of characters representing labialized sounds.

2.2 Amharic Morphology

Like other Semitic languages, Amharic is one of the most morphologically com-
plex languages. It exhibits a root-pattern morphological phenomenon [1]. Root is
a set of consonants (also called radicals) which has a basic lexical meaning [12].
A pattern consists of a set of vowels which are inserted among the consonants
of a root to form a stem. Semitic languages, particularly Amharic verbal stems,
consist of a ‘root + vowels + template’ merger. For instance, the root verb sbr
+ ee + CVCOVC leads to form the stem seber (‘broke’). In addition to such
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non-concatenative morphological features, Amharic uses different affixes to cre-
ate inflectional and derivational morpheme. Affixation can be prefix, infix, suffix
and circumfix. The morphological complexity of the language is better under-
stood by looking at the ford formation process through inflection and derivation.
Ambaric nouns are inflected for number, definiteness, cases (accusative/ ob-
jective, possessive/genitive) and gender. Amharic adjectives, in a similar affix-
ation process to that of nouns, can be marked for number, definiteness, cases
and gender. The affixation of morphemes to express numbers is similar with
nouns except with some plural formation. On the other hand, Amharic verbs
are inflected for any combinations of person, gender, number, case, tense/aspect
and mood. As a result of this, tens of thousands of verbs (in surface forms) are
generated from a single verbal root. As verbs are marked for various grammat-
ical units, a single verb can form a complete sentence as shown in the example
yisebrenal (‘he will break me’). This verb (sentence) is analyzed as follows.

verbal root:  shr (‘to break’)
verbal stem: sebr (‘will break’)
subject: yi...al (he)

object: efi (me)

Ambharic nouns can be derived from adjectives, verbal roots (by inserting
vowels between consonants), stems, stem-like verbs and nouns themselves. Few
primary adjectives (which are not derived) exist in the language. However, many
adjectives can be derived from nouns, stems, compound words and verbal roots.
Adjectives can also be derived either from roots by intercalation of vocalic ele-
ments or attaching a suffix to bound stems. Amharic verbs can also be derived
from different verbal stems in many ways.

3 The Proposed Amharic Morphological Analyzer

3.1 System Architecture

As memory-based learning is a machine learning approach, our morphological an-
alyzer contains a training phase which consists of morpheme annotation to manu-
ally annotate inflected Amharic words, feature extraction to create instances in a
fixed length of windows, parameter optimization and algorithm selection to tune
and select some of the parameters and algorithms. On the other hand, the mor-
phological analysis component contains the feature extraction to de-construct a
given text, morpheme identification to classify and extrapolate, stem and root
extraction to label segmented inflected words with their morpheme functions.
The architecture of the proposed Amharic morphological analyzer is depicted
in Fig. 1.

3.2 Training Phase

The training process requires sample patterns of words showing the changes in
the internal structures of words. Amharic morphemes may predominantly be
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Fig. 1. Architecture of the proposed Amharic morphological analyzer

expressed by internal phonological changes in the root. These internal irregular
changes of phonemes make the morphological analysis cumbersome. It is not a
trivial task in finding the roots of Amharic verbs. Hence, we investigated the
morphological formation of Amharic language, particularly nouns and verbs.
Adjectives have similar derivation and inflection process to that of nouns. A
morphological database is built after identifying the common property of all
morphological formations of Amharic nouns (and adjectives) and grammatical
features of all the morphemes. As to Amharic verbs, it is too difficult to find a
single representation or patterns of verbs as they are different in types due to
a number of morphological and phonological processes. Therefore, we consider
the most significant part of the word stem which bears meaning next to the
roots. In Amharic grammar, the stem of a word is the main part which remains
unchanged when the ending changes. Thus, we manually annotate sample words
with their patterns where the data will be used as training data.
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Morpheme Annotation

Ambharic nouns have more than 2 and 7 affixes in the prefix and suffix position,
respectively. The affixation is not somehow arbitrary, rather they affix in ordered
manner. An Amharic noun consists of a lexical part, or stem and one or more
grammatical parts. This is easy to see with a noun, for example, the Amharic
noun bEtocacewn (‘their houses’). The lexical part is the stem bEt (‘house’); this
conveys most of the important content in the noun. Since the stem cannot be
broken into smaller meaningful units [8], it is a morpheme (a primitive unit of
meaning). The word contains three grammatical suffixes, each of which provides
information that is more abstract and less crucial to the understanding of the
word than the information provided by the stem: -oc, -acew, and -n. Each of
these suffixes can be seen as providing a value for a particular grammatical
feature (or dimension along which Amharic nouns can vary): -oc (plural marker),
-acew (third person plural neuter), and -n: (accusative). Since each of these
suffixes cannot be broken down further, they can be considered as a morpheme.
Generally, these grammatical morphemes can have a great role in understanding
the semantics of the whole word [7,12].

The following tasks were identified and performed to prepare annotated
datasets used for training: identifying inflected words; segmenting the word into
prefix, stem, suffix; putting boundary marker between each segment; and describ-
ing the representation of each marker. Morphemes that are attached next to the
stem (as suffixes) may have seven purposes: plurality/possessions, derivation,
relativazation, definiteness, negation, causative and conjection. The annotation
is according to the prefix-stem-suffix ([P]-[S]-[S]) structure as shown in Table 1.
The bracket ([ ]) can be filled with the appropriate grammatical features for
each segmentation where S, M, 1, K, D, and O indicate end of stem, plural, pos-
session, preposition, derivative and object markers, respectively. Lexicons were
prepared manually in such a way to be suitable for extraction purpose.

Ambharic verbs have four slots for prefixes and four slots for suffixes [1,7,10].
The positions of the affixes are shown as follows, where prep is for preposition;
conj is for conjunction; rel is for relativation; meg is for negation; subj is for
subject; appl is for applicative; obj is for objective; def is for definiteness; and
acc is for accusative.

Table 1. Example showing annotation of nouns

Word form Prefix Stem Suffix
nae T besewoc be[K] sew -oc[M]
LAC T debteroc B debter  -oc[M]
N&® T berEwoc = berE -woc[M]
NAPNLI T slenbretacn sle[K] nbret -acn[1]
PNEI Ty nbretacnn - nbret -acn[1] -n[O]
oy sewnet - sew -net[D]

o5 sewNa - sew -eNa[D]
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g(prep|conj)(reb(neg) subj STEM subj (appl)(obj|def)(neglaux|acc)(con))

In addition to analyzing all these affixes, the root template pattern of Amharic
verbs makes its morphological analysis complex. It is a challenging task repre-
senting its features into suitable memory-based learning approach. Generally,
Ambharic verb stems are broken into verb roots and grammatical templates. A
given root can be combined with more than 40 templates [1]. The stem is the lex-
ical part of the verb and also the source of most of its complexity. To consider all
morphologically productive of the verb types, we need a morphologically anno-
tated word list with its possible inflection forms. Then, the tokens are manually
annotated in similar fashion what we did for nouns and adjectives like prefix]],
stem|] and suffix[] pattern. The ‘[]’ can be filled with the appropriate grammat-
ical features for each segmentation. The sample annotation for verbs is shown
in Table 2.

Table 2. Example showing annotation of nouns

lemed |[V]
lemed |[V] |e [6]
lemed |[V] |achu [5]
as [A] |lemed [V] |ec [[9]
sle  |[K] |lemed [V] |ec [9]
seber |[V] |e [6] |n [0]
as [A] |seber [[V] |e [6] |at [O]
al [G] |seber [[V] |ec [[91 |m [G]

Feature Extraction

Once the annotated words are stored in a database, instances are extracted au-
tomatically from the morphological database based on the concept of windowing
method [3] in a fixed length of left and right context. Each instance is associated
with a class. The class represents the morphological category in which the given
word posses. An instance usually consists of a vector of fixed length. The vector
is built up of n feature value pairs depending on the length of the vector. Each
example focuses on one letter, and includes a fixed number of left and right
neighbor letters using 8-1 to 8-1 windows which yields eighteen features. The
largest word length from the manually annotated data base is chosen to be the
length of windows size. The input character in focus, plus the eight preceding
and eight following characters are placed in the windows. Character based anal-
ysis gives concern for each character or letter to be considered. From the basic
annotation, instances were automatically extracted, to be suitable to memory-
based learning by sliding a window over the word in the lexicon. We used the
Algorithm 1 to extract feature based on character analysis.
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-

1
2.

Input: Inflected words
Output: extracted features (instances) in a fixed-length of vector size

Define the length of window size.
Fix the middle positions of arrays as a focus letter (the focus character represents
where a character is started from that position on words).

. Read from the DB and push one step forward each character until the right context

reached (filled).

. Put 0(zero) at the class if there is no any special character like @, & and capital let-

ters, next to the characters placed in the focus letter; if any one of those symbols ex-
ist put the value as a class(in last index)

. Push the previous focus letter to the leftand start putting each letter (as in step 3)
. Go until it finishes that line
. Go to the nextline and repeat 3, 4, 5, 6.

J

For instance, the character based representation of the word sleseberecw is
shown in Table 3. The ‘=’ sign is used as a filter symbol which shows there is no
character at that position. The construction of instances displays the 11 instances
derived from the Amharic word and its associated classes. The class of the third
instance is ‘K’ representing the preposition morpheme ‘sle’ ending with the prefix
‘e’. Therefore, character based representation of words exhaustively transcribes
their deep structure of phonological process and segments each character one at
a time.

Algorithm 1. Algorithm for character-based feature extraction.

Table 3. Character-based feature extraction of the word sleseberecw

No Left context Focus Right context Class
1/l= === = = = = s l1 e s e b e r e| 0
2/= = = = = = = 3 1 e s e b e r e c| 0
3/= = = = = =5 1 e s e b e r e ¢ w| K
4)/= = = = = s 1 e s e b e r e cw =0
5/= = = = 5 1 e s e b e r e cw = =0
6= = = s 1l e s e b e r e cw = = =0
7/= = s 1 e s e b e r e cw === =/0
8/= s 1 e s e b e r e ¢c w === = =V
9/s 1 e s e b e r e cw = === = =0

101 e s e b e 1 e c 'w = = = = = = =9
11/e s e b e r e ¢c| w |= = = = = = = =|F
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Memory-Based Learning

Memory-based approaches borrow some of the advantages of both probabilistic
and knowledge-based methods to successfully implement it in NLP tasks [5]. It
performs classification by analogy. In order to learn any NLP classification prob-
lem, different algorithms and concepts are implemented by reusing data struc-
tures. We used TiMBL as a learning tool for our task [3] . There are a number of
parameters to be tuned in memory-based learning using TiMBL. Therefore, to
get an optimal accuracy of the model we used the default settings and also tuned
some of the parameters. The optimized parameters are the MVDM (modified
value difference metric) and chi-square from distance metrics, IG (information
gain) from weighting metrics, ID (inverse distance) from class voting weights,
and k from the nearest neighbor. These optimized parameters are used together
with the different classifiers. The classifier engines we used are IGtree and IB1
which construct databases of instances in memory during the learning process.
The procedure of building an IGtree is described in [6]. Instances are classified
by IGTree or by IBI by matching them to all instances in the instance base. As
a result of this process, we get a memory-based learning model which will be
used later during the morphological analysis phase.

3.3 Morphological Analysis

The training phase is the backbone of the morphological analysis module to
success-fully implement the system. The morphological analysis is implemented
by using the memory-based learning model. Therefore, in this phase, the feature
extraction is used to make the input words to be suitable for memory-based
learning classification, the morpheme identification is applied to classify and
extrapolate the class of new instances, the stem extraction process reconstructs
and inserts identified morphemes, and finally the root extraction is used to get
root forms and stems with their grammatical functions.

Feature Extraction

Memory-based learning learns new instances by storing previous training data
into memory. When a new word is given to be analyzed by the system, it accepts
and de-construct as instances to make similar representation with the one stored
in memory. Feature extraction in this section is different from the one described
in the training phase. The word is deconstructed in a fixed-length of instances
without listing (identifying) the class labels at the last index. For example, when
a new previously unseen word (which is not found in the memory) needs to be
segmented, the words are similarly deconstructed and represented as instances
using the same information. This instance is compared to each and every instance
in the training set, recorded by the memory-based learner. In doing so, the
classifier will try to find training instance in memory that most closely resembles
it. For instance, the word begoc is segmented and its features are extracted as
shown in Fig. 2.
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123456 78FE12345678C(lass

Fig. 2. Feature extraction for morphological analysis

Morpheme Identification

When new or unknown inflected words are deconstructed as instances and given
to the system to be analyzed, an extrapolation is performed to assign the most
likely neighborhood class with its morphemes based on their boundaries. The
extrapolation is based on the similarity metric applied on the training data. If
there is an exact match on the memory, the classifier returns (extrapolates) the
class of that instance to the new instance. Otherwise, new instance is classified
by analogy in memory with a similar feature vector, and extrapolating a decision
from their class. This instance is compared to each and every instance in the
training set, recorded by the memory-based learner. In doing so, the classifier
tries to find that training instance in memory that most closely resembles it.
Taking the feature of lenegerecw as shown in Fig. 3, this might be instance 10
in Table 3, as they share almost all features (L8, L7, L5, L3-L1, F, R1-R8),
except L6 and L4. In this case, the memory-based learner then extrapolates
the 9 classes of this training instance and predicts it to be the class of the new
instance.

87654321E123456 78class

l’ e: n) e’ g: e: r: e: C: W) :) :) :’ :: :: R ?

Fig. 3. Instances for the unknown token lenegerecw

Stem Extraction

After appropriate morphemes are identified, the next step is the stem extraction
process. In stem extraction, reconstruction of individual instances into mean-
ingful morphemes (to their original word form) and insertions of identified mor-
phemes in their segmentation point are performed. After stem extraction, the
system searches resembling instances from previously stored patterns in mem-
ory. If there is no similar instance in memory, it uses a distance similarity matrix
to find more nearest neighbor. The modified value difference metric (MVDM)
which looks for the co-occurrence of the values with the target classes is used to
determine the similarity of the value of features. For example, the reconstruction
of the whole instances of the word slenegerecw is shown in Fig. 4. In the exam-
ple, four non-null classes are predicted in the classification step. In the second
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[ [e][F]

1 s]{]e] [n](e]le](e]r](e]lc)(w]
2 | |

seK‘ neger ‘\ ec‘g‘\ L
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i Sle‘ K [ ngr ‘Root‘ ec 9‘ w F

Fig. 4. Reconstruction of the word slenegerecw

step the letter of the morphemic segments are concatenated and morphemes are
inserted. Then, root extraction can be performed in the third step.

Root Extraction

The smallest unit morpheme for nouns and adjectives is the stem. Thus, the root
extraction process will not be applied on nouns and adjectives. Root extraction
in verbal stems is not complex task in Amharic as roots are consonants of verbal
stems. In order to extract the root from verbal stems, we simply remove the
vowels from verbal stems. However, there are exceptions as vowels in some verbal
stems (e.g. when the verbal stems start with vowels) serve as consonants. In
addition, vowels should not be removed from mono and bi-radical verb types
since they have valid meaning when they end with vowels.

4 Experiment

4.1 The Corpus

In order to evaluate the performance of the model and the capability of learn-
ability of the dataset we conducted the experiment by combining nouns and
verbs. To get unbiased estimate of the accuracy of a model learned through
machine learning, it should be tested on unseen data which is not present in
the training set. Therefore, we split our data set into training and testing. The
total number of our corpus contains 1022 words, of which 841 are verbs and
181 are nouns (adjectives are considered as nouns as they have similar analysis).
The number of instances extracted from nouns and adjectives are 1356 and from
verbs are 6719 which accounts a total of 8075 instances. A total of 26 different
class labels occur within these instances.

4.2 Test Results

As discussed in Sect. 3.2, we used TiMBL as a learning tool for Amharic mor-
phological analysis. We also applied IGtree and IB1 algorithms to construct
databases of instances in memory during the learning process. To get an op-
timal accuracy of the model we tuned some of the parameters. The optimized
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parameters are the modified value difference metric and chi-square from distance
metrics, information gain from weighting metrics, inverse distance from class
voting weights, and k from the nearest neighbor. For various combinations of
parameter values, we tune the parameters until no better result is found.

Simply splitting the corpus into a single training and testing set may not
give the best estimate of the system’s performance. Thus, we used 10-fold cross-
validation technique to test the performance of the system with IB1 and IGtree
algorithms. This means that the data is split in ten equal partitions, and each
of these is used once as test set, with the other nine as corresponding train
set. This way, all examples are used at least once as a test item, while keeping
training and test data carefully separated, and the memory-based classifier is
trained each time on 90% of the available training data. We also used leave-
one-out cross-validation for IB1 algorithm, which uses all available data except
one (n-1) example as training material. It tests the classifier on the one held-out
example by repeating it for all examples. However, we found it tame consuming
to use leave-one-out cross-validation for IGtree algorithm. Table 4 shows the
performance of the system for optimized parameters.

Table 4. Test result for Amharic morphological analysis

Evaluation Type of Time taken Space requirement ~ Accuracy
method algorithm (in seconds) (in bytes) (%)
Leave-out-one IB1 30.99000 1,327,460 96.40
IB1 0.82077 1,213,656 93.59
10-fold
1Gtree 0.03711 1,136,582 82.26

In memory-based learning the minimum size of the training set to begin with
is not yet specified. However, the size of the training data matters the learning
performance of the algorithm. Hence, it is crucial to draw learning curves in
addition to reporting the experimental results. We perform a series of experi-
ments by systematically increasing amounts of training data up to the currently
available total dataset which is 1022. When drawing a learning curve, in most
cases, the learning can be measured by fixing the number of test data against
which the performance is measured. The learning curve of the system is shown
in Fig. 5.

As compared to previous works, our system performed well and provided
promising results. For example, in the work of Gasser [7], the system (which
is rule-based) does not consider unseen or unknown words. To overcome this
problem, Mulugeta and Gasser [10] developed Amharic morphological analyzer
using inductive logic programming. However, our system still performs better in
terms of accuracy.
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Fig. 5. Learning curve of the system

5 Conclusion and Future Work

Many high-level NLP applications heavily rely on a good morphological ana-
lyzer. Few attempts have been made so far to develop an efficient morphological
analyzer for Amharic. However, due to the complexity of the inherent charac-
teristics of the language, it was found to be difficult. This research work is also
aimed at developing Amharic morphological analyzer using memory-based ap-
proach. Given the promising results, our work adds value in the overall effort
to dealing with the complex problem of developing Amharic morphological an-
alyzer. The performance of our system can be further enhanced by increasing
the training data. Future work is recommended to be directed at looking into
the morpheme segmentation on individual instances. Segmentation on the full
words and insertions of grammatical features in each segmented morphemes is
expected to boost the performance of the system.
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Abstract. This paper presents an attempt to process neoclassical com-
pounds (NCs) in Modern Greek (MG) and English with the use of finite-
state methods. Our approach is based on a theoretical background that
applies to both languages and assumes that Modern Greek compounding
has affected the formation of NCs in English. The processing system is
proposed to be both linguistically accurate and computationally efficient.

Keywords: Neoclassical compounds, word formation, English, Modern
Greek, finite-state methods.

1 Introduction

‘Neoclassical compounds’ is a common (often characterized as a misleading) term
for describing a large number of words in many European languages, containing
morphemes of Ancient Greek and Latin origin. Examples are biography (Eng.),
Astronomie (Ger.), elettromagnetico (It.), télescope (Fr.) and many others. From
a morphological point of view, these words pose a challenge for word-formation
theories with respect to the morphological category of their constituents and the
type of processes involved in their formation. From a computational point of
view, their abundance in most scientific and technical vocabularies makes their
processing an immediate necessity. Moreover, the fact that many of them appear
as ‘internationalisms’ (Wexler 1969), namely as morpho-phonologically similar
versions of words formed with classical elements in different languages (e.g. biol-
ogy (Eng.), Biologie (Ger.), biologia (It.), Prodoyia (viologia) (MG), makes their
parallel processing interesting for reasons of computational economy. In the first
part of this paper, we provide the theoretical background for the comparative
analysis of such words in MG and English. In the second part, we present the
formalism developed for their processing on the basis of finite-state methods,
namely the Lexical Compiler (LEXC) by XEROX, applying the favoured mor-
phological analysis discussed in the first part.

2 Theoretical Background

The dubious nature of the constituent elements of words that are commonly
called NCs in both MG and English has been a major issue among linguists,

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNATI 8686, pp. 14-26, 2014.
© Springer International Publishing Switzerland 2014



A Finite-State Treatment of Neoclassical Compounds 15

as it has further implications for the morphological processes involved in their
formation and particularly in English for the word formation system itself. The
principal reason for that is their bound nature, which has led to the formation
of a number of different views about their status.

In MG, the words that could be characterized as NCs in fact belong to a
major category of compounds, namely, synthetic compounds. While many of
these compounds have been created in ancient times, the majority of them
have been recently formed and continue to be formed in order to serve spe-
cific terminological needs [32, 34|, as is the case with NCs in most languages.
Some examples are: v8poydvo (idrogono) “hydrogen”, froypdgos (viografos) “biog-
rapher”, pikpookdmio (mikroskopio) “microscope”, aktivoBolia (aktinovolia) “ra-
diation”. Although stem constituents of compounds are usually bound and may
become free words through suffixation with an inflectional suffix! [30], the final
elements of NCs in MG, remain bound even after the addition of an inflectional
suffix: —yov(og) (—gonos), —ypag(os) (—grafos), -oxér(og) (—skopos), —BoA(og)
(—volos) 29, 30, 32, 34].

The main contradictory views that have been expressed about the nature of
these final elements are the ‘confix’ and the ‘bound stem’ view. The ‘confix’ view,
expressed by [16], is based on the fact that elements such as —ypagog (—grafos) in
Broypdgos (viografos) “biographer” and —ypagia (—grafia) in Proypagpia (viografia)
“biography”, have gradually acquired suffixal characteristics and should therefore
be categorized as a new type of morphemes, namely ‘confixes’ [23, 3.
Giannoulopoulou [16] characterizes as confixes both initial (e.g. eypw— (evro-),
veo— (neo—), otko— (iko-), moAv—(poli-)) and final elements (e.g. —ktdvog (~ktonos),
—krovia (—ktonia), —moid (—pio), —roinon (—piisi), -Adéyos (—logos), -Aoyia (~logia))
and the process they participate in, namely ‘confixation’, preferably as a type
of derivation rather than of compounding. This view considers all these different
morphemes under the same category, despite the apparent differences they have
by appearing in either initial or final position.

The contradictory view, namely the ‘bound stem’ view, expressed by Ralli
[29, 30, 32-34], recognizes a number of important properties in these bound
elements that appear in final position which weaken their suffixal character.
Apart from the more concrete meaning they have, in relation to suffixes, they
also serve as bases to prefixed words, such as vrdloyog (ipologos) “responsible
for one’s actions” and vrépuayos (ipérmachos) “firm supporter”, a property that
belongs definitely to stems [32]. More important is the fact that the words they
appear in have a compound structure, evident by both the linking element —o—, a
compound marker in MG, and the recursion they often exhibit in their structures
(e.g. [[ Yux]-o-[yAwoo—o-Adyog]] (psizoglosologos) “psycholinguist”). As Ralli [32]
notes, many of them serve as bases for the derivation of nouns like Boypagpia
(viografia) “biography” with the addition of a suffix from a small set of suffixes
(—elan (—tan), —lan (—lan), —elon (—ion), —on (—ion), —wy (—ov), —ika (—ika)).
The structure she proposes for such compounds is [[stem]-o-[bound stem]](infl.

' E.g. vuxwo o Aothouvd(o) (niht-o-laludo) “nightflower” > wiyt(a) (nihta) “night”,
Aoudov6(1) (luludi) “flower” [30].
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suffix) and for their derivatives [[stemy—o—[bound stem|x]+derivational suffix
[32, 33] respectively.

A similar debate about the nature of the bound elements has also been going
on in English, with three different morphological classifications at play: ‘afffixes’,
‘combining forms’ and ‘bound stems’. With the exception of the ‘affix’ view,
which has early been defeated for a number of important reasons, such as the
freedom of movement within a word, characterising some of these elements (e.g.
Francophile vs. philanthropic [38]), the other two are equivalent to the contradic-
tory views in MG. Bauer (7, 8] who, along others [1, 41, 10, 21, 27, 28|, supports
the ‘combining form’ view, classifies such elements depending on their position,
as Initial (e.g, astro—, electro—, hydro-) or Final Combining Forms (e.g. —crat,
—naut, —phile). This term is usually adopted in order to describe disputable el-
ements that are difficult to appoint to one or the other category [8], like forms
arising from blends, clippings etc. (e.g. Euro—, —(a)holic). The reason why bound
elements of classical origin should also fit in this category is that some of them
regularly appear not only in combinations with each other but also in combina-
tions with native free forms, forming ‘hybrid’ formations [5] (e.g. microcomputer,
filmography), thus resembling other combining forms. The ‘combining form’ view,
however, does not account, in a satisfactory way, for the freedom of position that
some elements of classical origin exhibit within a word.

The ‘bound stem’ view, supported by [38, 40, 2, 5, 29, 30, 18|, favours the par-
allel co-existence of two word-formation systems in English [12], a native word-
based one and a non-native stem-based one, the latter being responsible for the
formation of words such as the NCs [18]. The most important assumptions of
this view are i) the compound structure of NCs [38] and ii) the recognition of the
intermediate —o— (or —i— in some cases) appearing in many of them, as a linking
vowel, thus separating it from any preceding or subsequent element (e.g. *logo—,
*~ology) [38] and allowing the participating members to move freely within a
word (e.g. histori—o—graphy vs. graph—o—logy). Within this spirit, Baeskow [5]
describes the prototype of neoclassical compounding as the combination of two
roots of Greek or Latin origin, one of which may be free. If such a compound,
which might be either free (e.g. microscope, astronaut, phonoelectrocardioscope)
or bound (e.g. geograph—, biolog—, hieroglyph—) undergoes a derivational process,
the result is a neoclassical compound derivative (e.g. biolog— +y, geograph— #er,
anthropomorh— +ic, astrolog— #er). This view draws a clear parallel to the words
that once served as models for the formation of NCs, namely Ancient Greek com-
pounds like JeoAdyog (theologos) “theologist”, Broypagpia (viografia) “biography”
and many others. While this fact is not generally denied, many analyses seem
to ignore it to such an extent that no parallel can be drawn anymore between
the structures of the two categories. And although elements of classical origin
in English have moved out of the borders of the prototype of neoclassical com-
pounds, by appearing in new contexts and adopting new roles, the prototype of
neoclassical compounding seems to serve well for the majority of what we call
NCs in English ([25]).
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The advantages of the ‘bound stem’ view over the ‘combining form’ or ‘con-
fix’ view, on both a theoretical and a computational level are quite significant.
First, it allows for a clear-cut distinction between morphemes of classical origin
and clipped forms or affixes. Second, the recognition of the intermediate —o— (or
—i-) as a linking element and the establishment of the processes of neoclassi-
cal compounding and neoclassical compound derivation as valid word-formation
processes, give rise to a list of bound stems of classical origin in the lexicon
of both languages (e.g. —crat—, —log—, —graph—, —scop—, —phil-, —path— (Eng.),
—yov (—gon), —ypay (—graf), -oxorn (~skop), -Bok (~vol) (MG)), as well as to a
set of affixes (e.g. —y, —er, —ic, —ous, —ia, —ist (Eng.), —elan (—ian), —fan (—lan),
—€ilon (—ton), —on) (—ion), —wy (-ov), —ika (—ika) (MG)). This is important
on theoretical grounds, since under the ‘combining form’ view, elements such
as —scope, —scopy and —scopic in English would merely be classified as distinct
elements within the same class of items, with no apparent morphological rela-
tionship among them. Likewise in MG, words like BioAdyog (viologos) “biologist”
and Bodoyia (viologia) “biology” would no longer be morphologically related, as
they would result from separate processes of confixation (Bio— + -Adyog, Bio—
+ —Aoyifa) [25]. The computational advantage of this view is the greater econ-
omy resulting from the “deep-level” morphological analysis imposed, both in the
storage of the data (lists of bound stems and suffixes instead of non-related
combining forms) and in the implementation of the word formation processes
involved.

3 Morphological Processing of Neoclassical Compounds
with the LEXC

3.1 Previous Work

The morphological processing of NCs in English and other languages mainly
appears in information retrieval and term recognition, especially in medicine,
biology and related sciences, the terminology of which consists of NCs to a large
extent. Some important works on the morphological processing of medical termi-
nology are [6, 39, 22, 24, 11]. In MG, the morphological processing of compounds
has been implemented by [13-15] and [36], through PC-KIMMO, which however
has proven inadequate in certain aspects, such as the implementation of stress
and the specification of certain phonological rules.

3.2 The LEXC

The Lexical Compiler (LEXC), which has been used in the present work for the
morphological processing of NCs in English and MG, is based on finite-state
methods, one of the most interesting developments in the area of morphological
processing both on a theoretical and a computational level.?2 Formally, the LEXC

2 For more information on finite-state methods in morphological processing cf. [17,9,
37| among others.



18 E. Petropoulou, E. Galiotou, and A. Ralli

language is a kind of right-recursive phrase-structure grammar and its syntax
is similar to that accepted by Koskenniemi’s Two-Level formalism [19, 20] and
PC-KIMMO (version 1) [4], but with a number of features that make it more
suitable for the description of a language’s morphotactics [9].3

A LEXC description compiles into a Xerox finite-state network, either a sim-
ple automaton or a transducer. It consists of an optional ‘Multichar Symbols’
declaration, which contains symbols that are necessary for the morphological
characterization of morphemes in their ‘lexical form’ (e.g. +Noun, +Verb, +Sg,
+3P), followed by one or more named lexicons. All morphemes (prefixes, roots,
suffixes etc.) are organized into such lexicons. Each entry in the lexicon consists
of two parts, a ‘Form’ and a ‘Continuation Class’. Continuation classes, which
are inherited from Koskenniemi’s Two-Level Morphology notation, are the basic
mechanism for describing morphotactics in LEXC as they translate into con-
catenation, which is indeed the way most languages primarily build words. In
this way, morphemes are properly grouped under a single lexicon because they
form a coherent target for continuations from other morphemes [9].

However, continuation classes have proved inadequate for describing certain
morphotactic phenomena, such as separated dependencies, intedigitation, infix-
ation and reduplication. Some of these problems can be solved with the use of
morphotactic filters and alternation rules, which however, can sometimes cause
an explosion in the size of the resulting transducer. An alternative to those are
the Flag Diacritics (FDs), which have been broadly used in the descriptions pre-
sented here. FDs are meant to enforce separated constraints on the co-occurrence
of morphemes within words, as well as to mark roots for idiosyncratic morpho-
tactic behavior and generally to handle other constraints that are feature-based
rather than phonological [9].

3.3 The Corpora

The LEXC descriptions for the morphological processing of neoclassical com-
pounds in MG and English make use of two corpora with bound stems of classical
origin that appear as final elements in NCs of both languages [26]. The English
corpus consists of 56 bound stems of Ancient Greek origin and 4 of Latin origin
(e.g. —graph, —scop, —naut, —phon, —meter, —log, —morph, —vor) that have been
selected on the basis of frequency in use and productivity in the formation of
new words. The MG corpus contains 45 bound stems of verbal origin. Both cor-
pora also contain an extensive listing of example NCs formed with each bound
stem, collected from dictionaries and corpora, along with their derivatives and
the suffixes selected by each bound stem for the formation of derivatives.

3.4 The LEXC Descriptions

The descriptions in LEXC have been developed in a similar way for the two
languages, as they are fully based on the adopted analyses for NCs in MG and

3 For more information on the LEXC cf. Chap. 4 in [9].
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English discussed earlier, which share the following characteristics: i) the com-
pound structure, ii) the bound stem status of the constituents, iii) the recognition
of the —o- as a linking element, and iv) the nominal characteristics of the bound
stems. The most significant differences between the two descriptions stem from
the idiosyncratic features of the two languages. The first is the rich inflection of
MG contrary to the scarce inflection of English, and the second is the nature
of the first constituents, which are word stems or prefixoids in MG and native
words or bound stems of classical origin in their English counterparts. Here, the
two descriptions are presented in parallel, so that differences and similarities
between them are easier clarified.

First Elements. The lexicon ‘Root’, which signifies the start state of the finite-
state network, contains three entries in MG, which lead to the sublexicons ‘Pre-
fixoids’, ‘WordStems’ and ‘BoundStems’. The first two concern the first elements
of NCs and the last one their final constituents. The lexicon ‘Prefixoid’ on the
one hand, contains a limited number of entries which appear as first constituents
in compounds with bound stems and are not word stems, but rather pronouns
(e.g. aMnA— allil-“allel-”, etep— eter—“heter—"), adverbs (e.g. TnAe— tile— “tele—")
and other morphemes, collectively characterized as prefixoids. Their continuation
class leads directly to the lexicon ‘Compound’, where the compounding process
takes place. The lexicon ‘WordStems’ on the other hand, contains a selection
of common word stems in MG,* which according to the corpus of NCs appear
often as first constituents (e.g. ayyA— angl- “English”, yaotp— gastr— “gastr—",
kanv— kapn— “smoke”). Each word stem in this lexicon is assigned two entries,
one leading to inflection and the other to compounding through the appropriate
continuation class. Such an example pair of entries are of the word stem Ba0u—
(vathm—) “degree, grade” appearing in words such as Baduds (vathmos) “degree,
grade” and BaOuopdpos (vathmoforos) “non-commisioned officer”:

<pabu"+Noun":0"QU.IC1B.0ONQ"> InfSuff;
BoOp Compound ;

In this entry, ‘+Noun’ is a multicharacter symbol signifying the grammatical
category of the word stem and QU.IC1B.ON@ a FD that refers to the inflec-
tional class of this word stem and is unified with the appropriate inflectional
suffix in the relevant lexicon, named ‘InfSuff’. The lexicon ‘InfSuff’ contains
63 entries, which together with the inflectional suffix add morphological fea-
tures referring to gender (+Masc, +Fem, +Neut), number (+Sg, +Pl) and case
(+Nom, +Gen, +Acc). The FDs that appear in each entry in this lexicon and
specify the constraints in the suffixes’ combinations with entries from both the
‘WordStems’ and the ‘BoundStems’ Lexicon have been specified according to
the inflectional classes of nouns and adjectives in MG [31]. Such a FD contains
the number of the inflectional class (e.g. IC2) and if more than one inflectional

4 The reason why this Lexicon contains only a selection of word stems is because an
exhaustive listing would be out of the scope of this description, which focuses mainly
on NCs.
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suffix corresponds to an inflectional class, then it also contains the letter A or B.
For example, the suffixes of the 3rd inflectional class which includes nouns such
as povoik(n) (musiki) “music” and yAdoo(a) (glossa) “language, tongue” have
two distinct FDs, namely QU.IC3A.ON@ and QU.IC3B.ON@, each of which
corresponds to one inflectional suffix ((1)(2)/(¢)(a)). The production of wrong
analyses is prevented through the addition of further FDs with the value OFF
(e.g. QU.IC3A.OFF@). For instance, the inflectional suffix ((og)(0s)) could be
recognized as: 1) the nominative singular of Inflectional Class 1 masculine nouns,
such as BioAdy(og) (viologos) “biologist”; ii) the nominative singular of Inflectional
Class 7 neutral nouns, such as ddo(og) (dassos) “forest” and iii) the genitive sin-
gular of Inflectional Class 8 neutral nouns, such as oduaz(og) (somatos) “of a
body”. Accordingly, the corresponding entries containing all the necessary FDs
are formed as follows:

<"QU.IC1A.0N@""@QU.IC7.0FF@""QU.IC8.0FFQ@""+Masc":0"+Sg":0"+Nom": og> #;
<"QU.IC7.0N@""QU.IC1A.OFFQ@""QU.IC8.0FFQ@""+Neut":0"+Sg":0"+Nom": og> #;
<"QU.IC8.0N@""QU.IC7.0FF@""QU.IC1A.0FF@""+Neut":0"+Sg":0"+Gen": og> #;

In contrast to the MG description, the English lexicon ‘Root’ contains two
sublexicons, namely ‘Nouns’ and ‘BoundStems’. This is explained by the fact that
the two descriptions in LEXC, as it is earlier mentioned, have been developed in
accordance with the analyses adopted. Therefore, although there are also bound
stems that appear only as initial elements in NCs and could thus be categorized
as prefixoids (as in the case of MG), since in English they have the status of
a bound stem, they are preferably also included in the Lexicon ‘BoundStems’,
which contains the sublexicons ‘General’ and ‘Initial’. The latter distinction is
necessary in order to prevent the production and recognition of wrong sequences,
such as *lithomega or *phonotele, which do not correspond to any of the possible
structures of NCs in English. For this reason, bound stems such as aut—, carni—,
di—, hexa—, hepta—, hom—, macr—, mega—, poly— etc., which appear only as first
constituents have been included in the sublexicon ‘Initial’, thus being separated
from the others that may appear in both positions.

The lexicon ‘Nouns’ on the other hand, contains entries that correspond to
free words in English, of native or non-native origin, that often combine with
bound stems of classical origin, forming ‘hybrid’ formations, as we mentioned
above. The number of such entries in this description is limited and is only in-
dicative of the process, because, as already pointed out, the English description
focuses mainly on prototypical NCs. The continuation class of these entries is
common for all and leads to the lexicon “Wordfrm’ (=word formation), which
either assigns to these entries the morphological feature ‘+Noun’ through an
empty entry, or leads to the process of compounding, which takes place in the
lexicon ‘Compound’. This is another point where the two descriptions differ sig-
nificantly, as the rich inflection of MG requires a more complex implementation.

Linking Vowel. The lexicons ‘Compound’ and ‘BoundStems’ are structured in
a rather similar manner for both languages, justifying in this way the parallel
drawn between the corresponding adopted analyses. The lexicon ‘Compound’,
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where the process of compounding takes place, with the insertion of the link-
ing vowel and the addition of the multi-character symbol ‘> CM~’ (=Compound
Marker) in the morphological analysis produced, has the same number of entries
in both descriptions. The first two entries of this lexicon in both descriptions, con-
cern the actual process of compounding, taking care of the phonological appear-
ance or absence of the linking element via the FDs “QU.VOWEL.ON/OFF@”
and leading through the continuation classes to the lexicon ‘BoundStems’ in the
MG description and the lexicon ‘General’; in the English description, a sub-
lexicon of the lexicon ‘Boundstems’. The last two entries in both descriptions
concern the appearance of the linking vowel in recursive formations such as pop-
pogwvoldyos (morfofonologos) “morphophonologist” (MG) or astrophotography
(Eng.) and for this reason their continuation class is ‘WordStems’ in the MG
description and ‘Initial’ in the English one. Therefore, the lexicon ‘Compound’
is structured in the following way in the two descriptions (English on the left
and MG on the right column):

<"~CM~":0 "@U.VOWEL.OFF@"> General; <""CM~":o0 "QU.VOWEL.OFF@"> BoundStems;
<"~CM~":0 "QU.VOWEL.ON@"> General; <""CM~":0 "QU.VOWEL.ONQ@"> BoundStems;
<"~CM~":0 "QU.VOWEL.OFF@"> Initial; <""CM~":0 "@U.VOWEL.OFF@"> WordStems;
<"~CM~":0 "@U.VOWEL.OFF@"> Initial; <"~CM~":0 "@U.VOWEL.OFF@"> WordStems;

Bound Stems. The lexicons that contain the bound stems in the two languages
have been built exclusively from the two relevant corpora of bound stems men-
tioned above. In the MG description, the lexicon ‘BoundStems’ contains 89 en-
tries, which relate to 47 bound stems, as it also contains entries with allomorphic
variants. These serve two purposes: first, they introduce phonological allomorphs
of bound stems, indicating the phonological alterations occurring in many bound
stems during suffixation (e.g. ‘mhmpeminy’ (‘plik:plig’) in the word tetparAnyia
(tetrapligia) “tetraplegia”) and second, they insert stress, as this is the only way
that stress can be implemented in the LEXC (e.g. ‘hoy:Aéy’ (‘log:log’), ‘wod:udd’
(‘math:math’), ‘xhom:xhén’ (‘klop:klop’)).

The choice of each allomorph is determined by the continuation class of its
entry. For example, the entries for the bound stem —mwa® are structured as follows:

<"QU.VOWEL.QOFFQ@" ma® "+Adj": O "QU.IC9.0NQ@"> InfSuff;
<"QU.VOWEL.OFFQ@" ma®:m&® "+Noun": O "@QU.ACT1.0N@"> DerSuff;

The first entry of the non-stressed —ra (—path) leads to inflection, for the for-
mation of words such as kapkivoradis (karkinopathis) “cancer patient”, while the
second one, which contains the stressed allomorph —rd®d (—path), leads to the lex-
icon “DerSuft”, where the process of suffixation takes place for the formation of
derivatives such as tnAendOeaa (tilepathia) “telepathy”. Both entries contain also
the FD responsible for the appearance of the linking vowel and the symbol that
concerns the grammatical category, which is generally that of a noun and in some
cases, such as the above, that of an adjective, according to the adopted analysis.
Moreover, the first entry contains a FD for the inflectional class, while the second
contains another FD, which concerns suffixation and is discussed below. In the
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English description, the entries of the bound stems that appear in both positions
within a word are included in the lexicon ‘General’, as discussed above. The ma-
jority of the bound stems in English do not have allomorphic variants, except for a
very small number, such as —crat/~crac (e.g. democrat, democracy), and —derm/—
dermat (e.g. pachyderm, dermatology). In order to produce and recognize, as many
as possible recursive NCs, which are found in abundance in technical and scientific
dictionaries, all of the entries of the lexicon ‘General’ lead through their contin-
uation class first to the lexicon ‘Compound’, and then to suffixation, through an
empty entry in the lexicon ‘Compound’ with continuation class ‘Suffix’; leading
to the corresponding lexicon.

Derivation. The lexicon ‘Suffix’, which mainly concerns derivational processes,
in the English description contains the following: i) the entries of the nominal
suffixes —y, —ia, —er, —ist and the adjectival —ic, —ical, —al and —ous, ii) an entry
that assigns the morphological feature ‘+Noun’ to prototypical NCs that are
no derivatives, and iii) an entry that apart from the feature ‘+Noun’ adds a
final e, which has a phonological origin and appears in prototypical NCs con-
taining certain bound stems in final position (e.g. —phon (telephone), —scop (mi-
croscope), —lyt (electrolyte). The appearance of this e is regulated with the FDs
“@QU.PHON.ON/OFF@”, which also appear in the entries of the relevant bound
stems in the lexicon ‘General’. All the entries of the lexicon ‘Suffix’ subsequently
lead to the lexicon ‘InfSuff” which contains only three entries, one assigning the
feature ‘+Sg’ for the singular number, another assigning the feature ‘+P1’ along
with the s in the surface structure for the plural and a final entry which assigns
the feature ‘+Pl’ with no surface realization, for plural adjectives.

In the MG description, the entries for the derivational nominalizing suffixes
—ea (—ia), —la (a), —€i(o) (—i0), —1(0) (—i0), —100a (—issa), —tpia (—tria) and the
adjectival —1x(og) (—ikos) are included in the lexicon ‘DerSuff’, a sublexicon of
the lexicon ‘Suffix’, together with the sublexicon ‘InfSuff’. The reason for this
difference between the two descriptions is computational economy, as some of the
entries of the lexicon ‘BoundStems’ in the MG description lead to both sublexi-
cons through the collective continuation class ‘Suffix’. In both languages, some of
the derivational suffixes exhibit a complementary distribution, namely, some are
selected by certain bound stems and some by others. For example, the suffixes
—e1a (—ia) and —fa (—ia) in MG and the corresponding —y and —ia in English that
both signify “an action, the result of an action, a process, a state or an attribute”,
are distributed complementarily in their combinations with bound stems (e.g. Bi-
oloyila (viologia) “biology” vs. yAwooouddeaa (glossomathia) “language learning”
(MG), astronomy vs. cardialgia (Eng.)). This is regulated through the use of
the same FD with different values (ON/OFF), namely “QU.ACT.ON/OFF@”,
so that no wrong sequences are recognized and generated. Different, however
not complementary, distribution appears also between the MG feminine nomi-
nalizing suffixes —00a (—issa) and —tpia (—tria), the English nominalizing ones
—er and —ist and also among the adjectival —ic, —ous and —al. These are also
regulated through the use of FDs, which however must be careful, in order not
to create overgeneration, as for example there are cases where the adjectival
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suffixes exhibit parallel distribution in their combinations with bound stems
(e.g. 1) zoophilic and zoophilous, ii) allogenic, indigenous and protogenal).

3.5 Evaluation and Future Work

The correct use of the FDs during the development of the description for the
implementation of various constraints, as well as its overall efficiency has been
examined through a special controlling function of the LEXC formalism, which
maps manually introduced sequences that correspond to the surface form, with
their lexical form (‘apply down’), thus producing their morphological analysis.
The two descriptions have been checked in a number of parameters that are
significant in the formation of NCs in the two languages, some of which are the
following:

i) the correct distribution of the linking vowel in NCs. The formalism recog-
nized and correctly analyzed sequences, such as noAvdoyia (polilogia) “chat-
ter” but not *roAvodoyia (poliologia) (MG), and psychopaths but not *psy-
chpaths (Eng.), as follows:

moAv~CM~Aoy+Noun+Fem+Sg+Nom psych~CM~path+Noun+P1l
moAv~CM~Aoy+Noun+Fem+Sg+Acc

ii) the right selection of inflectional and derivational suffixes, correctly analysing
sequences such as SiBlionwAeio (vivliopolio) “bookstore”, but not *BiBAiorwiio
(vivliopolio) (MG), homophobia but not *homophoby (Eng.), as follows:

BLPAL~CM nwA+Noun+Fem+Sg+Nom hom~CM~phob+Noun+Sg
BLPAL"CM~nwA+Noun+Fem+Sg+Acc

iii) the selection of the proper allomorph, recognizing sequences such as watpok-
tovia (patroktonia) “patricide” but not *natpoxtdvia (patroktonia) (MG) and
homicidious and homicidal, but not *homicidous and *homicidial (Eng.):

natp~CM~ktov+Noun+Fem+Sg+Nom hom~CM~cid+Adj+Sg
notp~CM~ktov+Noun+Fem+Sg+Acc hom~CM~cid+Adj+P1

iv) the correct recognition of recursive constructions, such as Biotexvoroyia (vio-
teznologia) “biotechnology” in MG and electromyelographic in English:

BL~CM~texv~CM~Aoy+Noun+Fem+Sg+Nom electr~"CM"myel~CM~graph+Adj+Sg
BL~CM~texv~CM~Aoy+Noun+Fem+Sg+Nom electr~"CM"myel~CM~graph+Adj+P1l

The efficiency of the developed LEXC descriptions has not yet been tested
automatically through their application to corpora containing hundreds of NCs,
like the ones used for the development of the current implementation. The rea-
son for that, as we mentioned above, is the fact that, although each description
contains almost all bound stems, they both lack a great number of word stems
that appear as first elements in NCs. For instance, in the MG description, as
discussed earlier, the lexicon ‘WordStem’ contains 72 indicative entries, which
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correspond to word stems in MG that freaquently appear in combinations with
bound stems and belong to all infelctional classes. However, this number is sig-
nificantly small, in comparison to the total number of word stems that appear as
first elements in NCs, the inclusion of which is beyond the scope of this imple-
mentation. Therefore, both descriptions should first be expanded in this respect
and then applied into a corpus with the subsequent operation of a Tokenizer and
a Lookup function [9], or they could be incorporated into a general transducer
for each language, which among others contains the majority of its word stems.

The main objective of this implementation of NCs’ processing in MG and
English, as they appear in both technical and non-technical language, without
being limited to a specific area of terminology, was the construction of a pro-
cessing system that is both computationally efficient and linguistically accurate.
Specifically, the proposed implementation aimed at describing the formation of
prototypical NCs in the two languages in the most economical, in computational
terms, way, on the basis of the conclusions drawn from the comparative analy-
sis of their formation in the two languages. Linguistic accuracy in this respect
was not undermined for the sake of computational efficiency, or the other way
round. Therefore, through the use of the Lexical Compiler (LEXC), the two de-
scriptions, one for each language, were developed on the basis of the conclusions
of the theoretical analysis, according to which the phenomenon of neoclassical
compounding follows similar rules in the two languages, retaining at the same
time the idiosyncratic features of each. What was achieved, was the adoption of
a linguistically accurate computational solution for storing linguistic data and
describing the morphological processes involved. The choice of the LEXC for-
malism in particular and the extensive use of some of its features, like the FDs,
helped to maintain this linguistic accuracy and achieve greater computational
efficiency.

On the basis of the present implementation, the description of the same mor-
phological phenomenon in other languages would definitely be an interesting
endeavor, as, it is already pointed out that neoclassical compounding appears
on an international level. In this respect, such an implementation could be in-
corporated into a multi-language information retrieval, a term recognition or an
automatic translation system.
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Abstract. This paper deals with the processing of derivational mor-
phology in Croatian and focuses on the expansion of CroDeriV — a re-
source with data on morphological structure and derivational relations.
The purpose of CroDeriV is to systematically present the morphological
structure and derivational relations of Croatian lexemes, and to use this
data for the enrichment and development of existing resources and tools,
as well as of new ones. One of the objectives in this ongoing project is to
build an analyzer for Croatian capable of analyzing both inflectional and
derivational morphemes. In this paper we present the initial experiments
towards the enlargement of CroDeriV to include nouns, as well as the
development of a morphological analyzer for inflectional and derivational
morphemes.

Keywords: CroDeriV, Croatian, derivation, nouns.

1 Introduction

This paper deals with the processing of Croatian morphology and focuses on the
expansion of CroDeriV — a resource providing data on the morphological struc-
ture and derivational relations of Croatian lexemes. Although detection of the
complete morphological structure and all derivational relations could improve
the performance of tools used in various natural language processing tasks, the
derivational relatedness of Croatian lexemes based on a thorough and detailed
analysis of their morphological structure so far have not yet been processed.
Derivational relations hold between words that share the same lexical morpheme
— i.e., the root — and thus form derivational families. A derivational family con-
sists of lexemes with the same root grouped around a base form. Generally, a
lexeme with the simplest morphological structure serves as a base form — i.e.,
a stem — for various derivational processes. Derivational processes in Croatian
primarily refer to affixation and compounding. Affixation mainly consists of pre-
fixation and suffixation. The motivation for building CroDeriV is twofold: (1) to
analyze and systematically present the morphological structure and derivational
relations of Croatian lexemes resulting from their mutual morphological related-
ness, and (2) to use this data for the enrichment of existing resources and tools,
as well as for the development of new ones. One of the objectives in this ongoing
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project is to build an analyzer for Croatian capable of full morphological analy-
sis — i.e., the analysis of both inflectional and derivational morphemes grouped
around roots.

Inflectional classes are extensively covered by the Croatian Morphological Lex-
icon (HML). The HML serves as a basis for lemmatization and MSD tagging of
Croatian (cf. [12] for the building procedures of the HML and [1] for the evalua-
tion of lemmatization based on the HML). Although it is an extensive inflectional
lexicon, it cannot be used for word segmentation, which is necessary for deeper
morphological analysis and, consequently, for the detection of derivationally re-
lated lexemes and derivational families. The detection of derivational relations is
recognized as an important task for the building of resources and tools also for
other languages (cf. [4] for English; [6] for Polish; [13] for German). [7] presents
an elaborate account of the methods used for the clustering of derivationally
related Croatian lemmas from the corpus and also provides an extensive and
detailed description of the evaluation metrics. This approach is based on mor-
phological stems and focuses on the suffixal derivation between nouns, verbs,
and adjectives. However, it does not take into account the analysis of the mor-
phological structure of lexemes nor the recognition of mutual lexical morphemes
within derivational families. An accurate and linguistically justified analysis of
Croatian lexemes in terms of morphemes and affixes used in their derivation is
one of our main objectives in the building of CroDeriV. In the next section we
briefly describe its structure and design.

2 CroDeriV

CroDeriV is a morphological database built by means of combining rule-based
processing with manual checking of results. The first phase of CroDeriV’s de-
velopment focused on the processing of Croatian verbs. In its present form,
CroDeriV contains 14,326 verbs analyzed for morphemes and grouped into deriva-
tional families via mutual lexical morphemes. The total number of lexical mor-
phemes is 3,386. The verbs were analyzed as follows: (1) verbs in infinitive form
were collected from various on-line corpora and dictionaries; (2) the collected
verbs were automatically segmented into morphemes; (3) the obtained results
were manually checked; and (4) verbs sharing the same lexical morpheme were
mutually linked. This procedure enabled the recognition of a general morpho-
logical structure applicable to all analyzed verbs, as well as the recognition of all
lexical and derivational morphemes used in verbal derivational processes. It also
enabled the detection of complete verbal derivational families in Croatian, as
well as the analysis of possible combinations of affixes and roots, their frequency
and productivity.?!

Most verbs in Croatian are formed from other verbs, thus expanding their
morphological structure. For example, the simplex base verb graditi ‘to build;ps’
can be prefixed and thus can form the perfective verb nadograditi ‘to expand by

! CroDeriV is freely available for searching at http://croderiv.ffzg.hr.
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buildingy,;’. This verb in turn can be further suffixed to form the derived imper-
fective: nadogradivati ‘to expand by building, to annex;,s’. A thorough analysis
of all verbal derivational processes has yielded the maximal morphological struc-
ture of Croatian verbs as follows:

(P4) + (P3) + (P2) + (P1) + (R2) + (I) + R1 + (S3) + S2 + S1 + ti

where P = prefix, R = root, I = interfix, S = suffix, ti = infinitive ending, and
() = non-obligatory.

Data structured in this way has already proven valuable for various linguistic
studies (cf. [10]), as well as for the enrichment of other resources for Croatian —
e.g., Croatian WordNet and the HML (cf. [9]; cf.[8]). The next objective in the
building of CroDeriV is its extension with other parts of speech. Further on, we
present the initial steps in the processing of nouns according to the principles
mentioned above and their integration into CroDeriV.

3 The Derivation of Croatian Nouns

Derivational relations in Croatian extend either between words that are the
same POS (verb-to-verb, noun-to-noun) or different POS (verb-to-noun, verb-
to-adjective, adjective-to-noun, etc.). The most productive word-formation pro-
cesses are prefixation and suffixation.? Like verbs, nouns in Croatian are formed
through three basic derivational processes:

(a) suffixation (e.g., pis(ati) ‘write’ + -ac > pisac ‘writer’),

(b) compounding (e.g., roman ‘novel’ + -o- + pisac ‘writer’ > romanopisac
‘novelist’), and

(c) prefixation (e.g., su- + radnik ‘worker’ > suradnik ‘co-worker’).

On top of that, nouns are additionally formed through two combined processes:

(a) compounding + suffixation (e.g., vatr(a) ‘fire’ + -o- + gas(iti) ‘extin-
guish’ + -ac > watrogasac ‘firefighter’), and

(b) prefixation + suffixation (e.g., po- + mor(e) ‘sea’ + -ac > pomorac
‘sailor’).

Apart from these concatenative processes, nouns are also formed via:

(a) back-formation (e.g., dopisati ‘to add by writing’ > dopis ‘letter’), and

(b) conversion (e.g., mlada ‘young, female, adjective’ > mlada ‘bride, noun’).?

Suffixation is by far the most productive derivational process in the derivation
of Croatian nouns.*

As mentioned, CroDeriV has been built through the application of rules for
morpheme segmentation and the manual checking of results. Generally, the main
problems that we have faced in the automated processing of Croatian morphol-
ogy (cf. Sect. 2) are caused by the following factors: (1) the graphical overlap-
ping of various morphemes, (2) phonological changes at morpheme boundaries,

2 Compounding is not as prominent and will not be discussed here.
3 Two extensive accounts of Croatian derivation are [2] and [5].
* There are more than 90 productive suffixes used in Croatian noun derivation [2].
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(3) phonological changes within lexical morphemes (which frequently result in
several allomorphs), and finally, (4) numerous instances of homonymy (for a
more detailed account of all instances and examples, cf. [11]). Unfortunately,
we face all these problems in the processing of nouns, as well. For example, 36
different suffixal structures end in -ac (e.g., bor-ac ‘fighter’, gled-a-l-ac ‘viewer’,
jedanaest-erac ‘penalty kick’, etc.). Frequently, suffixal structures of Croatian
nouns consists of two or more suffixes (e.g., grad ‘city’ > grad-i-(ti) ‘to build’ >
grad-i-telj ‘builder’ > grad-i-telj-ic-a ‘female builder’ > grad-i-telj-i¢-in ‘female
builder’s’. Since the list of possible suffixal combinations or the rules for the re-
strictions of these combinations in Croatian do not exist, the design of rules for
their recognition and accurate segmentation is challenging and time-consuming
work.

4 Experiment

In order to obtain a basic stock of nouns necessary for the expansion of CroDeriV
with other POS and to provide a foundation for the development of tools for
comprehensive morphological analysis, we have decided to use the nouns from
the HML. In the experiment described below, we focused on the subset of the
HML’s nominal part tagged as common nouns.® This choice was motivated by the
fact that the HML extensively covers nominal inflectional classes and therefore
provides a good source for the detection of the most frequent suffixes and their
combinations. The processing was divided into several steps. In the first step,
we wanted to detect single nominal suffixes and obtain an initial snapshot of the
suffixal productivity. In the second step of the experiment, we focused on nouns
derived from verbs through non-concatenative derivational processes, namely
back-formation. In the final step of the experiment, we wanted to detect possible
suffixal combinations and nominal stems not recognized in the previous steps.
The whole experiment is based on data already present in CroDeriV — i.e., roots
and stems used primarily in the derivation of verbs from other Croatian verbs.
This data was used for matching with nouns from the HML as described below.

4.1 Step 1

In the first step of the experiment, we created a set of rules for the detection
and segmentation of single suffixes and applied it to the test sample. The test
sample, which consisted of common nouns in the HML, comprised 20,554 nouns.
The rules for the recognition and segmentation of single suffixes yielded a total
of 4,933 nouns with correctly recognized stems and 22 single suffixes. The five
most frequent single derivational suffixes detected in this way are: -nje (e.g.,
pis-a-nje ‘writing’), -a¢ (e.g., pis-a¢ ‘writer’), -ica (e.g., s-pis-a-telj-ica ‘female
writer’), -telj (e.g., s-pis-a-telj ‘writer’), -na (e.g., pis-ar-na ‘writing office’).
Their respective frequencies are presented in Table 1.

® Lemmas in HML are tagged according to MulTextEast specifications v.4.0 ([3]).
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Table 1. Five most frequent suffixal combinations

Suffix -nje -aé -ica -telj -na
No. of occurences 2766 224 108 104 100

As the numbers indicate, the suffix -nje is the most frequent single suffix of
common nouns in the HML. This suffix is used in Croatian almost exclusively
for the derivation of gerunds from verbal stems — i.e., from their past participles.
The total number of gerunds among the common nouns is 4,586. In other words,
almost 25% of all common nouns in the HML are verbal nouns. Although this fact
may be surprising as far as the structure of the HML is concerned, it simplified
the further processing of this subset of common nouns.

A comparison of verb lists from CroDeriV and the HML revealed that all
the verbs from the HML are also present in CroDeriV. Since all the verbs in
CroDeriV have been analyzed for morphemes, by slightly adjusting the rules, we
were able to automatically determine the full morphological structure of gerunds
— i.e., their roots as well as their prefixal structures — inherited from the base
verbs. After manual validation, we used these results in the next step of the
experiment.

4.2 Step 2

The total remaining number of nouns to be analyzed was thus 15,968. As men-
tioned in Sect. 3, nouns in Croatian are formed from other POS via affixation,
but also through non-concatenative processes, such as back-formation; as in:

dopisati ‘to add by writing’ — dopis ‘memo’
opisati ‘to describe’ — opis ‘description’
upisati ‘to record” — upis ‘record’

Consequently, all nouns derived from verbs through back-formation inherit the
morphological structure of their base forms, apart from their suffixal part. For
the detection of nouns derived in this manner, we again matched the data from
CroDeriv and the HML. In this way we detected 3,367 common nouns tagged as
candidates for the expansion of derivational families in CroDeriV. The manual
checking of the results revealed that 1,200 nouns were not correctly segmented,
whereas 2,167 nouns were correctly segmented and correctly assigned to the
corresponding derivational families from CroDeriV.

Although the recall of 38.61% scored in this part of the processing is low, the
high precision of 85.02% enabled their straightforward integration into CroDeriV.
The total number of nouns used in further steps was thus reduced to 13,801.

4.3 Step 3

In the final step of the experiment, we randomly chose around 40% of this re-
maining set of nouns and manually analyzed them for morphemes. The primary
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objectives of this analysis were to detect possible suffixal combinations as input
for rules capable of dealing with multiple suffixes and to detect nominal stems
not recognized in previous steps due to the complex morphological structure of
their lexemes. The general aim of the whole procedure was to speed up the de-
tection of derivationally related nouns and to check whether they can be linked
to derivational families from CroDeriV without further manual segmentation.
For this purpose we took the following steps:

(1) we automatically removed manually obtained suffixal combinations and used
only nominal stems in further processing — e.g.:
glas-ac-ic-a ‘female voter’ — glas ‘voice’,
vid-ovit-ost ‘clairvoyance’ — wvid ‘sight’,
(2) we extracted all the stems and roots from CroDeriV, and
(3) we matched them with the list of obtained nominal stems from the HML.

The recall of the whole procedure was 100%. In order to measure precision, we
manually evaluated 5,520 randomly selected nouns. Out of this number, 33.88%
of the roots from CroDeriV were correctly assigned to nominal stems from the
HML. As expected, although the recall was 100%, the precision of the auto-
mated root assignment significantly decreased. However, the final results of the
conducted experiment can be considered satisfactory. A total of 1,773 roots out
of 3,386 roots in CroDeriV (53.4%) has been correctly assigned to at least one
noun from HML, thus enabling the automated expansion of derivational fami-
lies. On the top of that, we obtained 1,753 new nominal roots through manual
evaluation, which can be used in the further processing. From the initial set of
20,554 nouns, this simple automated approach assigned the correct root to more
than half (12,227) of the nouns.

5 Conclusion

In this paper we have shown the initial steps towards the enlargement of CroDeriV
to include another POS, namely nouns. With a combined approach using simple
automatic processing and manual checking, we have obtained two noun sets:

(1) a set of nouns which are derivationally related to the verbs in CroDeriV
and can be used for the enrichment of already existing derivational families via
mutual root, and

(2) a set of nouns that are not derivationally related to the verbs in CroDeriV.

However, many of these nouns are mutually derivationally related and can be
used for the inclusion of new derivational families in CroDeriV. Moreover, the
list of newly recognized nominal roots, as well as the list of the most frequent
nominal suffixes and their combinations, can be used for further improvement of
our morphological processing tools.
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Abstract Polish named entities are mostly out-of-vocabulary words,
i.e. they are not described in morphological lexicons, and their proper
analysis by Polish morphological analysers is difficult.The existing ap-
proaches to guessing unknown word lemmas and descriptions do not
provide results on a satisfactory level. Moreover, lemmatisation of multi-
word named entities cannot be solved by word-by-word lemmatisation
in Polish. Multi-word named entity lemmas (e.g. included in gazetteers)
often contain word forms that differ from lemmas of their constituents.
Such multi-word lemmas can be produced only by tagger- or parser-based
lemmatisation. Polish is a language with rich inflection (rich variety of
word forms), therefore comparing two words (even these which share the
same lemma) is a difficult task. Instead of calculating the value of form-
based similarity function between the text words and gazetteer entries,
we propose a method which uses a context-free morphological generator,
built on the top of the morphological lexicon and encoded as a set of in-
flection rules. The proposed solution outperforms several state-of-the-art
methods that are based on word-to-word similarity functions.

Keywords: Morphological generator, similarity of proper names, word
similarity metric, Named Entity Recognition, Information Extraction.

1 Introduction

Lexicons of proper names (henceforth, PNs) are valuable resources for many
natural language processing tasks, especially for Named Entity Recognition
(henceforth, NER). Most PN inflected forms in text cannot be straightforwardly
matched in lexicon. In the case of inflectional langauges, including Polish, basic
morphological forms (called here shortly lemmas) of PNs are used as the entry
forms in PN lexicons. For instance:

1. Inflected PN: [Lidzelemmazo POlSkiChlemma:O ROdZZ‘nlemma:O]PNIemma:O
2. Lemma: [Ligalemmazl POlSkZ‘Chlemma:O ROdZinlemma:O]PNlemma:l
3. Lemmatiser: [Ligaiemma=1 Polskiiemma=1 R0dzindiemma=1]PNlemma=0

In the case of multi-word PNs, the PN lemma (2) of the inflected PN form (1)
is not identical to the lemma sequence (3) produced by a form lemmatised (e.g.

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNAT 8686, pp. 34-44, 2014.
© Springer International Publishing Switzerland 2014
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based on a tagger) for (1). PN lemmatisation is challenging task and for the
Polish language (and for other Slavic languages too) that is not still solved by
the existing language tools. This is a specific case of the general unknown word
recognition problem, i.e. the recognition of words not covered by the existing
morphological analyser [5,10]. Many of such words are infrequent domain-specific
PNs. Language resources providing extensive coverage of the inflected PN forms
are rare. Having them, comparison of PNs occurring in text with the lexicon
PN entries would be easier task, but still discontinuous PNs must be taken into
account. However, due to the huge number of PNs and their forms, building
a language resource of that kind is laborious and expensive, even for domain-
specific lexicons. Moreover, it is hardly possible to find and collect from text
enough PN forms to build an extensive lexicon for many specific domains.

PN lexicons (e.g. gazetteers) are relatively large. This increases computational
complexity of searching and matching. For the sake of wide applicability, we as-
sume that the unknown word recognition is performed out of context, i.e. we do
not use additional external knowledge sources and the information from the oc-
currence context of an unknown word form. There is also no information whether
the token being processed is a true word or a non-word symbol. Polish is a lan-
guage with rich inflection and each lemma corresponds to many morphological
forms on average. Identification of a proper threshold for the similarity measures
allowing for proper matching unknown words against the gazetteer entries can
be difficult.

Our goal is to develop a method for effective recognition and classification of
unknown word forms in Polish texts, in general, with a special focus given to
the recognition of the unknown inflected PN forms that are included in a large
PN lexicon. The method can be also used in more sophisticated NER tasks [6]
e.g. recognition of the words composing multi-word PNs.

2 Related Works

The issue of word-to-word similarity measure has been intensively studied and
many solutions were proposed in the literature, including methods dedicated to
inflected languages such as Polish. Such metrics take two strings as the input
and return a real number from the range [0, 1]. Evaluation of their performance
is not straightforward — the direct interpretation of the similarity value between
two words by the human is difficult, if possible at all. Another option is an
indirect evaluation by application — the performance of a language tool utilising
the metric in some text processing task is measured.

Several metrics applied to PN matching task were analysed in [1], like Overlap
coefficient, Soundex or Levensthein. Recommendations concerning their suitab-
ility for different PN data sets were formulated, but the experimental results
in [1] on different real data sets showed that there is no single best technique.
In [7,8] several known and unique proposed metrics (e.g. Common Prefiz 0)
for Polish were evaluated in a task of assigning named entities (NEs) included
in a gazetteer to text words. The best results in one-word NE matching were
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obtained with Common Prefix §, mainly due to favouring certain suffix pairs by
the 0 parameter [7].

In [3] it was shown that a combination of several different similarity met-
rics can improve the overall result. First, a combination of the selected metrics
from the SimMetrics library! was considered, namely: Cosine Similarity, Euc-
lidean Distance, Jaro, Jaro-Winkler, Matching Coefficient, Overlap Coefficient,
Q-grams Distance, Soundex. Jaro and Jaro- Winkler metrics were also analysed
in [7,8]. They also proposed a very efficient Common Prefix 6 (CPs) metric,
mentioned earlier, which is based on the longest common prefix of two strings,
using simple rules that were derived from the analysis of similarity examples:

CPy(o.t) — (11eP(5.0] + 0
|s| - [¢]
where lep(s, t) is the longest common prefix of given strings: s & ¢, § — a para-
meter, that equals 1 if one of the two given strings ends with a, and the second
ends with one of the following: o, y, ¢, ¢, else 0.

The work of [3] is based on the idea of combining individual metrics into a
complex one. It was noticed that the dependency of the overall result on the
constituents can be very complicated. So, a classifier-based approach was pro-
posed: a vector of individual single metric values is classified into two classes:
similar and non-similar. A decision function value is produced as an additional
description. On the basis of the experiments, Logistic Regression (LR) classifier
was chosen. It provides binary classification (similar/not similar), but it is also
possible to obtain decision function value [4], which can be used to describe
word pair similarity strength. As a result, the complex word similarity func-
tion called NamEnSim? was constructed, associated with the initial selection of
candidates (performed as a simple morphological filtering applied to compared
words). Details of the solution and the previous evaluation results are presented
in [3].

In the work presented here we decided to apply the same evaluation process as
proposed in [3] in order to show that the solution proposed here outperforms the
method combining several similarity functions and the single metric approaches
too.

3 Context-Free Morphological Generator

The proposed method originated from the problem of matching NEs against a
gazetteer, but it has been next generalized to match any pair of words which
share the same lemma. It means that it is not necessary to have a dictionary (e.g.
gazetteer) in which all constituents of one and multi-words (e.g. including words
comprising NEs) are lemmas, but multi-words can be stored in their proper
forms. Whereas the source dictionary remains not processed by lemmatiser or

! http://sourceforge.net/projects/simmetrics
2 NamEnSim — Named Entity Similarity function.
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stemmer, we try to generate all possible word forms of any unknown text word
and match the result against the known set of constituents from gazetteers (e.g.
PNs constituents).

Contrary to previous approaches, our method does not use a similarity metric
or a preliminary candidate selection for possible similar words. The idea is to
generate candidates on the basis of the ending (even if it is empty, see Sect. 3.2)
of the input word w exclusively. The ending of the word w is the part of the
word, which is formed by removing the longest common prefix from the set of all
possible inflected forms of the word w (assuming that we know that set). Such a
collection is called a group of the word w or set of words having the same lemma
and morphological description consistent with the definition of similarity (see
Sect. 4).

In the following, let:

s be an unknown word (string)

w — a word

k —a word ending

N ={st s% .., S‘N|} —a PN dictionary comprised of a set of strings

G = {w!,w?, ...,w|G|} — a group — a set of words from the morphological dic-
tionary such that they have the same lemma and morphological description
which is consistent with the definition of similarity (see Sect. 4)

S ={G',G?,..,G!SI} — a set of groups

K = {ki, K&, ..., klgl} — a set of word endings from group G

Chy = {{kl, K3}, (kb kY, o {RE RS Y (B3 BE Y s (RETHRE Y —
— 2-combination of the set K¢

S|
Ag = Z 012(571 — a set of all 2-element-combinations of word endings from all

i=0
groups

Bs = {{AL,a'}, {A%,d%}, ..., {A?S‘,ams‘}} — a set of all 2-combinations of
word endings from all groups in a dictionary with the global counter a which
is a number of pairs of endings occurrences in all groups.

3.1 Inflection Rules

Consider the following group G, presented as a set of triples word, lemma, tag®
(each triple in a separate line):

sprawom sprawa subst:pl:dat:f
sprawie sprawa subst:sg:loc:f
sprawg sprawa subst:sg:inst:f
sprawie sprawa subst:sg:dat:f
sprawg sprawa subst:sg:acc:f

3 In the given example tags come from the National Corpus of Polish Tagset [9] and
denote the following attributes (separated by the colon) — grammatical category :
number : case : gender. For the details of the similarity definition, see Sect. 4.
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sprawo sprawa subst:sg:voc:
sprawy sprawa subst:pl:voc:
sprawy sprawa subst:pl:nom:
sprawy sprawa subst:pl:acc:
sprawami sprawa subst:pl:inst:f
sprawach sprawa subst:pl:loc:
spraw sprawa subst:pl:gen:
sprawa sprawa subst:sg:nom:
sprawy sprawa subst:sg:gen:

Fh b Hh kb

Fh b Hh Fh

The construction of the inflection rules starts from the initial identification of
groups (see Sect.3) by aggregating words from the dictionary due to their mor-
phological descriptions that are consistent with the definition of the similarity
(see Sect. 4). As a result, the set S is built. Next, for each group G in S the
longest common prefix lep; is determined (for all words belonging to G). For the
given example lcp = ‘spraw’. After that for each word w in G the word ending
k is determined by removing lecpy from the beginning of w. As a result, K¢ set
is created. For the given example, K¢ = {‘om’,‘a’ie’,‘a’,¢’,0’,y’,‘ami’,‘ach’,¢}.
On the basis of K¢ we build a set of all 2-element-combinations of word endings
from all groups, denoted as C%G. The part of this set from the given example
looks as follows:

Cke =1

{fom’,a’},{‘om’,‘ie’}, {‘om’,‘a’}, ...,
{fom’,0}, {‘a’ie’}, {a’,'a’}, ...,

{2 0}, -, {‘ach’ o}

}

The last step is to create the set, which contains all possible pairs of end-
ings from groups in S with global counter a (the number of pairs of endings
occurrences in all groups), denoted as Bg. Assuming that the group given as an
example is the only one:

Bs ={

{{fom’,fa’}, 1},{{‘om’,‘ie’}, 2}, {{‘om’,‘a’}, 1}, ..., {{‘om’,’y’}, 4}, ...,
{{tfom’,0}, 1}, {{"a’5ie’}, 2}, {{*a’,a’}, 1}, .. {{'a")'y'}, 4}, ...,
}{{‘a’,@}, 1}, ..., {{*ach’,0}, 1}

3.2 Inflected Forms Generator

The main method responsible for the identification of word candidates that are
similar to the input string s is the contezt-free morphological generator. This
method can be used as a part of a NER language tool. According to the intro-
duced definitions, the algorithm consists of the following steps:
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Input:
s —a word (unknown) for which a list of similar word candidates is gener-
ated,
S — a dictionary of the inflected word forms, on the basis of which the Bg
set is created

Output:
W = {{gs',as'}, {gs? as®},...} - a set of pairs, where gs is a word can-
didate similar to s, and as is the number of pairs of {gs, s} endings
occurrences in S

In the following, let:

s = {*Warszawie’}

Bs = {{{'ie’,a’}, 4}, {{"om’'ie’}, 2}, {{fom’"a’}, 1}, {{'e’0}, 1}}

1. Select a subset BSg of the set Bg of such elements, in which at least one of
the endings is the ending & of word s and each of the endings has a non-zero
length.

2. For each element BSg such as {{k,ks},a} (e.g. BSs ={{{‘ie’,}a’}, 4},
{{rom’, e}, 2}, {{'e’ 0}, 1}}):

(a) create a word gs by removing the ending & from the word s and adding
the ending ks,

(b) add the pair {gs,a} to the set W, e.g. W = {{*Warszawa’, 4},
{*Warszawom’, 2}, {*Warszawi’, 1}}.

3. Select a subset BS2g of the set Bg of such elements, in which at least one
of the endings is zero length (e.g. BS2s = {{{‘¢’,0}, 1}}).

4. For each element BS2g such as {{@, ks},a}:

(a) create the word gs by adding the ending ks to the word s,
(b) add the pair {gs,a} to W, e.g. W = {{‘Warszawa’, 4},
{‘Warszawom’, 2}, { Warszawi’, 1}, {Warszawiee’, 1}}.
5. Return the set W.

3.3 Morphological Generator as a RuleSim Similarity Function
In the following, let:

s = {*Warszawie’}
N = {{Warszawa’, ‘Krakéw’, ‘Wroctaw’, ‘Werszawa’, ‘Warszawom’} — a proper
names dictionary as a set of strings

In order to calculate the similarity value for words (s1, s2), first we have to
determine the longest common prefix lcp, for words: s1,s2. Next, the prefix
is removed from beginnings of words of the pair (s1,s2) and the pair of end-
ings (ks1,kss) is preserved. According to definitions in Sect. 3, if an element
{{ks1,ks2},a} is in Bg, then a is returned as the value of RuleSim(sy, s2) sim-
ilarity function. In other case 0 is returned.
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The inflection rule-based method uses the algorithm described in Sect. 3.2 to
generate inflected forms for the input word w. The given set:

W = {{Warszawa’, 4}, { Warszawom’, 2}, {Warszawi’, 1}, { Warszawiee’, 1}}

contains the similarity function values for each candidate in W. The result is a
subset of {gs,a} from W where gs € N. In the following example the result is
{{Warszawa’, 4}, { Warszawom’, 2} }.

4 Evaluation

We adapted the evaluation process proposed in [3]. The similarity function is
applied to find the lemma of an input word w; or any of its morphological word
forms in the NE lexicon if they are included in it. We define similar words as
words which share the same lemma and agree with respect to all available attrib-
utes, except case and number. We took under consideration only words which be-
long to the following grammatical classes: noun (subst), depreciative form (depr),
gerund (ger), non-3rd person pronoun (ppronl12), Srd-person pronoun (ppron3),
main numeral (num), collective numeral (numcol), adjective (adj), active adj.
participle (pact), passive adj. participle (ppas)*. These words can be described
with case and number attributes. Also chosen classes cover all one-word PNs
and most of multi-word PNs’ components.

For the purposes of the tests, we used NELexicon® — a very large lexicon
of about 1.4 million Polish PNs and NEs available on the Creative Commons
licence. It includes not only lemmas, but also inflected word forms for some PNs.

In practice (and also in the prepared evaluation set), the set P of similar words
returned by the similarity function for w; should contain its proper lemma wy,.
Moreover, the decision function value for all pairs (wr, wo) such that wo € P
and wo # wy, should be lower than for (wy,wy). This task is different than
morphological guessing, e.g. [5] where authors performed generation of lemmas
for unknown words on the basis of an a tergo index. However, generating of all
possible inflected forms of the given word form is a generalization of the morpho-
logical guessing (as presented in [5]), in which, instead of a tergo index, we use
a set of inflection rules (also with the observed rule frequency in morphological
dictionary, see Sect. 3.2). The verification process of existence (in the given PN
dictionary) is also performed for each generated word form for the input word.

For the sake of comparison with [7], we reproduced test sets from [7,3], i.e.
analogical test sets were prepared on the basis of the description in [7,3]. During
experiments with single similarity metrics (baseline tests) we obtained the same
results as presented by the authors. So the reproduced test sets seem to be a
good approximation of the original ones and can be used for the comparison of
our own solutions with the methods of [7,3]. They concentrated on selecting a
lemma (from the search space) for a PN inflected form on the input. On the
basis of NELezicon the following test sets of pairs: lemma — inflected form, were
generated:

5

4 Morphosyntactic tags come from the National Corpus of Polish Tagset [9]
® http://nlp.pwr.wroc.pl/nelexicon
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person__first_nam — a set of Polish first names,
country__nam — Polish country names,

city_nam — Polish city names — not used in [7],
person__full _nam — Polish person full names (multi-word).

Because the considered similarity functions are limited only to one-word PN,
the last test set was not used. Following [7,8] all experiments were performed in
two variants, for two different search space sizes:

a small search space (0 mode) — only base forms of the test examples,
a large search space (1 mode) — all base forms from the named entity category.

Table 1 shows the size of test sets and search spaces for different experiment
modes and categories.

Table 1. Test sets and search spaces for different experiment modes and categories

Size
Category Small search space (s_space) Large search space (1_space) Tests
person_ first_ nam 480 15208 1720
country_ nam 157 332 621
city__nam 8144 38256 30323
Let:

a be the number of all test examples,

s — the number of tests, in which a single result was returned,

m — the number of tests with more than one result returned,

sc (single correct) — the number of tests, in which a single result was returned
and it was correct,

me (multiple and correct) — the number of tests with more than one result, but
including the correct one,

me2 (multiple with best one correct) — the number of tests with more than one
result and with the correct result as the top one (i.e. having the highest
decision function value assigned).

We used the three measures proposed by [7]:

All answer accuracy: AA = ¢
s+m

Single result accuracy: SR = °¢

Relazed all answer accuracy: f{AA — sctme

s+m

In a similar way to [3] we decided to use the modified version of AA measure
(by adding mc2 parameter) in order to better analyse the cases in which more
than one result was returned. Because the complex similarity function and the
function utilising morphological generator always return a decision function value
as a value of similarity (not only binary decision), we used mACC measure (see
[3]) aimed at the comparison of different similarity functions in the domain of
their values:
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Modified all answer accuracy: mAA = $¢Tme2
s+m

Modified global accuracy: mACC = setme2

a

As a baseline we used the similarity metrics included in SimMetrics package
(as also proposed in [3]). The experiment was performed on the person first
name test set in two variants: with small (person_first__nam0O) and large (per-
son_ first_ naml) search space (see Table 1 for the given sets details). The results
are presented in Table 4.

Table 2. Baseline test for person_ first_ nam with small (s_space) and large (1_space)
search space

s_ space variant 1_space variant
AA SR RAA AA SR RAA
ChapmanLengthDeviation 0.32260 0.57387 0.53503 0.06 0.30721 0.40293

Similarity metric

Jaro 0.83164 0.86895 0.87062 0.30501 0.64447 0.63590
JaroWinkler 0.84859 0.87275 0.87514 0.55599 0.64407 0.66517
MatchingCoefficient 0.74011 0.96608 0.97119 0.32133 0.93148 0.94260
Soundex 0.66158 0.97502 0.97401 0.63084 0.68395 0.69893
OverlapCoeflicient 0.76780 0.82815 0.83164 0.61171 0.67016 0.68149
QGramsDistance 0.85198 0.86717 0.86893 0.61902 0.67568 0.68542

Single metrics expressed good accuracy in tests with small search spaces, but
the results are not satisfactory in tests with large search spaces. Values for the
modified evaluation measures are not presented in Table 4.

Table 4 presents the size of sets returned by NamEnSimb5. Evaluation measures
are based on these results. Resources with suffix 0 are variants with small search
space, and with suffix 1 are variants with large search space.

Table 3. Examples of sets size returned in experiments for NamEnSim5 (description
of parameteres in Sect. 4)

similarity metric resource a S m sc  mc mc2
NamEnSim5 person_ first_nam0 1720 1296 372 1289 371 356
person_ first_naml 1720 758 923 751 909 746

country__nam0O 621 572 27 572 27 25
country_naml 621 501 99 500 99 93
city__nam0 29492 20495 8121 20258 8022 6674
city__naml 29492 11858 17177 11579 16701 12404

Table 4 shows values of the evaluation measures. Presented results for the
method utilising morphological generator (RuleSim) are compared with the sim-
ilarity function NamEnSim5 described in [3] and single similarity metric (CPy)
described in [7]. RuleSim significantly outperforms other methods in most cat-
egories and cases, especially for two important measures: mAA (modified all
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answer accuracy) and mACC (modified global accuracy). NamEnSim5 has bet-
ter global accuracy only for test cases with a small search space, but in practice
(where the search space is large) the results of NamEnSim5 and CPs are not
satisfactory. In most cases the results achieved by RuleSim are much better than
similar results achieved on lemmatisation of Slovene words for which the method
proposed in [2] (utilising a statistics-based trigram tagger) achieves the accur-
acy of 81%. RuleSim results are also better than one-word similarity methods
described in [7,8,3].

Table 4. Evaluation results for the method utilising a morphological generator
(RuleSim) in comparison with CPs and NamEnSim5

similarity metric resource mAA SR RAA mACC
NamEnSim5 person_ first_ nam0 0.9862 0.9946 0.9952 0.9564
person_ first_naml 0.8905 0.9908 0.9875 0.8703
country__ nam0 0.9967 1.0000 1.0000 0.9614

country_ naml 0.9883 0.9980 0.9983 0.9549
city__namO 0.9412 0.9884 0.9883 0.9132
city_naml 0.8260 0.9765 0.9740 0.8132
CPs person__first_nam0 0.9683 0.9810 0.9812 0.9593
person_ first_naml 0.7915 0.8636 0.8662 0.7878
country__nam0 0.9885 0.9950 0.9951 0.9678
country__naml 0.9672 0.9866 0.9869 0.9501
city__namO 0.9175 0.9322 0.9306 0.9168
city_naml 0.7734 0.8168 0.8170 0.7733
RuleSim person__first__nam0 0.9924 0.9981 0.9982 0.9826
person_ first_nam1l 0.9366 1.0000 0.9982 0.9273
country_ nam0 0.9950 1.0000 1.0000 0.9533
country_naml 0.9899 1.0000 1.0000 0.9485
city__namO 0.9880 0.9998 0.9998 0.9328
city__naml 0.8887 0.9984 0.9986 0.8401

5 Summary

Experiments have shown that it is possible to obtain reasonable results, even
better than previously proposed complex similarity function [3], without using a
complete morphological dictionary. The quality of the morphological base forms
(lemmas) produced by the proposed generator for the unknown words (i.e. not
covered by the morphological analyser) is very high.

The achieved results are better than the results of NamEnSim5 complex sim-
ilarity function which is based on Logistic Regression applied to combine results
produced by the selected single similarity metrics (see [3]). The proposed method
does not require linguistic knowledge for the identification of endings and should
achieve similar results for other languages (where the suffix plays the major role
in word inflection), especially for languages with rich inflection (e.g. Slavic).
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As in the previous work, we used realistic data set (also containing misspelled
words) that might cause slightly worse results than expected, but still the res-
ults achieved by morphological generator are better than those of the methods
proposed in [2,3,7,8].
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NER in Tweets Using Bagging
and a Small Crowdsourced Dataset

Hege Fromreide and Anders Sggaard

Center for Language Technology, University of Copenhagen

Abstract. Named entity recognition (NER) systems for Twitter are
very sensitive to cross-sample variation, and the performance of off-the-
shelf systems vary from reasonable (Fi: 60-70%) to completely useless
(F1: 40-50%) across available Twitter datasets. This paper introduces a
semi-supervised wrapper method for robust learning of sequential prob-
lems with many negative examples, such as NER, and shows that using a
simple conditional random fields (CRF) model and a small crowdsourced
dataset [4], leads to good NER performance across datasets.

Keywords: Twitter, semi-supervised learning, bagging, crowdsourcing,
named entity recognition, unlabeled data.

1 Introduction

Supervised named entity recognition (NER) is the task of learning to identify
and classify names of people, companies, locations, products, etc., in text from
manually annotated data. Supervised NER systems are useful in information ex-
traction (IE), but performance is very domain-dependent [11]. Standard datasets
like CoNLL 2003,! MUC-72? and ACE 20043 are annotated news corpora, and
models induced from such corpora have not proven successful for NER in so-
cial media like Twitter [12]. To illustrate the drop in performance from news
to Twitter, we train a CRF model on the CoNLL 2003 training data and eval-
uate it on the (in-domain) CoNLL 2003 test data, as well as (out-of-domain)
manually annotated Twitter data. Named entities are detected and labeled as
either location (LOC), organization (ORG) or person (PER). While the model
has close to state-of-the-art performance on in-domain data (average F; across
LOC, ORG and PER: 90.1%), it performs much worse when evaluated on an
out-of-domain Twitter dataset annotated for the purpose of this paper (53.7%).
This huge drop in performance is obviously prohibitive for down-stream IE in
Twitter. The system proposed in Ritter et al. [12], which is an attempt to adapt
NER to Twitter using manually annotated tweets, does not improve over our
supervised baseline. On the same data, their system obtains a similar result (see
Table 1 below).

1 http://www.cnts.ua.ac.be/conl12003/ner/
2 LDC20017T02.
3 LDC2005T09.

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNATI 8686, pp. 45-51, 2014.
© Springer International Publishing Switzerland 2014
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The main reason for the drop from news to Twitter is a change in topics
and linguistic conventions [12]. Eisenstein [3] shows that topics and linguistic
conventions on Twitter change very rapidly. This may explain the relatively poor
performance of the system proposed by Ritter et al. [12] on our data, which is
sampled differently than their training data. Language drift reduce the utility
of a few months old training data from Twitter when applied to tweets sampled
differently. In other words, evaluation of NER for Twitter on held-out data from
the same sample of tweets may be very misleading.

Our contributions in this paper are as follows:

— We are, to the best of our knowledge, the first to consider using only crowd-
sourced data, available at larger volumes, and labeled data from the newswire
domain to learn named entity taggers for Twitter, but we are, nevertheless,
still able to outperform state-of-the-art supervised taggers,

— we evaluate a wide range of combinations of semi-supervised wrapper meth-
ods across several datasets,

— and finally, we introduce two new sizeable evaluation datasets for Twitter
NER.

2  Owur Approach

The standard baseline model in NER is a linear CRF [7, 14]. This model is sim-
ilar to structured perceptron [2], but linear CRF minimizes a logistic loss func-
tion and provides probability estimates, making re-ranking and semi-supervised
learning with confidence thresholds possible. The linear CRF is induced from se-
quences of words (sentences) labeled manually with symbols indicating whether
words are named entities or not. Since this manually labeled data is costly to
produce, as it typically requires trained linguists (however, see [4] and Rodrigues
et al. [13]), several authors have proposed using semi-supervised learning algo-
rithms for NER model induction [15, 16, 8]. The algorithm presented here is a
combination of well-known techniques, but we are the first to show that a semi-
supervised approach to NER can make expert annotations of in-domain data
superfluous — or at least that systems induced from crowdsourced in-domain
data (and a little bit of out-of-domain labeled data) in some cases can outperform
state-of-the-art supervised systems.

Our approach is sketched in Fig. 1. We begin by creating five bootstrap sam-
ples from the concatenation of the crowdsourced Twitter data and our labeled
newswire data. The Twitter data (T") is resampled with replacement, and each
sample has the same size (V) as the original dataset. To each sample, we add
a copy of the high-quality newswire data (7”) that is never altered through the
semi-supervised procedure (Fig. 1, line 8). From each bootstrap sample, we learn
a linear CRF model (line 9). These five models now form a product-of-experts
model. In each iteration of semi-supervised learning, we use this ensemble model
to label the unlabeled data (line 12). In each iteration, we add unlabeled data
points with predicted labels to our labeled data. The parameter N’ denotes the
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number of unlabeled tweets to be added in each iteration. To prevent our model
from becoming too conservative, we balance the unlabeled data by removing
low-confidence negative predictions. The parameter M decides how many low-
confidence negative predictions to be removed from the new labeled data. Af-
ter the semi-supervised procedure, we return the final product-of-experts model
(line 16).

T,T' labeled training data, T; = ()
C' crowdsourced data
U unlabeled data
S evaluation data
o(N,-) bootstrap sample N datapoints with replacement
for iter € I do

for i € [1...5] do

T, +o(C|,TOoC)DT

9: wi = X7 log p(yi | xisw) — 5 [|wl[?
10: end for
11:  Uier < o(N',U)
12: LUjter = {(arg maxy Hf YW - D(%,4,Xi1,%i),X) | X € LU iter }
13: T « T @& remove lowconf negs(M, LU i) with M < N’
14: end for
15: for (y,x) € S do
16:  ys = arg max, Hf Xlwi - D(X,4,Xi—1, Xq)
17: end for

Fig. 1. CRF bagging and bootstrapping (parameter setting: I = 30, A = 1)

3 Other Related Work

Several authors have proposed rule-based NER systems for Twitter, e.g. [10].
Off-the-shelf rule-based approaches may actually be less sensitive to drift than
current state-of-the-art data-driven approaches, but we see this as motivating
further research in robust data-driven approaches to NER for Twitter. [17] use
distant supervision to improve NER for Twitter, but results are much worse
than the ones presented here, e.g. 48% F} on RITTER. We do think this is an
interesting direction for further research, however. The combination of distant
supervision and semi-supervised learning seems like a powerful way of leveraging
the information available in unlabeled data without running the risk of being led
astray by this data, but here we confine ourselves to semi-supervised learning
methods.

4 Data Description

The crowdsourced Twitter data provided by Finin et al. [4] were collected during
2008 and consists of 12,800 unique tweets annotated by 266 different annotators
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from Amazon Mechanical Turk.# For development, we held out and manually
correct 2,900 tweets from this dataset (DEV-FININ). We used 9,715 tweets for
training, containing 165,704 tokens and 8,607 named entities. Most of the tweets
were annotated at least twice (95%). We call the training dataset FININ. To
select the most likely labels from the redundant annotations, we used MACE [6].
MACE applies EM to detect which annotators are trustworthy, and recover the
most likely answer. On our held-out data, MACE led to a small, but significant,
improvement over majority voting. We used the default parameters for MACE
(50 iterations, 10 restarts, no confidence threshold) to adjudicate between the
turkers. The training data from CoNLL 2003 contains 12,690 sentences with
197,517 tokens and 28,039 named entities. Names are more frequent in newswire
data than in Twitter, and the inclusion of the out-of-domain data more than
triples the number of named entities in training. For evaluation, we use three
different datasets collected at different points in time. We use the entire dataset
from Ritter et al. [12] (RITTER) collected during 2010. The data were originally
annotated with more fine-grained categories, but were easily mapped to our
tagset. We also use the dataset from the MSM13 shared task® consisting of 1,450
tweets. These data were sampled in 2010 and 2011. And finally, we introduce a
more recent in-house dataset, sampled in June 2013 and containing 1,545 tweets
(IN-HousE).5

5 Experiments

Baselines. We compare our system to two off-the-shelf baselines, namely the
Stanford NER tagger [5]” as well as Alan Ritters system [12].8 Moreover, we use
a supervised CRF model trained on a combination of crowdsourced data (FININ)
and newswire data (CONLL) as a baseline (in-house baseline). We use a fairly
standard feature model, very similar to [14], but with Twitter-specific Brown
clusters [9]. The concatenation of crowdsourced data and newswire data is the
same we trained our system on, but in the baseline model we do not add semi-
supervised learning using pools of unlabeled data. Training the baseline model
only on newswire data led to much worse results, consistently lower than any of
the other baseline models. Using only the in-domain Twitter data gave similar
precision score as our baseline model, but the system recognized fewer entities.
Thus, including gold standard out-of-domain data increased recall and F7.

System. Our approach is a combination of bagging [1] and self-training; cf. Fig. 1.
We optimized N’ for Fy and recall (to optimize robustness) leading to slightly
different models, resp. BAGGING-1 (N’ = 1000, M = 0) and BAGGING-2 (N’ =
5000, M = 1000). Finally, we also compare our bagging models with a co-training

4 https://www.mturk.com

® http://www2013.wwwconference.org/

5 This dataset will be made public after the reviewing.
" http://nlp.stanford.edu/software/CRF-NER. shtml
8 https://github.com/aritter/twitter_nlp
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procedure with two taggers, one trained on CONLL and one trained on FININ. In
each iteration, each tagger labels 1,000 unlabeled tweets and adds them to the
training data of the other tagger. We also experimented with bigger pools and
confidence thresholds (increasing N’ and M), but did not see improvements in
performance on our development data. The system was generally less confident
when predicting organization names, and increasing the confidence threshold
further reduced the number of new samples for this category. This resulted in
lower recall without notable increase in precision.

Results. Our results are presented in Table 1 and shows the F; for the base-
lines and the semi-supervised systems evaluated on the different datasets. The
last column is the macro average of the different datasets, but leaving out
DEV-FININ when calcultaing the average for the semi-supervised systems and
the in-house baseline. The evaluation scores are computed by the perl script
conlleval.pl from the CoNLL 2000 shared task. Our three systems all perform
significantly better than all baselines (p < 0.01), but we note that co-training
is best on MSM13 (except for the Stanford NER system), whereas the bagging-
based approaches perform best on the in-house data, as well as the RITTER
dataset (except for the system from Ritter et al. 2011). BAGGING-2 gives slightly
better results than BAGGING-1, mainly because removing low-confident negative
predictions from the unlabeled data resulted in better recall for all categories in
all datasets.

Table 1. NER results. *Ritter et al. (2011) is a supervised system, evaluated by 4-CV.

DEv TEST

FININ IN-HOUSE RITTER MSM13 Av
Baselines
Stanford NER 63.6 61.1 50.8 80.4 64.0

Ritter et al. (2011) 43.1 52.4 *67.1 74.0 59.2
In-house baseline  69.7 66.6 60.4 70.8  65.9
Semi-supervised systems

CO-TRAINING 70.9 65.9 61.3 79.5 68.9
BAGGING-1 72.0 68.1 61.6 75.6 69.1
BAGGING-2 71.1 70.5 63.5 76.7 70.2

6 Conclusion

We showed that it is possible to learn a named entity tagger for Twitter that
outperform state-of-the-art named entity taggers without adding any new gold
standard data. Adding new in-domain Twitter data to training boost the per-
formance, but due to significant language drift in Twitter, the effect of such
annotations seems to diminish over time. Thus, investing in expert annotations
for Twitter seems to be a poor long-term investment if the objective is to induce
a robust model for identifying named entities in Twitter. Outsourcing the task
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to a large crowd is a cheaper and more efficient alternative, but the annotations
are of worse quality.

The drop for Ritter et al.’s system when evaluated on our training data could
possibly be explained by conceptual differences in the annotation scheme, but
our error analysis did not reveal any evidences for such misconceptions. The per-
formance of our in-house baseline is also reduced when applied to later datasets.
This emphasize the importance of evaluating NER systems on data sampled
differently than the data used in training.

Our results shows that low quality crowdsourced data from the Twitter do-
main together with an existing out-of-domain dataset can be used to obtain at
least as good results as state-of-the-art models that relies on gold standard an-
notations. Further, we showed that a more robust NER system can be induced
using semi-supervised wrapper methods, exploiting the vast amount of unlabeled
Twitter data freely available online. All of our three methods outperformed the
baselines, and bagging gave the best overall result. Removing low-confident neg-
ative predictions from training resulted in a more robust system with better
recall and F for all datasets, with exception of the development data.
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Abstract. Term extraction is an essential task in domain knowledge
acquisition. We propose two new measures to extract multiword terms
from a domain-specific text. The first measure is both linguistic and sta-
tistical based. The second measure is graph-based, allowing assessment
of the importance of a multiword term of a domain. Existing measures
often solve some problems related (but not completely) to term extrac-
tion, e.g., noise, silence, low frequency, large-corpora, complexity of the
multiword term extraction process. Instead, we focus on managing the
entire set of problems, e.g., detecting rare terms and overcoming the low
frequency issue. We show that the two proposed measures outperform
precision results previously reported for automatic multiword extraction
by comparing them with the state-of-the-art reference measures.

1 Introduction

The huge amount of data available online today is often composed of plain text
fields, e.g., clinical trial descriptions, adverse event reports, electronic health
records [14], customer complaint emails or engineers’ repair notes [9]. These
texts are often written with a specific language (expressions and terms) used by
the associated community. There is thus a need for formalization and cataloguing
of these technical terms or concepts. But this task is very time consuming.

Automatic Term Extraction (ATE) or Automatic Term Recognition aim to
automatically extract technical terminology from a given corpus. Technical ter-
minology is a set of terms used in a domain. Therefore term extraction is an es-
sential task in domain knowledge acquisition, because the technical terminology
can be used for lexicon update, domain ontology construction, summarization,
named entity recognition, information retrieval. Technical terms are useful to
gain further insight into the conceptual structure of a domain. These may be:
(i) single-word terms (simple), or (ii) multiword terms (complex). The proposed
work focuses on mutliword term extraction.

Term extraction methods usually involve two main steps. The first step ex-
tracts candidates by unithood calculation to qualify a string as a valid term.

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNATI 8686, pp. 52-64, 2014.
© Springer International Publishing Switzerland 2014
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The second step verifies them through termhood measures to validate their do-
main specificity. Formally, unithood refers to the degree of strength or stability
of syntagmatic combinations and collocations, and termhood is defined as the
degree to which a linguistic unit is related to domain-specific concepts [11]. ATR
has been applied to several domains, e.g., biomedical [13] [14] [6] [25] [17], eco-
logical [4], mathematical [22], social networks [15], banking [5], natural sciences
[5], information technology [17], and legal.

There are some well-known ATE issues such as: (i) extraction of non-valid
terms (noise) or omission of terms with low frequency (silence), (ii) extraction of
multiword terms having complex and various structures, (iii) manual validation
efforts of the candidate terms [4], and (iv) management of large-scale corpora.

In response to the above problems, two new measures are proposed in this
paper. The first one, called LIDF-value, is a statistical- and linguistic-based mea-
sure and addresses issues 1), ii) and iv). The second one, called TeRGraph, is a
graph-based measure and deals with issues i), ii) and iii). The main contributions
are: (1) enhanced consideration of the term unithood, by computing a degree of
quality for the term unithood, and, (2) the consideration of the term dependence
in the ATE process. The quality of the proposed method is underlined by com-
paring the results obtained with the most commonly used baseline measures.
The experiments were conducted despite difficulties in comparing ATE mea-
sures, mainly because of the size of the corpora used, and the lack of available
libraries associated with previous works. Our two measures improve the process
of automatic extraction of domain-specific terms from text collections that do
not offer reliable statistical evidence.

The paper is organized as follows. We first discuss related work in Sect. 2.
Then, the two new term extraction measures are detailed in Sect. 3. Precision
evaluation is presented in Sect. 4 followed by the conclusions in Sect. 5.

2 Related Work

Recent studies have focused on multiword (n-grams) and single-word (unigrams)
term extraction. Term extraction techniques can be divided into four broad
categories: (i) Linguistic, (ii) Statistical, (ili) Machine Learning, and (iv) Hybrid.
All of these techniques are encompassed in Text Mining approaches. Graph-
based approaches have not yet been applied to ATE, although they have been
successively adopted in other Information Retrieval fields and they could be
suitable for our purpose.

2.1 Text Mining Approaches

Linguistic Approaches. These techniques attempt to recover terms via pat-
tern formation. This involves building rules to describe naming structures for dif-
ferent classes by using orthographic, lexical, or morphosyntactic characteristics,
e.g., [7]. The main approach is to (typically manually) develop rules describing
common naming structures for certain term classes using orthographic or lexical
clues, or more complex morpho-syntactic features.
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Statistical Methods. Statistical techniques chiefly rely on external evidence
presented through surrounding (contextual) information. Such approaches are
mainly focused on the recognition of general terms [23]. The most basic measures
are based on frequency. For instance: term frequency (tf) counts the frequency of
a term in the corpus; document frequency (df) counts the number of documents
where a term occurs. A similar research topic, called Automatic Keyword Ex-
traction (AKE), proposes to extract the most relevant words or phrases in a doc-
ument using automatic indexation. Keywords, which we define as a sequence of
one or more words, provide a compact representation of the document’s content.
Such measures can be adapted to extract terms from a corpus as well as ATE
measures. In [14] [13], two popular AKE measures, Okapi BM25 and TF-IDF
(also called weighting measures), are used to automatically extract biomedical
terms; residual inverse document frequency (RIDF) compares the document fre-
quency to another chance model where terms with a particular term frequency
are distributed randomly throughout the collection; Chi-square [16] assesses how
selectively words and phrases co-occur within the same sentences as a particular
subset of frequent terms in the document text. This is applied to determine the
bias of word co-occurrences in the document text, which is then used to rank
words and phrases as keywords of the document; RAKFE [20] hypothesised that
keywords usually consist of multiple words and do not contain punctuation or
stop words. It uses word co-occurrence information to determine the keywords.

Machine Learning. Machine Learning (ML) systems are often designed for
specific entity classes and thus integrate term extraction and term classification.
Machine Learning systems use training data to learn features useful for term
extraction and classification. But the avaibility of reliable training resources is
one of the main problems. Some proposed ATE approaches use machine learning
(ML) [4] [24] [17]. Although ML may also generate noise and silence. The main
challenge is how to select a set of discriminating features that can be used for
accurate recognition (and classification) of term instances.

Hybrid Methods. Most approaches combine several methods (typically lin-
guistic and statistically based) for the term extraction task. GlossEx [12] consid-
ers the probability of a word in the domain corpus divided by the probability of
the appearance of the same word in a general corpus. Moreover, the importance
of the word is increased according to its frequency in the domain corpus. Weird-
ness [1] considers that the distribution of words in a specific domain corpus
differs from that in a general corpus. C/NC-value [6] combines statistical and
linguistic information for the extraction of multiword and nested terms. This
is the most well-known measure in the literature. While most studies address
specific types of entities, C/NC-value is a domain-independent method. It has
also been used for recognizing terms in the biomedical literature [8] [14]. In [25],
the authors showed that C-value obtains the best results compared to the other
measures cited above. Another measure is F-TFIDF-C [13], which combines an
ATE measure (C-value) and an AKE measure (TF-IDF) to extract terms, thus
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obtaining better results than C-value. Moreover, C-value has also been applied
to different languages other than English, e.g., Japanese, Serbian, Slovenian,
Polish, Chinese [10], Spanish [2], Arabic, and French [14]. That is why we have
chosen C-value and F-TFIDF-C as baselines for the proposed experiments.

2.2 Graph-Based Approaches

Graph modeling is an alternative for modeling information, which clearly high-
lights relationships of nodes among vertices. It also groups related information
in a specific way, and a centrality algorithm can be applied to enhance their
efficiency. An increasingly popular recent application of graph approaches to
Information Retrieval (IR) concerns social or collaborative networks and recom-
mender systems [18]. Graph representations of text and scoring function defini-
tion are two widely explored research topics, but few studies have been focused
on graph-based IR in terms of both document representation and weighting mod-
els [21]. First, text is modeled as a graph where nodes represent words and edges
represent relations between words, defined on the basis of any meaningful statis-
tical or linguistic relation [3]. In [3], the authors developed a graph-based word
weighting model that represents each document as a graph. The importance of
a word within a document is estimated by the number of related words and
their importance, in the same way that PageRank [19] estimates the importance
of a page via the pages that are linked to it. Another study, [21], introduces a
different representation of document that captures relationships between words
by using an unweighted directed graph of words with a novel scoring function.

In the above approaches, graphs are used to measure the influence of words
in documents like automatic keyword extraction methods (AKE) while rank-
ing documents against queries. These approaches differ from ours as they use
graphs that are focused on the extraction of relevant words in a document and
computing relations between words. In our proposal, a graph is built such that
the vertices are multiword terms and the edges are relations between multiword
terms. Moreover, we focus especially on a scoring function of relevant multiword
terms in a domain rather than in a document.

3 Two Measures for Multiword Term Extraction

3.1 A New Ranking Measure Based on Linguistic and Statistical
Information: LIDF-value (Linguisitic Patterns, IDF, and
C-value Information)

Three steps are involved in computing the LIDF-value:

(1) Part-of-Speech tagging: a part-of-speech is applied to the whole corpus
to obtain the lemma of words and to extract linguistic patterns. Part-of-
Speech (POS) tagging is the process of assigning each word in a text to
its grammatical category (e.g., noun, adjective). This process is performed
based on the definition of the word or on the context in which it appears.



56 J.A. Lossio-Ventura et al.

(2) Candidate term extraction: before applying any measures, we select
terms having a syntactic structure appearing in the pattern list.

(3) Ranking of candidate terms: finally the LIDF-value is computed for each
term.

These steps are explained in the next subsections and detailed in Algorithm 1.

From the Linguistic-Based Approach. The objective is to give greater im-
portance to the term unithood in order to detect low frequency terms.

As in related work, we supposed that terms of a domain have a similar syntac-
tic structure. Therefore, we build a list of the most common linguistic patterns
according the syntactic structure of technical terms present in a dictionary. In
our work, we chose UMLS! which is a biomedical dictionary. We conduct part-
of-speech tagging of the domain dictionary using the Stanford CoreNLP API
(POS tagging)?, and then compute the frequency of syntactic structures. Pat-
terns among the 200 highest frequencies are selected to build the list. From this
list, we compute the weight associated with the probability that a candidate
term could be a domain term if its syntactic structure appears in the linguistic
pattern list. In our experiments, 2 300 000 terms were used to build the list of
patterns. Table 1 illustrates the computation of the linguistic pattern probability.

Table 1. Example of pattern construction (where NN is a noun, IN a preposition or
subordinating conjunction, JJ an adjective, and CD a cardinal number)

Pattern Frequency Probability
NN IN JJ NN IN JJ NN 3006 3006/4113 = 0.73
NN CD NN NN NN 1107 1107/4113 = 0.27
4113 1.00

To the Statistical-Based Approach. Our method LIDF-value is aimed at
computing the termhood for each term, using the probability calculated as de-
fined above, the idf, and the C-value of each term. The inverse document fre-
quency (idf) is a measure indicating the extent to which a term is common or
rare across all documents. It is obtained by dividing the total number of doc-
uments by the number of documents containing the term, and then taking the
logarithm of that quotient.

The probability and the idf improve the extraction of low frequency terms.
The C-value measure is based on the term frequency. The aim of the C-value
(see (1)) is to improve the extraction of nested terms, i.e., this criteria favors a
candidate term that does not often appear in a longer term. For instance, in a
specialized corpus (Ophthalmology), the authors of [6] found the irrelevant term
“soft contact” while the frequent and longer term “soft contact lens” is relevant.

! http://www.nlm.nih.gov/research/umls
2 http://nlp.stanford.edu/software/corenlp.shtml
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logy(JA|) x f(A) if A¢ nested
C-value(A) = . (1)
log, (|A]) % (f(A) ~ 184 X Z f(b)> otherwise

beSa

Where A represents multiword terms, |A| the number of words in A, f(A) the
frequency of A in the documents, S4 the set of terms that contain A and [S4|
the number of terms in S4. In a nutshell, C-value uses the frequency of the term
if the term is not included in other terms (first line), or decreases this frequency
if the term appears in other terms, by using the frequency of those other terms
(second line). The algorithm 1 describes the applied process.

These different statistical information items (i.e., probability of linguisitic pat-
terns, C-value, idf) are combined to define the global ranking measure LIDF-
value (see (2)); where P(App) is the probability of a multiword term A which
has the same linguistic structure pattern LP, i.e., the weight of the linguistic
pattern LP computed in Sect. 3.1.

LIDF-value(A) = P(ALp) x idf (A) x C-value(A) (2)

Algorithm 1. ComputeLIDF-value (Corpus, Patterns, mingreq,
numterms)

Data: Corpus = set of documents of a specific-domain;
Patterns = HTpatterns(pattern, probability) //Hashtable of linguistic patterns
with its probability;
mingsreq = frequency threshold for candidate terms;
NUMterms = number of terms to take as output
Result: Licrms = List of ranked terms
begin
Tag the Corpus;
Take the lemma of each tagged word;
Extract candidate terms A by filtering with Patterns;
Remove candidate terms A below minfreq;
for each candidate term A € Corpus do
LIDF-value(A) = P(Arp) x idf (A) x C-value(A);
add A to Lierms;
end
Rank the Lierms by the value obtained with LID F-value;
Select the first numierms terms of Licrms ;
end

As an improvement, we propose to take into account graph-theoretic infor-
mation to highlight relevant terms, as explained in the following subsection.
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3.2 A New Graph-Based Ranking Measure: TeRGraph

(Terminology Ranking Based on Graph Information)

This approach aims to improve the precision of the top k extracted terms. As
mentioned above, in contrast to the work cited before, the graph is built with
a list of terms obtained according to the steps described in Sect. 3.1, where
vertices denote multiword terms linked by their co-occurrence in the sentences in
the corpus. Moreover, we apply the hypothesis that the term representativeness
in a graph, for a specific-domain, depends on the number of neighbors that it
has, and the number of neighbors of its neighbors. We assume that a term with
more neighbors is less representative of the specific-domain. This means that
this term is used in the general domain. Figure 1 illustrates our hypothesis. The
graph-based approach is divided into two steps:

(1)

Importance in a domain

Number of neighbors

Fig. 1. Importance of a term in a domain

Graph construction: a graph (see Fig. 2) is built where vertices de-
note terms, and edges denote co-occurrence relations between terms, co-
occurrences between terms are measured as the weight of the relation in the
initial corpus. This approach is statistical because it links all co-occurring
terms without considering their meaning or function in the text. This graph
is undirected as the edges imply that terms simply co-occur, without any
further distinction regarding their role. We take Dice coefficient, a basic
measure to compute the co-occurrence between two terms x and y, defined
by the following formula:

2x P(z,y)

D@W = pay 1 py)

3)
Representativeness computations on the term graph: a principled
graph-based measure to compute term weights (representativeness) is de-
fined. The aim of this new graph ranking measure, TeRGraph, see (4), is to

derive these weights for each vertex, (i.e., multiword term weight), in order
to re-rank the list of extracted terms.
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1
TeRGraph(A) =log, | 1.5+ (4)

IN(A)[+ Y IN(T)

Where A represents a vertex (multiword term), N(A) the neighborhood of
A, IN(A)| the number of neighbors of A, T; the neighbor 7 of A. The intuition
for (4) is as follows: the more a term A has neighbors (directly with N(A) or by
transitivity with N(73)), the more the weight decreases. Indeed, a term A having
a lot of neighbors is considered too general for the domain (i.e., this term is not
salient), then it has to be penalized via the associated score. Figure 2 shows
an example to calculate the value of TeRGraph for a term in different graphs.
These graphs are built with different co-occurrence thresholds (i.e., Dice’s value
between two terms). In this example, A; and As represent the term chloram-
phenicol acetyltransferase reporter in Graphs 1 and 2 respectively.

Graph 1, threshold = 0.5

chloramphenicol
acetyl
chloramphenico

acetyltransferase
reporter

Graph 2, threshold = 0.6

acetyltransferase
reporter

chloramphenicol
acetyltransfera:

chloramphenicol
acetyltransfera;

acetyltransferase
reporter

Fig. 2. TeRGraph’s value for chloramphenicol acetyltransferase reporter

chloramphenico
acetyltransferase,
reporter

INGADI >0 INTIIN(A)I| Y N
TiEN(A1) T;€N(A2)

3 16 2 8
TeRGraph(A:) = 0.632|| TeRGraph(Az) = 0.670

4 Experiments and Results

4.1 Data, Protocol, and Validation

In our experiments, the standard GENIA?® corpus was used, which is made up of
2 000 titles and abstracts of journal articles derived from the Medline database,
with more than 400 000 words. GENIA corpus contains linguistic expressions
referring to entities of interest in molecular biology, such as proteins, genes and
cells. The GENIA technical term annotation covers the identification of physical
biological entities as well as other important terms.

4.2 Results

The results are evaluated in terms of precision obtained over the top k extracted
terms (P@kF) for the two proposed measures and baseline measures for multiword
terms. In the following subsections, we narrow down the presented results by
keepingfor the graph-based measureonly the first 8 000 extracted terms.

3 http://www.nactem.ac.uk/genia/genia-corpus/term-corpus
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Linguistic and Statistical Results. Table 2 presents and compares the re-
sults of multiword term extraction with the best baseline measures, such as,
C-value, F-TFIDF-C, and our measure LIDF-value. The best results were ob-
tained with LIDF-value with an improvement in precision of 11% for the first
hundred extracted multiword terms. The precision of LIDF-value will be further
improved with TeRGraph.

Table 2. Precision comparison of LIDF-value with baseline measures

C-value F-TFIDF-C LIDF-value

P@100 0.690 0.715 0.820
P@200 0.690 0.715 0.770
P@300 0.697 0.710 0.750
P@400 0.665 0.690 0.738
P@500 0.642 0.678 0.718
P@600 0.638 0.668 0.723
P@700 0.627 0.669 0.717
P@800 0.611 0.650 0.710
P@900 0.612 0.629 0.714
P@1000  0.605 0.618 0.697
P@2000  0.570 0.557 0.662
P@5000  0.498 0.482 0.575
P@10000 0.428 0.412 0.526
P@20000 0.353 0.314 0.377

We evaluated LIDF-value and baseline measures within a sequence of n-gram
terms (i.e., n-gram term is a multiword term of n words), for this we require an
index term to be a n-gram terms of length n > 2. Table 3 shows the ranking
of 3-gram terms with the baseline measures and LIDF-value. For 3-gram terms
C-value obtains 2 irrelevant terms, F-TFIDF-C obtains 3 irrelevant terms while
LIDF-value obtains only 1 irrelevant term.

Graph Results. Our graph-based approach is applied to the first 8 000 terms
extracted by the Linguistic and Statistical approach. The objective is to re-
rank the 8 000 terms while trying to improve the precision by intervals. One
parameter is involved in the computation of graph-based term weights, namely
the threshold of Dice value which represents the relation when building the term
graph. This involves linking terms whose Dice value of the relation is higher than
threshold. We vary threshold (6) within § = [0.25,0.35,0.50, 0.60, 0.70] and report
the precision performance for each of these values. Table 4 gives the precision
performance obtained by TeRGraph and shows that it is well adapted for ATE.

Summary. Table 5 presents a precision comparison of our two measures. In
terms of overall precision, our experiments produce consistent results from the
GENTA corpus. In most cases, TeRGraph obtains better precision with a thresh-
old of 0.60 and 0.70 (i.e., better precision in most PQF intervals), which is very
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Table 3. Comparison of top-10 ranked 3 gram terms (irrelevant terms are italicized

and marked with *)

human immunodeficiency virus

C-value

kappa b alpha™
tumor necrosis factor

electrophoretic mobility shift

nf-kappa b activation
virus type 1*
protein kinase ¢
long terminal repeat

nf kappa b

jurkat t cell

Table 4. Precision performance of TeRGraph when varying é parameter

P@100
P@200
P@300
P@400
P@500
P@600
P@700
P@800
P@900
P@1000
P@2000
P@3000
P@4000
P@5000
P@6000
P@7000
P@8000

6>0.256>0350>0.506>0.608>0.70

0.840
0.800
0.803
0.780
0.774
0.773
0.760
0.756
0.748
0.751
0.689
0.642
0.612
0.574
0.558
0.556
0.546

peripheral blood monocyte

F-TFIDF-C
kappa b alpha*
nf kappa b
jurkat t cell
human t cell
mhc class ii
cd4+ t cell
c-fos and c-jun*

t cell proliferation

transcription factor nf-kappa™

LIDF-value
i kappa b
human immunodeficiency virus
electrophoretic mobility shift

human t cell
mobility shift assay
kappa b alpha*
tumor necrosis factor
nf-kappa b activation

protein kinase ¢

jurkat t cell

0.860
0.790
0.773
0.732
0.712
0.675
0.647
0.619
0.584
0.578
0.476
0.522
0.540
0.546
0.539
0.540
0.546

0.910
0.850
0.833
0.820
0.798
0.797
0.769
0.748
0.724
0.720
0.601
0.535
0.543
0.544
0.540
0.540
0.546

0.930
0.855
0.830
0.820
0.810
0.807
0.796
0.784
0.773
0.766
0.657
0.605
0.559
0.554
0.549
0.545
0.546

0.900
0.855
0.820
0.815
0.806
0.792
0.787
0.779
0.777
0.769
0.694
0.644
0.593
0.562
0.561
0.552
0.546
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Table 5. Precision comparison of LIDF-value and TeRGraph

LIDF-value TeRGraph TeRGraph
(6 > 0.60) (6 >0.70)

P@100 0.820 0.930 0.900
P@200 0.770 0.855 0.855
P@300 0.750 0.830 0.820
P@400 0.738 0.820 0.815
P@>500 0.718 0.810 0.806
P@600 0.723 0.807 0.792
P@700 0.717 0.796 0.787
P@800 0.710 0.784 0.779
P@900 0.714 0.773 0.777
P@1000 0.697 0.766 0.769
P@2000 0.662 0.657 0.694
P@3000 0.627 0.605 0.644

P@4000 0.608 0.5585 0.593
P@5000 0.575 0.5538 0.562
P@6000 0.550 0.549 0.561
P@7000 0.547 0.545 0.552
P@8000 0.546 0.546 0.546

good because it helps alleviate the problem of manual validation of candidate
terms. The performance of our graph-based measure depends somewhat on the
value of the co-occurrence relation between terms. Specifically, the value of the
co-occurrence relation affects how the graph is built (whose edges are taken),
and hence it is critical for computation of the graph-based term weight. Another
performance factor of our graph-based measure is the quality of the results ob-
tained with LIDF-value due to the fact that to re-rank TeRGraph the list of
terms extracted with LIDF-value is required as input, in order to construct the
graph, where nodes denote terms, and edges denote co-occurrence relations.

5 Conclusions and Future Work

This paper defines and evaluates two measures for automatic multiword term
extraction. The first one, LIDF-value, a linguistic and statistical-based measure,
improves the precision of automatic term extraction in comparison with the most
popular term extraction measure. This measure overcomes the lack of frequency
information with the values of linguistic pattern probability and idf. We experi-
mentally show that LIDF-value applied in the biomedical domain outperformed
a state-of-the-art baseline for extracting terms (i.e., C-value and F-TFIDF-C),
while obtaining the best precision results in all intervals (i.e., PQk).

The second one, TeRGraph, is a graph-based measure. It enables a reduc-
tion in the huge human effort required to validate candidate terms. The graph-
based measure has never been applied for automatic term extraction. TeRGraph
takes into account the neighborhood to compute the term representativeness in a
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specific domain. Our experimental evaluations reveal that TeRGraph has better
precision than LIDF-value for all intervals.

As a future extension of this work, we intend to use the relation value within
TeRGraph. Moreover, we plan to test this general approach in other domains,
such as ecology and agronomy. Finally, future work includes the use of other
graph ranking computations, e.g., PageRank, adapted for automatic term
extraction.

Acknowledgments. This work was supported in part by the French National
Research Agency under JCJC program, grant ANR-12-JS02-01001, as well as by
University of Montpellier 2 and CNRS.
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Abstract. In this work, we present an application of the recently pro-
posed unsupervised keyword extraction algorithm RAKE to a corpus of
Polish legal texts from the field of public procurement. RAKE is essen-
tially a language and domain independent method. Its only language-
specific input is a stoplist containing a set of non-content words. The
performance of the method heavily depends on the choice of such a
stoplist, which should be domain adopted. Therefore, we complement
RAKE algorithm with an automatic approach to selecting non-content
words, which is based on the statistical properties of term distribution.

Keywords: Keyword extraction, unsupervised learning, legal texts.

1 Introduction

Automatic analysis of legal texts is currently viewed as a promising research
and application area [1]. On the other hand, keyword extraction is a very useful
technique in organization of large collections of documents. It helps to present
the available information to the user, aids browsing and searching. Moreover,
extracted keywords can be useful as features in tasks, such as document similarity
calculation, clustering, topic modelling, etc.

Unfortunately, the problem of automatic keyword extraction is far from solved.
A recently conducted competition during the SemEval 2010 Workshop, showed
that the best available algorithms do not exceed 30% of the F-measure, on the
manually labeled test documents [2]. It is worth noticing that these tests were
based on English texts. For highly inflected languages (e.g., Polish) it might be
even more difficult and algorithms here are certainly less developed and verified.

In the presented paper, we employ recently proposed RAKE algorithm [3]. It
was designed as an unsupervised, domain-independent, and language-independent
method of extracting keywords from individual documents. These features make
it a promising candidate tool for a highly specific task of extracting keywords from
Polish legal texts. However, in the original paper authors evaluated RAKE only
on English texts. Its performance on a very different Slavic language may deviate
and is worth verifying.

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNAT 8686, pp. 65-70, 2014.
© Springer International Publishing Switzerland 2014
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The corpus used in this research consisted of 11 thousand rulings of the Na-
tional Appeals Chamber from the Polish Public Procurement Office. In our opin-
ion, this set of documents is particularly interesting and challenging. It contains
very diverse vocabulary, not only related to law and public procurement issues,
but also to the technicalities of discussed contracts coming form very different
fields (medicine, construction, IT, etc.)

2 Automatic Stoplist Generation

The general idea behind RAKE algorithm is based on splitting a given text into
word groups isolated by sentence separators or words from a provided stoplist.
Each such a word group is considered to be a keyword candidate and is scored
according to the word co-occurrence graph. The details of the method can be
found in [3]. The stoplist constitutes the most important “free parameter” of
RAKE, as it is the only way to adjust this algorithm to the specific language
and domain. As recognized by the authors of RAKE;, it is also a crucial ingredient
on which the effectiveness of the algorithm strongly depends [3]. Our initial tests
carried out with a standard information retrieval stoplist yielded poor results for
the case of Polish legal texts. There were a lot of very long keywords, containing
many uninformative words, even though our implementation did not include
merging of the adjoining keyword candidates. Sample results are presented in
Table 1A. To alleviate this type of problems, the authors of RAKE propose two
methods of automatic stopwords generation from a given corpus [3]. However,
none seems satisfactory for us. The first one is very crude, as it simply uses
the most frequent words. The second one requires an annotated training set
(supervised learning). Therefore, we develop our own unsupervised approach
to the stoplist auto-generation problem. It is based on the observation that
distribution of the number of occurrences per document for stopwords usually
follows typical random variable model (e.g., Poisson distribution). Informative
content words, on the other hand, occur in more “clustered” fashion and mostly
deviate from the distribution of stopwords [4,5].

The simplest method of detecting this deviation is based on two variables —
the number of documents in which a given word is present df and the cumulative
collection word frequency cf. For the randomly distributed stopwords the relation
of df to cf in a large set of documents is defined by the probability theory [5]

df (cf) = N(1 — P(0, u = cf/N)), (1)

where N is the total number of documents, and P(0, ) is the probability of the
word occurring 0 times, provided its average number of occurrences per docu-
ment 4 (by definition p = cf/N). For the simplest Poisson model the equation
reduces to

df (cf) = N(1 — exp(—cf/N)). (2)

The plot of df against cf for all words in the examined corpus is presented in
Fig. 1a. The Poisson model is plotted in Fig. 1b. One can easily see that it
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does not give an accurate description for the high values of cf. Therefore, we
decided to replace the Poisson distribution with the negative binomial model. It
is closely related to the Poisson variable, but allows for larger variance. It can be
also represented as infinite combination of Poisson distributions with different p.
After substituting the negative binomial probability distribution function for

P(0, ) in (1), we get
df (cf) = N (1 - (1 + ;i)) : (3)

where r > 0 is the additional parameter of the negative binomial distribution. In
the case of r — oo with fixed p, the negative binomial variable converges to the
Poisson model. In Fig. 1b, we compare the predictions of (2) and (3) with the
value of r = 0.42, adjusted to fit the data. It is easily seen that the description
of the high cf region improves for the negative binomial case.

To further illustrate the difference between the content and non-content words,
we compared locations of a few sample word categories in (cf,df) space. We se-
lected two groups of non-informative words, namely, the usual information re-
trieval stopwords (containing conjunctions, pronouns, particles, auxiliary verbs,
etc.) and a class of verb forms in conditional mood, ending on -ACaby -A Coby.
These two groups were compared with two categories of words which definitely
carry important information, i.e., the names of the cities and the most frequent
words extracted from the contracting authorities list (cleaned from stopwords
and city names to avoid overlapping categories). The comparison is presented
in Fig. 1c and 1d. The displayed graphs confirm the assumption of larger de-
viation from the negative binomial distribution in the case of content words.
Approximate separation can be obtained by df/df < 1.6. The terms satisfying
this condition and occurring in more than ten documents were used as stoplist
in RAKE keyword extraction algorithm later on.

3 Preliminary Results

After developing the method of automatically distilling the stopword list from
a given corpus, we ran the keyword extraction procedure on the available doc-
uments. Since the documents did not contain any manually assigned keywords,
we can do only qualitative analysis at this stage. The preliminary results are
presented below.

We found that the method indeed yields useful key phrases. Its results for
a sample document are presented in Table 1B and can be compared with the
results obtained using standard information retrieval stoplist (Table 1A). The
extracted phrases look promising, as they clearly indicate the topic of municipal
waste management to which the analyzed document is related.

To get more insight into the behaviour of the algorithm throughout the whole
corpus, we also analyzed the most frequently detected keywords. Top five most
popular key phrases are presented in Table 1C. The result is intuitively well un-
derstood, since a considerable part of the public procurement contracts in Poland
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(in the period 2007-2013, covered by the analyzed corpus) deals with large scale
construction works carried out by consortia consisting of a few companies. This
is clearly reflected in the obtained results.

Obviously, the most frequently occurring keywords from Table 1C are rather
general. However, if we restrict ourselves to longer phrases, we can easily check
that their vagueness decreases and that they still form meaningful and informa-
tive word groups. Analyzing the most popular four token key phrases (Table 1D),
we found that RAKE method is capable of extracting names of large contract-
ing authorities and companies. This also seems a very desirable behaviour of
the algorithm. Of course, in order to quantify the performance of the algorithm,
rigorous tests based on the human expert knowledge are necessary.

4 Summary and Outlook

In this paper, we have presented a work in progress report on the unsupervised
keyword extraction from Polish legal texts. We have employed recently proposed
RAKE algorithm and extended it with the automatic, corpus adopted stoplist
generation procedure. Qualitative tests of the method indicate that the approach
is promising. In the future, we plan quantitative tests, however, this has to involve
human domain experts and hence is a lengthy process. In addition, we plan
also further optimization of the method. Introducing stemming and adjusting
keyword ranking scheme of RAKE algorithm seem to be the most attractive
directions.

Acknowledgments. We acknowledge the use of computing facilities of the
Interdisciplinary Centre for Mathematical and Computational Modelling within
the grant G57-14.
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Abstract. Term extraction methods based on linguistic rules have been
proposed to help the terminology building from corpora. As they face
the difficulty of identifying the relevant terms among the noun phrases
extracted, statistical measures have been proposed. However, the term
selection results may depend on corpus and strong assumptions reflecting
specific terminological practice. We tackle this problem by proposing
a parametrised C-Value which optimally considers the length and the
syntactic roles of the nested terms thanks to a genetic algorithm. We
compare its impact on the ranking of terms extracted from three corpora.
Results show average precision increased by 9% above the frequency-
based ranking and by 12% above the C-Value-based ranking.

Keywords: Terminology, term extraction, term ranking, genetic
algorithm.

1 Introduction

The scientific and technical domains are characterised by the use of terms, mainly
noun phrases, referring to the specialised knowledge of the field. While this
knowledge is usually recorded in terminologies, terminological resources suffer
from low coverage when they are used to identify terms in corpora [2,19]. Ap-
proaches proposed to automatically extract candidate terms, i.e. potential ter-
minological entities, from texts [5], are essential to improve the term recognition.
Traditionally, term extraction methods first take advantage of linguistic char-
acteristics to chunk the texts and extract candidate terms [5]. However, as they
face the problem of finding relevant terms among the huge amount of candidate
terms, statistical information and metrics are also used to help catching the ter-
mhood of the extracted noun phrases. Also, besides the difficulty of identifying
the relevant terms among the noun phrases extracted, expert users and termi-
nologists have to examine huge lists of candidate terms [18]. We consder that
ranking the terms is a crucial step before pruning the candidate term list.
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Term ranking usually relies on either statistical metrics or information asso-
ciated to noun phrases. The candidate term frequency is commonly used [6,14,9]
but is not sufficient to fully capture the termhood [21]: it either decreases the
precision [10] or the recall as many candidate terms occur only once [14,8,7]. The
term identification can also be based on term length, defined as the number of
words. [8] proposes to use the inverted term length (the longer is a term, the less
important it is) and notes that the combination with the term frequency slightly
increases precision. The C-Value [11] considers that the termhood is indicated by
the frequency and the length of the terms as well as their nestedness! and their
independence from other terms (see (1)).? Long multi-word terms, which are
not components of other terms, are favoured then. Besides, when the candidate
term is nested in longer candidate terms, its termhood negatively depends on
the frequency of the longer candidate terms and is positively moderated by the
number of candidate terms including this term. Compared to the frequency, the
C-Value improves the results, especially with nested terms: precision increases
by 31% for the nested candidate terms, but only by 1% for the whole set of the
terms extracted [10]; moreover, the C-Value concentrates the relevant candidate
terms at the top of the list [8].

logs (|| +1)

- f(t), if t is not included in a term
logy([t[ +1) - (

C-Value(t) = { FO) = ply Sver, £()), otherwise (D
where f(t) is the frequency of the term ¢, |¢| is its length, f(¢’) is the frequency
of the term ¢ as component of longer terms, T; is the set of terms which include
the term ¢, P(T}) is the number of terms including the term ¢.

The context of the candidate terms is also assumed to be helpful for identifying
the termhood of the extracted noun phrases. Thus, the NC-Value combines
contextual information with the C-Value [10]. The candidate terms ranked by the
C-Value, are then re-ranked according to the frequency of the words occurring
in the context of the top-ranked candidate terms. [10] reports improvements
compared to the C-Value. However, the impact of the context seems depend on
the corpora: [16] observe that the C-Value and the NC-value provide equivalent
results on two biomedical corpora. Termhood can also be defined as the semantic
relatedness to a domain, represented as a vector of generic words occurring in
the corpus [3]. This kind of model outperforms the NC-Value on a biomedical
corpus while the both of them are equivalent for the keyphrase extraction [3].

The work presented shows that identifying the termhood remains a difficult
task and that the results depend on the corpus. Ranking metrics like C-Value
rely on strong assumptions on the term form and reflect specific terminological
practice. Besides, the C-Value equally considers all the candidate terms without
taking into account the syntactic role of longer and shorter candidate terms. We
argue that, in order to better reflect the terminological practice of a given field,

! The string inclusion of a term in another.
2 To consider single word term as well as multi-words terms, [8] adds 1 to the length
of the terms [t|. We use this adaptation later in the paper.
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there is still room for improvement by integrating syntactic information in C-
Value and by defining optimal weights of its intrinsic parameters. Therefore, we
propose an adaptation of the C-Value which integrates parameters representing
the syntactic role of the nested terms but also their length (Sect. 3). Because
the terminological practice is usually specific to a given field, we optimise the
values of these parameters with a genetic algorithm (Sect. 3.4).

After the presentation of the rule-based approach we use to extract terms
(Sect. 2), we describe the new ranking measure C-Value* (Sect. 3). We present
and discuss the experiment results we perform, and evaluate the impact of the
proposed measure on several corpora (Sect. 5).

2 Term Extraction

The term extraction method described in [1] and implemented in the term extrac-
tor YATEA3 performs shallow parsing of the morpho-syntactically tagged and lem-
matized texts by chunking the texts according to syntactic frontiers (pronouns,
conjugated verbs, typographic marks, etc.) to identify noun phrases. Then, pars-
ing patterns taking into account the morpho-syntactic variation, are recursively
applied and provide parsed candidate terms. Syntactically ambiguous phrases
are endogenously disambiguated with the already recognised candidate terms.
Thus, each noun phrase, which seems to be relevant to the targeted domain,
is represented by a syntactic binary tree composed of two elements describing
the syntactic role of the components in the term (see for instance, the syntactic
tree of full maturation of erythrocytes in Fig. 1): the head component (i.e. full
maturation) is the main noun phrase of the term, and the modifier component
(i.e. erythrocytes) modifies the head noun phrase; recursively, complex head or
modifier components (i.e. full maturation) are decomposed in simpler head (i.e.
maturation) and modifier (i.e. full). Each component can be a multi-word or a
single-word term. Term parsing provides the syntactic role of terms but also in-
formation regarding their nestedness. At the end of the term extraction step, we
obtain single-word terms (e.g. maturation) and parsed multi-word terms (e.g. full
maturation). Statistical measures like frequency or C-Value are also associated

to each term.
modifier head
component Component

(of) erythrocytes

modifier head
component component
full maturation

Fig. 1. Parsing tree of the term full maturation of erythrocytes

3 http://search.cpan.org/~thhamon/Lingua-YaTeA/
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3 Optimisation of the C-Value: C-Value*

We present the proposed improvement of the C-Value by adding three types of
parameters in order to better represent (i) the terminological practice concerning
the length of the terms, (ii) their syntactic role when they are nested or not in
longer terms, and (iii) the distribution of the nested terms.

3.1 Parametrisation of the Term Length

The basic C-Value gives strong influence to the term length (|¢]): very long terms
found only once are ranked higher that shorter terms. However, this choice may
depend on the terminological practice of domain. Therefore, the ranking measure
must be more flexible concerning the term length and their frequency. The weight
of the candidate term length can be parametrised in this way. In that respect,
we intend to keep the impact of the term length on the frequencies (log,(]t])).
To give more importance to shorter terms when required, we propose to change

the length weight as the log, (\t‘lzlrl) Besides, in order to take into account the

terminological practice, we also apply the exponential parameter o > 0 on the
[#]+1
[t]«
will instead penalise short terms.

term length: log, ( ) High « will give penalty to long terms, while low o < 1

3.2 Taking into Account the Syntactic Role of the Candidate Term

In the modified length weight above, the terms are considered equally whatever
their syntactic role and nestedness. However, we have three different types of
terms: (i) root terms which are not nested in any other terms, (ii) head terms
which can be found at the head position of other terms, and (iii) modifier terms
which can be found as modifiers of other terms. To reflect these three syntactic
roles, we defined three distinct parameters of a: ag for the root terms, ay for the
head terms, and a;y for the modifier terms (see (2)). We note that a given term
can be both Head and Modifier term, but that Root terms cannot be combined
with any other type. Moreover, for a term that is both Head and Modifier we
calculate these two measures and consider their average value. One advantage
of this modified C-Value is that we are able to rank candidate terms, that in
Modifier position, differently from those that appear in Head position.

log, (‘tHl) - f(¢), if t is not included

[t|*r

in a term (Root)

[t+1Y | ! ,
C-Valué (t) = log, <\t|“H) (f(2) P(T}) Zt'eTt @), @)
if ¢t is a Head term

logy (44 ) - (F(8) = plny Swer, ),
if ¢ is a Modifier term
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3.3 Distribution of the Nesting Candidate Terms

Longer candidate terms including nested terms are equally considered by the
basic C-Value. Nested terms are penalised because of the mean frequency of the
nesting terms, without considering their distribution: the same penalty is given
to the term nested in three terms with frequencies 10, 1 and 1, and to the term
nested in three terms with the equal frequencies 4, 4, and 4. In that respect,
instead of using the average frequency, we propose to apply S-norm to give more
penalty to terms nested in several terms with unbalanced frequencies (see (3)
which defines the C-Value*(t)). Indeed, with 8 > 1, the more equally distributed
is the term among the including terms, the lower is the penalty given by the C-
Value*(t); while 8 < 1 gives higher penalty to more equally distributed terms.
If B is close to 1, the distribution is not taken into account. If 5 > 1, the largest
possible penalty to a term is equal to ), ., f(#') and is applied when the term
is nested in only one other term (|73 = 1).

Moreover, because the length of nested and/or nesting terms can be influ-
enced by the terminological practice, we add the parameter ¢ which defines the
influence of nesting terms: higher ¢ gives higher penalty if the term is nested in
other terms. Because the parameters § and ¢ cannot be assumed to have the
same values with the Head and Modifier terms, we distinguish them according
to whether they apply to the Head terms (8 and cg) or to the Modifier terms
(Bm and cpr). Equation 3 summarises our improved version of the C-Value,
called C-Value*.

log, MH) f(t), if t is not included in a term (Root)

[t|*R
1/B
log, \‘:yj;) (f —CH Zt’eTf f(t/)BH) / H) )
C-Value® = if ¢ is a Head term (3)
log, (\‘tt||<jzé) <f —em (X4 eT, f(t/)ﬁM)l/BM) )
if ¢ is a Modifier term

3.4 Genetic Algorithm Based Parameter Optimisation

We optimise the parameters agr, ap, apy, § and ¢ with a genetic algorithm
because they may depend on the corpus. They are estimated using a real-coded
genetic algorithm [22] with a fitness function. This function has to be computed
reasonably fast for the genetic algorithm to be effective. The final evaluation
measures R-precision, F-measure or average precision (see Sect. 4.2) cannot be
used since R-precision or F-measure rely on a single point and would lead to
slightly better results around the value of evaluation measure but a much worse
ranking before or after, while average precision relies on too many points to
obtain results in a reasonable time. Therefore, we choose a compromise with
a fitness function defined as the number of relevant terms at several ranks:
f =2 crr(i), where I = {N/6, 2N/6, 3N/6, 4N/6, 5N/6}, N is the total
number of terms, and r(4) is the number of relevant terms among the ¢ highest
ranked terms.
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For the genetic algorithm, we use a population of 200 individuals. Parents
are selected using a tournament selection scheme and a BLX-0.5 blend crossover
scheme [13] to create new samples. We use a 20% mutation rate where we replace
the old parameter with a new randomly generated one. Also, even if parameters
should be estimated several times, preliminary experiments show that they con-
verge to the same or very close values. Hence, for the experiments presented, we
did not perform multiple runs in order to save computing time.

4 Experiments

We have performed several experiments to evaluate the C-Value* and the contri-
bution of the parameters «, 5 and ¢. We ranked the terms extracted from three
corpora. In this section, we present the corpora used, the evaluation measures
and the configuration of the experiments.

4.1 Corpora

The intrinsic evaluation of the term extraction is a difficult task as few corpora
with annotated terms are available. We used Genia and PennBiolE corpora
[16,3].* Each corpus has been processed through the Ogmios platform [12] con-
figured to perform word and sentence segmentation, and to associate to each
word its part-of-speech tag and its lemma with the Genia Tagger [20]. Terms
have been extracted with YATRA (see Sect. 2).

Genia Corpus. The Genia corpus® [15] is a collection of 1,999 MedlineS abstracts
concerning the transcription factors in human blood cells (abstracts indexed by
the MeSH terms human, blood cell and transcription factor). The corpus con-
tains 18,545 sentences and 436,967 words. Each abstract is also annotated with
terms (mostly noun phrases) referring to physical biological entities (organisms,
proteins, cells, genes) as well as biologically meaningful terms (e.g. molecular
functions). On the whole, 97,829 occurrences of terms (36,607 term types) are
annotated.We consider these annotated terms as our reference for this corpus.
The term extractor provides 49,249 candidate terms.

PennBiolE Corpus. The PennBiolE corpus’ [17] is a set of Medline abstracts
on two biomedical topics: drug development (sub-collection CYP450) and can-
cer genomics (sub-collection Oncology). Each sub-corpus has been annotated
with several semantic entities related to the topic of each sub-collection. We

4 We chose not to use corpora issued from the event identification challenges like 12B2
and clefeHealth, or corpora annotated with keyphrases, because this would lead to
the extrinsic evaluation as the term annotation is non-exhaustive and task-oriented.

® Version 3.02, http://www.nactem.ac.uk/genia/genia-corpus/event—corpus

5 http://www.ncbi.nlm.nih.gov/pubmed

" http://bioie.ldc.upenn.edu/
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considered these two sub-corpora separately. The CYP450 sub-corpus con-
tains 1,100 Medline abstracts (298,843 words) focusing on the modification of
the cytochrome P450 proteins. It has been annotated with terminological enti-
ties belonging to three semantic types: CYP450 enzymes, substances related to
the enzyme inhibition and quantitative measurements. The reference provides
42,337 occurrences (9,221 term types) of annotated terms. The term extractor
provides a set of 47,168 candidate terms. The Oncology sub-corpus is a col-
lection of 1,157 Medline abstracts (276,161 words) annotated with three types of
terminological entities: gene entities, biological events identifying genomic varia-
tion, and genes malignancy description (development, behaviour, topography or
morphology). The reference provides 6,704 term occurrences (2,734 term types).
39,542 candidate terms are extracted automatically.

Table 1 summarises the statistics of the three corpora used. The candidate
terms are all considered during the ranking process. While comparing the number
of annotated terms, we observe that the annotation process is quite different
between the Genia and PennBiolE corpora. This may provide an interesting
experimental context to evaluate how the optimisation algorithm can adapt the
parameters of the C-Value™.

Table 1. Corpus description with the number of abstracts, words, annotated terms
and candidate terms

Corpus Abstracts Words Annotated terms Candidate terms
Genia 1,999 436,967 36,607 49,249
PennBiolE/CYP450 1,100 298,843 9,221 47,168
PennBiolE/Oncology 1,157 276,161 2,734 39,542

4.2 Evaluation

For each corpora, we compute several evaluation measures against the reference
data. We study the ranking obtained through the evolution of precision, recall
and F-measure at each rank of the term list. We also consider R-precision [4],
i.e. precision at the rank R corresponding to the number of terms to recognise
in a given corpus. This evaluation measure can also be seen as the point where
precision and recall are equal, and at which the precision value should be optimal
for terminology building. We also compute the average precision and its evolution
because the precision evolution according to the recall is a useful information on
the behaviour of the ranking models. The two baselines used are obtained with
the frequency and the C-Value.

4.3 Experiment Configuration

In order to evaluate the behaviour of the parameters and to select the best con-
figurations, we first perform experiments on the Genia corpus: (1) this corpus is
randomly split in two sets (60% for the training set, 40% for the test set), (2) the
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genetic algorithm estimates the parameter values on the training set and evalu-
ates the defined values on the test set. We also perform 10-fold cross-validation
on each corpus to study the capacity of the model to adapt the parameters of
the C-Value*: the Genia corpus is randomly split in ten sets, and we consider
ten times 90% for the training and 10% for the test. Finally, we rank the terms
extracted from the CYP450 and Oncology corpora with the C-Value* and the
parameters estimated on the Genia corpus in order to study to which extent the
parameter values are independent.

We define several model configurations for evaluating the impact of the pa-
rameters and the role of the genetic algorithm (Table 2). For instance, in the
model M7, all the parameters are set to 1 and the genetic algorithm is not used.
This is kind of basic configuration to be used when no training set is available.
One variation of this model is when we set only one parameter to 1 and when the
genetic algorithm estimates the optimal values of the other parameters (mod-
els Mge, Myse, Mysg). The model Mg, allows estimating three parameters o
equally, and 8 and c separately. The model M,sg. distinguishes the syntactic
role of terms by estimating separately the three parameters «, while the model
M sp2.2 also estimates the two parameters 8 and c.

Table 2. Parameter settings

Model Parameters Model Parameters

M, a=pF=c=1 Mage ar = ag = aum, P = Bu,cH = cu
M,Bc CM:L/BH:,BM,CH:CM Ma3ﬁc CMR,CMH,OéM,/BH:/BM,CH:CM
M,s. ar,am,onm,f=1,cu =cm Mysp2.2 ar,am,anm, B, By, cu,cm

M35 ar,am,am,Ba = PBu,c=1

5 Results and Discussion

Evaluation on the Genia Corpus. We first analyse the results on the Genia
corpus split in two sets (60% for training and 40% for test). The parameter
estimation stops after 50 iterations using the population size 200. Although
the results are likely to become better with more iterations, our preliminary
experiments indicate that this improvement is very small. Table 3 presents R-
precision and average precision obtained on the training and test sets. We can
observe that the Genia training and test sets provide very similar results. Also,
regarding the baselines, the ranking based on the original C-Value has lower R-
precision and average precision than the ranking based on frequency. However, all
the models based on C-Value* outperform the baselines: the average precision
increases by 4,5 to 9% by comparison with the frequency, and by 8.5% and
12% by comparison with the C-Value. Similar improvements are observed with
R-precision.
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Table 3. Results on the Genia corpus (60% for training, 40% for test)

Model name R-prec,,,;, R-prec,. avg Prec.,;, avg Prec,

3.5

Frequency 0.4590 0.4671 0.4338 0.4441
C-Value 0.3344 0.3594 0.3935 0.4147
M, 0.5091 0.5090 0.5088 0.5124
Mpg. 0.4974 0.5084 0.4910 0.5002
M3, 0.5259 0.5285 0.5416 0.5407
M35 0.5293 0.5272 0.5387 0.5363
Mage 0.5144 0.5139 0.5266 0.5269
Msg,. 0.5197 0.5207 0.5386 0.5360
M 3522 0.5222 0.5233 0.5330 0.5262
1
- - - Frequency
0.9 CValue f
- - M
0.8 Mg .
== Mysge
0.7 ]\/[(13[32(:2
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Fig. 2. Evolution of F-measure on the ranked list of candidate terms extracted from
the test set of the Genia corpus

Model Analysis. We study the evolution of precision, recall, F-measure and
average precision on the test set (see Fig. 2 for the evolution of the F-measure®):
the M7 model, the M3, model which is the best for the average precision, and
the models in which all parameters are defined by the genetic algorithm. For the
top ranked terms, precision and average precision are better with frequency and
C-Value, while recall and F-measure are similar for all the ranking models. The
evolution of the average precision shows that the M,sg2.2 model is close to the

8 Additional figures for other measures can be found at http://perso.limsi.fr/
hamon/Files/2014PolTAL-appendix/2014PolTal Figures.pdf
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frequency and C-Value rankings. The three of them provide similar rankings for
the top terms. We can also observe that the models based on C-Value* improve
the ranking (precision and recall) after one hundred terms and until 70% of the
whole set of candidate terms. The models based on C-Value* rank similarly the
candidate terms even if the results obtained with the model M; appear to be
slightly lower than other models, mainly with recall and F-measure.

The comparison of models provides with several observations. The genetic
algorithm has positive impact on the results, still the M7 model can be used for
ranking terms when there is no reference data usable for training. The parameters
a strongly influence the results: when they are set equally it has negative effect
(model Myp.), when they are set to 1 it leads to poor results (model Ma.).
The observation of the parameter values estimated by the genetic algorithm
(Table 4) also shows that the best weight of the Modifier terms is significantly
smaller (close to 0) than the other two « values. It means that shorter Modifier
candidate terms are to be penalised. On the contrary, ap and ayg have values
higher than 1: shorter Head or Root candidate terms are preferred in this way.
The best parameter 3 is usually very close to 1, which means that the distribution
among the included terms is not taken into account; when we set it to 1, we
obtain the best R-precision and average precision (model M,s.). The value of
the parameter ¢ varies between 0 and 1. We also observe that when c is set
to 1 it does not impact average precision and term ranking even if R-precision
is slightly lower (M,sz model compared to M,sg.). Unsurprisingly, the use of
more parameters usually leads to better results, while the setting up of all the
parameters with the genetic algorithm does not provide the best results (model
M,332.2). We can also observe that the values set in the M,sg2.2 model are
different from those obtained with other models. We assume that the genetic
algorithm sets up optimal local values for the parameters without being able to
find optimal global values. The observations proposed apply also to the CYP450
corpus,” while on the Oncology corpus, the estimation of 3 is higher and ¢ has
smaller and sometimes negative values.

Table 4. Parameter values estimated by the genetic algorithm on the Genia training
part

Model ar ag amv  Bu Bu cu cM
M, 1 1 1 1 1 1 1

Mpg. 1 1 1 0.997 0.997 0.7095 0.7095
M3, 1.1014 1.0344 0 1 1 0.91 0.91
MaSB 1.1622 1.1445 0.075 1.0132 1.0132 1 1

Meage  1.1604 1.1604 1.1604 1.0140 1.014 0.9953 0.9953
M,sg. 1.1067 1.0961 0.0857 0.9538 0.9538 0.8316 0.8316
M 3p2.2 1.3005 0.6093 0.7381 1.5085 1.1307 1.5224 1.17

9 Due to the lack of space, we do not presented the results on these corpora in this
paper.
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Cross-Validation Evaluation. The 10-fold cross-validation on the three cor-
pora helps evaluating the dependence of C-Value* on corpora. We consider here
the three first models that obtain the best average precision on the Genia corpus.
Table 5 presents the results of the cross-validation. As previously, the C-Value*-
based ranking on Genia and CYP450 systematically gives better R-precision
and average precision than those obtained with frequency or C-Value. It seems
to confirm that C-Value* with optimal estimation of the parameters can be suc-
cessfully applied to various text collections. However, on the Oncology corpus,
the ranking of the candidate terms is similar for all measures considered. Besides,
the results are disappointing: average precision is slightly better with C-Value*
than with frequency or C-Value, while R-precision is lower. We assume that such
results are mainly due to the specificity of these reference data, in which fewer
terms are annotated.

Table 5. 10-fold cross validation on the three corpora

Frequency C-Value M 3. M 3 M35,

Corpora R-prec avgPrec R-prec avgPrec R-prec avgPrec R-prec avgPrec R-prec avgPrec
Genia 0.3882 0.3589 0.3055 0.3509 0.4318 0.4212 0.4324 0.4098 0.4323 0.4133
CYP450 0.3079 0.2434 0.2711 0.2013 0.3540 0.3028 0.3595 0.3051 0.3621 0.3074
Oncology 0.1017 0.0615 0.1019 0.0606 0.0962 0.0643 0.0959 0.0620 0.0961 0.0643

Recycling Genia Parameters on Other Corpora. We use the parameter
values estimated on Genia (see Table 4) to rank the terms extracted from the
CYP450 and Oncology corpora. Table 6 presents the results. We observe on the
corpus CYP450 that all the C-Value* models outperform frequency, C-Value
and M; models, which is also corpus independent. M,g. proves to be the best
model and indicates that the syntactic role of the nested terms has no influence
on this corpus. We assume that this requires further investigation and that the
impact of the syntactic roles may be due to the term length distribution or to
the number of annotated terms. However, as the results obtained on the CYP450
corpus suggest, the parameters can be set on training corpus and achieve good
results on other corpora. This fact must be confirmed with comparable experi-
ments with corpora issued form other domains. Besides, some results obtained

Table 6. Evaluation with training on Genia and testing on CYP450 and Oncology

CYP450 R-prec. CYP450 avgPrec. Oncology R-prec. Oncology avgPrec.

Frequency 0.3315 0.2596 0.1498 0.0849
CValue 0.2960 0.2042 0.1450 0.0800
M 0.3677 0.3484 0.1441 0.0774
Mage 0.4517 0.3837 0.1355 0.0771
M35 0.3959 0.3515 0.1508 0.0917
M 3522 0.4074 0.3445 0.1450 0.0817
M,s, 0.3885 0.3410 0.1498 0.0939
Mg, 0.3906 0.3314 0.1412 0.0861

M3z 0.3885 0.3552 0.1517 0.0879
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on the Oncology corpus are difficult to interpret: the observations show that the
frequency and C-Value models are close among them. However, the low variation
in the number of terms according to the term length is a direction to investigate.

6 Conclusion

We tackle the problem of the candidate terms ranking extracted from specialised
corpora. To achieve this purpose to use C-Value* that is an improved and
parametrised C-Value. This value purpose is to take into account the syntac-
tic role of the nested terms when considering their length, and to take into
account the distribution of the nesting terms. Parameters are optimised with a
standard genetic algorithm. Our experiments indicate that R-precision and aver-
age precision are increased respectively by 9 and 12% in two of the three corpora
used. The study of precision, recall and f~-measure evolution shows a notable im-
provement on 70% of the ranked candidate terms. The proposed measure will
be included in the next release of the Y\IA term extractor.”

In our future work, we will analyze the behaviour of C-Value* that may vary
according to the domain studied (all the corpora currently used are related to
the biomedical domain). We will also investigate how the results may depend on
the term extractor.
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Abstract. This paper presents a supervised machine learning approach
that aims at annotating those homograph word forms in WordNet that
share some common meaning and can hence be thought of as belong-
ing to a polysemous word. Using different graph-based measures, a set
of features is selected, and a random forest model is trained and eval-
uated. The results are compared to other features used for polysemy
identification in WordNet. The features proposed in this paper not only
outperform the commonly used CoreLex resource, but they also work on
different parts of speech and can be used to identify both regular and
irregular polysemous word forms in WordNet.

1 Introduction

In [1, p. 16], regular polysemy is defined as follows:

Polysemy of the word A with the meanings a; and a; is called regular
if, in the given language, there exists at least one other word B with
the meanings b; and b;, which are semantically distinguished from each
other in exactly the same way as a; and a; and if a; and b;, a; and b;
are nONSynonymous.

Often mentioned is the so-called grinding rule: the name of an animal can often
also be used to refer to products gained from it. Irregular polysemy on the
contrary covers those cases that do not exhibit such patterns. When for example
animal names are used to denote humans, this can be done referring to different
properties of animals. Calling someone a lion is mostly due to strength and
courage, while chicken may refer to a lack of courage. Since the productive
patterns of regular polysemy can be identified and used by computer systems
while irregular cases are harder to identify, most computational approaches to
polysemy based on WordNet (WN) [11] are focused on regular polysemy.

Since WN represents word senses rather than words, the classic definitions of
polysemy cannot be applied to WN. Instead of looking at the binary decision
of whether a word is polysemous or homonymous, the method proposed in this
paper will look at the sense level and try to identify those (homograph) word
forms that actually are related. Taking the word bank and all its word forms in
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WN, the approach taken here is to connect all those forms that are related to
the field of finance, while not connecting them to those forms that are related
to a slope of any kind.

To achieve this goal, WN’s network topology is exploited: measures such as
the geodesic paths or properties of nodes (e.g., the closeness or betweenness)
are used. Since it could be assumed that homonymous words — or more exactly
in this context word forms — have no semantic similarity to each other, mea-
sures of semantic similarity based on paths between two nodes are taken into
consideration to distinguish related and unrelated word forms.

Although the approach proposed here, especially the graph-based features,
can be applied to all parts of speech (POSs) in WN, this paper is restricted
to those word forms that are either nouns or potentially connected to nouns.
This restriction is necessary to compare the proposed feature set to the CoreLex
features.

2 Related Work

2.1 Regular Polysemy Detection in WordNet

The CoreLex resource [5] defines a set of 39 basic types (BTs), i.e., semantic
classes of words that subsume a number of word senses in WN (e.g. food or
animal). Taking advantage of the hierarchical order of nouns in WN, the BTs
are assigned to anchor nodes in WN that are identified as the hypernym of the
word senses belonging to the given semantic class. When looking at words, one
lexeme is likely to have different word senses and hence different word forms in
WN. Each word form is assigned to at least 1 of the 39 BTs, resulting in a list
of BTs related to a word. This list should display patterns of regular polysemy.
For example, a word like lamb has a meaning that belongs to the BT animal as
well as one belonging to food, etc. This pattern can be found in other words as
well. It therefore satisfies the definition of regular polysemy given above.

The approaches described in [2] and [16] are based on the CoreLex resource.
[16] calculate a ratio of polysemy for words based on the BTs they are related to.
The more words share the same pattern of BTs, the more likely those words are
polysemous. Polysemy and homonymy are considered “two points on a gradient,
where the words in the middle show elements of both” [16, p. 268].

[5], [16], and [2] can only be used to detect regular polysemy. The great number
of irregular polysemous forms cannot be found and is, as done in [16], regarded
as homonymous.

[17] takes a different approach and calculates lexical similarity of glosses of
potentially related word senses sharing a common lemma. If the glosses are simi-
lar, their meaning is considered to be similar as well. This approach is applicable
to other POSs than nouns since it does not rely on the hypernymy/hyponym
relation — which in WN does not exist for adjectives or adverbs.
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Table 1. Existing measures of semantic similarity/relatedness

Abbreviation Source and description POS
Resnik and Yarowsky [14], implemented by [13] N,V
Lin [10], implemented by [13] N,V
Jiang and Conrath [8], implemented by [13] N,V
Hirst and St. Onge [7], implemented by [13] N
Leacock, Miller, and Chodorow [9], implemented by [13] N,V
Wu and Palmer [18], implemented by [13] N,V
distance geodesic path between the two nodes  all

2.2 Computing Semantic Similarity in WordNet

The most intuitive measure of semantic similarity in WN is to calculate the
geodesic path (i.e., the distance) between two nodes.

A number of semantic similarity features that can be applied to WN have been
proposed (see Table 1).! These are mainly based on the geodesic path between
the two nodes in question. Most of these measures are restricted to the noun
and verb subset of WN; since they rely on the hierarchical order of the noun or
verb network.?

The features in Table 1 and others have been used in [15] to find synsets that
are related and could be merged to make WN more coarse grained and thereby
raise the accuracy in wore sense disambiguation based on WN. Furthermore, [15]
propose calculating the distance of both word senses to their closest common
hypernym.

3 Feature Set

The question of whether two word senses are related in meaning can be answered
by calculating the semantic similarity of the word forms and by looking at the
network toponymy (i.e., local and global features of the network). These include
information on the degree of the nodes being examined, the nodes representing
the synsets as well as the nodes representing the word forms connected to them.
Furthermore, different centrality measures for these nodes are calculated. The
centralities are thought of as giving insight to the position a node has within the
network. For example, a node with a high closeness centrality [6] can be expected
to show shorter geodesic paths to any other node, not only to those it is seman-
tically related to. The betweenness [6] indicates the node’s position on geodesic
paths of other nodes. The eigenvector centrality [3] and the PageRank [12] are
two further centrality measures that are likely to better indicate centrality than
the degree of the nodes.

! Measures based on gloss overlap have been excluded.
2 For information on the single features, see the sources given in Table 1.
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Table 2. Proposed graph-based feature set

Abbreviation Source or description POS
isA-Rel is-A relation between word forms N,V
isDerivedFrom is one word form derived from the other? all
closeness the closeness value of the node all
betweenness the betweenness value of a node all
POS the part of speech of word form all
word sense degree degree of the word sense nodes all
synset degree degree of the synset nodes all
eigenvector centrality the eigenvector centrality values of the nodes  all
page rank the page rank values of the nodes [12] all
POS the part of speech of word form all
sharedLemmas number of lemmas shared by the synsets all
minDist2SharedHypernym proposed in [15] N,V

Although this paper focuses on nouns, noun word forms are often homograph
to word forms of other POSs. Since these homographs are also considered, the
information on the POS of a node is used as a feature.?

The number of lemmas two synsets share is a further feature. Also the in-
formation of whether one word sense is a direct hyponym or hypernym of the
other (e.g., the synset {human, man} subsumes {man} (male human being)) was
considered. An overview of the graph-based features for the noun subset of WN
is given in Table 2.

4 FEvaluation

4.1 Evaluation of the Model and Feature Set

Each noun word sense sharing its word form with any other word sense in WN
is extracted.* An instance consists of the features for the two word forms as
reported in Tables 1 and 2. Each pair of the kind wl:w2 or w2:wl is only
considered once. A subset of 2,511 pairs was manually classified as either sharing
a similar/common meaning, class {yes}, or as being just arbitrarily homograph,
class {no}. In the set, 1,237 pairs have been classified as being related, while
1,274 have been classified as being unrelated. Using a simple prediction assigning
the most common class to each instance (i.e., no), a model has to top a baseline
of 50.74% correctly classified instances.’

3 Especially when looking at other POSs than nouns, one can find the tendency of
some POSs (e.g., adverbs and adjectives) to be more likely to share meaning with
adverbs or adjectives than other POSs.

4 These include pairs of two noun word forms as well as pairs of noun word forms that
are homographic to an adjective, verb, or adverb.

5 This number might seem high, since polysemy is expected to be more frequent than
homonymy. But here word forms belonging to different word senses are considered,
not words.
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Table 3. Precision difference obtained by removal of the single feature

Feature Loss Feature Loss
word 1 degree 0.52  word 2 pos 0.48
word 1 closeness 5.98  word 2 degree —0.24
word 1 betweenness 1.19  word 2 closeness 0.16
word 1 eigenvector centrality 0.68  word 2 betweenness 0.24
word 1 page rank 1.23  word 2 eigenvector centrality 0.32
word 1 synset degree 3.46  word 2 page rank 0.36
distance —1.95 word 2 synset degree 0.52
is-A rel. 0.78 Lin 0.36
Hirst and St. Onge 0.36  Resnik and Yarowsky 0.36
Leacock and Chodorow 0.48 Jiang and Conrath 0.84
Wu and Palmer 0.28  isDerivedFrom 0.52
sharedLemmas 0.92 minDis2SharedHypernym 0.20

Different algorithms have been proposed for classification tasks. Here, the best
results are obtained using the random forest model [4].° Based on 100 random
trees, each constructed while considering 17 random features and 10 seeds, using
a 10-fold cross-validation, the model reaches a precision of 0.861 and a recall of
0.877 out of 1. The F-measure is thus 0.87; 86.98% of the instances were correctly
classified. The model outperforms the baseline by 36.24 points.

Unfortunately, the random forest algorithm is a black box when it comes
to evaluating the impact of a single feature on the overall performance. Unlike
decision trees the random forest model selects the features randomly. To evaluate
the contribution of a feature, an ablation study was performed. One feature
is sequentially deleted and the algorithm evaluated again. The gain or loss in
accuracy is shown in Table 3. A negative number indicates a gain.

An ablation study, however, does not evaluate the impact of the feature but
rather its contribution to the trained model. The combination of different fea-
tures has more influence on the model than the information content of the single
feature. This is especially true for the random forest model, as [4] shows, and
can be explained by the randomly chosen features.

Interestingly enough, removing the distance from the feature set results in
a considerable gain of accuracy of nearly 2 points. The distance was thought
to be a good indicator of the class {yes}: Almost all instances with a geodesic
path shorter than 6 are of this class. It does not reliably predict the other class
though. Even infinite paths are no indicator of class {no}.

The closeness of the first word form has the biggest impact on the model.
The closeness indicates the mean length of the geodesic paths from this node
to any other node in the graph. The degree of the first word form has a high

5 Other classifiers (e.g., support vector machines and Bayesian models) were evalu-
ated as well. The full results cannot be presented here. Still, the findings are very
comparable to the ones that will be presented here, but the precision, recall, and
F-measures are considerably lower.
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impact on the performance of the model. Also the page rank and betweenness can
contribute a lot to the overall accuracy. The measures of semantic similarity that
were thought to indicate close relations between word senses have less impact.
This is likely related to the fact that these measures only work on pairs where
both word forms are nouns. Only 1,322 of the total 2,511 available instances are
of this kind. The local and global network measures that were proposed in this
paper as features of semantic relatedness between word forms in WN contribute
the greater part to the accuracy of the model.

Leaving out all semantic similarity measures and the geodesic path shows this
even more clearly. Using only the here proposed graph-based features results in
an even higher accuracy of 90.12% of correctly classified instances. The model is
trained using 16 random features.” This relatively small set of easy to use and to
calculate graph measures contains enough information to suit the classification
task and reach high precision, recall, and F-measure (all three 0.9). This is
very well balanced: No class has a significantly higher precision or recall. In the
following comparison to CoreLex BTs, the measures of semantic similarity and
the geodesic path will not be considered and only the features given in Table 2
will be used.

4.2 Comparison to Using CoreLex BTs as Features

To compare the graph-based features to the CoreLex BTs, every noun word
form was annotated the appropriate BT assigned by the CoreLex resource. The
assumption is that those BTs show patterns of regular polysemy that the classifi-
cation algorithm should be able to identify. The actual rules proposed in [5,16,2]
were not used. Also, this is not a direct comparison to those results. But it should
give insight into the quality of the features used.

The CoreLex approach can only be used to identify regular polysemy. The
ratio of correctly classified instances can therefore be expected to drop compared
to the graph-based approach. All instances of a noun word form and one of
another POS will not show any significant patterns. This again can be expected
to result in a drop of accuracy.

Using only the BTs to train a model and evaluating it as before results in
64.99% accuracy.® This is 25.13 points less accurate than the method proposed
in this paper.

The BTs are not fit to identify cases involving other POSs than nouns. Us-
ing only instances containing just nouns and no other POSs, and only the BT's
as features results in 66.77% accuracy. Using the graph-based measures instead
results in 82.9%. Thus, they are still 16.13 points more accurate. Combining

7 As the number of available features drops so does the optimal number of features
used in the random forest model.

8 Different models were trained using different algorithms. Still, the random forest
model was the most accurate one. The numbers given in the following are always
the highest possible rates of accuracy of a random forest model of 100 trees. The
number of randomly selected features varies.
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all measures further increases the accuracy up to 93.31% on the set contain-
ing instances of nouns and other POSs and 87.9% when only noun-noun pairs
are used.

5 Outlook

The approach presented in this paper aims at connecting those homograph word
forms in WN that share some common meaning and can hence be assumed to
belong to a polysemous word. Both regular and irregular polysemy are meant
to be covered. This distinguishes the proposed method from other approaches.
Earlier efforts were solely focused on regular polysemy and thereby ignored the
apparently quite high number of irregular cases found in WN.

The procedure described here is not limited to only nouns but can be straight-
forwardly adapted to other POSs as well. By taking homographs of different
POSs into account and by handling irregular polysemy as well, it outperforms
models trained on the BTs proposed in [5] by far. Using the proposed features
and the mentioned measures of semantic similarity including the geodesic path
results in 86.86% accuracy. Using only the graph-based measures further in-
creases the accuracy up to 90.12%. Combining the network-based features and
the BT's results in 93.31% accuracy. Although it was assumed that the decision
whether two homograph word forms belonging to different synsets share a com-
mon meaning was a question of semantic similarity, the geodesic path, although
when < 6 a good indicator for the class yes, and other measures of semantic
similarity did not improve the performance.

Following [16, p. 268], polysemy and homonymy are “two points on a gradient,
where the words in the middle show elements of both”. The method presented
in this paper allows measuring the degree of homonymy a word exhibits by
looking at the sense level and connecting the different senses of a word by relating
the corresponding word forms. The word forms of a word like bank are not all
connected, only those that actually share a common meaning.

The next steps will be to find fitting features for other POSs based on a deep
analysis of the networks structure, to manually annotate a test and training set,
and to train appropriate models on this data.
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Abstract. In the paper we analyse Polish descriptive adjectives which
occur in domain related texts. The experiments were done on data ob-
tained from hospital discharge records. Prenominal adjectives selected
from these texts were filtered out of presumably relative adjectives and
clustered on the basis of a set of context related features and interword
relations derived from Wordnet. We tested if this procedure can be used
to automatically identify concept features, i.e. whether adjectives repre-
senting different values of one feature will form one cluster. The obtained
results proved to be useful as a preprocessing step in a specialized sub-
domain ontology creation procedure.

Keywords: Adjectives, clustering, property identification, domain texts.

1 Introduction

An ultimate goal of research done within an area of natural language processing is
automatic text and speech understanding. While this task is still much too hard
to solve, a lot of simpler but practically useful applications are being developed
like information extraction or semantic role labeling. To provide them, one needs
a description of searched information, e.g. list of semantic concepts together with
their features, and data on how they are expressed in texts. In the case of highly
specialized topics, the task of domain model creation has to be performed by
domain specialists who posses the required knowledge. But quite often, they are
not prepared to organize the extracts from their knowledge into a taxonomy and
they fail to enumerate “off-line” all concepts and features which are relevant to
the chosen area. As an adequate domain model is crucial to the efficiency and
reliability of any computer application built upon it, even partial automatisation
of this process could be of practical use.

Domain model creation consists of several steps which can be addressed sep-
arately. In a very rough approximation, one can distinguish the steps of concept
recognition, definition of concept attributes, and concept taxonomy creation.
The first step is usually done by terminology extraction methods which rely on
identifying (mainly nominal) phrases in the domain related texts and ranking
them according to chosen criteria approximating domain relevance. Standard ap-
proaches to automatic terminology extraction are discussed in [15], while some
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improvements to the ranking procedure are proposed for example in [5]. At this
step we can identify left kidney or acute appendicitis as domain significant con-
cepts. Afterwards it would be useful to recognize that left and acute are the
values of some concepts’ attributes, which can be named for example as loca-
tion and type. The next step is the recognition of relations between concepts.
These relations can be of very different kinds, but for ontology creation the most
important one is hypernymy-hyponymy relation. Work on hypernymy detection
was inspired by research connected with Wordnet population, [12]. In [14] the
idea of automating pregrouping of concepts which should be located close in the
hierarchy tree was proposed.

The goal of the research presented in this paper was to elaborate a method
of attribute indication on the basis of an analysis of descriptive adjectives. Most
research conducted in the area of automatic ontology learning was focused on
nouns and nominal phrases. Adjectives as such were less studied, but for example
[2] used relational adjectives for extraction of hyponyms from medical texts;
while [3] and [8] proposed using adjectives for attribute learning. In [10] a semi-
supervised machine-learning approach for the classification of adjectives into
property denoting (like in deep wound) vs. relation denoting adjectives (like in
environmental science) is presented. In [16] corpus-based methods were used to
group Polish adjectives into semantic clusters. Contrary to this latter work, in
our research we focus on domain specific texts and we analyse only property
denoting adjectives to address the task of property identification. We postulate
that adjectives describing values of one feature are used in similar contexts and
thus can be automatically identified. In domain specific texts the degree of word
ambiguity is lower than in general texts, so we expect to get not very much noise
while grouping adjectives themselves not their senses.

Similar work was done by [11], which was aimed at automatic identification
of adjectival scales, and performed clustering adjectives as the first stage of this
process. Hatzivassiloglou and McKeown utilized only the Kendall 7 coefficient
counted for adjective-noun pairs and the information of adjective co-occurrence
within one phrase.

The paper is organized as follows. The characteristics of the collected data and
the process of its linguistic analysis are briefly described in Sect. 2. Section 4
presents a set of features used in the classification process. The next section
presents the results of the proposed approach, and finally an evaluation of the
results is described in Sect. 6.

2 Data Characteristics

The experiments presented in the paper were performed on hospital discharge
documents gathered at one of the Polish children’s hospitals. Texts came from six
departments (general, surgery, neurology, neonatology, infectious diseases and
rehabilitation) and were written by several physicians of different specialties.
Original MS Word files were converted into plain text and anonymised before
further processing. Next, all texts were analysed using standard general purpose
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NLP (Natural Language Processing) tools. The morphological tagger Pantera [1]
based on the linguistic data from the Morfeusz analyser [21] was used to divide
text into tokens and annotate them with morphosyntactic tags. The morphosyn-
tactic description included a part of speech name (POS), a base form, as well
as case, gender and number information, where they are appropriate. The end
of sentence tags were also introduced. This information is then used by shallow
grammars which were defined to recognize boundaries of nominal phrases.

The data set consists of 3,116 documents comprising 1,940,000 tokens. The
tagset we use is quite detailed, thus words which could constitute a nominal
phrase can be of one of four categories: noun (subst), gerund (ger), brev and
acron. We are interested in descriptive features expressed both by adjectives
(adj), e.g. duzy ‘big’, and past participles (ppas), e.g. powiekszony ‘enlarged’. The
Pantera tagger does not analyse out of dictionary forms. These forms (11,777 in
total) were tagged as ign and were not taken into further considerations. Table 1
presents statistics for the relevant syntactical classes recognized within our data.

Table 1. Selected part of speech distribution

POS types occurrences

acronim acron 1,476 25,814
abreviation  brev 168 76,058
gerund ger 444 13,405
substantive  subst 3,642 362,352
adjective adj 1,743 130,611
past participle ppas 291 23,278

3 Noun Phrases with Adjectival Modifiers

Adjective modification is one of the most typical constructions occurring inside
nominal phrases. For English, the thorough studies of the role of adjectives in
grammar and their types is presented in [19]. In Polish linguistic tradition, two
main groups of adjectives are distinguished, basing on a difference in the type
of properties they describe: qualitative (i.e. absolute, descriptive), and relative
(i.e. classifying, distinguishing). A similar but a little more precise classification
was introduced in [6]. This co-called BEO classification consisted of basic (i.e.
qualitative, property-denoting) adjectives (like in old boz), object-oriented (rela-
tional) adjectives (like in environmental science) and a new class of event-related
adjectives (like eloquent person). This division was used for example in [7] and
[10] in which a semi-supervised machine-learning approach for the classification
of adjectives was presented. In [13] a very detailed classification of Polish ad-
jectives into 56 classes made from the point of view of a machine translation
application was presented. In our work, we divide adjectives into two groups
without introducing a differentiation between basic and event-related adjectives
and we perform a clustering experiment on all but relational adjectives.
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In Polish noun phrases, adjectives can occur at the both sides of a noun
and their position can help in the classification task. This work concentrates on
descriptive adjectives, which in Polish occur typically before nouns, e.g. niski
poziom ‘low level’, in opposition to classifying adjectives, which are located gen-
erally after a noun, e.g. jamasupsr brzusznaqq; ‘abdominal cavity’. However, not
all adjectives occurring before noun are actually descriptive. Apart from a lim-
ited number of examples of lexicalised connections of an adjective and a noun
in this very order, e.g. bialy szum ‘white noise’ or ostry dyzur ‘ER’, there is a
systematic rule of placing at least one classifying adjective before a noun which
is modified by more than one relative adjective, e.g. wojewddzka poradnia alergo-
logiczna ‘provincial allergology clinic’ vs. poradnia wojewddzka ‘provincial clinic’
and poradnia alergologiczna ‘allergology clinic’. In such cases an adjective which
describes a more specific aspect of a concept is placed before a noun and a more
general adjective is placed after a noun. As the specificity itself is subjective, the
order of adjectives changes in different contexts. To be able to filter out classify-
ing adjectives which occurred before nouns, we identified nominal phrases with
adjectival modification both before and after nouns. For further processing we
selected adjectives that occurred more often before nouns than after them. All
phrases obeyed standard Polish gender, case and number agreement constraints.
In Table 2 the numbers of types of phrases consisting of one noun and one or
more adjectival modifiers which were recognized in the analysed texts, are given
(subphrases included in wider phrases are also counted).

Table 2. Types of phrases in data

nouns length=2 length=3 length>3
types occ. types occ. types occ. types occ.
AN 1,209 22,425 3,323 21,037 654 1,212 94 176
NA 1,070 63,857 3,067 54,510 754 6,349 375 2,998
ANA 310 4,355 — — 906 3,426 408 929

Although in general not all adjectives which precede nouns are descriptive,
an examination of the data confirmed that adjectives that occur mainly to the
left of a noun being a concept are descriptive, and should be represented in
the ontology as values of a feature of a concept. For further processing, from
the list of adjective-noun phrases we selected adjectives which occurred at least
10 times as left modifiers and occurred relatively much more frequently (two
times) as left than as right modifiers.

4 Similarity Features

Our goal was to elaborate a classification scheme which can be easily used for
any new types of texts for which no specific ontological resources are available, so
we had to rely on such parameters which can be derived directly from text or ob-
tained from general linguistic resources or tools. Thus, we use standard window
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based features, and context derived coefficients defined specifically for this par-
ticular task. Additionally, we use information from the lexicon of closely related
words and from Polish Wordnet (plWordnet [16]) — a general, very rich lexi-
cal database which contains information on different meanings of words (nouns,
adjectives and verbs) and connections between them.

4.1 Lexical Context

We are looking for groups of adjectives which define similar attributes or fea-
tures of concepts. Values of the same features can be identified by common lexical
contexts they occur in. For example, after the expression zwracae vwage ‘draws
attention’ usually untypical aspects of a following concept are given, like uwypuk-
lone ciemie ‘arched crown’, splaszczona potylica ‘flattened occiput’ orchrapliwy
oddech ‘rasping breath’. Similarity of lexical contexts is a rather obvious and of-
ten used feature to define different kind of similarities of particular lexical items,
e.g. [12] used patterns like “such NPx as NPy” to identify that NPx is a kind
of NPy (NPx, and NPy are noun phrases). This characteristic behaviour can be
described by a context consisting of a few words used either to the left or to the
right of the expression. It may also be the case that in domain texts some syntac-
tic structures are characteristic for introducing particular types of attributes, so
we also decided to test a syntactic characterisation of the context by specifying
grammatical classes that words surrounding an adjective belong to.

The chosen maximal length of the context is small, as the analysed documents
are rather concise — their authors tend to use short informative phrases and they
rapidly change topics.

The context features for an adjective are defined symmetrically for right and
left text surrounding an expression consisting of the adjective and a noun (not
taking into account a noun which is inside this expression but the subsequent
one as the modified noun is taken into account by the $imom—nouns coefficient
described in 4.2) and consist of:

— Sequences of base forms of 1, 2 and 3 tokens (afterwards abbreviated to:
Ibl...1b3 for left, and to rbl...rb3, for right contexts).
— Sequences of POS tags of 2, 3, 4 tokens (lpos2...lposd, rpos2...rposd).
— The base form of the nearest:
e verb (if there are no verbs encountered within the sentence boundaries,
this feature value is set to null) (lvp, rvp);
e noun type token (e.g. nouns, gerunds, acronyms) (lnp, rnp);
e adjective type token (e.g. adjectives, participles) (ladj, radj);
e preposition (Ipp, rpp).

While establishing contexts we do not go beyond the sentence/paragraph
boundaries. In the case of the nearest base form, we ignore similarity which
would arise from contexts being ends of sentences or paragraphs, punctuation
marks and conjunctions (like ¢ ‘and’), i.e. in the formula below we do not count
adjective occurrences in these contexts.
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All lexical similarities were calculated according to the Jaccard coefficient
scheme used on form frequencies (we tested also Jaccard coefficient on types
and Dice coefficient in both versions, the results were a little lower, but did not
differ much; we did not explore more existing similarity measure variants given
for example in [20]). In the equation below, t is a context type, C; is a set of all
contexts of the type t, and ctz(c, a;) is the number of occurrences of an adjective
a; in a context c.

simy(a;, aj)
number of all occurrences of common Cy type contexts
number of occurrences of all Cy contexts of both adjectives
Yeccymin(ctz(c, ai), cte(c, aj))
Yeeo, ctr(c, a;) + Xeeo, ctz(c, a;) — Xeec, min(ctz(c, a;), ctz(c, a;))

(1)

4.2 Common Modified Nouns

The classification task concerns modifying adjectives, so the most important
context in this case is a context consisting of a modified noun. If more than
one concept have a given attribute, e.g. size, it is likely that nouns representing
these concepts will occur with the same adjectives expressing it, e. g.maty, po-
wiekszony, niewielki ‘small, enlarged, slight’. To account for this observation we
established a similarity measure whose value is equal to the division of a number
of commonly modified nouns by a maximum number of nouns modified by one
adjective in the analysed text:

. ( ) number of commonly modified nouns
STM com—mnouns\Ais A5 ) = . . . X
T mazimum number of nouns modified by one adjective

N EnGN: frq(ain)>0 and frq(ajn)>0 1

marneN (EaieA:frq(ain)>O 1)

(2)

where A is a set of analysed adjectives, N is a set of nouns, frg(a;n) is a frequency
of a bigram consisting of a; and n.

4.3 Wordnet Similarity

Polish Wordnet is a large net of lexical meanings connected via different rela-
tions. In particular, it contains information on a lot of adjectives. Unfortunately,
the adjective hypernymy hierarchy is very flat and most adjectives have one or
at most two nodes above them so adjectives’ similarity is hard to derive from
there. None of the wordnet-based similarity measures provided at the plWordnet
site, works for adjectives. Thus, we used information from plWordnet relations
(antonymy, synsets relatedness and hypernymy) directly to implement similarity
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measures for adjectives. As adjectives in our data are not semantically disam-
biguated, we aggregate information given for all meanings.

The relation which is the most numerous in the adjectival part of plWordnet
is antonymy. Although this relation, of course, does not link words with the same
meaning, it may link adjectives expressing different values of one attribute, e.g.
duzy, maly ‘big small’, so we use it as a source of one of the similarity measures
(Simwa—am ) .

Two other plWordnet relations which we use are hypernymy and relatedness.
They are directly connected with meaning similarity, and information coming
from these two sources is represented jointly by one similarity feature (sim,,,_,,, )-
This coefficient takes into account adjectives from the same synset.

In some cases additional information can be obtained indirectly from the
antonymy relation. Words which share the same antonyms (for some of
their senses) are similar so we added the coefficient sim,,, , basing on this
information.

The three plWordnet similarity features are defined as:

. ( ) number of senses in relation X

sim a;,a;) =
Yo AT T smaller number of senses

_ YsieS(ai),sieS(ay): ((si X s§) or (sj X si)) 1 3)

mian (S(a;), S(aj))

where a; and a; are adjectives, S(a;) is a set of senses of a; and X is one of three
possible relations: an antonymy, a sum of hypernymy and synsets relatedness,
or the similarity relation defined above.

Although plWordnet contains numerous adjectives, quite a number of the
words from our list are not represented there. As many adjectives are derived
from nouns, for these forms we used additional information from the noun hy-
peronymy hierarchy. Using a set of rules we transformed adjectives into possi-
ble noun forms and calculated sim,,_, ~ coefficient in the same way as above
for those nominal forms which were found in plWordnet (nearly no links be-
tween adjectives and nouns are present in this data at the moment). The fourth
p!Wordnet similarity feature defined using this information is:

ZsiES(n(ai)),sjeS(n(aj)): ((si hypernim sj) or (sj hypernim si))]-

min (S(n(a;)), S(n(a;)))

Simwnfhyp (aiv aj) =

(4)
where n(a;) is a noun derived from a;.

4.4 Data from the Dictionary of Polish Synonyms

As hypernymy relation among adjectives in plWordnet is not very elaborated,
we additionally used data included in an open source dictionary of synonyms
(http://synonimy.ux.pl). It contains 13,180 groups with 44,550 words or
phrases. From this data set we obtained 85 similarity pairs for the considered list
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of adjectives. As, in this case, no frequency data nor number of senses described
are available, the similarity is defined as:

number of groups with both elements

()

StM gict (@i, a5) =
dict (@i, a5) bigger number of groups for both elements

5 Clustering

Automatic clustering of adjectives was done using Multidendrograms tool [9] — a
program which implements hierarchical clustering and solves the non-uniqueness
problem found in the standard pair-group algorithm by grouping more than two
clusters at the same time when ties occur. As input, it takes singular similarity
values for all pairs of adjectives which were counted as a weighted sum of 26
features described in the previous section. In (6) Sy, is the set of all similarity
coefficients described in Sect. 4.

~weight (simy) x simy(a;, a;) (6)

sim

sim(ai, aj) = Xsim,es

We performed several experiments with different weights assigned to different
groups of features. So, we tested if any features help in obtaining better results,
and which of them are the most valuable in this task. The complete linkage
strategy was chosen as the clustering method.

In the first model, the weights were tuned on the basis of manual grouping
of the 28 most popular adjectives that appeared at least 50 times in adjective-
noun phrases in the corpus. The procedure of selecting these adjectives was the
following. From the whole set of 105 adjectives that appeared at least 50 times
in adjective-noun phrases we selected those that were used three times more fre-
quently to the left of an adjective than to the right. After this step we obtained
65 adjectives. From this set we selected those that create at least two-element
groups according to the information obtained from the plWordnet and the the-
saurus of synonyms. This set consists of adjectives that are frequent in general
language so it was relatively easy to group them manually and create a devel-
opment set for tuning weights of coefficients. The grouping reflects projection of
annotator’s knowledge about the domain into synsets represented in plWordnet.
This step resulted in 12 groups given in Table 3.

The method of constructing the starting set of adjectives was motivated by
our desire to obtain a data set which includes some multi-element groups whose
automatic identification can be then later tested. Due to the limited capacity of
our hospital data, many properties are represented there by only one possible
value so randomly chosen adjectives might create mostly one element groups.

In the process of manual tuning of the set of weights we performed several ex-
periments described below. Their results were compared with a manually created
classification using the B-cubed measure [4] which is sensitive to the presence
and absence of the elements of the compared groups. The weights from the best
manually tuned model are presented in Table 4. For this model we obtained
F-measure of 0.799 for the division into 12 groups, while the highest F-measure
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Table 3. Manual grouping of 28 adjectives

group 1: drobny ‘small’, niewielki ‘small’, duzy ‘large’, powiekszony ‘enlarged’;
group 2: pozostaly ‘remaining’;
group 3: staly ‘stable, constant’;
group 4: kolejny ‘next’, ponowny ‘repeated’, poczgtkowy ‘initial’,
ostatni ‘last’, pierwszy ‘first’ drugi ‘second’;
group 5: obfity ‘abundant’, liczny ‘numerous’; nieliczny ‘not numerous’;
group 6: nieznaczny ‘minor, insignificant’, znaczny ‘considerable, substantial’,
istotny ‘important’;
group 7: obustronny ‘two-sided’, ‘mutual;
group 8: rozluZniony ‘loose’ ‘relaxed’;
group 9: podwyzszony ‘increased’, wzmozony ‘enhanced’; niski ‘low’,
wysoki ‘high’,
group 10: rézZny ‘different’;
group 11: plynny ‘liquid’, ‘floating’,
group 12: silny ‘strong’, staby ‘weak’

of 0.813 was obtained for 13 groups. If the information from the thesauri was
neglected (the appropriate weights in the model given in Table 4 were set to a
0 value) the F-measure dropped to 0.758. The highest F-measure of 0.809 was
obtained for 15 groups.

Table 4. The model

coeff. value coeff. value coeff. value coeff. value -coeff. value
left/right POS

lpos2 0.12 1pos3 0.12 Iposd 0.12

rpos2 0.09 rpos3 0.09 rposd 0.09
left/right base form

Ib1l 0.12  1b2 0.12  1b3 0.12

rbl 0.09 rb2 0.09 br3 0.09
left/right nearest verb, noun, adjective, preposition

lvp 0.12 Inp 0.30 ladj 0.25 Ipp 0.06

vp 0.90 rnp 0.25 radj 0.20 rpp 0.04
thesauri

Wa—sim 0.20  Wa—ant 040  Wa—pyp 0.10  Wp_pyp 0.15  dict 0.20
coOmmon nouns 0.50

To discover how important the particular type of coefficient is, we compared
models with the only one non-zero value of the weight related to this coefficient.
For all types of coefficients we checked the F-measure for the division consisting
of 12 groups. We observed how many groups were created, how many adjec-
tives were not linked and how quickly the set of adjectives was divided. The
last information could be obtained by analysing thresholds for which the set of
adjectives is divided into chosen number of groups. One of the questions we set
out to explore was whether left and right contexts are equally important. In
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order to answer this, we set all left contexts based on POS and base forms to
the same value. We obtained an F-measure of 0.601 in comparison with manual
model, while the right contexts gave a slightly worse result (0.556). Similar dif-
ferences were found comparing left and right sets of coefficients based on nearest
(results for the left contexts): noun (0.609 — for threshold 0.043), verb (0.569
- 0.106), adjective (0.565 — 0.051), and preposition (0.541 — 0.0015). In this
case combining left contexts give a 0.622 F-measure while the right one 0.577.
So in the manual model the left contexts have slightly higher weights than the
right one.

Table 5. Results for groups of coefficient types

type of similarity F-measure
left noun/adjective/verb/preposition 0.622
right noun/adjective/verb/preposition 0.577
both nouns/adjectives/verbs/prepositions 0.699
left strings of base forms and pos 0.601
right strings of base forms and pos 0.556
both strings of base forms and pos 0.636
wordnet relations 0.655

common nouns 0.698-0.75

Table 5 presents the results for several groups of coefficient types. They show
that the division closest to the manually created one is obtained for the coef-
ficient based on common nouns modified by adjectives. Although there is no
division into 12 groups, the division into 11 groups gives an F-measure of 0.698,
while for 14 groups — 0.75. A somewhat surprising result was obtained for coef-
ficients based on plWordnet and the synonym thesaurus, as it is slightly worse
than the result for the combination of nearest noun/adjective/verb/preposition
coefficients. The reasons for this may be twofold. First, we do not perform any
word sense disambiguation, so for example, the word staly ‘stable, constant’ is
connected in one group with plynny ‘liquid’, so the first meaning is preferred,
while in our data it is used in another meaning stala opieka ‘constant care’,
or staly bol ‘constant pain’. The second problem is that the plWordnet hierar-
chy of adjectives is not very elaborated. It is being developed intensively at the
moment, so we expect that the results will improve in the future.

To test to what extent the suggested method can be used in an automatic
mode, without any manual parameter tuning step, we check the result for a
model in which weights assigned to all similarity coefficients were given the same
nonzero value. For this model we obtained the F-measure of 0.651 for 12 groups,
while the best F-measure of 0.718 was for 20 groups. So, although the results are
lower, they are not very much different from those obtained via manual tuning.
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6 Evaluation

An evaluation of the method was done on the basis of 101 adjectives that ap-
peared in the data at least 30 times in adjective-noun phrases and were used two
times more often to the left of a noun than to the right.

A manual grouping of these 101 adjectives was done according to the subjec-
tive knowledge of an annotator familiar with the domain and data. The starting
point of this task was the result of grouping the most common 28 adjectives. The
grouping of 101 adjectives was checked by another annotator, who suggested only
one change. This process resulted in a division consisting of 52 groups, 28 of them
containing only one element.

The automatic clustering of the evaluation set using the manually tuned model
described in the previous section, compared with the manual grouping for the
same number of groups, gave following results: precision 0.676, recall 0.653 and
F-measure: 0.664.

The evaluation data contained 28 adjectives that took part in tuning the
model. If we removed these 28 adjectives from the final divisions we got 34 one
element groups (6 more) and that affected the results of comparison making them
better than they were. It turned out that these initially selected 28 adjectives
were ‘seeds’ of larger groups.

The results obtained for the evaluation set using the model consisting of equal
coefficients for the division into 52 groups were following: precision 0.626, recall
0.620 and F-measure 0.623. Thus, the results obtained using this non tuned
model were only slighty lower for this bigger set than for the initial 28 adjectives.
Again, the difference between results for the tuned model and the simple one
was not very big.

Table 6 presents one group obtained by automatic clustering of 101 adjectives
together with equivalents from the manual division. In the later data dodatni was
included in the separate group together with negatywny ‘negative’. The last line
presents the respective group obtained by automatic clustering of 28 adjectives
(the other 2 adjectives are not present in this smaller set).

Table 6. An examplary result

method set group
automatic 101 dodatni, niski, wysoki, obnizony, podwyiszony
positive, low, high, reduced, increased

manual 101 niski, wysoki, obnizony, podwyzszony
low, high, reduced, increased
manual 28 niski, wysoksi, podwyzszony

& automatic low, high, increased
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7 Conclusion

From the performed experiments it appears that automatic clustering basing
on the suggested parameters set can be used to preliminary identify adjectives
describing one property in big enough and coherent data. Adjectives that are
not related with other adjectives in p]lWordnet or other thesauri can be clustered
only on the basis of the syntactic information available in the corpus and the
results are still acceptable.

The most informative feature in our model was the coefficient based on com-
mon nouns modified by both compared adjectives. In further work we plan to
test different ways of defining this particular similarity measure to check if these
results could be even better. Moreover, the left contexts turned out to be only
slightly more important than the right ones, and contexts based on the nearest
nouns/adjectives/verbs/prepositions are only slightly better than contexts based
on POS and base forms.

To improve the results, we plan to extend the experiments presented here
by combining them with adjectives’ sense disambiguation task using clustering
methods allowing for the placement of one word in more than one cluster like
in [18].
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Abstract. A measure of similarity is required to find and compare cross-
lingual articles concerning a specific topic. This measure can be based on
bilingual dictionaries or based on numerical methods such as Latent Se-
mantic Indexing (LSI). In this paper, we use LSI in two ways to retrieve
Arabic-English comparable articles. The first way is monolingual: the En-
glish article is translated into Arabic and then mapped into the Arabic
LSI space; the second way is cross-lingual: Arabic and English docu-
ments are mapped into Arabic-English LSI space. Then we compare LSI
approaches to the dictionary-based approach on several English-Arabic
parallel and comparable corpora. Results indicate that the performance
of our cross-lingual LSI approach is competitive to the monolingual ap-
proach and even better for some corpora. Moreover, both LSI approaches
outperform the dictionary approach.

Keywords: Cross-lingual latent semantic indexing, corpus comparabil-
ity, cross-lingual information retrieval.

1 Introduction

Comparing cross-lingual articles is a challenging problem for several tasks in
natural language processing and especially in machine translation and cross-
lingual information retrieval. The comparison can be done in terms of topics,
opinions or emotions. In this paper, we focus on how to retrieve comparable
articles. A comparable corpus is a collection of articles in multiple languages
which are not necessarily translations of each other, but they are related to
the same topic. On the other hand, a parallel corpus can be considered as a
comparable corpus in which each sentence in the source corpus is aligned to its
translation in the target corpus.

There are many methods proposed in literature to compare as well as to
retrieve cross-lingual articles. These methods are based on bilingual dictionaries
[10,16,19], or on cross-lingual Information retrieval (CL-IR) [7,1,21] or on cross-
lingual Latent Semantic Indexing (CL-LSI) [2,11,6,14].

In dictionary-based methods [10,16,19], two cross-lingual documents d, and
d. are comparable if a maximum of words in d, are translations of words in

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNAT 8686, pp. 105-115, 2014.
© Springer International Publishing Switzerland 2014
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de, so a bilingual dictionary can be used to look-up the translation of words
in both documents. The drawbacks of this approach are the dependency on
bilingual dictionaries which are not always available and the necessity to use
morphological analyzers for languages that can be inflected. Moreover, word-to-
word translations based on dictionaries can lead to many errors. [19] proposed
binary and cosine measures based on multi-WordNet [3] dictionary to compare
Wikipedia and news articles. Both binary and cosine measures proposed by [19]
require the source-target texts to be represented as vectors of aligned words.
Word weight for the binary measure is either 1 or 0 (presence or absence of
the word), while it is term frequency for the cosine measure. The similarity of
cross-lingual documents is computed as follows: the binary measure counts the
words in d, which are translation of words in d. and then normalize it by the
vector size, whereas the cosine measure computes the cosine similarity between
source and target vectors which represent the frequency of the aligned words of
d, and d..

In Cross-Lingual Information Retrieval (CL-IR) methods, one can use Ma-
chine Translation (MT) systems in order to achieve source and target documents
into the same language. Then classical IR tools can be used to identify compa-
rable articles [7,1,21]. Query documents are usually translated into the language
of indexed documents. This is because the computational cost of translating
queries is far less than the cost of translating all indexed documents. The draw-
back of this approach is the dependency on MT systems. The performance of
MT affects the performance of the IR system. Moreover, the MT system needs
to be developed first if it is not available for the desired language.

In Cross-Lingual Latent Semantic Indexing (CL-LST) methods, documents are
described as numerical vectors that are mapped into a new space. Then one can
compute the cosine between vectors to measure the similarity between them.
The LSI method has already been used in context of CL-IR in [2,11,14]. In their
approach, the source document and its translation (the target) are concatenated
into one document and then LSI learns links between source and target words
or documents. [2] focused their work on Greek-English document retrieval and
[11] focused on French-English documents, while [14] computed the similarity of
Wikipedia articles in several European languages.

In this work, we focus on CL-IR for English-Arabic document retrieval. In
order to avoid using bilingual dictionaries or morphological analyzers or MT
systems, we use CL-LSI to compare and retrieve English-Arabic documents.
Another advantage of CL-LSI is that it overcomes the problem of vocabulary
mismatch between queries and documents. We therefore use the same approach

s [11], however, we apply it on Arabic-English articles and [11] used parallel
corpus in their work, but we use both parallel and comparable corpus to train
CL-LSI.

In this paper, we use LSI in two ways to retrieve Arabic-English compara-
ble documents. We refer to the first way as monolingual: the English article is
translated and then mapped into the LSI Arabic space; the second way as cross-
lingual: Arabic and English articles are mapped into Arabic-English CL-LSI
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space. We also compare these methods to the dictionary-based method proposed
by [19] which is described above.

Besides using CL-LSI to retrieve comparable articles, we also use it to measure
the “comparability of a corpus”, i.e. to inspect if a target corpus is a translation
of a source one and how much they are different from each other. This enables
an understanding of how much the source and target texts, in a comparable
corpora, are similar to each other. This can be useful for many applications
such as cross-lingual lexicon extraction, information extraction, and sentence
alignment.

The rest of the paper is organized as follows: corpora and the method are
described in Sect. 2, 3, and 4. Results are presented and in Sect. 5. Finally, the
conclusion is stated.

2 Corpora

In this section we describe the corpora we used for our experiments. It consists of
documents collected from newspapers, United Nations resolutions, talks, movie
subtitles and other domains. These corpora are either parallel or comparable. A
detailed description of these corpora is provided in the following subsections.

2.1 Parallel Corpora

Table 1 presents the parallel corpora. |S| is the number of sentences, |W| is the
number of words, and |V| is the vocabulary size. The table also shows the domain
of each corpus. The parallel corpora that we use are: AFP!, ANN2 ASB? [12],
Medar*, NIST [15], UN [17], TED? [4], OST® [20] and Tatoeba’ [20].

Note that OST is a collection of movie subtitles translated and uploaded by
users. So the quality of the translations may vary from a user to another.

As can be noted from Table 1, in all parallel corpora, English texts have
more words than Arabic. In contrast, Arabic texts have vocabulary larger than
English. The reason is that certain Arabic terms can be agglutinated [13], while

English terms are isolated. For instance, the Arabic term M:Jg.-f.zj wasanoteyhm
translating to “and we will give them” in English, is an example where one
Arabic term corresponds to five English words. On the other hand, Arabic has
a larger vocabulary because it is morphologically rich [8,18]. For example, the

English word “travellers” may correspond to three forms in Arabic: o4 el mosa-
ferwn in masculine nominative form, ., il.a%mosaferyn in masculine ac-

cusative/genitive form or wlilas mosaferat in feminine form.

www.afp.com
Www.annahar.com
www.assabah.com.tn
www.medar.info
www.ted.com
www.opensubtitles.org
www.tatoeba.org

N o A W N =
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Table 1. Parallel Corpora

Corpus IS| . |W‘ . VI .
English Arabic English Arabic

Newspapers

AFP 4K 140K 114K 17K 25K

ANN 10K 387K 288K 39K 63K

ASB 4K 187K 139K 21K 34K

Medar 13K 398K 382K 43K 71K

NIST 2K 85K 64K 15K 22K

United Nations Resolutions

UN 61K 2.8M 2.4M 42K 77K

Talks

TED 88K 1.9M 1.6M 88K 182K

Movie Subtitles

OST 2M 31M 22.4M 504K 1.3M

Other

Tatoeba 1K 17K 13K 4K 6K

Total 2.3M 37TM 27.5M 775K 1.8M

2.2 Comparable Corpora

Table 2 shows WIKT and EuroNews comparable corpora, where | D| is the number
of articles, |W| is the number of words and |V| is the vocabulary size. Each
pair of comparable articles is related to the same topic. WIKI and EuroNews
corpora were collected and aligned at article level in [19]. WIKI is collected from
Wikipedia website® and EuroNews is collected from EuroNews website.” WIKI
articles are edited online by Wikipedia community. There is a hyperlink between
articles that are related to the same topic, but each article may be written
independently. Therefore, Wikipedia articles are not necessarily translations of
each other.

|D|

W]

V]

WIKI

English Arabic

40K 40K
91.3M  22M
2.8M 1.5M

3 LSI-Based Methods

Table 2. Comparable Corpora

EuroNews
English Arabic
34K 34K
6.8M 5.5M
232K 373K

The LST method [5] decomposes a term-document matrix X using the the Sin-
gular Value Decomposition (SVD) as X = USV”. The matrices U and V7T are

8

www.wikipedia.org
WWW . euronews . com


www.wikipedia.org
www.euronews.com
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the left and right singular vectors respectively, while S is a diagonal matrix of
singular values. Each column vector in matrix U maps terms in the corpus into a
single concept of semantically related terms that are grouped with similar values
in U. The decomposition USVT has a rank R, where R is the reduced concept
dimensionality in LSI.

For our monolingual LSI approach, X is represented as in (1). It is an m x n
matrix that represents a given monolingual corpus which consists of n docu-
ments, and m terms. The entries w;; are the tfidf weights.

dq do ... dp
t1 wir Wiz ... Wip
to Wa1 W22 ... Wap
X = (1)
tm Wm1 Wm2 oo Wmn
u U u
dl 2 dn
a a a a
1 wp Wi ... Wp,
a a a a
2 Wy Wap ... Wy
a a a a
X = U Wy Wig Wi, (2)
e e e e
1 wi; Wi ... Wiy
€ € e
2 w21 w22 e w%
€ e e €
tm O R Y)) Wpm

In our cross-lingual LSI approach, X is represented as in (2). Each d¥ is
the concatenation of the Arabic document df and its corresponding English
document df. Consequently, X represents a bilingual corpus consisting of n cross-
lingual documents, { Arabic terms, and m English terms. So X is an ({4+m) xn
matrix. X, as represented in (2), can be used to represent parallel or comparable
corpora. For a parallel corpus, each d} represents a pair of parallel sentences,
while for a comparable corpus, it represents a pair of comparable documents.
Term-document matrix as formulated in (2), enables LSI to learn the relationship
between terms which are semantically related in the same language or between
two languages.

This method helps us to achieve our objective to retrieve comparable articles.
We describe this retrieval process in the next section.

4 Experiment Procedure

As outlined in Sect. 1, for a source document in English, our objective is to
retrieve the target comparable documents in Arabic. So the source document is
compared with all target documents and then the most similar target documents
are retrieved. This is done by describing the source and target documents as
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bag-of-words, then mapping them into vectors in LSI space and subsequently by
comparing these vectors. If the value of cosine similarity between the two vectors
is high, we consider these two documents as comparable. All English and Arabic
texts are preprocessed by removing punctuation marks.

In the next sections, we describe how LSI matrices are built and how they are
used to retrieve comparable articles. Then we compare the results of these two
methods.

4.1 Building LSI Matrices
Steps below describe how LSI matrices are built:

1. Split English and Arabic corpora presented in Sect. 2 into training (90%)
and testing (10%) subsets.

2. Use Arabic training corpus to create X as in (1). Then apply LSI to obtain
USVT, the monolingual LSI matrix (LSI-AR) as shown in left of the Fig. 1.

3. Use English-Arabic training corpus to create X as in (2). Then apply LSI
to obtain USVT, the cross-lingual LSI matrix (LSI-U) as shown in right of
the Fig. 1.

Parallel or comparable corpus Parallel or comparable corpus
LSI-AR LSI-U
Train Train [ Train Train /
(90%) (90%) H (90%) (90%) H
(English) (Arabic) (English) (Arabic)
Test <1.0%> Test Test Test
R B (107 0%)
Google MT (Arabic) (English) (Arabic)

Fig. 1. LSI models

The optimal rank of USV7” in steps 2 and 3 above is chosen experimentally.
According to [9], the optimal number of dimensions to perform SVD is in the
range [100...500]. We conducted several experiments in order to determine the
best rank and we found that the dimension 300 optimizes the similarity for the
parallel corpus. So we use the dimension 300 in all our experiments.

4.2 Retrieving Comparable Articles

The test corpus is composed of n pairs of English e; and Arabic a; documents
(aligned at sentence level in parallel corpus and at the document level in com-
parable corpus). The goal is then to retrieve the a;, among all the a; given e;.
The following steps describe the two methods:
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LSI-AR:

1. For each aj, get af: a; = a5US™".
2. Translate each English document e; into Arabic using Google MT service

and get ae,.

10

[ R —1
3. For each a.,, get a;,: ap, = a, US™".
! ! ! !
4. For each ag, and a, compute cos(aei,aj).

LSI-U:

1. For each aj, get a: a = alUS™.
2. For each e;, get el: e} = elUS™L.

/ / / /
3. For each e} and a’;, compute cos(e;, a}).

e;, a, , and a; in the methods above are vectors of the same nature since they
have a language independent representation. After these two methods, we can
use the cosine values to get the most similar Arabic document to a given English
one. For each e;, we sort a; in descending order according to the cosine values. e;
and a; are truly comparable if ¢ = j. In other words, for each source document,
we have only one relevant document. So in the sorted list of a;, the condition
(i = j) is checked in the top-1 (recall at 1 or RQ1), top-5 (recall at 5 or RQ5),
and top-10 (recall at 10 or RQ10) lists. The performance measure is defined as
the percentage of a; which are successfully retrieved in RQ1, RQ5, RQ10 lists,
among all e;.

5 Results and Discussion

5.1 Retrieving Parallel Articles

The results of the LSI-AR and LSI-U approaches are presented in Table 3. Re-
sults are presented for a random sample of 100 source and target test articles
because of the computational cost of doing the experiment on all the test cor-
pus. As shown in Table 3, it is not easy to get a general conclusion about the
performance of LSI since it depends on the nature of the corpus and on the
desired recall (RQ1, R@Q5 or R@10). For example, for AFP, ASB, TED, UN,
and Medar, LSI-U is slightly better than LSI-AR. In contrast, for ANN, NIST,
OST and Tatoeba, LSI-AR is better than LSI-U. The performance of LSU-U is
equal to, or better than LSI-AR in 6 over 9 of corpora for RQ1. The average
value for (RQ1) in LSI-AR and LSI-U methods are 0.71 and 0.72 respectively.
Moreover, we checked the significance of these differences (McNemar’s test), and
we found that they are not significantly different. Therefore, both approaches
obtain mostly similar performance. In addition, we recall that the LSI-U does
not require a MT system. Therefore, we can affirm that the LSI-U is competitive
compared to LSI-AR.

10 translate. google.com


translate.google.com
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Table 3. LSI results for parallel corpora

Corpus Method R@1 RQ5 RQ10

Newspapers
LSI-AR  0.94 0.96 0.99
AFP iU 097 099 0.99
LSI-AR  0.80 0.91 0.94
ANN e 0.82 092 0.94
LSI-AR  0.79 0.90 0.92
ASB LSI-U  0.85 0.92 0.97
Moday LSFAR 056 0.76 0.81
AT ISU 061 0.78 0.85
Nigp  LSFAR 078 0.87 0.92

LSI-U 0.71 0.82 0.84
United Nations Resolutions
LSI-AR  0.97 1.00 1.00

UN LSI-U 0.98 0.99 1.00
Talks
TED LSI-AR 0.52 0.73 0.82

LSI-U 0.60 0.83 0.92
Movie Subtitles

LSI-AR 0.39 0.61 0.72
OST LSI-U 0.33 0.76 0.85
Other

Tatocha LSFAR 070 0.85 0.94
P2 ISLU  0.61 0.79 0.86

The performance of LSI-AR and LSI-U approaches on OST corpus is poor as
expected because of the nature of this corpus. OST is composed of subtitles that
are translated by many users as mentioned in Sect. 2.

To investigate the effect of the performance of the MT system on the perfor-
mance of the LSI-AR, we run an experiment to simulate a perfect MT system.
This is done by retrieving an Arabic document by providing the same document
as a query. This experiment is done on all corpora and the results in terms of
R@1 are 1.0 for all corpora. These results reveal the lack of robustness of LSI-AR
according to the MT system’s performance.

We compare our method with the dictionary-based method that was proposed
by [19] on the union of AFP and ANN corpora. Results are presented in Table 4
where the dictionary-based method is denoted as DICT.

As shown in the table, both LSI methods achieve better results than DICT,
except for R@10 which are slightly worse than DICT. It can be concluded that
this method is better than DICT since it does not need any dictionary nor
morphological analysis and it is language independent.
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Table 4. Recall results the union of AFP and ANN corpora

Method RQ1 R@5 RQ10
DICT 0.49 0.81 1.0

LSI-AR 0.87 0.95 0.96
LSI-U 0.86 0.96 0.98

5.2 Retrieving Comparable Articles

For comparable corpora, the same experimental protocol is applied. Table 5
shows the performance of recall of the LSI-U method on EuroNews and WIKI
comparable corpora. As shown in the table, the performance of the LSI-U on
EuroNews corpus is better than WIKI corpus.

Table 5. Testing LSI-U on comparable corpora

Corpus  R@Q1 RQ5 R@10
WIKI 0.42 0.84 0.94
EuroNews 0.84 0.99 1.0

This could be due to the fact that EuroNews articles being mostly translations
of each other [19], while Wikipedia articles are not necessarily translations of each
other as mentioned in Sect. 2.

From Tables 5 and 3, it can be noted that LSI-U can retrieve the target
information at document level and sentence level respectively with almost same
performance. The evidence for that is, for parallel corpora, AFP, ANN, and
ASB, 0.97, 0.83, and 0.84 RQ1 was achieved respectively and for EuroNews
comparable corpus, 0.84 RQ1 was achieved.

5.3 Comparing Corpora

We take advantage of the used method in order to study the comparability of
some supposed comparable corpora such as WIKI and EuroNews. We do that
by computing the average cosine, avg(cos), for all pair articles of the test parts
of these corpora. So for each corpus, the LSI-U matrix is built from the training
part and used to compute the avg(cos) for the test part. This experiment is
done on BEST, EuroNews and WIKI corpora. BEST is the union of AFP, ASB
and UN parallel corpora. These corpora are chosen because they have the best
recall performance as shown in Table 3. Statistics on comparability are presented
in Table 6.

The average similarity proposes to corroborate the fact that for parallel cor-
pus, we get better recall results than by using the other corpora. In other words,
the score for BEST which is a parallel corpus aligned at sentence level is better
than the one for WIKI which is considered as a real comparable corpus. For
EuroNews (near parallel), which is composed of translated articles, the results
are better than for WIKI, but lower than for BEST.



114 M. Saad, D. Langlois, and K. Smaili

Table 6. Statistics on comparability

Corpus BEST EuroNews WIKI
avg(cos) 0.53 0.46 0.23

6 Conclusion

In this paper we described a method which permits to measure comparability
between corpora. This method is based on LSI, which we used in two ways:
monolingual (LSI-AR) and cross-lingual (LSI-U). The first method needs to use
a machine translation system in order to compare two vectors of the same type
of data, whereas the second method merges the training data of both languages
and in the test step the comparison is then done on two vectors of the same type
since they contain the representation of two cross-lingual documents.

We applied this method on English-Arabic documents. The method allows us
to identify comparable articles extracted from a variety of corpora. The measure
we proposed has shown its feasibility since it enables distinguishing of parallel
corpora from strongly comparable corpora such as Euronews and also from the
weakly comparable corpora such as WIKI. The feasibility of the method has
been illustrated in this paper since it has been tested on 9 different corpora.
Some of them are largely used by the community and others are less popular
but more difficult such as OST. The best results have been achieved for AFP
corpus and the worst for OST.

In future work we will use this method in order to retrieve comparable articles
from the social media to collect and build parallel corpora for languages which
are under-resourced. The method developed in this paper will be expanded and
adapted in order to compare the cross-lingual corpora in terms of opinions and
emotions.
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Abstract. In this study, we designed a model to determine synonymy.
Our main assumption is that synonym pairs show similar semantic and
dependency relation by the definition. They share same meronym /holo-
nym and hypernym/hyponym relations. Contrary to synonymy, hyper-
nymy and meronymy relations can probably be acquired by applying
lexico-syntactic patterns to a big corpus. Such acquisition might be
utilized and ease detection of synonymy. Likewise, we utilized some
particular dependency relations such as object/subject of a verb, etc.
Machine learning algorithms were applied on all these acquired features.
The first aim is to find out which dependency and semantic features
are the most informative and contribute most to the model. Perfor-
mance of each feature is individually evaluated with cross validation. The
model that combines all features shows promising results and success-
fully detects synonymy relation. The main contribution of the study is
to integrate both semantic and dependency relation within distributional
aspect. Second contribution is considered as being first major attempt
for Turkish synonym identification based on corpus-driven approach.

Keywords: Synonym, near-synonym, pattern-based, dependency
relations.

1 Introduction

As one of the most well-known semantic relations, synonymy has been subject to
numerous studies. By the definition, synonyms are words with identical or similar
meanings. The discovery of synonym relations may help to address various Nat-
ural Language Processing (NLP) applications, such as information retrieval and
question answering [1-3], automatic thesaurus construction [4,5], automatic text
summarization [6], language generation [7], English lexical substitution task [§],
lexical entailment acquisition [9].
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Various methods have been proposed for automatic synonym acquisition. Re-
cent studies were generally based on distributional similarity and pattern-based
approach. General idea behind distributional similarity is to capture the seman-
tically related words. Distributional similarity of words sharing a large number
of contexts could be informative [10]. Pattern-based approach is the most pre-
cise acquisition methodology earlier applied by Hearst [11] and relies on lexico-
syntactic patterns (LSPs).

On the other hand, these methodologies themselves can be ambiguous and in-
sufficient. Distributional similarity approach can cover other semantically related
words and might not distinguish between synonyms and other relations. For ex-
ample, list of top-10 distributionally similar words for orange is: yellow, lemon,
peach, pink, lime, purple, tomato, onion, mango, lavender [12]. In addition, the
pattern-based approach tends to capture hyponymy and meronymy relations
as well, whereas it is apparently incompatible for synonyms detection. Thus,
pattern-based approach or external features such as grammatical relations can
be integrated into distributional similarity approach for identifying synonyms
by narrowing distributional context. Although some studies have showed that
classical distributional methods always have a higher recall than pattern-based
techniques in this area [13], integrating two or more approaches were reported
that system performance was improved [9, 13-15].

In this study, overall objective is to determine synonym nouns in a Turkish
Corpus by relying on distributional similarity that is based on syntactic features
(obtained by dependency relations) and semantic features obtained by syntactic
patterns and LSPs respectively. The features of the proposed model consist of
co-occurrence statistics, four semantic relations and ten syntactic dependency
relations where a pair of words are represented with fifteen different features
and a target class (SYN/NONSYN).

One of the main contributions of the study is that the system first obtains
acquirable semantic relations such as hypernymy, meronymy from corpus by
LSPs to extract subtle relations such as synonymy. The second contribution
of the study is considered to be the first major attempt for Turkish synonym
identification based on corpus-driven approach.

2 Related Works

A variety of methods have been proposed to automatically or semi-automatically
detect synonyms from text source, dictionaries, wikipedia, search engines. Among
them, the most popular methods are based on distributional hypothesis [10]
which states that semantically similar words share similar contexts. The process
of this approach was as follows: co-occurrence, syntactic information, grammat-
ical relations of the words surrounding the target word are extracted as a first
step. Afterwards target word is represented as a vector with these contextual fea-
tures. At the second step, the semantic similarity of two terms is evaluated by
applying a similarity measure between their vectors. The words can be ranked by
their both semantic and syntactic similarity. Finally, top candidates are selected
as the most similar words from ranked list.
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There have been various studies [4,16,17] which used distributional similarity
to the automatic extraction of semantically related words from large corpora.
Distributional approaches have been applied into monolingual [4,18,19], monolin-
gual parallel [20,21], bilingual corpora [20,22], multilingual parallel corpora [23]
and monolingual dictionary [24,25], bilingual dictionaries [12]. Some of the stud-
ies [26—29] were relied on multiple-choice synonym questions such as SAT anal-
ogy questions, TOEFL synonym questions, ESL synonym-antonym questions.
These studies fell into different types with respect to weighting scheme, simi-
larity measurement, grammatical relations, etc. However most of these studies
are not individually sufficient for synonyms. Because this approach also covers
near-synonyms and does not distinguish between synonyms and other relations,
hence, recent studies used different strategies: integrating two independent ap-
proaches such as distributional similarity and pattern-based approach, utilizing
external features or ensemble method with combining the results to obtain more
accuracy. Mirkin [9] integrated pattern-based and distributional similarity meth-
ods to acquire lexical entailment. Firstly, they extracted candidate entailment
pairs for the input term by these methods.

Another study [31] emphasized that selection of useful contextual informa-
tion was important for the performance of synonym acquisition. Therefore, they
extracted three kinds of word relationships from corpora: dependency, sentence
co-occurrence, and proximity. They utilized vector space model(VSM), tf-idf
weighting scheme and cosine similarity. Dependency and proximity performed
relatively well by themselves. The combination performance of all contextual in-
formation gave the best result. Other study of Hagiwara (2008) [14] proposed a
synonym extraction method by using supervised learning based on distributional
and/or pattern-based features. They constructed five synonym classifiers: Dis-
tributional Similarity (DSIM), Distributional Features (DFEAT), Pattern-based
Features (PAT), Distributional Similarity and Pattern-based Features (DSIM-
PAT) and Distributional and Pattern-based Features (DFEAT-PAT).

Other study [15] used three vector-based models to detect semantically related
nouns in Dutch. They analyzed the impact of three linguistic properties of the
nouns. They compared results from a dependency-based model with context
feature with 1st and 2nd order bag-of-words model. They examined the effect of
the nouns’ frequency, semantic specificity and semantic class.

In one of the recent studies, [30], graded relevance ranking problem was ap-
plied to discover and rank the quality of the target term’s potential synonyms.
The model used supervised learning method; linear regression with three con-
textual features and one string similarity feature. The method was compared to
two different methods [14,27]. As a result, proposed methods outperformed the
existing ones.

In Turkish, recent studies on synonym relations are based on dictionary def-
inition TDK! and Wiktionary? [32, 34, 35]. Within this framework, the main
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contribution of our work is its corpus-driven characteristics and it relies on both
dependency and semantic relations.

3 Methodology

3.1 Data

The methodology employed here is to identify the synonym pairs from a large
Turkish corpus of 500M tokens. A Turkish morphological parser, which is based
on a two-level morphology [33], was used.

A good way to evaluate system performance is to compare the results to a
gold standard. First, as gold standard, human judgments about the similarity of
pairs of word are used. We manually and randomly selected 200 synonym pairs
and 200 non-synonym pairs to build a training data set. Secondly, non-synonym
pairs are especially selected from associated (relevant) pairs such as tree-leaf,
student-school, computer-game, etc. Otherwise, selection of irrelevant pairs for
negative examples can lead to false induction. The model is considered accurate
if it can distinguish correct synonym pairs from relevant or strongly associated
ones.

3.2 Similarity Measurement and Representation

Synonym pairs were gathered on the basis of co-occurrence statistics, semantic
and grammatical relations. In order to compute the similarity between concepts
and eliminate incorrect candidates, we used the cosine similarity measurement
based on the word space model which is a representational Vector Space. In
this study, words space was derived from a specialized context obtained by de-
pendency patterns. Vector representation of words gives strong distributional
indication for synonymy detection.

Similarity measurement between two vectors sometimes needs term weighting.
Weighting scheme for context vectors might be normalization, pmi, dice, jaccard
or raw frequency. The scheme can vary depending on the problem, therefore,
it must be tested on the domain. Since we do not observe any significant im-
provements between the weighting formula, raw frequency is used for context
vectors.

3.3 Features

Our methodology relies on the assumption that synonym pairs mostly show sim-
ilar dependency and semantic characteristics in corpus. They share the same
meronym/holonym relations, same particular list of governing verbs, adjective
modification profile and so on, by definition. Even though it is no-use apply-
ing LSPs to extract synonymy, acquisition of other semantic relations such as
meronymy could be easily done by simple string matching utilization and morpho-
logical analysis. By means of the acquisitions, the proposed model can determine if
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a given word pair is synonym or not. All attributes are based on relation measure-
ments between pairs. For each synonym pair, 15 different features are extracted
from different models: co-occurrence, semantic relations based on LSPs and gram-
matical relations based on syntactic patterns and head-modifier relation.

Feature 1: Co-occurrence. The first feature is gathered statistics about the
co-occurrence of word pairs with a broad context (window size is equal to 8 from
left and right) from corpora. Contrary to hypernymy and meronymy relation, it
is seems impossible to directly extract synonym pairs by applying LSPs to a big
corpus. Synonym pairs are not likely to co-occur together in same context and
specific patterns at the same time. Therefore, first-order distributional similarity
does not work for synonyms. At least, second order representation is needed. Sim-
ple co-occurrence measure might not be used for synonymy but non-synonymy.
Their co-occurrence could be lower than relevant pairs. We experimentally se-
lected dice metric to measure co-occurring feature. It is computed by roughly
dividing the number of co-occurrences by summation of marginal frequencies of
words.

Features 2/3: Meronym/Holonym. Detection of meronymy/holonymy is
used to detect synonymy relation. After applying LSPs, some elimination as-
sumption and measurement metrics such as chi or pmi to acquire meronym/holo-
nym relation, we obtain a big matrix in which rows depict whole candidates,
columns depict part candidates and cells represent the possibility of that corre-
sponding whole and part are in meronymy relation. To measure the similarity
of meronymy profile of two given words, cosine function is applied on two rows
indexed by two given words. Applying cosine function on two columns gives the
similarity of holonym profile.

For the relation, three different clusters of LSPs are analyzed in Turkish cor-
pus; General (GP), Dictionary-based (TDK-P) and Bootstrapped patterns (BP)
[37,38]. First cluster is based on widely used general patterns. These patterns are
collected from some pioneer studies and analyzed in Turkish. Second one is based
on dictionary patterns that are extracted from TDK and Wiktionary. We adopted
both types of patterns to extract the sentences that include part-whole relations
from a Turkish corpus. Third cluster is based on bootstrapping. Some manually
prepared seeds were used to induce and score LPSs. Based on reliability scores, we
decided to filter out some generated patterns and finally obtained six different sig-
nificant patterns. Once all three pattern clusters have been evaluated, third cluster
of patterns (BP) showed significant performance. Table 1 shows six example pat-
terns in third cluster(BP). All of the experiments in the studies, [37,38], indicate
that proposed methods have good indicative capacity.

Features 4/5: Hyponym/Hypernym. Same procedure in meronymy acqui-
sition holds true for hypernymy and hyponymy relation. One relation matrix is
built for hypernymy /hyponymy by applying LSPs and same procedure is carried
out. The most important LSPs for Turkish [36] are as follows:
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“NPs gibi CLASS” (CLASS such as NPs),

“NPs ve diger CLASS” (NPs and other CLASS)
“CLASS 1ArdAn NPs” (NPs from CLASS)

“NPs ve benzeri CLASS” (NPs and similar CLASS)

e

First pattern gives strong indication of is-a hierarchy. Given the syntactic
patterns above, the algorithm extracts the candidate list of hyponyms for a
hypernym. The method had a good capacity to get higher precision, such as
72.5% [36].

Table 1. Bootstrapped Patterns and Examples

Patterns Examples

NPy+gen NPx+pos door of the house / evin kapisi

NPy+nom NPx-+pos house door / ev kapisi

NPy+Gen (N-ADJ) NPx+Pos back garden gate of the house / evin arka bahge kapis
NPy of one-of NPxs the door of one of the houses / evlerden birinin kapis
NPx whose NPy the house whose door is locked / kapisi kilitli olan ev
NPxs with NPy the house with garden and pool / bahgeli ve havuzlu ev

Features 6—15. The dependency relations are obtained by syntactic patterns
(or regular expression). For example, for auto and car pair, possible governing
verbs bearing direct-object relations might be drive, design, produce, use, etc.
The dimension of word-space model of direct-object syntactic relation consists
of verbs and the cells indicate the number of times the selected noun is gov-
erned by corresponding verb. The more they are governed by the similar verb
profile, the more likely they are synonyms. Likewise, the process is naturally
applicable for other syntactic features. The more they are modified by same ad-
jectives, the more likely they are synonym. Although 36 different patterns were
extracted, eight were eliminated because of the poor results. Then we grouped
them according to their syntactic structures. Representation of groups, number
of patterns and examples in English/Turkish are given in Table 2.

The essential problem we face in the experiments is the lack of features of
some words. Particularly, rare words cannot be represented due to lack of cor-
pus evidence. Even in the corpus that contains about 500M words, all instances
of use of Turkish language may not be present. Thus, those instances in train
data that do not occur in any of dependency and semantic relations are elimi-
nated. Especially the pairs including low frequent word cannot be represented
and evaluated by means of the methodology as the number of missing values in
many features increases. Out of 400 instances, about 40-50 are discarded from
training data due to insufficiency.

3.4 Binary Classification for Synonym

Finally, train data turns out to contain balanced number of negative and positive
examples with fifteen attributes. All the cells contain real value between 0—-1. We
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know and accept that all features but co-occurrence feature have positive linear
relationship with target class. Therefore, the data is considered to exhibit linear
dependency. As a consequence of linearity, linear regression is an excellent and
simple approach for such a classification. It has been widely used in statistical
applications. The most suitable algorithm is logistic regression which can easily
be used for binary classification in the domains with numeric attributes and
nominal target class. Contrary to the linear regression, it builds a linear model
based on a transformed target variable.

Another model would be perceptron. If the data can be separated perfectly
into two groups using a threshold value or a function, it is said to be linearly
separable. The perceptron learning rule is capable of finding a separating hyper-
plane on linearly separable data. However, our problem looks more suitable for
logistic regression (transformed linear regression) than perceptron.

Table 2. Dependency Features

Features Dependency relation # of Patterns Examples

Gl direct object of verb 13 I drive a car
araba siiriiyorum

G2 subject of verb 3 waiting car
bekleyen araba

a3 direct object/subject of verb 3 -

G4 modified by adjective+(with/without) 2 car with gasoline
benzinli araba

a5 modified by inf 1 swimming pool
yiizme havuzu

modified by noun 1 toy car

G6

oyuncak araba
modified by adjective 1 red car

G7
kirmizi araba

as modified by acronym locations 1 the cars in ABD
ABD’deki arabalar

Qo modified by proper noun locations 1 the cars in Istanbul
Istanbul’daki arabalar

G10 modified by locations 2 the car at parking lot

otoparktaki araba

4 Results and Discussion

To evaluate the impact of semantic and dependency relations in finding syn-
onyms, first, we look at their individual performances in terms of cross-validation.
Picking up each feature one by one with target class, we evaluated the perfor-
mance of logistic regression on the projected data. As long as the averaged f-
measured score of the corresponding feature is higher than 50%, it is considered
a useful feature otherwise, independent feature.
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The first aim is to find out which feature is the most informative for detecting
synonymy and contributes most to the overall success of the model. When eval-
uating the result as shown in Table 3, the semantic features are notably better
than syntactic dependency models in finding true synonyms. They are called to
be good indicators.

Table 3. F-Measure of Semantic Relations (SRs) Features

co-occurrence hyponym hypernym meronym holonym
F-Measure 62.5 60.5 60 68.7 73.7

Among semantic relations, the most powerful attributes are meronymy and
holonymy features with f-measure of 68.7% and 73.7%, respectively. The possi-
ble reason for the success seems to be the sufficient number of cases matched
by lexico-syntactic and syntactic pattern from which semantic and syntactic
features are constructed. For example, the model utilizing meronymy relations
has a good production capacity and success. The Table 4 shows that meronymy-
holonymy matrix has the size of 17K x 18K. The total number of instance is 1.7M.
Average number of instances for each meronym is 102 and for each holonym is
96. They also show good performance. The averaged number of instances for
hypernymy and hyponymy are 50 and 8, respectively. As a result of insufficient
data volume, hypernymy /hyponymy semantic relation is relatively weaker than
meronymy.

Table 4. Statistics for features : Mero:Meronym, Hypo: Hyponym, AVG cpr: average
case per row, AVG cpc: average case per column

Gl G2 G3 G4 G5 G6 G7 G8 G9 G10 Mero Hypo
#ofrow 16K 18K 10K 13K 7K 13K 20K 6K 1.7K 13K 17K 4.3K
F+ofcol 1.7K 1.7K 14K 5K 1.6K 13K 5.6K 1.6K 0.2K bJ/K 18K 29K
F#ofcases 3.3M 3M 0.5M 1.6M 1M 5.3M 12M 0.1M 0.01M 1M 1.7M 0.2M
AVG cpr 206 164 47 128 140 391 590 23 7T 75 102 50
AVG cpc 2010 1783 341 319 621 405 2106 86 51 195 96 8

Among dependency relations, G1, G4 and G7 have better performance as
shown in the Table 5. Also their production capacities are sufficient as well. The
poorest groups, G8 and G9, have low production capacity and their performances
are worse. As a consequence of the poor results, they are called independent and
useless variables. Co-occurrence feature has negative linear relation with target
class and its individual performance is 62.5%. It is acceptable as a useful feature.

The successful features are linearly dependent on target class. The most suit-
able machine learning algorithm is the logistic regression. After aggregating all
useful features which have better than the individual performances, the machine
learning process was carried out and evaluated. The achievement of aggregated
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Table 5. F-measure of Dependency Relations Features

G1G2 G3G4 G5 G6 G7 G8 G9 G10
F-Measure 64.7 58 60.5 65 61.6 58.8 63 49.4 48.3 62.6

model was evaluated in terms of cross validation. On the aggregated data where
all useful features are considered, the performance of logistic regression is f-
measure of 80.3% and that of voted perceptron is 74%. The achieved score is
better than the individual performance of each feature. The number of useful
features is obviously the main factor to get higher scores. The proposed model
utilizes only a huge corpus and morphological analyzer and it receives an ac-
ceptable score. Moreover, other useful resources might be integrated into the
model to obtain better result. Dictionary definitions, WordNet, and other useful
resources could be used and evaluated in future work.

5 Conclusion

In this study, synonym pairs were determined on the basis of co-occurrence statis-
tics, semantic and dependency relations within distributional aspect. Contrary
to hypernymy and meronymy relation, simply applying LSPs does not extract
synonym pairs from a big corpus. Instead, we extracted other semantic relations
to ease detection of synonymy. Our methodology relies on some assumptions.
One is that the synonym pairs mostly show similar semantic characteristics by
definition. They share the same meronym/holonym and hypernym/hyponym re-
lations. Particular lexico-syntactic patterns can be used to initiate the acquisition
process of those semantic features.

Secondly, a pair of synonym words mostly shares a particular list of governing
verbs and modifying adjectives. The more a pair of words are governed by similar
verb profile and modified by similar adjectives, the more likely they are synonym.
We built ten groups of syntactic patterns according to their syntactic structures.

To apply machine learning algorithm, three annotators manually and ran-
domly selected 200 synonym pairs and 200 non-synonyms. Non-synonym pairs
were especially selected from associated (relevant) pairs such as tree-leaf, apple-
orange, school-student. Otherwise, such negative example selection could lead
to false inference. The main challenge faced in the experiments is the lack of
features of some words due to their corpus evidence. Thus, such instances were
eliminated. Remaining instances was classified by the most suitable algorithm
which is the logistic regression. It can easily be used for binary classification in
domains with numeric attributes and nominal target class.

As long as individual performance of any feature is higher than f-measure
of 50%, it is considered as useful features or considered independent feature
from target class. The aim was to find out which features are the most informa-
tive for detecting synonymy and contribute most to the overall success of the
model. When comparing the results, it was clearly observed that the semantic
features are notably better than syntactic dependency models in finding true
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synonyms. The most effective attributes are meronymy and holonymy features
with weighted average f-measure of 68.7% and 73.7% respectively. The analysis
indicated that the possible reason for the success is sufficiency in the number of
cases from which semantic and dependency features are constructed. As a conse-
quence of insufficient data volume, hypernymy/hyponymy relation is relatively
worse than meronymy. Among dependency relations, G1, G4 and G7 outper-
formed the others. Likewise, it was also observed that sufficiency in the number
of cases was the strong factor. After aggregating all useful features, the same
learning process was carried out. The aggregated model shows promising results
and performance. Regression model achieved an acceptable f-measure of 80.3%.

One of the main contributions of the study is that the system first obtains
acquirable semantic relations such as hypernymy, meronymy from corpus by
lexico-syntactic patterns to extract subtle relations such as synonymy. The sec-
ond contribution of the study is considered to be the first major attempt for
Turkish synonym identification based on corpus-driven approach.
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Abstract. Distributional analysis relies on the recurrence of informa-
tion in the contexts of words to associate. But the vector space models
implementing the approach suffer from data sparsity and from a high
dimensional context matrix. If reducing data sparsity is an important as-
pect with general corpora, it is also a major issue with specialised corpora
that are of much smaller size and with much lower context frequencies.
We tackle this problem on specialised texts and propose a method to in-
crease the matrix density by normalising and generalising distributional
contexts with synonymy and hypernymy relations acquired from corpora.
Experiments on a French biomedical corpus show that context general-
isation and normalisation improve the results when combined with the
use of relations acquired with lexico-syntactic patterns.

Keywords: Data sparsity, hypernym, synonymy, distributional analy-
sis, specialised corpora.

1 Introduction

Assuming that words occurring in a similar context tend to be semantically close,
vector space models (VSMs) easily quantify the semantic similarity between two
words by measuring the distance between their corresponding vectors within
an n-dimension space where each dimension is a distributional context [18,21].
Besides the high number of dimensions, VSMs mainly suffer from data sparsity
within the matrix representing the vector space: many elements are equal to zero
because only few contexts are associated to a target word. This is partly due to
a very limited set of distributional contexts associated to each word compared to
the number of words [2]. Similarity between two words is then hard to compute.
Hence, distributional methods show better results when much information is
available and especially with general corpora, usually of great size [23]. But
if data sparsity reduction is still an important aspect with general corpora, it
is also a major issue when working with specialised corpora, as the sizes are
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smaller and the frequencies lower. We focus here on this last point and propose
a method that aims at reducing distributional context diversity by normalising
and generalising contexts thanks to semantic relations acquired from corpora.
The context frequency is then increased and, consequently, data sparseness and
the dimensions of the VSM are reduced.

Section 2 presents related work on data sparsity reduction within distribu-
tional methods. The method of generalisation and normalisation of distribu-
tional context is described in Sect. 4. Its impact on specialised corpora (Sect. 3)
is evaluated and analysed through several experiments (Sect. 5).

2 Related Work

Reducing data sparsity is a main issue in distributional analysis. Methods usually
aim at influencing the selection of useful contexts to modify context distribution.
[3] propose to first rank contexts according to their frequency, and then take the
rank into account to weight these contexts. Incorporating additional semantic
information in contexts also has a positive influence on the performance of a
standard distributional method [20]. [6] improves the quality of the acquired re-
lations between low or mid frequency nouns by modifying the context weights. A
set of positive and negative examples are selected with an unsupervised classifier.
A supervised classifier is then applied to re-rank the semantic neighbors.

The sparseness problem may also be tackled by limiting the dimensions of the
context matrix with smoothing algorithms [21] or by factorization method of
matrices by Singular Value Decomposition (SVD) to counterbalance the lack of
data for low frequencies [22]. Latent Semantic Analysis (LSA) [14,16] uses SVD
and improves the precision of the results: the original data in the context matrix
are abstracted in independent linear components, to reduce noise and highlight
the main elements. However, dimension reduction requires to build an initial
huge matrix. To avoid this, Random Indexing (RI) [12] incrementally builds
the context matrix according to an index vector of the target words randomly
generated, and reduces the matrix dimension. RI and LSA demonstrate similar
performance when identifying synonyms in a similar way as the TOEFL test
[13]. The selection of the best contexts combined with a normalisation of their
weights improves the quality of a SVD reduced matrix [17].

As above works, we aim at incorporating semantic information within distri-
butional contexts, but by reducing the number of contexts and increasing their
frequency. Contrary to SVD based methods that remove information, we both
generalise and normalise contexts through the integration of additional semantic
knowledge computed from our corpora.

3 Material

Corpus. To evaluate our approach, we use the Menelas corpus [24]. It consists in
a French medical text collection, on the topic of coronary diseases, and contains
84,839 words. The corpus has been analysed through the Ogmios platform [9].



130 A. Périnet and T. Hamon

The linguistic analysis includes a morphosyntactic tagging and a lemmatisation
of the corpus, with TreeTagger [19], and a term extraction with YATRA [1] to
identify terminological entities.

Synonymy Relations (SYN). Context normalisation is performed with 168
synonymy relations between complex terms (infection de blessure (wound infec-
tion) and septicit de blessure (wound sepsis)) proposed by the rule-based method
[10].

Hypernymy Relations. For context generalisation, we use hypernymy rela-
tions acquired with several approaches:

— Lexico-syntactic patterns (LSP): we use the patterns defined by [15] to detect
98 hypernymy relations between simple or complex terms (artére coronaire,
veine (vein), artére (artery), and vaisseau (vessel).

— Lexical Inclusion (LI): based on the hypothesis that the lexical inclusion of
a term (restriction) in another (restriction du débit coronaire (restriction of
coronary output)) conveys a hypernymy relation between those terms [7].
We obtain 7,187 relations (computed on the YATRA output).

— Terminological variation (TV): the method proposed by [11] to acquire ter-
minological variants based on morphosyntactic transformation rules. The
insertion rule is essentially used on our corpus and allows us to consider the
171 obtained relations as hypernymy relations (lésion significative (signifi-
cant lesion) and (lésion coronaire significative (significant coronary lesion)).

4 Distributional Context Abstraction

The problem of data sparsity on specialised corpora may be addressed by increas-
ing the density of the context matrix. Superficial variations, not statistically sig-
nificant or noisy contexts may be removed or gathered. We use relations automat-
ically acquired to generalise and normalise contexts. After a brief description of
the distributional method, we present the context generalisation/normalisation.

4.1 Distributional Method

We focus on the extraction of relations between nouns and terms (simple and
complex): hypernyms, co-hyponyms (nécrose (necrosis) / ischémie (ischemia)),
equivalent terms (ecg / électrocardiogramme), and many domain relations traite-
ment (treatment) / cathéter (catheter). The contexts of the target words are
defined within a fixed-size window: they are lemmas of adjectives, nouns, verbs
and terms co-occurring with the target. Once contexts are defined, they are gen-
eralised and normalised (Sect. 4.2). Finally a similarity score is computed for
each pair of targets. We use the Jaccard index, recognised as adapted to spe-
cialised corpora [8], and the cosine of the context vector. With Jaccard, we use
the Relative Frequency, and no weight with Cosine. We also intend to produce a
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denser context matrix by applying three thresholds on distributional parameters:
the target word frequency, the number and frequency of shared contexts. These
thresholds help to remove relations computed from shared contexts occurring
by chance and to limit the proposed relations. The threshold on the number of
shared context is computed based on pair-wise shared contexts; dimensions (i.e.
shared contexts) are deleted if the values associated are under the threshold,
i.e. if there are not enough shared contexts. As a result, the number of words
in relation is reduced, and so may be the number of contexts and target words.
For each parameter, the threshold is automatically computed as the mean of the
values taken by each parameter on the corpus (see Sect. 5).

4.2 Generalisation and Normalisation Rules

To reduce sparsity, we define several rules that rely on semantic relations (Sect. 3)
to generalise and normalise contexts separately and in combination.

Normalisation Rule. The normalisation rule aims at reducing semantic vari-
ation with synonymy relations organised in clusters. The most frequent word is
chosen as the cluster representative. Then, for each word ctxt;(w) in the context
of the target word w, a synonym cluster S(R) = {S1,...,S,, R} is built, with
its representative R. We define one context normalisation rule, represented by
the function s(w), applied to each word ctxt;(w) in the context of a word w to
substitute the context word by the representative of the cluster it belongs to:
if IR| ctxt;(w) € S(R), then ctxt;(w) := R (the synonymy set may be empty).

Generalisation Rules. Contexts are generalised with hypernymy relations.
For each word ctxt;(w) in the context of a target word w, we have a set of
hypernymy relations H,(ctxt;(w)) = {Hx,..., H,} for each method: Hy,sp, Hy
and Hpy, and also globally Haprs(ctxt;(w)) = Hysp U Hy U Hpy. For each
word ctxt;(w) in the context of a target word w, we define two substitution
rules, represented by the function h(w), that allow to generalise contexts:

1. if |Hg(ctxt;(w))| = 1, then ctxt;(w) := Hy, i.e. if the word in context cor-
responds to only one hypernym (H;), acquired by one or several methods S
or globally, the word is replaced by this hypernym.

2. if [Hg(ctxt;(w))| > 1, ctxt;(w) := argmax, g, (Hs(ctxt;(w))), i.e. if the con-
text corresponds to several hypernyms acquired by one or several methods S
or globally, we consider the hypernym frequency |Hi|, ..., |H,| in the corpus
and select the most frequent hypernym.

Combining Normalisation and Generalisation Rules. The context gen-
eralisation rules may globally use the hypernymy relations, independently of
the method used to acquire them (set Haprs(ctxt;(w))) and may also exploit
separately or sequentially each set. We combine the previous rules by first ap-
plying normalisation rules and then generalisation rules on the normalised con-
text words s(ctxt;(w)) (represented by the composed function h o s)(z)). It
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also requires to normalise each element of the hypernymy set Hg(ctxt;(w)) =
{Hi,..., H,}. Thus, the generalisation rules consider the sets Hg(s(ctxt;(w))) =
{s(Hy),...,s(Hy,)} to be applied to the words in context.

5 Experiments and Evaluation

5.1 Experiments

To evaluate the impact of normalisation and generalisation, we performed several
experiments on the Menelas corpus. Our baseline is the VSM without context
substitution. We also evaluate the impact of the thresholds on distributional
parameters (Sect. 4.1). Their values are computed from the corpus and for the
baseline: (i) number of shared contexts (large window: 2, small window: 1) ; (ii)
number of contexts (large window: 3, small window: 2); (iii) number of targets
(both windows: 3). Finally, we apply an empirically defined threshold on the
similarity score: sim > 0.000999 for Jaccard and sim > 0.9699 for Cosine.

Abstraction rules are first applied individually and separately with the four
relation sets Hygp (ctxt; (w)), Hyy(ctxt;(w)), Hyy (ctxt;(w)), and S(ctxt;(w)). To
grasp the contribution and complementarity of each source of relations, we define
several experiments where the generalisation rules sequentially exploit the hy-
pernym sets (e.g., Hpsp(ctxt;(w)) then Hy(ctxt;(w)) and Hpy (ctxt;(w))). The
union of the three hypernym sets (Har,ps(ctxt;(w))) is also used to generalise the
contexts. Finally, the previously described configuration for generalising contexts
have been applied to the normalised contexts s(ctxt;(w)). All the experiments
have been performed with both window sizes: a 5 word (+ 2 words, centered on
the target) and a 21 word window (£ 10 words, centered on the target).

5.2 Evaluation

Results are evaluated by comparing the acquired relations with the 1,735,419 re-
lations provided by the French part of the UMLS! metathesaurus. These re-
lations are hypernyms (régime alimentaire (diet) / régime diabétique (diabetic
diet), and many siblings (thrombolyse (thrombolysis) / traitement anti-coagulant
(antcolagulant treatment), vertige (vertigo) / douleur (pain)). Like [5] and [6],
we consider the obtained relations as neighbor sets associated to target words.
In these sets, neighbors are ranked according to their similarity with the target
word. The evaluation is performed with measures usually used on VSM results:
R-precision and mean average precision (MAP) [4]. R-precision computes the
precision at the threshold n; defined as the number of correct neighbors ex-
pected for one target word (i.e. the potential UMLS relations between the words
or terms of our corpus). Mean average precision (MAP) is based on the not
interpolated precision of the semantic neighbors given their rank. It reflects the
ranking quality and evaluates the relevance of the similarity measure; the method
that ranks all the correct semantic neighbors on top of the list is favored while
adding noisy neighbors at the end of the list has no impact on the evaluation.

! http://www.nlm.nih.gov/research/umls/
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6 Results and Discussion

We report the results obtained for context generalisation based on the hyper-
nymy relation sets taken separately, all together and some sequential combina-
tions that inform on the usefulness and impact of the generalisation order. The
analysis of the experiments reveals that the sequential exploitation of these sets
has no impact on the VSM quality. We also present the results of context nor-
malisation, performed alone and before generalisation. The results obtained for
a 21 word window, with thresholds on the parameters are presented in Table 1.
Globally, Jaccard and Cosine VSMs have similar behaviors with any experi-
mental set, with both normalisation and generalisation. However, when thresh-
olds are applied, less UMLS relations are acquired with Jaccard than with Cosine,
and in both cases, adding thresholds reduces the number of UMLS relations. The
number of relations provided by the abstracted VSMs is stable with Cosine, while
it consistently decreases with Jaccard. The thresholds on Jaccard similarity may
be too high when generalisation and normalisation are performed, and should
be computed according to the experimental sets and not only to the baseline.

Context Generalisation. Without thresholds on the parameters, generalisa-
tion with patterns obtains the best MAP and R-precision results. This gener-
alisation then improves the ranking quality, but also decreases the number of
relations acquired and found in the UMLS. When thresholds on distributional
parameters are applied, the behavior of the methods used for generalisation
varies according to the similarity measure. With Jaccard, generalisation using

Table 1. Results for a 21 word window and thresholds on the distributional parameters

Acq. Rel. Rel. in UMLS MAP R-precision

JACC COS JACC COS JACC COS JACC COS
BASELINE 406 428 4 44 0.406 0.188 0.250 0.118
Generalisation
Variants 472 424 8 40 0.280 0.188 0.143 0.118
Lexical inclusion 328 223 4 26 0.454 0.110 0.250 0.133
Patterns 398 381 6 36 0.219 0.206 0.000 0.000
Variants + lex. inclusion 328 223 4 26 0.454 0.110 0.250 0.000
Patterns + lex. inclusion 338 220 4 26 0.454 0.101 0.250 0.000
3 generalisation methods 336 243 4 26 0.414 0.108 0.250 0.000
Normalisation
Synonyms (Syn) 474 424 8 40 0.280 0.188 0.143 0.118
Normal. 4+ generalisation
Syn/Variants 474 419 8 22 0.280 0.189 0.143 0.118
Syn/Lexical inclusion 366 279 6 14 0.440 0.105 0.333 0.000
Syn/Patterns 394 377 6 20 0.219 0.206 0.000 0.133
Syn/Variants + lex. incl. 324 223 4 14 0.454 0.110 0.250 0.000
Syn/Patterns + lex. incl. 394 373 6 20 0.219 0.206 0.000 0.133
Syn/3 general. methods 370 280 6 14 0.454 0.105 0.333 0.000
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LI gives the better MAP results, even when combined with terminological vari-
ation and patterns. But as the number of relations found in the UMLS is very
low, this may not be very significant. Thresholds should be tuned to each set.
With Cosine, results are similar but slightly improved compared to the ones
obtained without thresholds. They decrease with LI and increase with pattern
generalisation. The order has no influence when hypernymy relations provided
by patterns or lexical inclusion are combined with terminological variation. It
means that TV generalisation is complementary of LSP or LI generalisation.

Context Normalisation. Normalisation performed without thresolds has no
effect on the VSM results, but it may slightly increase the results when combined
with generalisation. With thresholds, normalisation generally decreases the qual-
ity of the results. But when performed in combination with the generalisation
based on the union of the three hypernym sets and with Jaccard, more relations
are found in the UMLS, and both MAP and R-precision increase. With Cosine,
normalisation improves the results when combined with a pattern generalisation
(with or without LI). On the contrary, with Jaccard and the same generalisation,
it decreases the results. But as we mentioned previously, it must be confirmed
with an adaptation of the thresholds to each experimental set.

7 Conclusion

In this paper, we adress data sparsity reduction in matrices of context vector used
to implement distributional analysis. We proposed to generalise and normalise
distributional contexts with synonyms and hypernyms acquired from corpora.
We performed some experiments on a French medical corpus combining several
parameters. Although the evaluation of distributional methods is difficult, we
compare our results to relations proposed by the French UMLS. The result anal-
ysis shows that a large window (21 words) and Jaccard obtain the best results.
As for generalisation and normalisation, results are similar with both Jaccard
and Cosine. Normalisation does not influence the VSM results when used on
its own, but improves them when combined with generalisation performed with
lexico-syntactic patterns. Finally, general thresholds defined according to the
original VSM are not relevant when generalisation and normalisation are per-
formed. They need to be defined specifically, according to each configuration.
These results open several perspectives, among which a manual analysis of the
relations and of the impact of the generalisation and normalisation process on
manipulated data, as well as a comparison of our method with other dimension
reduction methods, Random Indexing and LSA.
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Abstract. This paper proposes parallel methods of non-negative large
sparse matrix factorization — a very popular technique in computational
linguistics. Memory usage and data transmitting necessity of factor-
ization algorithm was analysed and optimized. The described effective
GPU-based and distributed algorithms were implemented, tested and
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1 Introduction

Non-negative matrix and tensor factorization are very popular techniques in
computational linguistics. With the help of non-negative matrix and tensor fac-
torization within the paradigm of latent semantic analysis [1] computational
linguists are capable of solving practical problems such as classification, clus-
tering of texts and terms [2, 3]), construction of semantic similarity measures
[4, 5]), automatic extraction of linguistic structures and relations (Selectional
Preferences) and Verb Sub-Categorization Frames), etc. [6]

This paper describes the construction of a model for parallel non-negative
factorization of a large sparse matrix. Such a model can be used in large NLP
systems not limited to narrow domains.

The problem of non-negative factorization for a sparse large matrix emerged
in the development of a measure of semantic similarity between words with La-
tent Semantic Analysis usage. To cover a wide range of topics a great amount
of articles from the English Wikipedia was processed to construct the similarity
measure. Lexical analysis of the various Wikipedia articles was performed to cal-
culate the frequency of using words and collocations. As a result, a large matrix
Terms x Articles was constructed. It contains frequency estimation of the terms
in the texts. The precise size of the matrix equals to 2,437,234 terms x 4,475,180
articles of the English Wikipedia. The frequency threshold T=3 was set to re-
move the noise. The resulting matrix contains 156,236,043 non-zero elements.
To factorize a sparse matrix of such size it is necessary to develop a specific
model for parallelizing matrix computations. The model has been implemented
due to the usage of distributed and parallel computing on the GPU. Recently a

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNAT 8686, pp. 136-143, 2014.
© Springer International Publishing Switzerland 2014



A Parallel Non-negative Sparse Large Matrix Factorization 137

great number of powerful parallel models for Non-Negative Matrix Factorization
(NMF) has been developed [7-10]. However, none of the developed applications
for them is an acceptable solution for the defined task. Some of them do not
meet the requirements of the matrix dimensions [7-9]. The model presented in
work [10] performs NMF for sparse matrices of required dimensions in an ac-
ceptable time, but it requires excessively large computational resources and it is
not always affordable.

2 NMF Algorithm

Non-negative matrix factorization of matrix V of size [n; m] is a process of
calculating two matrices W and H of size [n; k] and [k; m| respectively, such
that V ~ WH.

FW,H) = |> > (Vi; — (WH); ;)2 (1)
i=1 j=1

The goal of the algorithm is to minimize the cost function that quantifies the
approximation quality. There are a lot of different cost functions. In this paper
the root-mean-square distance between V' and W H is used (see (1)).

In [11], the authors proposed a simple iterative algorithm to approximate the
matrices. It consists of two consequent updates of matrices W and H given in
(2) and (3).

(WtT—1 V)ij

Hy)is = (Hio1)i;
( t)] ( t 1)](Wt7;1Wt71Ht71)ij

(2)
(VHtT )ij (3)

(Wi H HT )5

In (2) and (3), H; and W, are the matrices obtained from iteration ¢. Hy and

Wy are initialized with random values from [0; 1) range.

The algorithm continues until either a stationary point is reached or a certain
number of iterations is performed.

(Wi)ij = (Wiz1)s

3 Model Analysis

The goal is to solve the NMF problem for different & values and compare results
for all of them. Table 1 shows memory requirements for storing W and H for
different k. On each iteration the algorithm described in Sect. 2 requires twice
as much memory as required for matrices storage. It does not include memory
required for V. Due to such excessive memory requirements of the algorithm
it is difficult to execute it on a single machine, without dumping data to the
hard drive. Two variants of the algorithm implementation are described below:
local (with intensive hard drive usage) and distributed (with intensive network
usage).
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Table 1. Memory requirements for storing of W and H for different k, based on 32-bit
float

k 100 200 300

W 0.98Gb 1.95Gb 2.92Gb
H 1.79Gb 3.58Gb 5.37Gb

total 2.76Gb  5.53Gb 8.29Gb

4 A GPU Version of the Algorithm

To simplify explanations the substitution (H’ = HT) and transformation of (2)
and (3) result in:

A / - (VTWt—l)ij
(Hy)ij = (Hi_1)ij (HtLthj;thfl)ij (4a)
(We)ij = (We-1)ij (VA (4b)

(Wi—1 H{T HY)ij

It allows us to treat both formulas in the same way, by simply substituting either
H', W and VT or W, H' and V instead of A, B and S into (5).

(SB)ij
A = Ay 5
) v (ABTB)U ( )
From this point, only evaluation of (5) with a configuration W, H' and V is
discussed, since other configuration can be obtained in the same way.
Formula (5) can be calculated as a series of four steps as in (6).

C =SB (6a)

K=B"B (6b)

D= AK (6¢)
Cij

This order of computation (5) requires a minimal number of calculations. The
steps have computational complexity of O(k * (nnz(S) + n)), O(k*m), O(k*n)
and O(kn) correspondingly, where nnz(S) is a number of non-zero cells in matrix
S. The first three steps are natively supported by CUDA cuSPARSE [12] and
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cuBLAS [13] libraries (or other similar libraries for AMD). The fourth step re-
quires custom GPU kernel implementation, but at the same time it is a relatively
cheap operation and thus it can be performed on CPU.

Also these matrices are too large to be stored in the memory of GPU, thus
operations should be performed by parts in a manner that reduces amount of
excessive memory copying.

So for (6a) matrices can be written as S = (S7]5%]|...|S;)T and B = (B1|Ba|...|
B,) and each cell of C calculated as shown in (7). Since B is larger than S in
terms of memory usage, the multiplications should be grouped by pieces of B (to
upload them only once). Also it is rational to minimize r and keep ¢ reasonably

small, otherwise most of GPU cores will be idle. C' is a matrix of size [m; k] for
H' and [n; k] for W.

S{B; ... S{B,
C= (7)
S,By ... S|B,

For (6b) it is preferable to write matrices as B = (Bf|...|B;)T and K =
BTB{ + ... + B/ B}, because it doesn’t require any redundant matrix uploads
to GPU. K is a matrix of size [k; k.

For (6¢) matrix K should be kept in memory and A should be multiplied by
blocks of rows. D is a matrix of size [m; k] for H' and [n; k] for W.

There is no need to store D in memory if (6d) is applied on the piece of matrix
A that was used to obtain a piece of matrix D.

The complexity of operation is O(nm) and straightforward to be implemented
with CUDA toolkit.

5 Distributed Algorithm

The next step to improve the performance is to use a distributed grid of PCs of
the same configuration. There are several distribution models. There are follow-
ing three distribution models in case we have 2 nodes in the grid:

1. W and H' are separately calculated on different nodes. Both nodes
work in one of the two modes alternatively. They either support the other
node (supplying data to the other node) or lead (calculating by using the
data received form supporting node). In this distribution model, on each
iteration it is necessary to transmit over the network the amount of data
equal to sizeof (W) + sizeof(H ), where sizeof(X) is the amount of memory
required to store matrix X. A lead node will also be mostly idle, because
(6a) is the most resource-demanding step out of all 4.

2. W and H’ are split in chunks of columns and evenly distributed
between nodes. Where H' = (H{|H)) and W = (W7|W2), the first node
is responsible for H{, W and the second node — for Hj, Ws. In this model
each node behaves as supporting and leading node at the same time. Nodes
have to transmit the amount of data equal to 1.5 * (sizeof (W) + sizeof(H))
over the network.
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3. W and H' are split in chunks of rows and evenly distributed be-
tween the nodes. Where H' = (H;|H3)? and W = (W]|W3)T| the first
node is respounsible for Hy, W] and the second — for Hy, W3. In this model,
similarly to the previous one, each node functions in both modes at the
same time. Nodes have to transmit the amount of data equal to sizeof (W) +
sizeof (H ) over the network because it is possible to calculate pieces of H +H,
WT « W on each node separately and there is no need to transmit H} to H
and Wy to Wy as in second model.

Nodes also have to transmit one or several matrices of size [k;k] in each of
the above models, but their total size is neglectable comparing to the size of
W and H. Metrics calculation for both the first and the third model requires
transmitting the amount of data equal to (S’ZGOf(W)JrS’ZGOf(H))*K, where K is the
number of nodes in the grid, the second model requires (K — 1) times more
transmitted data.

The last model is the most preferable, because it is better in both network
and GPU utilization, thus it is used in the implementation.

Also it should be mentioned that in case of the grid expansion, the total
amount of the data transmitted over the network rises polynomially, but per
node it will be limited by 2 * (sizeof (W) + sizeof (H)).

Since V is a sparse matrix, it may contain an unevenly distributed amount of
non-zero cells and this may badly impact on the distributed algorithm perfor-
mance. To optimize distribution of work between the nodes it is reasonable to
rearrange the rows and columns of V' in a way that equalizes amount of non-zero
cells in each large cell of matrix V.

The third model is implemented to perform NMF of input matrix and used
on a grid of four nodes, so this case will be described.

Where matrices W, H' and V are partitioned according to the selected model

V11 V14
8 W = (W] WAWAW)T, H' = (Ey|[H| HolH)T, V = oo .
Var . Vg

The algorithm consists of three main phases: initialization, iterations and met-
rics calculation. At initialization phase W, H and V are distributed between all
the 4 nodes. Node i gets W/, H; and Vi, Vir, k = 1, .., 4, this phase is represented
by the scheme in Fig. 1.

The iteration phase consists of two similar steps, one for calculation of H’
and the other for W. Each of them is subdivided into 3 smaller sub-steps as it
is described further.

At the first sub-step each node calculates k x k matrix W/ * W/T and sends
it to the aggregator. The aggregator sums up all received pieces into one matrix
K, and sends the aggregated result to all the nodes. This sub-step is represented
by the scheme in Fig. 1.

At the second sub-step each node calculates its own (ViL|VoE VL |VINT « W/,
The resulting matrix has the same size as H'. Finally each node divides its matrix
according to the initial partitioning of matrix H and transmits these pieces to
the corresponding nodes. This sub-step is represented by the scheme in Fig. 2.
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Wl’ W3’ Wl’ W3’

H, H, H, H,

W, A Wy A

Fig. 1. Initial partitioning in the Fig. 2. The iteration phase of the
model with 4 nodes distributed model with 4 nodes

At the third sub-step the nodes calculate matrix H; * K,, and perform an
in-place update of matrix H;. This sub-step does not require any network com-
munication.

These three sub-steps are intended for calculating matrix H'. After updating
H’, the same sub-steps should be made for W. Specifically next products should
be calculated H; x HE', (Vi1|Via|Vis|Via) * H; and W/ x Kp,.

At the metrics calculation phase each node transmits its piece of matrix H’
to all other nodes. After receiving a piece of matrix H’ each node calculates the
corresponding part of the metrics. This phase is also represented in Fig. 2.

6 Results of Analysis

The previously described distributed algorithm with GPU usage has been im-
plemented. The local GPU algorithm that dumps and reads data from the local
hard drive has also been implemented to compare the performance of the models.

Both implementations are executed with the same input matrix. The local
version is executed on one node with the same memory restrictions.

We used the following hardware configuration for the tests: Intel Core i7 CPU,
NVIDIA GeForce GTX560 1Gb, 8Gb of RAM (available 6 Gb), 1Gbit LAN and
SATA IIT hard drive.

Table 2 shows the time and resources required for each version of the algorithm
to perform the iteration. The data for distributed model are per node, so the
total data IO (read & write together) across all 4 nodes is 49.76Gb. Table 3
shows comparison of metrics calculation. The data in both tables are obtained
for k = 300.

The experiments show that the process of matrices calculation converges af-
ter approximately 100 iterations. Therefore, the calculation of the non-negative
factorization for the given sparse large matrix with the proposed model takes
approximately 9.6 hours for the distributed implementation and almost 21 hours
for the local.
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Table 2. Performance of local and distributed implementations for one iteration

Local Distributed
Data reads 34.44Gb 6.22Gb
Data writes  16.58Gb 6.22Gb
Iteration time 58s 15s
(computa-
tion)
Iteration time 729s 287s
(data I0)

Table 3. Performance of local and distributed implementations for metrics calculation

Local Distributed
Data reads 13.66Gb 6.22Gb
Data writes 0 6.22Gb
Time (compu- 45865s 11371s
tation)
Time (data 192s 280s
10)

I 2.74 H
8 8
g s 272 1
S 1 S
S S
3 3 2.7 =
< I
S S
© | O 268 .
\ \ \ 2.66 - \ L
10 20 30 0 200 400
Iterations Iterations

Fig. 3. Convergence of NMF with dif- Fig. 4. Convergence of NMF with k =
ferent k. Metrics value is calculated at 200 and k£ = 300. Metrics value is cal-
each 5th iteration culated at each 100th iteration
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Conclusion

We have combined the GPU-based and distributed algorithms, and also paid
special attention to memory usage, which allows larger input matrices to be
factorized. The experiments showed the constructed model is effective. It can be
used to perform the tasks of industrial scale to factorize sparse matrices of large
dimension with an acceptable time using available computing resources.

Proposed distributed model can be easily modified to speed up non-negative

factorization of large tensors.
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Statistical Analysis of the Interaction between
Word Order and Definiteness in Polish
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Abstract. Although (in-)definiteness is semantically relevant in Pol-
ish, the language lacks explicit linguistic features for marking it. The
paper presents the first quantitative, statistical evaluation of the correla-
tion between word order and definiteness. Our results support previous
qualitative theories about the influence of the verb-relative position on
definiteness in Polish.

1 Introduction

The paper presents the first quantitative assessment of linguistic strategies for
expressing definiteness in Polish using statistical evaluation of an annotated
corpus.! We define definiteness as referential uniqueness of a noun or noun phrase
(NP; details in Sect. 2). In contrast to languages such as English or German,
Polish lacks definite and indefinite articles. Therefore, definiteness is usually not
marked explicitly at the sentence level. This contrast between Polish and English
is illustrated by example (1) which represents the first sentence of the Polish
translation of George Orwell’s novel Nineteen Eighty-Four [1, p. 7]. While no
explicit markers of definiteness are found with the nouns dziern ‘day’ and zegary
‘clocks’ in the Polish sentence, articles mark the definiteness of the words ‘day’
and ‘clocks’ in the English translation.

(1) Byl jasny, zimny dzien kwietniowy i  zegary bily  trzynasta.
was bright cold day April and clocks struck thirteen
“It was a bright day in April, and the clocks were striking thirteen.”

Although Polish lacks articles, previous research leaves no doubt that defi-
niteness is a relevant semantic feature in Polish. Szwedek states that “[a]lthough
there is no article in Polish we seldom have doubts whether a noun in a text
is definite or indefinite” [2, p. 203]. Researchers have discussed several linguistic
structures that may be used for expressing definiteness in Polish, one of the most
frequently mentioned being the position of an NP in relation to the position of
the main verb [3,4,5,6].

While previous studies have dealt with definiteness in Polish mainly from a
qualitative perspective, the present paper is, to our best knowledge, the first

! We would like to thank our annotators Joanna Strzepek and Helena Zamolska.
The work on this topic is financed by the Deutsche Forschungsgemeinschaft (DFG)
through CRC 991.

A. Przepiérkowski and M. Ogrodniczuk (Eds.): PolTAL 2014, LNAI 8686, pp. 144-150, 2014.
© Springer International Publishing Switzerland 2014
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quantitative evaluation of definiteness strategies. Following the ideas found in
previous research, the paper focusses on the verb-relative positions of NPs as an
indicator of definiteness. Apart from submitting existing scientific hypotheses to
a statistical assessment, the computational and statistical framework developed
for this paper serves a more far-reaching purpose. If we are able to validate strate-
gies that have an influence on the definiteness of the Polish NP, these strategies
can also be used for developing machine learning algorithms that determine the
definiteness of an NP in unannotated Polish corpora automatically. Such algo-
rithms are a major building block for assessing Lobner’s theory of concept types
and determination [7,8] for computationally under-resourced languages such as
Polish.

The following sections introduce the concept of definiteness and the linguistic
features used to express it (2), describe the corpus (3) and its evaluation (4),
and summarize our results (5).

2 Theoretical Background and Linguistic Features

This section formalizes the notion of definiteness for NPs. In addition, we present
a short survey of previous research on linguistic factors that are said to influence
definiteness in Polish, with a special focus on word order.

2.1 Definiteness of NPs

For this study, we follow Lobner [7,8] in assuming that uniqueness is the un-
derlying concept of definiteness: If a noun is definite, there is only one referent
that fits the definite NP in the given linguistic context. Lébner distinguishes
between semantic and pragmatic uniqueness. Individual nouns such as John,
Pope or moon are semantically, i.e. inherently unique, because they have only
one referent in their contexts of utterance. This is also true for functional nouns
such as father, head or difference which are two- or more-place predicates in
contrast to the individual nouns. Functional nouns are inherently unique since
each person can only have one father. Thus, they express a one-to-one relation
between two entities (for example the father and the person who he is the father
of). In contrast, sortal (dog, book, chair) and relational nouns (brother, finger,
uncle) are not inherently unique. They require (extra-)linguistic context in or-
der to achieve unique reference. Since a person can have more than one brother
or none, relational nouns are not inherently unique expressing a one-to-many
relation in contrast to the functional nouns.

We annotated NPs as definite if they refer uniquely. In this context, it was
not relevant whether unique reference was due to the semantics of the noun (in-
dividual and functional nouns) or whether the unique reference was established
from the context (pragmatic uniqueness).

2.2 Features

Word order has been mentioned frequently as one of the most important strate-
gies for expressing definiteness in Polish [3,4,5,6]. Blaszczak claims that “in a



146 A. Czardybon, O. Hellwig, and W. Petersen

postverbal position ... a nominal phrase not accompanied by any determiner ...
is in principle ambiguous (definite or indefinite)” [5, p. 11]. Furthermore, she
writes that “[ijn a preverbal position a nominal is normally interpreted as def-
inite” [5, p. 15]. The theory that preverbal bare NPs are mainly interpreted
as definite, whereas postverbal bare NPs can be definite or indefinite will be
assessed in Sect. 4.

Apart from the verb-relative position of NPs, other strategies for expressing
definiteness in Polish including perfective and imperfective aspect ([9], [10]) as
well as case marking? (|10, p. 35|, [14, pp. 30, 48-49, 86]). We are planning to
examine the influence of these features in follow-up studies, along with the roles
of pronouns such as possessive, demonstrative (ten, tamten, dw, taki), and in-
definite pronouns (jakis ‘some’; jakikolwiek ‘any’, niektory ‘some’, niejaki ‘some’,
zaden ‘none’; pewien ‘certain’, inny ‘(an)other’, jeden ‘one’, numerals, quantifiers
(wszystek ‘all’, wiele ‘many /much’, kilka ‘a few/several’, pare ‘a few’, oba ‘both’),
restrictive linguistic structures such as relative clauses or prepositional phrases,
and NPs with ordinals and superlatives.

3 Data and Annotation

We based our study on the first 479 sentences of a Polish translation of George
Orwell’s novel Nineteen FEighty-Four [15], which is annotated with morpho-
syntactical information according to the TEI standard. Frequently, the 1-million-
word subcorpus of the National Corpus of Polish (“NKJP”) [16] is used for such
annotation tasks. However, the fact that the NKJP does not consist of coherent
text passages of more than 40 to 70 words [16, p. 54] would have been a major
drawback in our case, because context plays a crucial role when it comes to
deciding whether an NP is definite or not in Polish.

We used MMAX?2 [17] for annotating the data. Annotation was carried out
independently by two native speakers of Polish. Since we had to develop an-
notation guidelines while performing this initial study, guidelines were adapted
during the process of annotation.

For each noun the three main categories (1) “part of an idiom/proverb”, (2)
“multiword lexeme”, and (3) “(in-)definite noun” were assigned. Furthermore,
there was always the option to choose “don’t know”. The nouns contained in the
category “part of an idiom/proverb” (w koricu ‘finally’, na czas ‘in time’, zdaé
sobie sprawe z czego$ ‘to realize sth’) were excluded from the further analysis
because they are normally not referential. The monolingual dictionary of Polish
[18] was consulted in unclear cases of idioms,/proverbs and multiword lexemes
(klatka piersiowa ‘chest’, hokej na trawie ‘field hockey’). The definiteness of the
NPs assigned to categories (2) and (3) was chosen from among the subcategories
(i) generic, (ii) indefinite, (iii) definite, explicitly marked by a demonstrative, (iv)
definite due to other reasons, and (v) ambiguous between definite and indefinite

2 It is argued that verbs such as kupi¢ ‘buy’, daé¢ ‘give’, and pozyczyé ‘lend /borrow’
allow for a case alternation of the direct object ([11, p. 83|, [12, pp. 316-317], [13,
p. 72]).
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reading. Generic NPs were excluded from the further evaluation because we were
only interested in referential NPs. Option (iii) was included as a preparatory step
for a follow-up study in which the role of demonstratives in marking definiteness
in Polish will be investigated.

The annotation produced a total of 8664 word tokens, including 2447 nouns.
Out of these nouns, 2059 were annotated with definiteness information, while the
remaining ones belonged to the category “part of an idiom/proverb” and “don’t
know”. Nouns having definiteness information were derived from 1079 different
lemmata, out of which 696 were hapax legomena, 306 occurred 2-5 times, and the
remaining 77 more frequently. Annotation yielded a x = 0.985 according to [19].
This high value is certainly due to the fact that the guidelines were developed
along with the initial annotation, and a clear drop of k may be expected in
follow-up annotations.

4 Statistical Evaluation

For assessing the sentence-position hypothesis that is examined in this paper
(refer to Sect. 2), we needed to determine the positions of nouns in relation to
the positions of the main verbs in each sentence. Because syntactic substruc-
tures are not marked in [1], we split input sentences into syntactic chunks that
contain exactly one main (non-auxiliary) verb. For this sake, we used a heuristic
function that describes typical sentence structures in Polish in terms of regu-
lar expressions. Subsequent statistical analysis was restrained to these one-verb
chunks. It should be noted that each of these chunks may consist either of a
main clause or of a subordinate clause. We were able to extract 304 chunks with
exactly one main verb from 46.6% of all 479 sentences in this way, while the
remaining sentences had unclear chunkings. As this study focusses on bare NPs,
we further excluded 101 nouns and NPs that were used with a determiner such
as a demonstrative, indefinite, or possessive pronoun, because these determin-
ers influence the definiteness of the noun at the NP level. For each resulting
chunk, we recorded the number of nouns occurring before and after the main
verb, and the respective definiteness annotations of the nouns. Raw counts of
this procedure are given in Table 1.

To test the research hypothesis that definiteness of NPs is related to their verb-
relative positions, we constructed a 2 x 2 contingency table, using both columns

Table 1. The positions of nouns with definiteness annotations relative to the main
verb

Type postverbal preverbal
ambiguous 7 0
definite (demonstr. pron.) 4 9
definite (not explicit) 222 197
generic 3 1

indefinite 155 49
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and the two rows “definite (not explicit)” and “indefinite” from table 1. The
content of this table is displayed as a bar plot in Fig. 1, grouped by definiteness
(left) and the verb-relative position (right). Because the expected frequencies for
all cells of the 2 x 2 contingency table were higher than 5, we applied a x? test as a
statistical test for count data to this table. The null hypothesis of the test claims
that definiteness of NPs is not related to the verb-relative position, while the
alternative hypothesis postulates such a relationship. Because this paper is an
exploratory study, we chose a comparatively high significance level of a = 10%,
which produces decisions that are in favour of the alternative hypothesis. The
x? test yields a value of 30.367 for the 2 x 2 contingency table constructed from
Table 1, showing highly significant differences between the factors at the given
significance level a.

O postverbal O  indefinite
o o
S B preverbal S —{ B definite
™ ™M
o o
o o
o — o —
definite indefinite preverbal  postverbal

Fig. 1. Absolute frequencies of (in-)definite nouns in the pre- and postverbal position

The right plot in Fig. 1 clearly supports what Blaszczak [5, pp. 11-15] and
other authors state about the influence of the verb-relative position on defi-
niteness (refer to Sect. 2.2): Bare nouns in the preverbal position are mostly
interpreted as definite, whereas the postverbal position is ambiguous in our cor-
pus. In addition to these ideas formulated in previous research, the left subplot
in Fig. 1 demonstrates that indefinite nouns show the tendency to occur in the
postverbal position, while no positional preference is found with definite nouns.

5 Conclusion

The results of our study show a strong interaction between the definiteness of an
NP and its position in relation to the main verb. This is in accordance with the
observations made in the literature ([20, p. 235], [21, pp. 232-233], [6, p. 217]).
The quantitative evaluation in Sect. 4 showed that the postverbal position is ba-
sically ambiguous in terms of definiteness, while the preverbal position is strongly
associated with definite NPs. Analyzing our data in the opposite direction, the
syntactic position of definite NPs cannot be predicted, whereas indefinite NPs
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are prominently found in the postverbal position, as can be observed in Fig. 1.
The comparatively high number of 49 indefinite preverbal NPs (refer to Table
1) is unexpected and should be submitted to a closer examination.

The results of this study indicate several directions for future research. First,
we will focus on sentences with more than one NP placed postverbally, and inves-
tigate whether there is a tendency of placing indefinite NPs rather in sentence-
final position in contrast to the postverbal, but not the sentence-final position.
This approach is motivated by Szwedek’s ([22, p. 80]) observation that the
postverbal, but not sentence-final unstressed NP is always interpreted as def-
inite. For this task, we need to annotate syntactic chunks either manually or
by using a shallow syntactic parser (chunker). Second, it can be observed that
inherently unique nouns such as individual and functional nouns are interpreted
as definite regardless of their placement within the sentence. Lobner’s theory
of concept types and determination could explain our observation that definite
nouns do not show clear positional preferences, as stated above and shown in
Fig. 1. Therefore, we are planning to annotate the concept type of the nouns in
our corpus in a second step. This additional layer of information will make it
possible to obtain a much more detailed picture of the connection between the
syntactic position, definiteness, and the concept types. A working hypothesis for
such a follow-up study would claim that sortal nouns have a tendency to be def-
inite if placed preverbally, whereas they tend to be indefinite in the postverbal
position, which is not the case with functional and individual nouns.
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Abstract. The Stanford typed dependency model [7] constitutes a universal
schema of grammatical relationships for dependency parsing. However, it was
based on English data and did not provide descriptions for grammatical features
that are fundamental in other language types. This paper addresses the problem
of applying the Stanford typed dependency model for Slavic languages.
Language features specific to Slavic languages that are presented and described
include ellipsis, different types of predicates, genitive constructions, direct vs.
indirect objects, reflexive pronouns and determiners. In order to maintain cross-
language consistency we try to avoid major changes in the original Stanford
model, and rather devise new applications of the existing relation types.

Keywords: dependency parsing, treebank, Slavic languages, Stanford typed
dependencies.

1 Introduction

There has been a major development in building language resources in the last
couple of decades. Various annotated language corpora could be collected thanks to
newly developed computational linguistics methods applied to large volumes of data
available via the Internet. Also, specialized corpora like dependency treebanks are now
available for many languages. Monolingual dependency treebanks have been recently
built for a majority of Slavic languages as well (e.g. [1] for Russian; [13] for Czech;
[12] for Slovenian; [26] for Croatian; and [30] for Polish). One of the next targets for
building language resources is preparation of multilingual data with consistent
annotation format that could be used for cross-language research and mainly for
Natural Language Processing (NLP) tasks. In terms of dependency treebanks, similar
tasks have been tackled in the last decade in the series of the Conference on
Computational Natural Language Learning (CoNLL) shared tasks, where various
approaches to parsing multilingual data from different treebank sources were presented
in [4, 14, 17, 24]. Lately, there also have been activities related to building universal
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multilingual treebank resources [16], using unified Part of Speech (POS) [20] and
dependency relation (deprel) [7] schemas. For similar cross-language activities, such
unified annotation tag sets are required in order to describe universal grammar
relations in languages of different types. The Stanford typed dependencies model (SD)
[7] was designed to provide a simple description of the grammatical relationships in a
sentence that also could easily be used for tasks not strictly related to linguistic
research. This dependency model seems to be suitable for multilingual tasks where
grammatical relationships in different languages need to be transformed into a
universal schema while a certain level of simplification needs to be introduced. The SD
model was initially defined for English and built on English reference data, which
means that its application to other languages brings challenges in any cases where new
types of grammatical relations need to be handled. Some improvements for the SD
schema already have been suggested in various works, both by the original authors of
the model (see e.g. [8—10]) and by teams that have been using SD when building
treebank data (e.g. [16]). Furthermore, SD was developed on the basis of Wall Street
Journal data, i.e. newswire data, which may lack constructions that are characteristic
for other data types. To be more precise, although the SD model provides a good
description of basic grammatical relations such as subject, object, noun phrase
relations, or subordinate clauses, it lacks coverage for questions, discourse particles,
ellipsis [9], or grammatical relations which are expressed by bound morphemes in
morphologically rich languages. In this paper, we present the SD application for Slavic
languages as it was defined for Slavic treebanks that have been built for the Universal
Dependency Treebank project." Since dependency treebanks following the SD model
are already available for multiple languages (see [5] for Chinese; [15] for Finnish; [22]
for Persian; [28] for Hebrew; [3] for Italian; [16] for German, English, Swedish,
Spanish, French and Korean, and [23] for French, Spanish, German and Brazilian
Portuguese), including Slavic languages resources to this group would be beneficial
in terms of extending the language coverage for the cross-language studies and
multilingual NLP applications. In the following sections we present problematic
examples and provide proposals for applying Stanford dependency model on
grammatical relations that are not covered in the basic SD model, but need to be taken
into account for Slavic languages.

1.1  Slavic Language Peculiarities

Slavic languages constitute one of the major modern language families in the world. It
is the fourth largest sub-family within Indo-European languages with around 300
million speakers [25].

Word order in Slavic family is more free than in Germanic languages, i.e. the order
of major constituents (subject, object) is determined more by pragmatic rather than
syntactic factors. The major factors that influence Slavic word order are conventional
word order, constituent structure and the marking of grammatical relations by means
other than word order [25]. However, the order within individual constituents is more
fixed, e.g. demonstratives and numerals usually precede nouns (but not always).

! https://code.google.com/p/uni-dep-tb/
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All Slavic languages retain a rich set of morphological categories. As Comrie et al.
claim [6] Slavic morphology is mainly fusional, i.e. an affix can combine a number of
grammatical categories. In contrast to English, genitive case in Slavic languages is
expressed in terms of declension. Another typical Slavic feature is the use of impersonal
constructions which can cause difficulties in differentiating between subject and direct
object.

The following subchapters provide more detailed information on a few specific
features of Slavic languages with regard to applying the SD model. We will focus
here on determiners, modality, reflexive pronouns, copular verb ellipsis, difficulties in
differentiating between subject and direct object, genitive constructions, and indirect
objects.

2 Slavic Application

2.1  Determiners

A determiner is a word that modifies a noun or a noun phrase, e.g. a, the in English,
or der, die, das in German. As a POS category, determiners usually include articles
and pronouns (demonstrative, interrogative or possessive pronouns) [29].

In the basic SD model the deprel det is used to cover the relation between the head
of an NP? and its determiner [7]:

The man is here det(man, the)
Which book do you prefer? det(book, which)

For Germanic languages the most obvious determiner is the article. Although
Slavic languages lack articles (apart from Macedonian and Bulgarian), their sets of
determiners are quite extensive due to rich morphology, i.e. declension of determiners
is sometimes known as ‘special adjective declension’ [25]. To illustrate this, let’s
compare the demonstrative pronoun this in English and Polish:’

Eng: [this]
Pol: [ten, tego, temu, tym, ta, tej, te, tq, to]

Following the basic SD model, for the Slavic languages application, the relation
between demonstratives and interrogatives and the noun that they directly modify is
expressed as det:

Cz: Zndm toho muZe “I know that man” det(muze, toho)
Cz: Ktery den je dnes? “What is the day today?” det(den, ktery)

2 NP stands for a noun phrase. This construction has either a noun or a pronoun as its head [29].
3 We use following language abbreviations in examples: Eng for English, Cz for Czech, Pol for
Polish, Rus for Russian and Slk for Slovak.
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The SD model also provides a label for the relation between the head of an NP and
a word that precedes and modifies the meaning of the NP determiner (predet deprel),

e.g.
All the boys are here predet(boys, all)

Also in Slavic languages the relation predet can be used with words like all, whole
etc., if they precede another determiner, e.g.:

Cz: VSsichni nasi prdtelé “All our friends” predet(ptatelé, vSichni)
Rus: Bce smu noou “All these people” predet(Jroau, BCe)
Pol: Wszyscy ci ludzie “All those people” predet(ludzie, wszyscy)

The interesting point is that in some cases, the reverse order of determiners is also
possible in Slavic languages. For such multiple determiners, we decided to keep det
assigned to the demonstrative pronoun and predet to other pronouns.

Pol: Ci wszyscy ludzie “All those people” predet(ludzie, wszyscy)

The Universal Dependency Treebank [16] proposes to merge det and predet into
just one deprel det. If such application is preferable, predet easily can be converted
into det for Slavic treebanks as well.

Although possessive pronouns are often considered determiners as well, the basic
SD schema uses the deprel poss to describe the relationship between possessive
pronouns and the noun that they modify, e.g.:.

Pol: Moja siostra jest tu “My sister is here” poss(siostra, moja )

2.2  Reflexive Pronoun

A reflexive pronoun refers back to the subject of the clause in which it is used, e.g.
myself in English, sich in German or si in Italian [29].

In Slavic languages the reflexive pronoun may take several forms. It can function
as an object-like reflexive pronoun or as a purely reflexive marker of the related verb.
In East Slavic, the once-present reflexive-as-clitic has disappeared and now it is
expressed as a verbal suffix joined to the verb, e.g.:

Rus: Ona ooesaemcsa “She dresses herself”

In other languages, the reflexive acts as a clitic that may be found at different
positions, e.g.:

Pol: Musisz sie umy¢ “You need to wash yourself”
Pol: Musisz umy¢ sie “You need to wash yourself”
Pol: Drzwi otworzyly sie “Door opened (itself)”
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The basic SD model does not provide a special deprel representing the relation
between a reflexive and its head (verb). For the Slavic application, depending on its
syntactic function, the reflexive pronoun is treated either as a functional pronoun with
the label dobj or iobj, when it has a recognizable pronoun function, e.g.:

Pol: Piotr umyt sie “Peter washef himself” dobj(umyl, sig)
Or as a particle with deprel prt in cases when it is purely reflexive, e.g.:
Pol: usmiechnq¢ sie “smile (oneself)” prt(u$miechnac si¢)

In the latter example, the reflexive cannot be treated on the basis of syntactic
functions; it does not behave as an object. Therefore, we decided to use the deprel prt
which in the original SD model was used to identify phrasal verbs and described the
relation between a verb and its particle, e.g.:

They broke up prt(broke, up)

2.3  Copular Verbs Ellipsis in Russian

Copular verbs or copulas are verbs with one complement that serve as a link to what
the referent of the subject is or becomes. The most common copula in English is be
(“The Earth is round”). Other verbs used as copulas in English provide additional
meaning to the mere linking, like the verbs become, appear, seem, feel, etc. [11].

The SD manual [7] defines the cop relation as ‘the relation between the
complement of a copular verb and the copular verb’. In this relation, the copular verb
depends on its complement:

Bill is big cop(big, is)

In the standard version of the Universal Dependency Treebank project [16], some
function words, such as copulas and adpositions, are treated as heads of their
complements. We follow this same approach for the Slavic SD application. This
means that the copula complement depends on the copular verb. In addition, we
discarded the cop relation as well as deprels acomp and attr. Instead, we introduce the
dependency label scomp (subject complement). The new label scomp is defined as ‘a
verb complement that refers to the subject of the clause. If the complement is capable
of inflection, it will agree with the subject in number and gender’. Thus, the nature of
the verb (i.e. whether it is copulative or not) is not crucial. This allows the verb to
occupy its natural position in the root node of the sentence, while both the subject and
the complement depend on the verb, e.g.

Bill is big scomp(is, big); nsubj(is, Bill)
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There seem to be no drawbacks in this representation until it is applied to the
Russian language, where the main copular verb 6sime “to be” is almost always
omitted in present tense. Consider the three examples provided below, all of which
contain a copulative structure. The ellipsis occurs in sentence (1), which on a
semantic level, has the verb “to be” in present tense. However, the same sentence in
past tense (2) does contain a verb form, as well as sentence (3), where another copular
verb is used instead of the verb “to be”.

(1) Rus: Omom cmydenm — auneeucm “This student is a linguist”
(2) Rus: Omom cmydenm 6vLn aunz8ucmom “This student was a linguist”
(3) Rus: Omom cmyodenm pabomaem nunzeucmom “This student works as a linguist”

In the case of copula ellipsis, both the subject nsubj and subject complement scomp
are left without a head node, therefore a decision has to be made to define their
relationship. One of the two apparent solutions is to consider the subject as the head
of an scomp relation with the complement: scomp(ctynent, nunrsuct). The other
solution is to have the subject depend on the complement: nsubj(JIUHTBUCT, CTYIEHT).
The two dependency structures are shown in Figures 1 and 2.

root root

CTYLEHT JIMHTBUACT
/ \ nsubj
det scomp CTYJIEHT
JTOT JINHTBHACT |
. - det
Fig. 1. scomp structure for copula ellipsis
3TOT

Fig. 2. nsubj structure for copula
ellipsis

We concluded that the relation between the verb and complement is closer than the
one between verb and subject because — in terms of phrase constituents — they are
both parts of a verb phrase and thus form one unit. Therefore it seems more natural,
when the verb is omitted, to fill its root position by the complement. As a result, we
selected the second solution for the Slavic SD application.

2.4  Nsubj and iobj in Russian

In Stanford typed dependencies, a nominal subject (nsubj) is a noun phrase which is
the syntactic subject of a clause [7]. Some Russian verbs and constructions require a
subject in dative or genitive case. Therefore, it is often difficult to decide whether a
noun in oblique case is a subject or an indirect object (iobj). Similar examples can be
found in Polish as well:
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Rus: Mapuu nem ooma  “Maria(gen) is not at home”
Rus: Emy nenvss evixooums  “He(dat) is not allowed to go out”
Pol: Jemu nie wolno wyjs¢ ~ “He(dat) is not allowed to go out”

For the Slavic SD application, we propose to enlarge the definition of nsubj so that
it also covers the most frequent constructions where the subject is used in oblique case:

e A genitive NP depending on the predicative word nem, which in fact is the
negated copular verb fo be in present tense. This also works for all negated
structures with verbs expressing existence:

Rus: 30ecy nuxozo nem  “There is nobody”
Rus: ITucvma ne npuwno ~ “The letter didn’t come”

e Dative NPs that depend on PRED words or adverbs with predicative
function:
Rus: Mue nyscno yiimu  “I need to go”

e Dative NPs with impersonal verbs in third person singular:
Rus: Emy npuwinocs noouunumscs “He had to obey”

In all 3 cases, the non-nominative subject is still analyzed as nsubj. In other cases,
dative and genitive NPs are treated as regular indirect objects.

2.5 Genitive Constructions

Slavic genitive constructions have been the object of syntax and semantics studies for
a long time. Below, we outline the issues that arose in relation to the SD model
application to Russian genitives.

For the Slavic SD application, we introduce a genitive modifier relation gmod to
the SD model as a genitive attribute that modifies an NP. Consider the following:

Rus: nooicka emyna  “leg of the chair”
Pol: pisk opon “screech of tires”

The problem occurs, however, when a noun in genitive case appears in other
contexts that are different from gmod. Thus, NPs in genitive case are used in the
position of direct object in negative constructions [2]:

Rus: A ne samemun 6ooxu na cmone “l didn’t notice any vodka(gen) on the table”

It is important to note that, despite the genitive case, the noun sodku “vodka” is
clearly a direct object, since it is governed by a transitive verb. The genitive case
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appears only due to negation, and in an affirmative sentence the use of genitive is not
possible. Genitive is often used as dobj when it has semantics similar to the partitive
case, and means ‘some amount of the whole’ [19]:

Rus: On 0an mue denez  “He gave me some money(gen)”
Another use of genitive as direct object is referred to as intentional in [2]:
Rus: On sicoan cuenana “He waited for a signal(gen)”

In other words, the noun serves as an argument of intentional verbs, such as to
wait, to expect, and to search, which normally take non-referential arguments. Such
arguments do not correspond to a defined entity in the real world, and their existence
is not clear (waiting for a signal does not necessarily mean that it will appear).
Therefore, genitive case serves here to express this non-referentiality.

Finally, genitive forms appear also in prepositional object pobj when the
preposition requires the genitive case:

Rus: A ybeorcan om onacnocmu 1 escaped from the danger(gen)”

Thus, the following rules were applied in order to handle different types of genitive

objects:
1)  dobj is used for genitive object with negation, intensional verbs, or similar to

partitive

Rus: On uckan noooepacku  “He was looking for support(gen)”
dobj(uckai, moAIEP>KKH)

2)  pobjis used for genitive object with preposition:

Rus: HJumama u3 knueu  “A quote from a book(gen)”
pobj(u3, KHUTH)

Another puzzling issue of Russian morpho-syntax is the genitive of quantification
[21]. It appears that if the NP containing a numeral stands in a position which syntax
assigns a direct case (nominative or accusative), the case of the noun is assigned by
the numeral within the NP, regardless of the syntactic position:

Rus: A kynun name mawun I bought five cars(gen)”
Rus: A kynun mawuny “I bought a car(acc)”

However, this does not happen when the NP is syntactically assigned and in the
oblique case or in case of quantifiers:
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Rus: A socxuwaroce namoio mawunamu I admire five cars(instr)”
Rus: A kynun mnozo mawun “I bought many car(gen)”

We treat these cases consistently, i.e. the noun is always the head of the
numeral/quantifier, even if the case actually is assigned by the numeral/quantifier to
the noun, e.g. num(MamuH, ATh), advmod(MalIuH, MHOTO).

2.6  Slavic Indirect Objects: iobj and Noun Head

The presence of cases in Slavic noun morphology creates some challenges for
handling different types of objects within the SD model. The Russian language has 6
cases that are also common in other Slavic languages: nominative, accusative,
genitive, dative, instrumental, and locative (Russian has almost lost the vocative case
that still remains in other languages, e.g. Czech.)*.

Nominative and accusative forms have corresponding dependency relations, which
are covered in the initial version of the SD guidelines [7], i.e. nominal subject (nsubj)
relation for nominative forms and direct object (dobj) for accusative forms. Locative
case is used in Slavic languages mainly with prepositions, therefore it is analyzed
using the pobj relation. Nouns in genitive case, when used as non-prepositional verb-
objects, are mostly direct objects, or, if used as noun modifiers, they are mostly gmod.
Thus, dative and instrumental objects are left uncovered, and it should be decided
whether these objects need separate deprel tags as well, or if they can be merged
under one generic indirect object (iobj) relation.

Since English only has dative indirect objects, the Russian iobj relation would be
significantly different from the one defined in Stanford typed dependencies, where it
is specific to the dative case: “The indirect object of a VP’ is the noun phrase which is
the [dative] object of the verb’ [7]:

She gave me a raise iobj(gave, me)

Moreover, there are a number of sentences in Russian where dative and
instrumental indirect objects are both present, like in the following sentence:

Rus: Ona nuwem emy nucemo pyuxou “She writes him a letter with a pen”
Here, both emy “him” and pyuxoii “with a pen” will be indirect verb objects, even
though they have different functions and correspond to different semantic roles,
which can lead to syntactic ambiguity. Verbs that can take two indirect objects are,
however, quite rare, and we decided to merge the two object relations into one in
order to maintain cross-language consistency. Thus, dependency guidelines for
Russian have the following definition for iobj: ‘The indirect object of a VP is the

* Some researchers also distinguish so-called partitive genitive (vawxa uaiwo “cup of tea”), and
second locative cases (g zecy “in the forest”).
5 VP stands for a verb phrase. The VP has a verb as its head [29].
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noun phrase without prepositions, which is the ablative, dative, or genitive object of
the verb. This relation does not cover the genitive object with negated verbs and the
genitive object denoting part of the whole that we treat as doby).’

Another important issue related to Russian nominal cases arises from the fact that
NPs in oblique cases can depend on other NPs. Consider the following phrase:

Rus: nucomo Jluze “‘aletter to Liza(dat)”

As nouns do not normally take arguments, it is hard to say whether in these
examples the nouns in oblique cases are objects or modifiers. This problem is
sometimes referred to as ‘argument-modifier ambiguity/distinction’ [18]. Clear cases
of noun argument occur in verb nominalization or in a noun with semantics of action,
as in yoap xynaxom “‘a punch with a fist”. Even though it does not fully comply with
the initial definition of iobj and with the concept of object in general, we decided to
treat these structures as indirect object relations in order to avoid creating a new deprel.

3 Slavic SD

In chapter 2, we proposed some modifications for the Slavic application of the SD
schema. The main modifications are related to a new application of existing deprels,
as in the case of iobj or prt. We also propose the addition of three new labels, two of
them replacing some old labels. The addition of the deprel gmod is proposed for
handling relatively frequent Slavic genitive modifier relations that do not have
appropriate representation in the original SD schema. Original labels attr, acomp, and
cop are replaced with labels scomp and ocomp in our model for improving
consistency in labeling verbal complements. Also labels abbrev and rel are removed
following proposals in [9]. Deprel possessive is removed, since possessive marker is
not used in Slavic languages and this dependency relation is therefore obsolete. For
deprel ref, we decided to analyze clause referents using deprels corresponding to the
actual function of referent words in the sentence, so we analyze e.g. pronouns in
relative clauses using the deprels nsubj or dobj depending on the internal head of the
relative clause. Other deprels are used consistently with the original SD model [7], for
the full set used in our model, see Table 1 below. The data annotated during the
course of this project has become a part of the Universal Dependency Treebank
(GSD6), and as such, some harmonization rules are applied [16]. The Universal SD
(USD) presented in [10] brings some further cross-language consistency applications
for multilingual treebanks. In order to compare between these related SD models
and identify the differences between them, Table 1 also contains corresponding
deprels used in GSD and USD. Our project-specific labels can be easily converted to
match with the GSD or USD models, to achieve further consistency between different
treebanks.

 We use GSD and USD as they are used in [10].
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Table 1. List of deprels for Slavic SD application and corresponding GSD and USD deprels

labels
Deprel Gloss GSD USD
advcl Adverbial clause modifier advcl advcl
advmod Adverbial modifier advmod advmod
agent Agent adpmod case
amod Adjectival modifier amod amod
appos Apposition appos appos
aux Auxiliary verb aux aux
auxpass Passive auxiliary auxpass auxpass
cc Coordinating conjunction cc cc
ccomp Clausal complement ccomp ccomp
complm Clausal complement marker mark mark
conj Conjunct conj conj
csubj Clausal subject csubj csubj
csubjpass  Passive clausal subject csubjpass csubjpass
dep Undetermined Dependent dep dep
det Determiner det det
dobj Direct object dobj dobj
emot Emoticon dep dep
expl Expletive expl expl
gmod Genitive modifier poss poss
infmod Infinitival modifier infmod nfincl
interj Interjection dep dep
iobj Indirect object iobj iobj
mark Marker mark mark
mwe Multi-word expression mwe mwe
neg Negative particle neg neg
nn Noun compound modifier compmod compound/name
npadvmod NP adverbial modifier nmod nmod
nsubj Nominal subject nsubj nsubj
nsubjpass  Passive nominal subject nsubjpass nsubjpass
num Numeric modifier num nummod
number Element of compound number num nummod
ocomp Object complement acomp/attr/cop  cop/xcomp
p Punctuation p punct
parataxis Parataxis parataxis parataxis
partmod Participial modifier partmod nfincl
pcomp Prepositional complement adpcomp ncmod
pobj Prepositional object adpobj nmod
poss Possession modifier poss poss
preconj Preconjunct cc preconj
predet Predeterminer det predet
prep Prepositional modifier adpmod case
prt Phrasal verb particle prt prt
purpcl Purpose clause modifier advcl advcl
quantmod  Quantifier phrase modifier advmod advmod
rcmod Relative clause modifier rcmod relcl
root Root root root
scomp Subject complement acomp/attr/cop  cop/xcomp
tmod Temporal modifier advmod advmod/tmod
xcomp Open clausal complement xcomp xcomp
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4 Conclusion

In this paper, we have presented an updated version of the SD schema for Slavic
languages application. In order to keep cross-language consistency, we avoid
introducing major changes to the schema that was already used for producing data
resources for several languages. Proposed changes are applied using existing
dependency labels for new language features that were not present in languages based
on which the original SD schema was developed. Several new labels are introduced to
improve consistency in handling verbal complements and in the case of gmod, the new
label handles a language-specific feature that was not taken into account in the original
SD model. In terms of consistency with existing SD treebanks, these new labels can be
easily converted to labels used by other SD resources and vice versa. The updated SD
schema expands coverage potential for SD treebanks and can be used both when
building new SD based treebanks as well as for converting existing dependency
treebanks into the SD schema.
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Abstract. This paper presents a method of annotating sentences with
dependency trees which is set within the mainstream of the study on
dependency projection. The approach builds on the idea of weighted
projection. However, we involve a weighting factor not only in the pro-
cess of projecting dependency relations (weighted projection) but also in
the process of acquiring dependency trees from projected sets of depen-
dency relations (weighted induction). Using a parallel corpus, its source
side is automatically annotated with a syntactic parser and resulting de-
pendencies are transferred to equivalent target sentences via an extended
set of word alignment links. Projected relations are initially weighted ac-
cording to the certainty of word alignment links used in projection. Since
word alignments may be noisy and we should not entirely rely on them,
initial weights are thus recalculated using a version of the EM algorithm.
Then, maximum spanning trees fulfilling properties of well-formed depen-
dency structures are selected from EM-scored directed graphs. An ex-
trinsic evaluation shows that parsers trained on induced trees perform
comparably to parsers trained on a manually developed treebank.

Keywords: Dependency annotation, cross-lingual projection, weighted
induction.

1 Introduction

Supervised methods are very well-established in data-driven dependency parsing
and they give the best results so far. However, the manual annotation of training
data required by supervised frameworks is a very time-consuming and expensive
process. For this reason, intensive research has been conducted on unsupervised
grammar induction. However, performance of unsupervised dependency parsers
is still significantly below performance of supervised systems. Moreover, perfor-
mance of unsupervised parsers is also substantially below performance of systems
based on cross-lingual projection methods [17].

The cross-lingual projection method has been successfully applied to various
levels of linguistic analysis and corresponding NLP tasks. An important area
of applying annotation projection is dependency tree projection and parser in-
duction. Experiments with dependency projection were pioneered by [10], who
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assume that dependencies in one language directly map to dependencies in an-
other language. In order to acquire well-formed dependency trees Hwa and her
colleagues apply additional smoothing techniques and aggressive filtering meth-
ods. Other research was conducted on projecting only reliable relations and
training parsers on partial dependency structures [12,24]. There are also some
constraint-driven learning approaches [8,22] which apply projected information
to constrain estimation of dependency parsing models. Other related approaches
consists in transferring delexicalised parsers between languages [31,17,23] or in
multi-source cross-lingual transferring of parsers [17,23,18,26].

The cross-lingual dependency projection may be an alternative method
of annotating sentences with dependency trees in less researched languages.
The method builds on the assumption that a dependency tree encoding
the predicate-argument structure of a sentence largely carries over to its trans-
lation since an integrated valency component determines both the number and
the kind of complement slots of verbs, nouns, adjectives, etc., and these comple-
ment slots are relatively invariant across languages. Furthermore, dependency
projection does not take into account the order of words, so it is thus perfectly
suited for languages with different word orders.

The main idea behind dependency projection is to automatically parse source
sentences and to project acquired dependency trees to equivalent target sen-
tences. Since relations encoded in dependency trees connect tokens, projection
of these relations may be sufficiently guided by word alignment which links cor-
responding tokens in parallel sentences. In the ideal case, projected dependencies
constitute valid dependency structures of target sentences.

This paper describes a novel method of annotating Polish sentences with
dependency trees which is set within the mainstream of the study on depen-
dency projection. The approach builds on the idea of weighted projection [29].
However, we involve a weighting factor not only in the process of projecting
dependency relations (weighted projection, Section 2.1) but also in the pro-
cess of acquiring dependency structures from projected sets of dependency re-
lations (weighted induction, Section 2.2). Using a parallel corpus, its English
side is automatically annotated with a syntactic parser and resulting depen-
dency relations are transferred to equivalent Polish sentences via an extended
set of word alignment links. Projected relations are initially weighted according
to the certainty of word alignment links used in projection. Since word align-
ments may be noisy and we should not entirely rely on them, initial weights are
thus recalculated with the EM selection algorithm [7]. Then, maximum span-
ning trees fulfilling properties of well-formed dependency structures are selected
from EM-scored directed graphs. An extrinsic evaluation shows that parsers
trained on induced trees perform comparably to parsers trained on a manu-
ally developed treebank (Section 3). The novelty of the method proposed here
consists in involving a weighting factor in the process of inducing dependency
trees.
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2 Weighted Induction Method

The weighted induction procedure consists of two successive processes — pro-
jection of dependency relations followed by induction of dependency trees from
projected directed graphs (henceforth digraphs). Induced trees are treated as
correctly built unlabelled dependency structures.

2.1 Weighted Projection

This section describes weighted projection which is the first step in the entire
process of acquiring valid Polish dependency structures. According to the main
idea behind weighted projection, arcs making up an English dependency tree are
projected via an extended set of word alignment links between English and Polish
tokens (bipartite alignment graph). Since we aim to project English relations
which are restricted to sentence boundaries, only word alignment links within
a pair of aligned parallel sentences are considered in projection. Projected arcs
constitute initially weighted digraphs.

Bipartite Alignment Graph. Instead of projection only via automatic word
alignment links, English dependencies are transferred via a set of links gathered
from different automatic word alignments and extended with some additional
links. This set of links constitutes a complete bipartite alignment graph BG =
(Ven U Vo1, E), for E = Ven X Vp1. Vertices in BG are decomposed into two
disjoint sets Ven and Vp1 corresponding to English tokens with a ROOT node
and Polish tokens with a ROOT node respectively. Every pair of vertices from
Ven and V1 is adjacent. Bipartite edges are weighted with the function w :
E — {0,1,2,3}. The weight w indicates the certainty of an edge and either
corresponds to the number of occurrences of this edge in automatic alignment
sets or is equal to 0 if it is not present in any alignment set. There are three
word alignment sets: two unidirectional alignments and a set of bidirectional
alignment links symmetrised with the grow-diag-final-and heuristic.! The edge
between ROOT nodes, which is not present in any set of alignment links, is scored
with 1.2 Weighted bipartite alignment graphs built for each sentence pair are
used to project English dependency arcs to Polish sentences.

Projection of Dependency Arcs. English dependency arcs are projected to
corresponding Polish tokens via bipartite edges according the following proce-
dure. The projection module takes as input a weighted bipartite alignment graph

! To improve the word alignment quality and overcome limitation of alignment sce-
narios, a method of unidirectional alignments symmetrisation was proposed by [19].
Next to union and intersection, there exist some more sophisticated symmetrisation
concepts, e.g., the grow-diag-final-and symmetrisation method described in [14].

% Scoring the edge between a Polish ROOT and an English ROOT with 1 will guarantee
the connectedness of projected digraph.
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BG and an English dependency tree Tey. The English tree Ten = (Ven, Aen) con-
sists of a set of vertices Ven, = {ug, t1, ..., um }, where ug corresponds to the ROOT
node, and a set of arcs Aen C {(v/, u, gf)|v', u € Ven, gf € GF}? labelled with
grammatical functions from GF.

Arcs of the English tree Ty, are then iteratively projected to the Polish equiv-
alent sentence. For each Polish lexical node v, its governor node v’ is found in
the following way. First, an English non-ROOT node u connected with v is looked
for in the bipartite alignment graph BG. Then, the governor node u’ of  is found
in the English tree Ten. Finally, the Polish node v which is connected with v’
in BG is identified and recognised as the governor of v.

An arc (v',v,1) between Polish tokens v" and v, which is assigned the label [,
can be added to the Polish digraph. The only restriction is that it is not possible
to project arcs via bipartite edges which are both weighted with 0. The reason
for this limitation is to avoid projection of arcs considered to be the most error
prone. However, projection via two edges one of which is weighted with 0 is
permitted in order to cover relations between English tokens one of which is not
aligned with any Polish token in any of word alignment sets.

For each sentence pair the projection module outputs the set of Polish ver-
tices Vp1 and the set of arcs Ap1 between these vertices. The set of vertices
Vo1 = {vo, v1, ..., v} consists of an additional ROOT node vy and a set of lexical
nodes {v1,...,v,}, for each vertex v; corresponding to the ith token of a Polish
sentence S = t1, ..., t,. The vertices from V}, are connected with arcs from the set
Ap1 C {(vi, vj, D)|vi, v; € Vi, 1 = (wq, wy, gf, f)}, for wg,wy € {0,1,2,3},9f €
GF,f € Ny. These two sets constitute a Polish digraph in which each node
directly or indirectly depends on the ROOT node and the ROOT node does not
have any predecessor.

Any projected arc is assigned a label [ = (wq, wgy, gf, f). The first element wqy
refers to the weight of a bipartite edge connecting English and Polish tokens with
the dependent status. The second element w, refers to the weight of a bipartite
edge connecting English and Polish tokens with the governor status. The third
element g¢gf indicates the label of the projected English dependency relation.
The projection frequency f indicates the number of English relations labelled
with the same grammatical function which are projected to the same two Polish
tokens via equally weighted bipartite edges.

Intuitive Weighting of Projected Arcs. Intuitively, an arc between two to-
kens might be more important than arcs between other tokens if it is projected
via bipartite edges with higher scores. Projected arcs are thus scored with initial
weights that are estimated based on scores of bipartite edges (wq and wg) used in
the projection of a particular arc and a projection frequency f. We define the fol-
lowing function s(v;, vj, (wa, wy, gf, f)) = wa + wy + 2wqw,f scoring projected
arcs. Initially weighted projected digraphs (or even multi-digraphs since English

3 The arc (v, u, gf) indicates an edge directed from u’ to u and labelled with the gram-
matical function gf.
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arcs are projected via all possible pairs of bipartite edges) provide a starting
point to induce final dependency trees.

2.2 Weighted Induction

This section presents weighted induction which is the second step in the pro-
cess of acquiring Polish dependency structures. The main idea behind weighted
induction is to identify the most likely arcs in initially scored projected di-
graphs and to assign them appropriate weights. Using methods of selecting
maximum spanning trees from weighted directed graphs, final well-formed de-
pendency structures, i.e., mazimum spanning dependency trees (MSDTs), are
inferred from weighted projected digraphs. A maximum spanning dependency
tree T = (V', A’) extracted from a weighted projected digraph G = (V, A), for
A" CAand V' =V = {vg,v1,...,vn}, where v; corresponds to the ith token of
a sentence S = t1,...,t, and vy is a ROOT node, corresponds to a valid depen-
dency structure if vg is the root of T, i.e., (v;,vo,l) ¢ A, for v; € V', 1 € L, and
v has only one successor, i.e., if (vg,v;,1) € A', then (vo, v;,1") ¢ A’, for v; # v;.

Arcs of projected digraphs are assigned initial weights calculated on the basis
of weights of bipartite edges used in projection of these arcs. Weights of bipartite
edges, in turn, result from automatic word alignment which is prone to errors.
We therefore propose a heuristic of recalculating initial arc weights in projected
digraphs. The recalculation applies the probability distribution over arcs in k-
best MSDTs selected from initially weighted projected digraphs. The probability
distribution over selected arcs identified by their feature representations is esti-
mated using the EM-inspired selection algorithm. Projected digraphs with re-
calculated arc weights are used to induce final dependency structures. A schema
of the weighted induction procedure is shown in Figure 1.

Initially

weighted | k-best MSDT | AT °F | gar selection Probability
rojected ) k-best - distribution
proj algorithm MSDTs algorithm over arc types

digraphs

recalculatior

of arc weights

Digraphs
with k-best MSDT

recalculated algorithm
arc weights

Fig. 1. Schema of the weighted induction procedure
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K-best MSDTs. The induction procedure starts with the selection of k-best
MSDTs from projected digraphs using a slightly modified version of the k-best
MSTs selection algorithm by [4].4 A list of k-best MSDTs of the digraph G
is computed with the function rank of this algorithm. This function is slightly
modified in relation to the original function rank which outputs a list of k-best
MSTs (c.f., [4], p. 107). In our version, some additional conditions are imposed
on candidate MSTs so that they meet properties of well-formed dependency
trees. Since not all MSTs fulfil these properties, only valid MSDTs are taken
into account in estimation of the probability distribution.

Feature Representations of Arcs. Arcs used in the EM training are repre-
sented with their features. Each of related nodes represents a token in a sentence
and encodes information about the token’s lemma, part of speech tag, and mor-
phological features. Furthermore, any arc is assigned a label and an initial weight.
The information available in the arc label and in the related nodes may be used
in the feature representation j of this arc. The set of features identifying an arc
is given with the function fr, i.e., fr(v, v, (wq, wy, 9f, f)) = J.

Probability Distribution over Arc Types. The probability distribution
over arc types is estimated with a version of the EM algorithm defined by [7].
This EM selection algorithm was originally designed to select the most probable
valency frames from sets of valency frame candidates. Debowski’s algorithm is
adapted for our purposes of identifying the most reliable arcs in sets of arcs in
k-best MSDTs found in initially weighted projected digraphs.

Assume we have a training set B = {Bj, ..., By }, where B; is a set of arcs in k-
best MSDT's coming into the ith vertex, fori =1, ..., N and N being a number of
all nodes in k-best MSDTs. In this setting, the EM selection algorithm estimates

model parameters 6; = (pg.t)> g where t is the iteration number, fort = 2, ..., T,
Jj€

and j is a feature representation of an arc, for j € J and J being a set of

all possible arc types in B. The EM-inspired selection algorithm iterates over

the formulae in (1) and (2) and defines a series of parameter values s, ..., 0;

until the last iteration. In the first step of each iteration, new parameter values

p;t) = P(j|0;) are estimated. The second step of each iteration is to estimate

values pg) = P(j|B;,0:), for each ¢ = 1,..., N and for each possible arc type
J € J. In the original version of the EM selection algorithm, the coefficient p;;
is a quotient of the probability value p; of an arc with the type j and the sum
of probability values p;; of all arcs in B;. We modify the way of estimating
the coefficient p;; in order to take into account the initial weight s(vp,v;,1) of
the arc with the type j.

1 N
(t+1) _ (t)
P = N 2P (1)
i=1
4 The algorithm by [4] was used for other task related to some extent to our approach,
e.g., for re-ranking of parses [9].
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(t)
i X ) ial . .
P, . s(vn, vi, 1) i (o) = ]
pl) = _Z ) x s(onr,vi, ) @)
Jj'€B;
0 , otherwise.

The initial parameter values are set to 1, i.e., pg.l) = 1, as in the original

approach by [7]. At each iteration, the new parameter values 6; are calculated as
a function of the previous parameter values 6;_; and the training set B. The EM-
inspired selection algorithm iterates until the final iteration 7T is reached.
According to the original procedure by [7], the most likely arc would be se-
lected from the set of possible arcs B;. However, the most probable incoming arcs
for each lexical node do not have to necessarily constitute a valid dependency tree
(e.g., a resulting graph may contain a cycle). Therefore, our approach to recalcu-
lating weights does not build directly on the selected arcs but on the probability

distribution (p§.T)) over feature representations of arcs J estimated in the last

iteration of the EM selection algorithm.

Recalculation of Arc Weights in Projected Digraphs. The new weight of
an arc (vp,v;,1) with the feature representation j is calculated as the product of
the square root® of the previous arc weight and the value p; (see Equation 3).

s* = \/s(vh,vi,l) X pj, for fr(vp,vi,l) =7 (3)

If an arc is not present in any of k-best MSDTs, its probability value is equal
to 0. Because there is a risk that some digraph arcs would be assigned 0 and they
would have the same priority in the extraction of final MSDTSs, their scores s* are
calculated as the product of the square root of the initial arc weight, the lowest

value p; in (p(T)> and an optimisation factor a which further decreases weights

of unselected arcs (see Equation 4).
5% = v/s(vn,vi,1) x minp; x a, for some 0 < a < 1 (4)
J

The main idea behind the recalculation is to reward arcs with the probability
greater than zero by assigning them higher weights, and to penalise other arcs
by assigning them lower weights. Arcs with higher weights are more likely to be
selected as part of final dependency trees.

3 Experiments and Evaluation

To test the method outlined above, we conduct an experiment consisting in
the projection of English dependency relations to Polish sentences and in the in-

® Arcs in projected digraphs are assigned initial weights from N4.. In order to diminish
the difference between initial weights and probability values, and therefore to raise
the importance of relatively low probability values, initial weights are square rooted.
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duction of Polish dependency trees. Since there is no Polish-English parallel
corpus annotated with gold-standard dependency trees, we may evaluate nei-
ther the induction procedure itself nor the quality of induced trees. Instead,
we perform an extrinsic evaluation to see to what extent induced trees affect
performance of a parser trained on them.

3.1 Data and Preprocessing

The experiment is conducted on a large collection of Polish-English bitexts gath-
ered from publicly available sources: Furoparl [13], DGT-Translation Memory
[25], OPUS [27] and Pelcra Parallel Corpus [21]. After tokenisation, sentence
segmentation and sentence alignment, bitexts are used to produce automatic
word alignment links using the statistical machine translation system MOSES
[15]. Three sets of alignment links are generated: Polish-to-English, English-
to-Polish and a set of links from both unidirectional alignments selected with
the grow-diag-final-and method implemented as part of the MOSES system.
To parse the English side of the parallel corpus, we use the handcrafted wide-
coverage English Lexical Functional Grammar [6,3], using the Xerox Linguistic
Environment [5] as a processing platform.5 The most probable LFG analyses are
converted into dependency trees using a conversion procedure similar as in [20].
The conversion of permitted LFG analyses results in a collection of 4,946,809
English dependency trees, which constitute the subject matter of projection.

3.2 Automatic Induction of Polish Dependency Trees

Given three sets of word alignment links, English dependency trees, and Polish
sentences enriched with morphosyntactic information using the Pantera tagger
[1], the projection module (see Section 2.1) outputs 4,946,809 initially weighted
digraphs. Then, the induction module (see Section 2.2) extracts 4,615,698 sets
of k-best MSDTs (for k£ = 10) from the entire set of initially weighted digraphs,
estimates the probability distribution over arc types in these k-best MSDTs
within 10 iterations of the EM selection algorithm, recalculates initial arc weights
in projected digraphs and acquires final MSDTs from these digraphs.

Since the final MSDTs are labelled with English grammatical functions, we
treat them as unlabelled dependency structures at this point. Arcs in these

5 Similarly as publicly available data-driven dependency parsers, the XLE parser for
English may deal with some ungrammatical sentences. It applies the shallow parsing
(or chunking) technique to identify well-formed chunks (constituents) in a prob-
lematic sentence and then composes them linearly into a FIRST-REST structure
marked as FRAGMENTS. Hence the English XLE parser marks dubious sentences
as FRAGMENTS in contrast to some other parsers which do not distinguish proper
sentences from problematic strings of tokens. Since the aim of the current experiment
is to build a bank of Polish dependency structures for strings of tokens considered as
well-formed sentences or phrases, analyses marked as FRAGMENTS are not taken
into account in projection.
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unlabelled dependency trees are then assigned Polish dependency labels derived
from projected English grammatical functions and morphosyntactic features of
related Polish tokens using a set of predefined labelling rules. The entire induc-
tion procedure outputs a bank of 3,958,556 labelled dependency structures on
which a Polish dependency parser may be trained.

3.3 Evaluation Experiment

We use the Mate system [2] in our evaluation experiment. The performance
of the Mate parser trained on automatically induced trees is evaluated against
a set of 822 dependency trees (manual test) taken from the Polish dependency
treebank [28].” Furthermore, we provide a version of these test trees with auto-
matically generated part of speech tags and morphological features (automatic
test). In addition to these test sets, the parser is evaluated against a set of 100
relatively complex trees (additional test).®

Table 1 reports results of the Mate parser trained on induced dependency
trees.? Parsing performance is measured with two evaluation metrics: unlabelled
attachment score (UAS) and labelled attachment score (LAS) as defined by [16].
These results are compared with the performance of a supervised parser trained
on a part of the Polish treebank.

A parser trained on automatically induced trees (induced) in one iteration'?
achieves 73.7% UAS if tested against the manual test set, 72.8% UAS if tested
against the automatic test trees and 63.5% UAS if tested against the additional
test trees. These results are significantly below the performance of a parser (su-
pervised) trained on trees from the Polish dependency treebank.

7 [28] provide a detailed description of the schema used to annotate Polish sentences
with dependency tree representations.

Additional test sentences were randomly selected from some Polish newspapers.
The selected sentences are quite long and contain 15.3 tokens per sentence on aver-
age. They were first automatically tokenised, lemmatised and part of speech tagged,
and then manually annotated with dependency trees by two experienced linguists.
These linguists also corrected possible errors in lemmatisation and tagging, but not
discrepancies in tokenisation.

The reported experiment was preceded by a preliminary experiment. This experi-
ment consisted in comparing performance of dependency parsers trained on two sets
of MSDTs selected from a limited set of 1.1 million projected digraphs: (1) 1,000,797
MSDTs selected from projected digraphs with initially weighted arcs, and (2) 924,733
MSDTs selected from projected digraphs with EM-recalculated arc weights. Accord-
ing to the preliminary results the parser trained on the trees with EM-recalculated
arc weights outperformed the baseline parser trained on the initially scored trees by
2.4 percentage points.

Preliminary experiments show that the parsing performance decreases with the in-
creasing number of iterations used to train the Mate parser. The decrease in parsing
performance may be due to noise which is learnt in successive iterations. Therefore,
we limit the number of Mate iterations to one.

8
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Table 1. Performance of parsers trained with the Mate parsing system on the Polish
dependency trees acquired with the weighted induction method (induced), induced and
labelled (labelled), labelled and modified (modified), and labelled, modified and filtered
(filtered). Settings of model training: one iteration, the heap size of 100 million features,
the threshold of the non-projective approximation of 0.2. The supervised model is
trained on 7405 trees from the Polish dependency treebank. Setting of supervised model
training: 10 iterations, the heap size of 100M, the threshold of 0.2. Validation data sets:
Manual Test — the set of 822 treebank trees; Automatic Test — the set of 822 treebank
trees with automatic morphosyntactic annotations of tokens; Additional Test — the set
of 100 sentences manually annotated with dependency trees.

Model Data Manual Test Automatic Test Additional Test
UAS LAS UAS LAS UAS LAS
induced 3958556 73.7 — 72.8 — 63.5 —
labelled 3958556 74.6 69.4 74.0 68.1 63.7 58.3
modified 3958556 &5.1 79.2 84.0 77.3 74.3 68.5
filtered 2352940 86.0 80.5 84.7 78.3 76.1 70.3

supervised 7405 92.7 87.2 88.4 81.0 76.0 69.5

Following Hwa’s idea of improving automatically induced trees, we define 45
labelling rules and 31 correction rules.'* Even if the induction process seems to be
straightforward, there are still some Polish-specific morphosyntactic phenomena
or linguistic structures diversely annotated in both languages the annotation of
which may not result from the English dependency tree. The Mate parser trained
on induced trees labelled with Polish dependency types (labelled) achieves 74.6%
UAS and 69.4% LAS if tested against the manual test trees, 74% UAS and 68.1%
LAS if tested against the automatic test trees and 63.7% UAS and 58.3% LAS
if tested against the additional test trees. The Mate parser trained on induced
dependency trees modified with predefined rules performs significantly better —
85.1% UAS and 79.2% LAS if tested against the manual test trees, 84% UAS
and 77.3% LAS if test against the automatic test set and 74.3% UAS and 68.5%
LAS if tested against additional test trees. These results are still below parsing
performance of the supervised parser. Note, however, that in the third — more
realistic — scenario on evaluating the parser on real data, the more useful measure
LAS shows that the results of the semi-supervised procedure described here are
directly comparably to the more costly supervised procedure.

Filtering is one of the most common optimisation techniques in projection-
based approaches. Our results show that filtering of possibly incorrect trees does
not contribute significantly to improving parsing performance since only two
simple filtering criteria are used: percentage of non-projective arcs and per-
centage of arcs labelled with a default function dep. The best parsing results
(filtered) are achieved if we reject trees with more than 30% of non-projective
arcs and with more than 10% of dep-labelled arcs — 86% UAS and 80.5% LAS if
tested against the manual test set, 84.7% UAS and 78.3% LAS if tested against

1 Due to lack of space, a detailed presentation of all individual rules is not possible
here. A general presentation of labelling and correction rules may be found in [30].
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automatic trees and 76.1% UAS and 70.3% LAS if tested against the additional
trees. The results of evaluation against the additional trees show that depen-
dency parsers developed in an automatic way as described here may rival fully
supervised — and, hence, more costly — parsers.

4 Conclusion

This paper presented a novel weighted induction method of obtaining Polish
dependency structures. The weighted induction procedure consists of two main
steps: projection of dependency relations and induction of well-formed depen-
dency trees. The projection step resembles cross-lingual dependency projection
pioneered by [10]. However, it is not required in our approach that projection
results in dependency trees as in [10] or partial dependency structures as in [12]
or [24]. Instead, all possible dependency arcs are projected and they constitute
initially weighted digraphs. Previous approaches do not need any further steps
after projection of dependency relations since projected trees (or tree fragments)
are considered to be the final data for parser training. In our approach, projected
digraphs may contain noisy arcs that should not be used in parser training. We
thus proposed a method of recalculating initial arc weights and selecting the final
MSDTs from the projected digraphs with recalculated arc weights. The weighted
induction method allows to annotate most of sentences with proper dependency
trees that could not necessarily be acquired in case of direct projection. Hence
the aggressive filtering techniques are not applicable and weighted induction
does not lead to a huge loss of data as in [11]. The well-formed induced MS-
DTs are thus presumably more appropriate than direct projections for parser
training.

Results of an extrinsic evaluation consisting in training the Mate parser on
induced trees are very encouraging. Even if they are mostly a little below the per-
formance of the supervised parser, when tested on a homogenous set of rather
short sentences from the treebank on which the parser was trained, a test against
a small set of long and complex trees shows that a parser trained on so-induced
trees may exceed the supervised upper bound. As this projection-based result
was achieved with much less manual work than in the supervised scenario —
construction of a few dozen labelling and correction rules as opposed to anno-
tating thousands of sentences — we conclude that for the purpose of developing
dependency parsers, the method described here rivals the supervised scenario.

While our experiment considered the Polish-English language pair,
the weighted induction method may be applied to obtain dependency struc-
tures for other resource-poor languages which do not have any annotated data
but have a reasonable number of sentences which are parallel with their trans-
lations in a resource-rich language. The weighted induction method was tested
on the task of obtaining dependency structures, but it may also apply to other
projection tasks, e.g., semantic role labelling or word sense disambiguation.



Towards a Weighted Induction Method of Dependency Annotation 175

Acknowledgements. The presented research was supported by grant no
POIG.01.01.02-14-013/09 from Innovative Economy Operational Programme co-
financed by the European Union (European Regional Development Fund).

References

1. Acedanski, S.: A morphosyntactic Brill tagger for inflectional languages. In: Lofts-
son, H., Rognvaldsson, E., Helgadottir, S. (eds.) IceTAL 2010. LNCS (LNAI),
vol. 6233, pp. 3—-14. Springer, Heidelberg (2010)

2. Bohnet, B.: Very High Accuracy and Fast Dependency Parsing is not a Contra-

diction. In: Proceedings of the 23rd International Conference on Computational

Linguistics, pp. 89-97 (2010)

Bresnan, J.: Lexical-Functional Syntax. Blackwell, Oxford (2001)

4. Camerini, P.M., Fratta, L., Maffioli, F.: The K Best Spanning Arborescences of a
Network. Networks 10, 91-110 (1980)

5. Crouch, D., Dalrymple, M., Kaplan, R., King, T., Maxwell, J., Newman, P.: XLE
Documentation. Palo Alto Research Center (PARC), Palo Alto (2011)

6. Dalrymple, M.: Lexical-Functional Grammar. Syntax and Semantics, vol. 34. Aca-
demic Press (2001)

7. Debowski, t..: Valence extraction using EM selection and co-occurrence matrices.
Language Resources and Evaluation 43(4), 301-327 (2009)

8. Ganchev, K., Gillenwater, J., Taskar, B.: Dependency Grammar Induction via
Bitext Projection Constraints. In: Proceedings of the 47th Annual Meeting of the
ACL and the 4th International Joint Conference on Natural Language Processing
of the AFNLP, vol. 1, pp. 369-377 (2009)

9. Hall, K.: k-best Spanning Tree Parsing. In: Proceedings of the 45th Annual Meeting
of the Association of Computational Linguistics, pp. 392-399 (2007)

10. Hwa, R., Resnik, P., Weinberg, A., Cabezas, C., Kolak, O.: Bootstrapping
Parsers via Syntactic Projection across Parallel Texts. Natural Language Engi-
neering 11(3), 311-325 (2005)

11. Jiang, W., Liu, Q.: Automatic Adaptation of Annotation Standards for Depen-
dency Parsing — Using Projected Treebank as Source Corpus. In: Proceedings of
the 11th International Conference on Parsing Technologies, IWPT 2009, pp. 2528
(2009)

12. Jiang, W., Liu, Q.: Dependency Parsing and Projection Based on Word-Pair Clas-
sification. In: Proceedings of the 48th Annual Meeting of the Association for Com-
putational Linguistics, pp. 12-20 (2010)

13. Koehn, P.: Europarl: A Parallel Corpus for Statistical Machine Translation. In:
Proceedings of the 10th Machine Translation Summit Conference, pp. 79-86 (2005)

14. Koehn, P.: Statistical Machine Translation. Cambridge University Press (2010)

15. Koehn, P., Hoang, H., Birch, A., Callison-Burch, C., Federico, M., Bertoldi, N.,
Cowan, B., Shen, W., Moran, C., Zens, R., Dyer, C., Bojar, O., Constantin, A.,
Herbst, E.: Moses: Open Source Toolkit for Statistical Machine Translation. In:
Proceedings of the Annual Meeting of the Association for Computational Linguis-
tics, pp. 177-180 (2007)

16. Kiibler, S., McDonald, R.T., Nivre, J.: Dependency Parsing. Synthesis Lectures on
Human Language Technologies, Morgan & Claypool Publishers (2009)

17. McDonald, R., Petrov, S., Hall, K.B.: Multi-Source Transfer of Delexicalized De-
pendency Parsers. In: Proceedings of the Conference on Empirical Methods in
Natural Language Processing, pp. 63-72 (2011)

©



176

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

A. Wréblewska and A. Przepiérkowski

Naseem, T., Barzilay, R., Globerson, A.: Selective Sharing for Multilingual Depen-
dency Parsing. In: Proceedings of the 50th Annual Meeting of the Association for
Computational Linguistics: Long Papers, vol. 1, pp. 629-637 (2012)

Och, F.J., Ney, H.: A Systematic Comparison of Various Statistical Alignment
Models. Computational Linguistics 29(1), 19-51 (2003)

Ovrelid, L., Kuhn, J., Spreyer, K.: Improving Data-Driven Dependency Parsing
Using Large-Scale LFG Grammars. In: Proceedings of the 47th Annual Meeting
of the ACL and the 4th International Joint Conference on Natural Language Pro-
cessing of the AFNLP (Conference Short Papers), pp. 37-40 (2009)

Pezik, P., Ogrodniczuk, M., Przepiérkowski, A.: Parallel and spoken corpora in
an open repository of Polish language resources. In: Proceedings of the 5th Lan-
guage & Technology Conference: Human Language Technologies as a Challenge for
Computer Science and Linguistics, pp. 511-515 (2011)

Smith, D.A., Eisner, J.: Parser Adaptation and Projection with Quasi-Synchronous
Grammar Features. In: Proceedings of the 2009 Conference on Empirical Methods
in Natural Language Processing, pp. 822-831 (2009)

Segaard, A.: Data point selection for cross-language adaptation of dependency
parsers. In: Proceedings of the 49th Annual Meeting of the Association for Com-
putational Linguistics: Human Language Technologies: Short Papers, vol. 2, pp.
682-686 (2011)

Spreyer, K.: Does It Have To Be Trees? Data-Driven Dependency parsing with
Incomplete and Noisy Training Data. Ph.D. thesis, Universitat Potsdam (2011)
Steinberger, R., Eisele, A., Klocek, S., Pilos, S., Schliiter, P.. DGT-TM: A freely
Available Translation Memory in 22 Languages. In: Proceedings of the 8th Inter-
national Conference on Language Resources and Evaluation, pp. 454-459 (2012)
Téackstrom, O., McDonald, R., Nivre, J.: Target Language Adaptation of Discrim-
inative Transfer Parsers. In: Proceedings of the Conference of the North American
Chapter of the Association for Computational Linguistics: Human Language Tech-
nologies, pp. 1061-1071 (2013)

Tiedemann, J.: Parallel Data, Tools and Interfaces in OPUS. In: Proceedings
of the 8th International Conference on Language Resources and Evaluation,
pp. 2214-2218 (2012)

Wréblewska, A.: Polish Dependency Bank. Linguistic Issues in Language Technol-
ogy 7(1), 1-15 (2012)

Wréblewska, A., Przepiérkowski, A.: Induction of Dependency Structures Based on
Weighted Projection. In: Nguyen, N.-T., Hoang, K., Jedrzejowicz, P. (eds.) ICCCI
2012, Part I. LNCS (LNAI), vol. 7653, pp. 364-374. Springer, Heidelberg (2012)
Wréblewska, A., Przepiérkowski, A.: Projection-based Annotation of a Polish De-
pendency Treebank. In: Calzolari, N., Choukri, K., Declerck, T., Loftsson, H., Mae-
gaard, B., Mariani, J., Moreno, A., Odijk, J., Piperidis, S. (eds.) Proceedings of
the Ninth International Conference on Language Resources and Evaluation, LREC
2014, pp. 2306-2312. ELRA, Reykjavik (2014)

Zeman, D., Resnik, P.: Cross-Language Parser Adaptation between Related Lan-
guages. In: Proceedings of the IJCNLP-08 Workshop on NLP for Less Privileged
Languages, pp. 3542 (2008)



Semantic and Syntactic Model of Natural
Language Based on Non-negative Matrix
and Tensor Factorization

Anatoly Anisimov, Oleksandr Marchenko,
Volodymyr Taranukha, and Taras Vozniuk

Faculty of Cybernetics, Taras Shevchenko National University of Kyiv, Ukraine
avaQunicyb.kiev.ua, rozenkrans@yandex.ua,
taranukha@ukr.net, taarraas@gmail.com

Abstract. A method for developing a structural model of natural lan-
guage syntax and semantics is proposed. Factorization of lexical combin-
ability arrays obtained from text corpora generates linguistic databases
that are used for analysis of natural language semantics and syntax.

1 Introduction

Recently, the non-negative tensor factorization (NTF) method has become widely
used in the natural language processing. From among numerous works in the area
of particular interest are two works [1, 2]. They describe models for the tensor
representation of the frequency for various types of syntactic word combinations
in sentences. After non-negative factorization of tensors such a model allows
for successful automatic extraction of specific linguistic structures from a cor-
pus, such as selectional preferences [1] and Verb Sub-Categorization Frames [2],
which combine data on syntactic and semantic properties of relations between
verbs and their noun arguments in sentences.

The N-dimensional tensors contain estimates for frequency of word combi-
nations sets in text corpora. The model takes into account syntactic positions
of words. After large text corpora are processed and sufficient amounts of data
are accumulated in the tensor, an N-way array is formed. It contains commu-
tational properties of lexical items in the sentences of natural language. For the
words presented in the tensor, the properties include: syntactic relations the
word tends to be engaged into, other words in the tensor these relations point
to, and frequencies of the corresponding relations. Moreover, these relations are
multi-dimensional rather than binary, with N being the maximum number of
possible dimensions. Then non-negative factorization for the obtained tensor is
performed, which significantly transforms the presentation model. Originally, a
multi-dimension tensor is sparse and extensive. Each of the N axes of the syn-
tactic space contains tens of thousands or hundreds of thousands of points that
represent words. After the tensor has been factorized, its data are represented as
N matrices consisting of k columns (where & is much smaller than the number
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of points in any of the tensor’s N dimensions). Parameter & is a degree of factor-
ization, the number of dimensions of the latent semantic space, and the number
of attribute dimensions in it. In addition to a more compact data representation,
the probability of every possible word combination can be estimated in differ-
ent syntactic sentence structures. This can be done by calculating the sum of
the products of the components for N k-dimensional vectors corresponding to
the words chosen from the matrices corresponding, in turn, to their syntactic
positions.

The number of dimensions in the tensor restricts the maximum length of
sentences and phrases described by this model. Van de Cruys describes a three-
dimensional tensor for modeling the syntactic combination: Subject — Verb —
Object [1]. Van de Cruys and colleagues describe tensors of 9 and 12 dimensions
to simulate up to twenty different types of syntactic relations [2]. The mere in-
crease in the tensor dimension number, however, does not seem to be a good
way of improving the model and handling more types of complex syntactic rela-
tions. It is quite reasonable, therefore, to look for other universal representation
models for syntactical structures. The control spaces [3] have been chosen from
among numerous time-tested classic formal models of language syntax represen-
tation owing to the fact that in this model an arbitrary complex structure is
described using recursion through superposition of two basic syntactic relation-
ships — binary syntagmatic and ternary predicative. The lexical and syntactic
tensor model proposed here consists of a 3-dimensional tensor for ternary pred-
icative relations (like Subject — Verb — Object) and a matrix for binary syn-
tagmatic relations (like Noun — Adjective, Verb — Adverb, etc.). Sentences have
two types of links: a ternary predicative relation and a closed cyclic dependency
(binary syntagmatic). The use of control spaces appears to be an efficient means
to reduce arbitrary n-ary syntactic relation to the superposition of binary and
ternary relations.

Understanding natural language requires knowledge of language per se (vo-
cabulary, morphology, syntax), and knowledge of the extralinguistic world. The
tensor models include data on semantic and syntactic communicative properties
only of the words from the texts already processed and only within the sentences
and phrases in which these words are used. This paper proposes to use the hier-
archical lexical database WordNet to generalize descriptions of communicative
properties of words using implicit mechanisms of inheritance by taxonomy tree
branches. Assuming a word A belongs to a synset S and has a certain property
P, there is a high probability that the other words from S will also have the
property P. Also, some words of the children synsets of S will almost certainly
have P and words of the parent synsets of S are also likely to have P. These
assumptions underpin the implementation of the generalization mechanism that
describes communicative semantic and syntactic properties of words applying
the principle of taxonomic inheritance.

The training set contains texts from The Wall Street Journal (WSJ) corpus,
along with the English Wikipedia and the Simple English Wikipedia articles.
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The latter two contain the definitions and basic information about concepts,
which enhances semantics in the model.

2 Lexical-Syntactic Model of Natural Language

In order to construct a semantic-syntactic model of natural language, a method
for automatic filling the three dimensional tensor F(for ternary predicative re-
lations) and the matrix D (for cyclic binary dependencies) was designed. The
method calls for the following steps:

— Sentences from a large corpus are taken and parsed by the Stanford Parser
module, which generates the syntactic structures of sentences in the form of
dependency trees and parse trees for phrase structure grammar [4, 5].

— The program examines the dependency tree and the CFG parse tree of the
current sentence. It constructs the control space of the syntactic structure,
analyzing relations between corresponding words to identify predicate com-
binations of length 3 (e.g., Subject — Verb — Object, etc.) and cyclic binary
combinations of length 2 (Noun — Adjective, Verb — Adverb, etc.).

— In the control space of this sentence for every triad of points (4, j, k) con-
nected with the ternary predicative sequence of links, in tensor F' the cell
F[I,J, K] receives the value: F[I,J, K] = F[I,J, K] + 1. The coordinates I,
J, K of the tensor cell correspond to pairs (w;, A;), (wj, A;) and (wg, Ax),
where w means words that are lexical values of the corresponding points
(i,4,k), and A is a coded description of the characteristics of these words
(part of speech, gender, number of lexical units, etc.).

— Similarly, in the control space of the syntactic structure of the current sen-
tence for each pair of points (i, j) interconnected with the cyclic binary link,
in matrix D the cell D[I,J] is set to: D[I,J] = D[I,J] + 1.

The extremely large dimension and sparsity of matrix D and tensor F' demand
for non-negative matrix and tensor factorization in order to store the data in a
more economical way. Matrix D is factored using Lee and Seung Non-negative
Matrix Factorization algorithm [6] that decomposes matrix D(N x M) as a
product of two matrices W (N x k) x H(k x M), where k < N, M. Tensor F' is
factored using the non-negative three-dimensional tensor factorization parallel
algorithm PARAFAC [7]. The factorization yields corresponding matrices X, Y
and Z.

After matrix D and tensor F' factorization, the system forms a strong knowl-
edge base which contains information about the syntactic framework of natural
language sentences. Along with the description of general syntax that defines the
structure of sentences in a general abstract form, the base also contains semantic
restrictions that determine which words can form a syntactic connection of a cer-
tain type. To determine whether two words a and b form a cyclic binary relation,
one has to take vector-row W, from matrix W corresponding to the word a, and
vector-column matrix Hp from matrix H which corresponds to the word b, and
calculate the scalar product of vectors (W,, HbT ). If the product is greater than
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a certain threshold T, this relation is defined. In order to determine whether the
three words a, b and ¢ enter into predicative relation (a — b — ¢), it is necessary
to take vector X, corresponding to the word a, vector Y; corresponding to the
word b, and vector Z. corresponding to the word ¢ and to calculate the value:

k
Sabc - ZXII[Z] * Yrb[’d * ZC[Z]

If Sgpe value is greater than a threshold, then this relation is defined. If not, it
is considered undefined.

These matrices implicitly define a set of defined language clauses, which is
specified with the input corpus. The vectors of words from the derived matrices
implicitly describe their structural behavior. They define in which syntactic rela-
tion these words may join and which words they have joined. With the resulting
matrix, one may parse sentences and generate the control space of their syntactic
structures, using ascending algorithms such as Cocke — Younger — Kasami. The
control space is built where possible.

3 Implementation

As the initial training text corpus, sets of articles from the English Wikipedia, the
Simple English Wikipedia and the WSJ corpus are used. The texts are processed
sequentially with the parser and with the program that constructs the control
space of syntactic structures. First, the sentences are analyzed with the Stanford
Parser yielding CFG parse trees (for phrase structure grammar) and dependency
trees. Also, an algorithm has been developed to construct control spaces by
converting the dependency tree and the CFG parse tree into the control space of
a sentence. The algorithm is a recursive traversal from left to right of the sentence
tree which creates points of the control space in each node of the CFG parse
tree and performs conversion of corresponding relations of the dependency tree
into connections of control space (either predicative or cyclic connections). Each
point of the space is assigned a specific lexical value (a word or a phrase) and
characteristics (part of speech, gender, number, etc.). At the outset every word
is an isolated point in the control space. When points A and B are connected to
form a new point S in the space, representing the relationship between A and
B, this new point gains its own lexical value. This value can be inherited from
the main element of the pair (A, B), e.g., the phrase hot tea consists of a pair
(hot, tea) that has a Noun as the main word. Consequently, the new point will
inherit value from tea. Also, the merger of two points may result in their lexical
value forming a fixed collocation. For example, the combined value of point A
(Weierstrass) and B (theorem) is the Weierstrass theorem, which is the lexical
value of the new generated point C. Fixed collocations are obtained based on
Wikipedia articles with corresponding titles.

The control space has been built, with matrix D and tensor F filled. 800,000
articles from the English Wikipedia and the Simple Wikipedia have been pro-
cessed, along with the WSJ corpus. As the WSJ corpus is annotated manually
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and contains correct syntactic structures, a high number of quality syntactic
structures control spaces are received. The processing yields a large matrix D
for cyclic links (numbering approximately 2.3 million words x 2.3 million words,
with up to 57 million non-zero elements) and the large three-dimensional tensor
F for ternary predicative connections (consisting of approximately 2.3 million
words X 52 thousand words x 2.3 million words, with up to 78 million non-zero
elements). These arrays were factorized by the non-negative matrix factoriza-
tion algorithm [6] and the non-negative tensor factorization parallel algorithm
PARAFAC [7].

Factorized data sets allow for efficient computing of probability for cyclic
binary relations between any two words using the scalar product of two corre-
sponding vectors. To form ternary predicative relations among any three words
the probability can be efficiently and easily calculated.

To investigate the applicability of this model for practical NLP tasks, a parser
for the English language based on the obtained arrays of lexical-syntactic com-
binability has been implemented. This parser, based on the Cocke — Younger —
Kasami algorithm, directly constructs the control space of a sentence.

The model describes only the relations among those words which actually
occur in the corpora sentences and have been processed accordingly. When a
pair of words A and B makes a cyclic binary link and has value in the array,
the pair A; and B; (where A; is synonymous with A, and B is synonymous
with B) will not have the link if A; and B; are absent in the data. The same
holds for ternary predicative relations. The matter can be easily dealt with by
using synonym dictionaries. In the system we developed the WordNet is used
to this end. We assume that if between A and B a relation exists, it also exists
between an arbitrary pair of A; and B;, where A; is any word from the synset
that contains A, while B; is any word from the synset that contains B. However,
the question of homonymy arises when one word corresponds to several synsets
in the WordNet. Every time a sentence is parsed, the point at issue is how to
determine whether a pair or triplet of synsets is correct.

On the one hand, there are several standard approaches to solving this classic
problem of ambiguous words (WSD). On the other hand, the two matrices W and
H resulting from the non-negative matrix factorization of D can be considered
powerful tools for determining the degree of semantic similarity between words
according to the methods of latent semantic analysis.

So, to determine the presence of cyclic binary connections and to solve the
problem of ambiguous words the following steps are carried out:

A: Take vector W, corresponding to word a from term matrix W, vector
column Hj which corresponds to word b from matrix H, and calculate the scalar
product of the vectors (W,, Hl'). If the value (W,, H') > T, then this link is
defined. T is the threshold. The optimal value of T is found experimentally. If
it fails:

B: Take synsets for words a and b from the WordNet. The set of synsets {4;}
refers to word a, and the set of synsets {B;} refers to word b. Check the pairs of
the words formed from the elements of {A;} and {B;}. If there is a word aj from
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A € {4;} and a word b; from B; € {B;} such that scalar product of vectors
(Wak,H ) > T, then this link between a and b is defined. If not:

C: The set {A;} is expanded with synsets linked with nodes from {A4;} with
hyponym and hyperonym relations in the WordNet. The set {B;} is expanded
in the same way. Check the pairs of words formed from elements of {A;}exp and
{Bi}exp (excluding the pairs already checked on step B). If there is a word aj
from the synset Ay € {A;}exp and a word b, from the synset B; € {B;}exp such
that the scalar product of vectors (Wak,H ) > T, then the link between a and

b is defined. If it fails: expand {A; }exp and {B texp recursively 2 or 3 times and
repeat step (C).
If it is always (Wak,H ) < T, then the link does not exist.

During the expansion of {A;} and {B;} one should avoid adding synsets from
the list of the concepts with the most general meanings from the top of the
WordNet hierarchy. In expanding {4;}exp and {B;}exp With such concepts, the
semantic similarity between a} and b} quickly deteriorates. Inheritance of prop-
erties through hyponymy/hypernymy is not correct for such synsets.

For the ternary predicative link, this algorithm works in the same way.

The taxonomic hierarchy of the WordNet lexical database together with the
mechanism of inheritance allows us to generalize this representation model of
syntactic and semantic relations of natural language. This turns the constructed
system into a versatile tool for syntactic and semantic analysis of natural lan-
guage texts.

4 Experiments

To form a robust syntactical and semantic relations base, it is crucial to have a
huge corpus of correctly tagged texts. The WSJ corpus availability has a signif-
icant effect on assuring the quality of the resulting model. To construct tagged
texts from the English Wikipedia and the Simple English Wikipedia, the Stan-
ford Parser is used. It produces dependency and CFG parse trees. The accuracy
of CFG parse trees is about 87%, while the accuracy of dependency trees is
about 84%. As some of the trees are incorrect, it natural that they yield some
inaccurate descriptions of the control spaces of the syntactic structures. The al-
gorithm for converting CFG parse trees and dependency trees into control spaces
of syntactic structures shows no errors on correct trees.

The development of the system for parsing and control spaces generation
for natural language sentences based on created lexical and syntactic databases
was followed by experiments. The accuracy was measured by computing control
spaces of the syntactic structures. To generate test samples, 1,500 sentences
were taken from the Simple English Wikipedia articles; 1,500 sentences — from
the English Wikipedia articles (using the texts not included in the 800,000 items
processed for constructing matrix D and tensor F').

The syntax trees of the sets of texts from the Wikipedia and the Simple
Wikipedia that were processed with the Stanford Parser were automatically
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transformed into control spaces, applying conversion with the developed algo-
rithm. The obtained control spaces were manually verified and corrected by
experts. This annotated text corpus was formed for the purpose of checking
the quality of parsing and generating syntactic structure control spaces for the
Simple Wikipedia and the English Wikipedia texts.

The system for parsing and control spaces generation constructs control spaces
of syntactic structures for sentences from the annotated corpus. Subsequently,
the obtained control spaces were compared with the corresponding correct con-
trol spaces from the annotated test corpus.

Each cyclic binary link and each ternary predicative link that were found were
automatically tested. The test was carried out with due regard for the algorith-
mic case in which a particular syntactic relation was found. Case A describes
the identification of the direct link between words through the scalar product of
their vectors; case B describes the usage of synonyms to compute the probability
of the link. Case C describes the usage of the hyponym and hyperonym Word-
Net connections for these words to find the probability of the link. The test was
performed only for the sentences that had been successfully processed with the
complete building of the syntactic structure control spaces (94.1% from 1500
sentences from the Simple English Wikipedia and 83.4% from 1500 sentences
from English Wikipedia were successfully processed in the test set). Also, a test
was performed on the WSJ corpus using cross-validation (when checking the
quality of the system on 1 part of the corpus out of 10, the corresponding data
obtained from the above mentioned part were temporarily excluded from the
base of the model). The test on the WSJ corpus was performed automatically.
92.7% of sentences from the WSJ corpus obtained complete parse. The results
are summarized in Table 1.

Table 1. Precision estimation of cyclic binary links and ternary predicative links on
sentences from the Simple English Wikipedia, the English Wikipedia and the WSJ
corpus

Simple Wikipedia Wikipedia WSJ corpus

Cyclic binary links (case A) 95.17% 91.23% 93.71%
Cyclic binary links (case B) 91.29% 89.91% 91.05%
Cyclic binary links (case C) 89.17% 83.06% 85.07%
Ternary predicative links (case A) 96.17% 92.24% 94.37%
Ternary predicative links (case B) 93.21% 90.01% 91.33%
Ternary predicative links (case C) 91.03% 87.79% 89.79%

The precision estimates of the ternary predicative links are higher than the
precision estimation of the cyclic binary links. It seems natural considering the
positional stability for relations of type Subject — Verb — Object structure in
the sentences. A certain small percentage of errors occurs even in case A. It
indicates that errors must be present in the training set of control spaces of sen-
tences that served as the base for constructing the cyclic links matrix D and the
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three-dimensional predicative relations tensor F. The model can be improved
by checking and correcting the training set. The best estimates correspond to
sentences from the Simple Wikipedia, which is quite understandable due to the
simple and clear syntactic structure of its sentences. The English Wikipedia
sentences are much more complicated, leaving more room for different inter-
pretations of grammatical structures. Hence, the precision of processing for the
WSJ corpus sentences is higher than that for the English Wikipedia sentences.
It indicates that the high quality training data from the WSJ corpus allows for
improving the model to a great extent.

5 Conclusions

The recursiveness of syntactic structures control spaces allows us to describe
sentence structures of arbitrary complexity, length and depth. This enables the
development of a semantic-syntactic model based on the single three-dimensional
tensor and the single matrix instead of increasing the number of dimensions
of connectivity arrays for lexical items. To investigate the applicability of this
model for practical NLP tasks, a system for analysis and constructing syntactic
structure control spaces has been developed on the basis of factorized arrays. It
shows high quality and accuracy, thus proving the correctness and efficiency of
the constructed model. The model is of high relevance both for theoretical and
practical applications for computational linguistic systems.
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Experiments on the Identification
of Predicate-Argument Structure in Polish

Konrad Gotuchowski

Institute of Computer Science, Polish Academy of Science, Warsaw, Poland

Abstract. This paper focuses on automatic methods of extracting a
predicate-argument structure in Polish. Two approaches to extract se-
lected aspects of the predicate-argument structure are evaluated. In the
first experiment the multi-output version of the Random Forest classifier
is used to extract a valency frame for each predicate in a sentence. In
the second experiment the Conditional Random Fields classifier is used
to find syntactic heads of all arguments realised in a sentence. What is
more, the importance of various sources of features is presented, includ-
ing shallow syntactic parsing, dependency parsing and a verb valency
information. Due to the lack of the high-quality syntactic parser, the
presented approach does not rely on the deep syntactic information.

Keywords: Argument identification, verb valency, predicate-argument
structure.

1 Introduction

Identifying a predicate-argument structure in a sentence is the initial step of
many natural language processing tasks, such as Semantic Role Labelling (SRL),
Information Extraction and verb clustering. Usual approaches to obtaining such
a structure heavily depend on deep parsing. [1,10] show that such information
is vital for the identification of argument boundaries. Although multiple efforts
have been put into building a syntactic parser for Polish [15,7], none of existing
tools gives satisfactory results yet. [2] shows that identification of exact argument
boundaries without syntactic parsing for Polish is a difficult task. However, in
many NLP tasks finding only selected aspects of a predicate-argument structure
(e.g. argument heads) instead of a full structure is useful.

For reasons given above, this paper presents two experiments that try to
identify two selected aspects of the predicate-argument structure without the
deep parsing information: heads of arguments and for each predicate, types of
all its arguments. The dependency parsing is used as an additional source of
features for argument types classification.

2 Predicate-Argument Structure

Predicate dependents are usually divided into two groups: arguments — that are
predicate-specific, and adjuncts — that can co-occur with almost any predicate.
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This paper focuses only on the first group. Each argument may be labelled with
a syntactic type, i.e. a syntactic information on how the argument is realised
in a sentence. Argument types used in this paper were taken directly from the
Skladnica treebank [16,14] (see Sect. 4.1).

The sentence below presents a fairly simple example of the predicate-argument
structure. Only one predicate zjadl (Eng. ate) is present. Its two core arguments,
the subject (subj) and the nominal phrase in the accusative case (np(bier)), as
well as an adjunct, have been annotated.

[sussMarek] zjadl [yp(per)kanapke] [spjuncrwezoraj].
[sussMark] ate [yp(soc)a sandwich] [spjuncryesterday].

3 Related Work

In the semantic role labelling task, most algorithms for the argument identifi-
cation start with syntactic parsing and then do a binary classification of each
node in a parse tree whether it is an argument or not (see [1]). There are only a
few examples that use the shallow syntactic information for the argument iden-
tification [2,3,13]. [1,10] both show the necessity of syntactic parsing to obtain
argument boundaries in the semantic role labelling task. [6] uses the Markov logic
to perform various tasks related to the identification of the predicate-argument
structure. The presented Markov-logic-based classifier identifies predicates, ar-
guments and senses at the same time. This approach does not rely on parse trees
but uses features based on the dependency parsing. [5] treats assigning valency
frame to a predicate as a verb sense disambiguation task. The set of possible
verb senses is taken from VALLEX, a Czech lexicon of valency frames. A similar
approach is presented in [12], which evaluates an attempt to assign a correct
valency frame.

4 Resources and Tools

In subsequent subsections, the most important resources and tools are described.

4.1 Skladnica — The Polish Treebank

Skladnica is a Polish treebank [16,14]. It consists of 19998 sentences of which
8227 have manually corrected parse trees. This corpus is used both for training
classifiers and for their evaluation. To assure that final solutions do not rely
on any deep syntactic features, apart from the argument structure, only mor-
phosyntactic features (such as a part-of-speech) were extracted from this corpus.

There are several argument types available in Skladnica: 1) subjects, 2) nom-
inal arguments with the case information, 3) prepositional phrases, 4) adjectival
arguments, 5) information about reflexive pronoun sie, 6) various dependent
clauses, 7) infinitive arguments with the aspect information and 8) adverbial
arguments. Whenever an adverbial argument was realised by a prepositional
phrase, it was considered as a prepositional argument.
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4.2 Walenty — The Valency Lexicon

Walenty [9] is the Polish Valency Lexicon that describes possible valency frames
for almost 7000 verbs. Valency frame defines for a predicate what arguments in
a sentence are expected and how these arguments are realised syntactically.

Some arguments in Walenty frames require certain words to occur inside them
(e.g. in case of idiomatic expressions). Presence of such arguments is correlated
with predicates, so for the purpose of experiments all such arguments were re-
placed with appropriate unlexicalized versions.

4.3 TOBBER — The Syntactic Shallow Parser

As mentioned before, reliable deep syntactic parsers are not yet available for
Polish. However, tools performing shallow syntactic parsing were developed. One
of such tools is IOBBER [11], which annotates a text with three types of syntactic
groups: nominal and prepositional groups, verbal groups and adjectival groups.
Moreover, IOBBER can find a syntactic head of each group.

4.4 The Polish Dependency Parser

The Polish dependency parser [18] was used to obtain a set of dependency re-
lations between words. Relations between predicates and its dependents are the
most interesting as they may indicate both presence of arguments and their
type. A detailed description of dependency relations obtained from the Polish
dependency parser can be found in [17].

5 Extracting Predicate-Argument Structure

In this paper, two aspects of extracting the predicate-argument structure are
considered and presented in subsequent sections.

5.1 Experiment I: Extracting Arguments for Each Predicate

The goal of the first experiment was to obtain types of realised arguments for
each predicate in a sentence. To achieve this goal, for each predicate in each
sentence a set of features and a set of types of its arguments were extracted.
All features were binary and stated that a word in nearest surrounding of the
argument had some property (see Table 1). The multi-output version of Random
Forest classifier from Scikit toolkit [8] was used because this classifier was able
predict multiple arguments for a single input.

One approach to obtaining features for each predicate was to consider a win-
dow of neighbouring chunks surrounding the predicate. A chunk meant either a
nominal or an adjectival group returned by the IOBBER or a single word if it
was not in any group. This approach makes it possible to find most arguments
that are in the nearest neighbourhood. Another approach to obtaining features
for each predicate was to take advantage of predicate dependents given by the
Polish dependency parser and extract the features for each dependent. Both
these approaches, as well as the combined approach, were evaluated.
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Table 1. Features used in Experiment I

Type Feature

Morphosyntactic presence of nouns, pronouns, adjectives with their case
presence of conjunctions, complementizer and adverbs with
their base forms,
presence of noun and verb negation,
presence of past participle,
presence of reflexive pronoun sie,
presence of questions words (e.g. what, which, etc.),
presence of words describing time (e.g. yesterday, today),
presence of adverbs in base form (e.g. presence of the word
quickly),

Walenty all frame elements that can be realised with predicates from
the sentence

Dependency parser-based relation labels of selected dependents

Predicate-based predicate part-of-speech

5.2 Experiment II: Extracting Argument Heads

The goal of the second experiment was to find which words represent syntactic
argument heads in a sentence. Also, types of argument heads were determined.
To achieve this goal, each word had the label assigned, either an argument type
for an argument head, or not-argument-head label for all other words. In case of
arguments that are coordination of phrases, the conjunction is considered as the
argument head. Figure 1 presents a sample sentence with argument types labels.
The not-argument-head label was denoted as , the subject as subj, the nominal
argument in the accusative case as np(bier) and the prepositional argument in
the genitive case with the preposition do as prepnp(do,dop).

Oni czesto chodzili  do pubu , pili piwo , rozmawiali.
They often were going to a pub , drinking a beer , talking.
subj prepnp(do:gen) np(bier)

Fig. 1. A sample sentence labelled with the argument heads

For each word in a sentence the following set of properties was extracted: 1)
part-of-speech, 2) case (whenever applicable), 3) lemma of selected words (prepo-
sitions, complementizers, question words, nie and si¢), 4) information whether
this word is the head of an IOBBER nominal or an adjectival group, 5) a match-
ing Walenty argument if any, 6) a dependency relation if any. Then all properties
in the window starting with two preceding words and one following word were
considered as features for labelling a single word. Furthermore, a variant with
the larger context (3 preceding and 3 following words) was evaluated.

To find the best possible labelling of words in a sentence the CRF++, the
linear-chain Conditional Random Fields classifier, was used [4].
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6 Evaluation

All evaluations were performed using 10-fold cross validation on the corpus ex-
tracted from the Skladnica treebank. Standard measures of recall, precision and
F-measure were used. In subsequent sections recall is understood as a correctly
predicted fraction of arguments in the gold standard, precision — as a correctly
predicted fraction of all predicted arguments and F-measure — as the harmonic
mean of precision and recall. Correctness of the argument prediction is under-
stood differently in each experiment. In the first experiment, the argument was
predicted correctly if it was present in the valency frame of the considered pred-
icate. In the second experiment, the predicted argument was considered correct
when the argument head was recognised correctly.

6.1 Baseline Algorithms

In the first experiment, the baseline algorithm chooses the most frequent set
of arguments for each predicate. For the second experiment — finding heads of
arguments — the baseline algorithm chooses for each word the most common label
for a concatenation of three features: its part-of-speech, its case (if applicable)
and its base form.

6.2 Results of Experiment I: Predicate-Level Evaluation

The first experiment was performed in a few phases. Initially, only morphosyn-
tactic features were extracted for each word in the sentence. In the later phases,
features were extracted only for heads of syntactic groups. Next, the features
extracted from the Walenty lexicon, as well as the features based on the Polish
dependency parser, were added. In the best setting, the Random Forest classifier
achieved the F-measure of 85.56% with the recall of 77.18% and the precision
of 95.97%. Table 2 shows results achieved by the classifier in various setups. In
this experiment the use of the IOBBER groups improves the recall but does not
change the precision at all. The largest boost in the precision is obtained when
the features based on the dependency parser relations are used.

This task is similar to assigning to a predicate a matching valency frame from
the valency lexicon presented in [12]. However, [12] assigns not only arguments
realised in a sentence as in experiment presented in Sect. 5.1 but also the full
valency frame from VALLEX lexicon, To be able to approximately compare
results from these two experiments, the accuracy of finding all arguments for
each predicate is reported. The approach presented in this section achieved the
accuracy on the level of 65.73% which is a slightly worse result than the accuracy
presented in [12] (accuracy achieved by their best setup was 79.86%).

6.3 Results of Experiment II: Evaluation of Argument Head
Extraction

In the task of finding argument heads using CRF-based classifier, most words are
tagged with no-argument-head label. Including these tags in evaluation scores
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Table 2. Results of finding arguments for each predicate in the sentence * — accuracy
of finding the full frame for the predicate

Features Precision (%) Recall (%) F (%) Accuracy* (%)
Baseline 53.40 60.27 56.62 30.65
Window: 5 chunks

Base features 88.87 74.03 80.77 59.45
+ Only IOBBER group heads 88.83 76.82 82.39 62.59
+ Walenty 89.74 76.57 82.63 63.32
+ Dependency-based relations 92.83 77.35 84.38 64.91
+ Dependency-based chunks 95.97 77.18 85.56 65.86
Window: 7 chunks

Base features 91.17 73.71 81.51 60.30
+ Only IOBBER group heads 91.06 77.68 84.06 64.85
+ Walenty 92.28 77.13 84.02 65.06
+ Dependency-based labels 95.07 77.03 85.03 65.81
+ Dependency-based chunks 96.03 77.03 85.47 65.73
Dependency-based chunks only

+ All features 94.00 74.65 83.21 62.22

Table 3. Results of finding heads of arguments * — accuracy of finding all types of
arguments in the sentence

Features Precision (%) Recall (%) F (%) Accuracy* (%)
Baseline 71.31 70.21 70.75 37.68
Base features 85.21 80.90 83.00 57.54
+ IOBBER group head 85.99 84.11 85.05 61.69
+ Walenty 86.70 84.60 85.64 63.47
+ Dependency parser 91.17 88.91 90.02 73.06
+ Larger context 91.25 90.01 91.25 72.93

would lead to over-optimistic results and, in fact, would not reflect the real
efficiency of finding argument heads. Therefore, only tags that reflect the actual
argument types were user for scores calculations. Table 3 presents the results of
this experiment.

Features based on the dependency relations gave the most noticeable improve-
ment. Also, using information about syntactic heads improved the recall consid-
erably. Detailed error analysis of the results showed that dependency relation-
based features help to decrease three main sources of errors: misclassification
of adverbial arguments, prepositional arguments and nominal arguments in the
genitive case.

7 Conclusions and Future Work

This paper tackles the problem of finding two aspects of predicate-argument
structure without the use of deep syntactic parsing. Two experiments were
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presented, as well as the impact of the various features types. All experiments
gave reasonable results. Especially, in the experiment of finding argument heads,
presented method achieved satisfying results, recognising correctly all arguments
in 73% of sentences. Although the dependency parser outputs the predicate de-
pendents, the first experiment showed that using a window around the predicate
increases the recall of detected arguments.

In future work, it will be vital to merge both experiments into a single one,
in order to obtain the predicate-argument structure, i.e. both argument heads
and their governing predicates. Additional work may be necessary to improve the
recall of finding valency frame for the predicate. Moreover, introducing semantic-
based features (e.g. WordNet synset) should improve the distinction between
adjuncts and arguments.
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Abstract. The aim of this paper is to propose a method of simulating
— in a syntactico-semantic parser — the behaviour of semantic roles in
case of a language that has no resources such as VerbNet of FrameNet,
but has relatively rich morphosyntax (here: Polish). We argue that using
an approximation of semantic roles derived from syntactic (grammatical
functions) and morphosyntactic (grammatical cases) features of argu-
ments may be beneficial for applications such as text entailment.

Keywords: Thematic roles, parser, morphosyntax, LFG.

1 Introduction

There is a strong tradition in Slavic linguistics of relating morphosyntax to se-
mantics, especially, of claiming that morphological cases have unified meanings.
One of the most prominent proponents of this approach was Roman Jakob-
son (see, e.g., Jakobson 1971a,b), and it has been further developed by Anna
Wierzbicka (e.g., Wierzbicka 1980, 1981, 1983, 1986), who claims that “cases
have meanings and that this meaning can be stated in a precise and illuminat-
ing way” (Wierzbicka, 1986, p. 386).

While we do not fully subscribe to this tradition, we show that it turns out
to be a useful approach in Natural Language Processing (NLP). In particular,
we discuss the role of semantic roles in grammar engineering and argue that — in
case of languages with rich morphosyntax but no manually created semantic role
resources such as VerbNet or FrameNet — a relatively simple way of inferring an
approximation of semantic roles from syntax and morphosyntax may be sufficient
for some applications. In fact, it seems that even when a resource like VerbNet
is available, this simpler approach to semantic-like roles may be beneficial.

The broad aim of the work partially reported here is to add a semantic com-
ponent to the manually created LFG (Bresnan, 2001; Dalrymple, 2001) grammar
of Polish (Patejuk and Przepiérkowski, 2012), implemented using the XLE plat-
form (Crouch et al., 2011). Regardless of this particular context, we believe that
the approach proposed in Sect. 3 has a wider applicability.
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© Springer International Publishing Switzerland 2014
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2 Semantic Roles in Grammar Engineering

The modern notion of semantic roles stems from the work of Gruber 1965
and Fillmore 1968, and it was brought to the foreground of linguistic
research by Jackendoff 1972. Relatively small sets of semantic roles are com-
monly assumed in theoretical linguistics. For example, Fillmore 1968 distin-
guishes between Agentive, Dative, Instrumental, Factive, Locative, Objective,
as well as Benefactive, Time and Comitative, and even fewer roles are as-
sumed in LFG (Bresnan and Kanerva, 1989; Dalrymple, 2001). In more appli-
cational or corpus-based work, much larger repertoires are adopted, e.g., 18
roles in the system of Sowa 2000 or 30 roles in VerbNet (Kipper et al. 2000;
http://verbs.colorado.edu/ mpalmer/projects/verbnet.html).

Semantic roles are useful in those NLP tasks which use or produce semantic
representations for the purpose of automatic reasoning, e.g., in text entailment or
question answering. For example, instead of representing the sentence Carrie ate
pizza at Langley naively as Ip pizza(p) Aeat (C,p, L), it may be a little less naively
(but still ignoring tense, etc.) represented using semantic roles and the neo-
Davidsonian approach (Parsons, 1990) as 3p, e pizza(p) A eat(e) A agent(e,C') A
patient (e, p) Alocation (e, L). This latter representation makes the inference from
Saul ate pizza at Langley to Saul ate pizza, represented as Ip, e pizza(p) A eat(e) A
agent(e, C) N\ patient(e,p), immediate — it’s a matter of dropping the conjunct
location(e, L) in the semantic representation. On the other hand, on the more
traditional approach, many meaning postulates would have to be formulated,
including one relating the 3-argument eat predicate (as in eat(C,p, L)) to the
corresponding 2-argument predicate (as in eat(C, p)).

Given the multiplicity of proposed systems of semantic roles, the
question arises which one to use in a grammar engineering task. In
Jaworski and Przepiérkowski 2014 we report the results of usability studies of
the two systems mentioned above: Sowa’s and VerbNet. The results are discour-
aging: the inter-annotator agreement is much too low to guarantee a reasonable
quality of semantic role assignment — and, hence, the quality of any tools trained
on corpora annotated with such semantic roles — and the investigation of dis-
agreements reveals some internal inconsistencies in these systems.

On the basis of these experiments, as well as various remarks in the literature,
we conclude that semantic role systems such as VerbNet or Sowa’s are not really
well-suited for the grammar engineering task and that other approaches must be
explored. The one that we advocate here is to define ‘semantic roles’ on the basis
of morphosyntactic information, including morphological cases, following the
linguistic tradition referred to at the beginning of this section. This tradition is
continued by Slavic linguists working within the Cognitive Linguistics paradigm,
including Ewa Dabrowska, whose view of the Polish dative reads like a definition
of a semantic role: “the dative noun refers to an individual affected by a process
or state which obtains in some part of his personal sphere, be it the sphere of
potency, the sphere of empathy, the sphere of awareness, or the private sphere”
(Dabrowska 1997, p. 68; see also Dabrowska 1994).
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3 Syntactic Approximation of Semantic Roles

There are two general approaches to obtaining semantic representations in LFG-
based parsing systems: co-description (CD) and description-by-analysis (DBA).
The former, CD, is straightforward: lexical entries contain lexical semantic in-
formation, grammar rules or principles specify how meanings are composed, and
semantic composition proceeds in parallel to syntactic parsing. This is the stan-
dard procedure in various formalisms and parsing platforms, including the HPSG
(Pollard and Sag, 1994) English Resource Grammar (Copestake and Flickinger
2000; http://wuw.delph-in.net/erg/).

However, in LFG grammar engineering, the second approach, DBA, is
common: semantic representation is obtained by analysing f-structures, i.e.,
non-tree-configurational syntactic representations (as opposed to more surfacy
tree-configurational c-structures) containing information about predicates,
grammatical functions and morphosyntactic features; this approach has been
adopted for German (Frank and Erk, 2004; Frank and Semecky, 2004; Frank,
2004), English (Crouch and King, 2006) and Japanese (Umemoto, 2006).

In order to obtain representations employing semantic roles, resources exter-
nal to the respective LFG grammars must be used in the process. Thus, in case
of German, rules of transforming f-structures to semantic structures contain-
ing semantic role information were automatically acquired (Frank and Semecky,
2004) on the basis of a German treebank (Brants et al., 2002) annotated with
FrameNet-like information, and subsequently generalised (Frank, 2004) to cover
more unseen cases. For English, semantic roles were more directly transferred
from VerbNet to the lexicon (Crouch and King, 2005) used in the system rewrit-
ing f-structures to semantic representations (Crouch and King, 2006). On the
other hand, apparently no such external resources were used in case of Japanase
(Umemoto, 2006), so the resulting representations use the names of grammatical
functions such as subject and object, instead of true semantic roles.

Frank and Erk 2004 point out the benefits of adopting the DBA approach, es-
pecially at an early stage of developing a semantic module of an LFG parser, and
we follow this advice here. However, there are currently no external resources
for Polish that could supply information about semantic roles of particular pred-
icates. But instead of falling back all the way to grammatical functions, as in
case of the Japanese parser mentioned above, we capitalise on the fact that Pol-
ish has a relatively rich morphosyntactic system, with 7 morphological cases,’
and a large number of preposition / morphological case combinations, many of
which are highly correlated with specific semantic roles. In the remainder of this
section we describe the procedure of assigning ‘semantic roles’ on the basis of
morphosyntactic information; to constantly remind ourselves that they are just
approximations of true semantic roles, they will be called R0, R1, etc., instead of
Agent, Patient, etc., and the term ‘semantic role’ will be written in scare quotes.

How many roles do we need? We have seen above that too many roles cause
classification problems, so we want as few different roles as possible. On the

! But only 6 of them are governable; the vocative is never governed.
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other hand, there should be enough of them — and they should be sufficiently
well differentiated — to minimise the probability of two arguments of the same
predicate bearing the same role.? For the time being we settle on 11 core roles
listed in Table 1 together with the meanings they are supposed to approximate
(and, in some cases, with the usual names of such roles).

Table 1. Assumed ‘semantic roles’ and their approximate meanings

Role Approximate description

RO  Actor of an action (Agent, Effector)

R1  Undergoer of an action (Patient, Theme, Product)

R2 Dative argument (Beneficiary, Recipient)

R3 Instrumental argument (Instrument)

R4 Adlative argument in both physical and abstract (functional, purposive)
meaning (Destination, Recipient, Theme)

R5  Ablative argument in both physical and abstract (causal) meaning (Source)

R6  Locative argument in both physical and abstract meaning

R7  Perlative argument

R8 Topic of communication

R9 Temporal argument (point in time)

R10 Manner argument

The algorithm for assigning ‘semantic roles’ to arguments is rather simple.
With one exception, the ‘semantic role’ is assigned on the basis of the gram-
matical function of the argument (as well as the voice of the verb; see below).
The exception is the OBL(ique) argument — in the LFG grammar of Polish this
is prototypically the grammatical function of various prepositional arguments.
In this case, also the form of the preposition and the case of its object is taken
into account. Tables 2 and 3 present the mapping from grammatical functions of
arguments of an active form of the verb, and — in case of OBL — from particular
preposition / case combinations, to ‘semantic roles’.?

In case of passive forms, the deep object becomes the surface subject, so
SUBJ maps to R1, and — conversely — the deep subject may be realised as a by-
phrase (PRzEZ[acc]) bearing the OBL-AG grammatical function, so this function
is mapped to RO.

2 Note that it would be unrealistic to expect such situation never to happen; even Verb-
Net with its 25-30 roles needs roles such as Co-Agent, Co-Patient and Co-Theme.
Moreover, in the experiments described in Jaworski and Przepiérkowski 2014, about
2.5-4.4% of verb occurrences had their arguments marked with duplicated roles
(more precisely, 2.47% in case of VerbNet roles, 4.36% in case of Sowa’s roles).

The mapping given for OBL may also be used to assign ‘semantic roles’ to prepositio-
nial adjuncts. Roles R6, R9 and R10 may also be used to indicate relations between
a verb and its adverbial adjuncts. But if adjuncts are included in the ‘semantic role’
assignment, the problem of duplication of roles mentioned below becomes more se-
rious and should be dealt with, e.g., by assigning adjuncts separate roles A2—-A10,
conventionally corresponding to R2-R10.
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Table 2. Mapping of grammatical functions (with active verbs) to ‘semantic roles’

Argument Role

SUBJ RO
OBJ R1
OBJ-TH R2

OBL-INST R3
OBL-GEN R1

OBL-STR R1
OBL see Table 3
XCOMP R8
COMP R8

XCOMP-PRED R8
Table 3. ‘Semantic roles’ for OBL arguments

Preposition / morphological case Role
DLA[gen], PRZECIW[dat], WOBEC|gen] R2
DO[gen], Ku[dat], MIEDzY[acc], NAfacc], NAD[acc|, PO[acc], POD[acc|, R4
POMIEDZY [acc], PONAD[acc], POzA[acc]|, PRZED[acc], Wlacc], ZA[acc]

DzIEKI|dat], OD[gen], SPOD[gen], SPOSROD[gen|, WSKUTEK [gen], Z[gen], ZZA[gen] R5
KOLO[gen], MIEDZY [inst], NA[loc], NAD[inst], PO[loc], POD[inst], POMIEDZY][inst], R6
PONAD[inst], PONIZEJ[gen|, POZA[loc], PRZED[inst], PRzY[loc], U[gen]|, W[loc],
WOKOL[gen], WSROD|gen], ZA[inst]

BEZ[gen|, POPRZEZ[acc|, PRZEZ[acc], Z[inst] R7
JAKO[nom], ofacc], o[loc] R8
PODCZAS[gen] R9
WEDLUG [gen] R10

This way of assigning ‘semantic roles’ conflates different grammatical func-
tions while preserving the near-uniqueness of ‘semantic roles’. First, normally
only one of the grammatical functions OBJ (any passivisable argument, usually
in the accusative), OBL-GEN (non-passivisable genitive argument) and OBL-
STR (structurally cased, i.e., a usually accusative argument, which does not
passivise) may appear in the f-structure of a given verb, so these — as well as the
SUBJ of a passive verb — are uniformly mapped to R1. Second, in the valence
dictionary for Polish mentioned below, there is only one rather special verb that
has a valence schema with different arguments mapping to the grammatical func-
tions of COMP (sentential complement) and XCOMP (infinitival complement),
so it makes sense to translate both grammatical functions to R8, which approx-
imates the Topic role. Less obviously, also XCOMP-PRED, which corresponds
to the predicative argument of copula verbs, especially, BYC ‘be’ and ZOSTAC
‘become’, is translated to R8. It might at first seem that a sentence meaning
Brody is innocent should be represented as, say, innocent(b), but then there is
no event that different tenses or modalities could modify. Without going into
details of the envisaged semantic representation, let us assume that a proposi-
tion like innocent(b) — expressed by the XCOMP-PRED argument and its covert
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subject overtly realised as the subject of the copula — is the sole topical (R8)
argument of the copula verb.

Lumping various grammatical functions into single ‘semantic roles’ should be
contrasted with splitting OBL into different ‘semantic roles’, on the basis of
the preposition and the case it governs (see Table 3). For example, R2 — the
approximation of Beneficiary and Recipient — is assigned not only to dative ar-
guments, but also to arguments headed by DLA[gen] ‘for’, etc. Similarly, DO[gen]
‘to’, Ku[dat] ‘towards’, NA[acc] ‘on(to)’, etc., are reasonable indicators of the
Adlative role, approximated here by R4.

This algorithm ensures high uniqueness of ‘semantic role’ assign-
ment. Out of the total number of 24170 morphosyntactic schemata in
the September 2013 version of Walenty, a valence dictionary for Polish
(http://zil.ipipan.waw.pl/Walenty; Przepiérkowski et al. 2014), only
343 (or 1.42%) contained two or more arguments which would be mapped to
the same ‘semantic role’. In almost half of them, namely 162, R4 would be
duplicated; this is because the relevant schemata contain a number of prepo-
sitional arguments of the same type. This is also a problem for the underlying
LFG grammar, as all such arguments need to be mapped to essentially the same
grammatical function, OBL. As this would violate LFG’s coherence condition,
the grammar introduces also OBL2.% Exactly the same problem occurs with
R6, which is duplicated 69 times. In case of the 48 duplicates of R8, valence
schemata contain a broadly verbal argument (COMP or XCOMP) and one of
the prepositional arguments listed in the R8 row of Table 3. Moreover, OBJ
co-occurs with OBL-GEN or OBL-STR. 35 times, resulting in the duplication
of R1; the other 29 duplication cases are less systematic. For some of these 343
cases duplication cannot easily be avoided, but for others a more sophisticated
‘semantic role’ assignment procedure can be devised; e.g., when OBL-GEN
occurs next to OBJ, it should probably be mapped to the broadly ablative R5
rather than the thematic R1.

Obviously, the procedure just described is an engineering heuristic, and in-
stances of ‘wrong’ decisions may be found. For example, OBL arguments of type
z[inst] ‘with’ have at least two meanings, apart from the perlative (R7): the-
matic (R1) and co-agentive (R0); in fact, the sentence Zrdéb z nim porzqdek, lit.
‘do with him order’, is ambiguous between the two and may mean either ‘Deal
with him’ (R1) or ‘Clean up with him’ (RO).

On the positive side, while we do not have any quantitative data on the
effects of this approach to ‘semantic roles’ on tasks such as textual entailment or

4 This should be contrasted with 2.47-4.36% of verb occurrences annotated with
valence frames containing duplicated semantic roles in the experiments reported
in Jaworski and Przepiérkowski 2014. As reported in that paper, on the same data
the approach proposed here resulted in 1.73% of verb occurrences with valence frames
containing duplicates.

5 In fact, also OBL3 and OBLA4. In the LFG valence dictionary, which was converted
from the March 2014 version of Walenty, there are 19 787 schemata with OBL, 1843
(almost 10%) of them also mention OBL2, 45 of these 1843 include OBL3, and 2 of
these 45 — also OBL4 (Agnieszka Patejuk, p.c.).
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question answering,® we note that it makes various inferences immediate which
would not be straightforward if arguments were marked only with grammatical
functions, e.g., inferences of the b. sentences from the corresponding a. sentences
below:

(1) a. Janek pobil Tomka. ‘Janek beat Tomek up.’
b. Tomek zostal pobity. ‘Tomek was beaten up.’
(2) a. Janek przestal do Tomka ksigéke. ‘Janek sent a book to Tomek.’
(lit. ‘Janek sent to Tomek (a/the) book.ACC.”)
b. Janek przekazal Tomkowi ksigzke. ‘Janek transferred a book to Tomek.’
(lit. ‘Janek transferred Tomek.DAT (a/the) book.AccC.”)
(3) a. Janek powiedzial, ze Tomek wygral. ‘Janek said that Tomek had won.’
b. Janek mowil o Tomku. ‘Janek was talking about Tomek.’

4 Conclusions

Given various problems with the practical applicability of standard repertoires
of semantic roles reported in this paper, and the fact that creating resources such
as VerbNet or FrameNet takes a lot of time, money and expertise, we proposed
an ersatz solution consisting in assigning approximations of semantic roles cal-
culated on the basis of syntactic (grammatical functions) and morphosyntactic
(case, preposition form) features of arguments. The algorithm presented above
makes it possible to assign such ‘semantic roles’ to arguments almost uniquely,
and the resulting neo-Davidsonian representations facilitate textual entailments
well beyond what would be possible if arguments were marked with grammatical
functions only.
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